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An upper bound conjecture for the Yokota invariant

GIULIO BELLETTI

We conjecture an upper bound on the growth of the Yokota invariant of polyhedral graphs, extending a
previous result on the growth of the 6j -symbol. Using Barrett’s Fourier transform we are able to prove
this conjecture in a large family of examples. As a consequence of this result, we prove the Turaev–Viro
volume conjecture for a new infinite family of hyperbolic manifolds.
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1 Introduction

In [7] Chen and Yang proposed and provided extensive computations for the following conjecture, relating
the hyperbolic volume of a manifold to its Turaev–Viro invariants TVr (see [22, page 869] for the
original definition):

Conjecture 1 (the Turaev–Viro volume conjecture) Let M be a hyperbolic 3-manifold , either closed
with cusps , or compact with geodesic boundary. Then as r varies along the odd natural numbers ,

(1-1) lim
r!1

2�

r
log.TVr .M; e2� i=r //D Vol.M /:

This conjecture has been verified for the complements of the Borromean rings and of the figure-eight
knot by Detcherry, Kalfagianni and Yang [12], all the hyperbolic Dehn surgeries on the figure-eight knot
(for integral surgeries by Ohtsuki [19] and later for rational surgeries by Wong and Yang [26]), and all
complements of fundamental shadow links by Belletti, Detcherry, Kalfagianni and Yang [5].

A useful tool introduced in [5] to study the asymptotic behavior of quantum invariants such as TVr is a
sharp upper bound on the growth of the 6j -symbol, which is the basic building block in their definition.

© 2025 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
Open Access made possible by subscribing institutions via Subscribe to Open.
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646 Giulio Belletti

Such an upper bound can be used to prove very quickly the volume conjecture for complements of
fundamental shadow links.

The upper bound just mentioned can be interpreted as an upper bound for the Yokota invariant Yr , which
is an invariant of embedded graphs (see Definition 2.7). Indeed, the square of the 6j -symbol is also the
Yokota invariant of the tetrahedral graph; thus it is natural to ask if an upper bound analogous to that
of [5] holds for any polyhedral graph (which is to say, any graph which is the 1-skeleton of a hyperbolic
polyhedron). We propose the following:

Conjecture 2 (the upper bound conjecture) Let r > 2 be odd. If � is a polyhedral graph and col is any
r -admissible coloring of its edges (see Definition 2.3), then

�

r
log jYr .�; col/j � sup

P

Vol.P /COr!1

�
log.r/

r

�
;

where P varies among all proper generalized hyperbolic polyhedra with 1-skeleton � (see Definition 3.2;
these are hyperbolic polyhedra with possibly hyperideal vertices) and Vol.P / is the hyperbolic volume
of P .

Moreover , the inequality is sharp , with equality attained by the sequence of colorings giving the color
1
2
.r � 2˙ 1/ to each edge (the sign is chosen so that the colors are even).

We are able to prove the upper bound conjecture for a large family of examples:

Theorem 4.9 The upper bound conjecture is verified for any planar graph obtained from the tetrahedron
by applying any sequence of the following two moves:

� blowing up a trivalent vertex (see Figure 1), or

� triangulating a triangular face (see Figure 2).

The upper bound conjecture naturally leads to the question of what is the supremum of all volumes of
polyhedra sharing the same 1-skeleton. This is answered by Belletti [4, Theorem 4.2]:

Theorem 1.1 For any polyhedral graph � ,

sup
P

Vol.P /D Vol.�/;

where P varies among all proper generalized hyperbolic polyhedra with 1-skeleton � and � is the
rectification of � .

�!

Figure 1: Truncating a vertex.

Algebraic & Geometric Topology, Volume 25 (2025)



An upper bound conjecture for the Yokota invariant 647

�!

Figure 2: Triangulating a face.

The rectification of a graph is defined in [4, Section 3.4] (see also Remark 3.9); for our purposes it
suffices to say that � is the polyhedron with 1-skeleton � with every edge tangent to @H3 in the Klein
model of hyperbolic space (and hence which has dihedral angle 0 at each edge). This polyhedron can be
canonically truncated to give an ideal right-angled hyperbolic polyhedron, and hence it makes sense to
speak of Vol.�/ as the volume of the truncation.

As an application of Theorem 4.9, we prove in Theorem 5.6 that the Turaev–Viro volume conjecture holds
for a new infinite family of cusped manifolds. These are complements of certain links in S3 #g .S1�S2/;
their hyperbolic structure is obtained by gluing right-angled octahedra.

In Section 2 we set the notation, give the basic properties of the Kauffman bracket and define the Yokota
invariant. In Section 3 we discuss previous volume conjectures for polyhedra and state the upper bound
conjecture. In Section 4 we introduce the Fourier transform of Barrett, and use it to prove Theorem 4.9.
Section 5 contains the proof of the Turaev–Viro volume conjecture for a new family of manifolds. Finally
in an appendix we propose numerical evidence for a related volume conjecture for polyhedra.

Acknowledgments I wish to thank my advisors Bruno Martelli and Francesco Costantino for their
guidance and support. Furthermore I wish to thank Renaud Detcherry, Efstratia Kalfagianni and Tian
Yang for their comments on a preliminary version of this paper. Finally I would like to thank the referee
for their detailed suggestions which greatly improved the readability of this paper. Part of this work
supported by the Deutsche Forschungsgemeinschaft under Germany’s Excellence Strategy EXC-2181/1
-390900948 (the Heidelberg STRUCTURES Cluster of Excellence).

2 The Kauffman bracket and the Yokota invariant

2.1 The Kauffman bracket

Throughout the rest of the paper r � 3 is an odd integer and q D e2�i=r . All the definitions we give in
this section are standard; the only notable difference is that in some papers (eg [2]) the graphs are colored
with half-integer colors, while here we use integers.

For an integer n� 0, the quantum integer Œn� is defined as .qn�q�n/=.q�q�1/D sin.2�n=r/=sin.2�=r/,
and the quantum factorial Œn�! is

Qn
iD1Œi � (with the convention that Œ0�! D 1). Furthermore, we denote

by Ir the set of all even nonnegative integers at most equal to r � 2.

Algebraic & Geometric Topology, Volume 25 (2025)



648 Giulio Belletti

Remark 2.1 Because of the choice of root of unity q, we need to work with the SO.3/ version of the
quantum invariants, rather than the SU.2/ version. This essentially amounts to using only even numbers
as colors; a brief overview of how these invariants are related can be found for example in [12, Section 2].
Because of this, some terms in the upcoming formulas appear redundant; we still include them to keep
the notation uniform with other papers dealing with the SU.2/ version.

Definition 2.2 We say that a triple .a; b; c/ 2 I3
r is r -admissible if

� a; b; c � r � 2,

� aC bC c is even and aC bC c � 2r � 4,

� a� bC c, b � aC c and c � aC b.

We say that a 6-tuple .n1; n2; n3; n4; n5; n6/ of elements in Ir is r -admissible if the four triples .n1; n2; n3/,
.n1; n5; n6/, .n2; n4; n6/ and .n3; n4; n5/ are r -admissible.

For n 2N define

(2-1) �n D .�1/nC1ŒnC 1�:

For an r -admissible triple .a; b; c/ we can define

(2-2) ‚.a; b; c/D .�1/.aCbCc/=2

�
1
2
.aC bC c/C 1

�
!�

1
2
.aC b� c/

�
!
�

1
2
.a� bC c/

�
!
�

1
2
.�aC bC c/

�
!

and �.a; b; c/ WD‚.a; b; c/�1=2. Notice that the number inside the square root is real; by convention we
take the positive square root of a positive number, and the square root with positive imaginary part of a
negative number.

Definition 2.3 An r -admissible coloring for a tetrahedron T is an assignment of an r -admissible 6-tuple
.n1; n2; n3; n4; n5; n6/ 2 I6

r to the set of edges of T , as shown in Figure 3. More generally, we say that
an r -admissible coloring for a trivalent graph � � S3 is an assignment of elements of Ir to the edges
of � such that the colors at each vertex form an r -admissible triple. Even more generally we say that an

n4

n6 n5

n2

n1

n3

Figure 3: An r -admissible coloring for a tetrahedron.

Algebraic & Geometric Topology, Volume 25 (2025)



An upper bound conjecture for the Yokota invariant 649

assignment of elements of Ir to edges of a (not necessarily trivalent) graph is a coloring, and a graph �
together with its coloring col is a colored graph .�; col/.

If v is a trivalent vertex of a graph whose incident edges are colored by an r -admissible triple .a; b; c/,
we write for short ‚.v/ and �.v/ instead of ‚.a; b; c/ and �.a; b; c/.

Moreover, for an r -admissible 6-tuple .n1; n2; n3; n4; n5; n6/ we can define its 6j -symbol as usual as

(2-3)
ˇ̌̌̌
n1 n2 n3

n4 n5 n6

ˇ̌̌̌
D

4Y
iD1

�.vi/

min QjX
zDmax Ti

.�1/z ŒzC 1�!Q4
iD1Œz�Ti �!

Q3
jD1ŒQj � z�!

;

where

� v1 D .n1; n2; n3/, v2 D .n1; n5; n6/, v3 D .n2; n4; n6/ and v4 D .n3; n4; n5/,

� T1D
1
2
.n1Cn2Cn3/, T2D

1
2
.n1Cn5Cn6/, T3D

1
2
.n2Cn4Cn6/ and T4D

1
2
.n3Cn4Cn5/,

� Q1 D
1
2
.n1C n2C n4C n5/, Q2 D

1
2
.n1C n3C n4C n6/ and Q3 D

1
2
.n2C n3C n5C n6/.

By convention we define the 6j -symbol of a non-r -admissible tuple to be equal to 0.

The Kauffman bracket is an invariant of trivalent framed graphs; before defining the Kauffman bracket
we recall the definition of framed graphs:

Definition 2.4 A framed graph ��S3 is a graph in S3 together with a 2-dimensional oriented thickening,
considered up to isotopy. More precisely, a framed graph � is a pair .G;F / with G an embedded graph
in S3 and F an embedded orientable surface containing G as a deformation retract. As is usual for
framed links, we draw planar diagrams of framed graphs with over and undercrossing information, and
such that the “thickness” of the surface always lies flat on the projection plane.

Definition 2.5 The Kauffman bracket is the unique map

h � iW fcolored trivalent framed graphs in S3
g !C

satisfying the following properties:

(i) If � is the planar circle colored with n 2 Ir then h�i D�n.

(ii) If � is a theta graph (see Figure 4) colored with the r -admissible triple .a; b; c/ 2 I3
r then h�i D 1.

Figure 4: A theta graph.

Algebraic & Geometric Topology, Volume 25 (2025)



650 Giulio Belletti

(iii) If � is a tetrahedron colored with the r -admissible 6-tuple .n1; : : : ; n6/ 2 I6
r then

h�i D

ˇ̌̌̌
n1 n2 n3

n4 n5 n6

ˇ̌̌̌
:

(iv) The fusion rule:

(2-4)

* b

a

+
D

X
i2Ir

�i

� b

a

i
b

a

�
:

(v) If � has a bridge (that is to say, an edge that disconnects the graph if removed) colored with i ¤ 0,
then h�i D 0.

(vi) If at some vertex of � the colors do not form an r -admissible triple, then h�i D 0.

(vii) If � is colored with an r -admissible coloring such that the color of an edge e is equal to 0, then

(2-5)
� a

a

0
b

b

�
D

1
p
�a�b

�
a b

�
and h�i D .1=

p
�a�b/h�

0i, where � 0 is � with e removed, and a and b are the colors of the edges that
share a vertex with e (notice that since the coloring is r -admissible, two edges sharing the same vertex
with e will have the same color).

(viii) The undoing of a crossing:*
a

cb

+
D .�1/.bCc�a/=2q.b.bC2/Cc.cC2/�a.aC2//=4

*
a

c b
+
:

(ix) If � is the disjoint union of �1 and �2, then h�i D h�1ih�2i.

It is absolutely not clear from the definition that such a map exists; a proof is in [16, Chapter 9]. However,
it is straightforward to see that (i)–(ix) are enough to calculate h�i. Taking any planar diagram of � ,
apply a fusion rule near each crossing, and then undo the crossing using (viii); therefore we only need
to calculate h � i on planar graphs. For a planar graph, repeated applications of the fusion rule create a
bridge, and (v), (vii) and (ix) allow one to compute h�i from the Kauffman bracket of two graphs, each
with fewer vertices.

Remark 2.6 There are a few different normalizations of the Kauffman bracket in the literature. Here we
use the unitary normalization; it should be noted that [16] uses a different one, however the results there
apply to the unitary normalization with little modification.

In what follows sometimes we will color the edges of � with linear combinations of colors; the Kauffman
bracket can be extended linearly to this context. In particular, we will use Kirby’s color � WD

P
i2Ir

�ii .

Algebraic & Geometric Topology, Volume 25 (2025)



An upper bound conjecture for the Yokota invariant 651

�!

Figure 5: Desingularization of a vertex of valence 6

2.2 The definition of the Yokota invariant from the Kauffman bracket

In this subsection we give an overview of the Yokota invariant, which generalizes the Kauffman bracket
invariant of trivalent graphs to graphs with vertices of any valence; it was first introduced in [27].

Suppose � � S3 is a framed graph with vertices of valence at least 3; as before r > 2 is odd and
q D e2� i=r .

For a vertex v of � , we can take a small ball B containing v, and replace �\B with a trivalent planar tree
in B having the same endpoints in @B\� (see Figure 5). We call this procedure a desingularization of �
at v. Notice that if v has valence greater than 3, then this procedure is not unique; however, any desingu-
larization is related to any other via a sequence of Whitehead moves (see Figure 6). This fact can be most
easily seen by thinking about the dual graph: the vertex corresponds to a polygon and a desingularization
corresponds to a choice of enough diagonals to triangulate the polygon. Then a Whitehead move acts on the
dual as a diagonal flip, and clearly diagonal flips are enough to go from any choice of diagonals to any other.

We say that the trivalent graph � 0 is a desingularization of � if it is obtained from � by desingularization
of each vertex of valence at least 4.

Definition 2.7 Let .�; col/ be a framed graph in S3 colored with elements of Ir . Let � 0 be a desingular-
ization of � . Call e0

1
; : : : ; e0

k
the edges of � 0 that were added by the desingularization. If k > 0, then the

Yokota invariant of .�; col/ is

Yr .�; col/ WD
X

col02I k
r

� kY
iD1

�col0.e0
i
/

�
jh� 0; col[ col0ij2;

�!

Figure 6: A Whitehead move.

Algebraic & Geometric Topology, Volume 25 (2025)



652 Giulio Belletti

with col0 coloring the edges e0
1
; : : : ; e0

k
. If instead k D 0 (ie � D � 0, ie � is trivalent) then Yr .�; col/D

jh�; colij2.

As we did with the Kauffman bracket, we extend linearly the Yokota invariant to linear combinations of
colors. Notice that in this case, even if � is trivalent, we may get Yr .�; col/¤ jh�; colij2.

Remark 2.8 We stress the fact that we are using the unitary normalization for the Kauffman bracket.
If we instead used the Kauffman normalization h � iK of [16], the definition of the Yokota invariant of
.�; col/ would be

Yr .�; col/ WD
X

col02I k
r

Qk
iD1�col0.e0

i
/Q

v vertex of � ‚.v/
jh� 0; col[ col0iK j2:

Proposition 2.9 [27] The Yokota invariant does not depend on the choice of desingularization.

We can easily extend the Yokota invariant to graphs with 1-valent and 2-valent vertices as well, via the
following formulas:

Yr

�
i j �

D
ıi;j

�i
Yr

� i �
; Yr

 
i

!
D ıi;0Yr

 !
:

We normalize the invariant so that it is equal to 1 for the graph with a single vertex and no edges.

Now we give three important properties of the Yokota invariant, all easy consequences of the definitions:

Proposition 2.10 (1) The Yokota invariant does not depend on the framing of � .

(2) If an edge e of � is colored with the Kirby color �, and � 0 is obtained from � via a Whitehead
move on the edge e (coloring the edge that replaces e with � and keeping every other color the
same) then Yr .�; col/D Yr .�

0; col/.

(3) If � is a vertex sum of �1 and �2 along trivalent vertices v1 2 �1 and v2 2 �2 (see Figure 7), then
Yr .�; col/D Yr .�1; col1/Yr .�2; col2/, where col1 and col2 are the restrictions of col to �1 and �2,
respectively.

a

b

c

a

b

c

�!

a

b

c

Figure 7: A vertex sum of two trivalent vertices

Algebraic & Geometric Topology, Volume 25 (2025)
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�!

Figure 8: Applying the fusion rule to three edges arising from a vertex sum.

Proof Part (1) holds because h�i depends on the framing of � only up to a factor of qa; thus when
taking squared norms this becomes 1. Part (2) is essentially the fact that the Yokota invariant is well
defined: since both e and the corresponding edge in � 0 are colored with �, both sides of the equality are
equal to the Yokota invariant of the graph obtained by collapsing e to a point.

Part (3) follows from the analogous property for the Kauffman bracket; this is obtained via two applications
of the fusion rule and one application of the bridge rule of Definition 2.5(v); see Figure 8.

It is very important that the vertex sum in Proposition 2.10(3) is done between trivalent vertices; the
assertion is false in general.

Remark 2.11 The Kauffman bracket (and hence, the Yokota invariant) can also be defined in the much
larger setting of framed trivalent graphs in closed oriented 3-manifolds (see for example [16; 18]); since
we will not need such a generality that carries some more technical details, we will restrict ourselves to
the S3 case.

3 Volume conjecture for polyhedra

3.1 The volume conjecture for polyhedra

Costantino first conjectured in [8] that the growth of the 6j -symbol is given by the volume of a hyperbolic
tetrahedron. A volume conjecture for trivalent graphs (and their Kauffman bracket invariant) was proposed
in [24] and later refined in [10] to the case of planar trivalent graphs and hyperbolic polyhedra with
trivalent vertices. The conjecture of [10] evaluates the invariant at the first root of unity q D e�i=r ; the
downside of this choice is that they have to consider poles of the Kauffman bracket, instead of its values
directly. Recently Murakami and Kolpakov [17] proposed a volume conjecture for polyhedra at the
second root of unity q D e2�i=r , but only stated it for simple polyhedra without hyperideal vertices (see
Remark 3.6 and Definition 3.2); remarkably this conjecture directly involves the value of the Kauffman
bracket. Here we propose Conjecture 3, which is an extension of Kolpakov and Murakami’s volume
conjecture to a very general setting, and then propose Conjecture 4, which concerns an upper bound for
the Yokota invariant of polyhedral graphs.

Geometric background Recall the projective model for hyperbolic space H3 �R3 �RP3 where H3

is the unit ball of R3; for the basic definitions see for example [1]. Notice that for convenience we
have picked an affine chart R3 �RP3, so that it always make sense to speak of segments between two

Algebraic & Geometric Topology, Volume 25 (2025)
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P

1
2
�

1
2
�

Figure 9: The dual of a point P .

points, half-spaces, et cetera; this choice is inconsequential, up to isometry. It should be mentioned that
isometries, in this model, correspond to projective transformations that preserve the unit sphere.

The space RP3 has a duality that comes from the Minkowski scalar product on R3;1; using this we
can associate to a point p lying in R3nH3 a plane …p � H3, called the polar plane of p, such that
all lines passing through H3 and p are orthogonal to …p (see Figure 9 for a 2-dimensional picture).
If p 2 R3nH3, denote by Hp �H3 the half-space delimited by the polar plane …p on the other side
of p; in other words, Hp contains 0 2R3. If the line from p to p0 passes through H3, then …p and …p0

are disjoint [1, Lemma 4]. In particular, if the segment from p to p0 intersects H3, then …p �Hp0 and
…p0 � Hp; if however the segment does not intersect H3, but the half-line from p to p0 does, then
Hp �Hp0 . If p gets pushed away from H3, then …p gets pushed closer to the origin of R3.

Definition 3.1 A projective polyhedron in RP3 is a convex polyhedron in some affine chart of RP3.
Alternatively, it is the closure of a connected component of the complement of finitely many planes in
RP3 that does not contain any projective line.

Definition 3.2 Following [15, Definition 4.7]:

� We say that a projective polyhedron P �R3 �RP3 is a generalized hyperbolic polyhedron if each
edge of P intersects H3.

� A vertex of a generalized hyperbolic polyhedron is real if it lies in H3, ideal if it lies in @H3 and
hyperideal otherwise.

� A generalized hyperbolic polyhedron P is proper if for each hyperideal vertex v of P the interior of
the polar half-space Hv contains all the other real vertices of P (see Figure 10).
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…v

v

Figure 10: A proper vertex.

� We define the truncation of a generalized hyperbolic polyhedron P at a hyperideal vertex v to be the
intersection of P with Hv; similarly the truncation of P is the truncation at every hyperideal vertex, that
is to say P \

�T
v hyperideal Hv

�
. We say that the volume of P is the volume of its truncation. Notice that

the volume of a nonempty generalized hyperbolic polyhedron could be 0 if the truncation is empty.

In the remainder of the paper we simply say proper polyhedra for proper generalized hyperbolic polyhedra.

When it has positive volume, the truncation of a generalized hyperbolic polyhedron P is itself a polyhedron;
some of its faces are the truncations of the faces of P , while the others are the intersection of P with
some truncating plane; we call such faces truncation faces. If an edge of the truncation of P lies in a
truncation face we say that the edge arises from the truncation.

Remark 3.3 For proper polyhedra the dihedral angles at the edges arising from the truncation are 1
2
� .

Remark 3.4 If � can be embedded as the 1-skeleton of a projective polyhedron, then it is 3-connected
(that is to say, it cannot be disconnected by removing two nonadjacent vertices). Furthermore, any 3-
connected planar graph can be embedded as the 1-skeleton of a proper polyhedron [20]. If a planar graph
is 3-connected, then it admits a unique embedding in S2 (up to isotopies of S2 and mirror symmetry)
[13, Corollary 3.4]. Hence when in the following we consider a planar graph, it is always going to be
3-connected and embedded in S2. In particular, it will make sense to talk about the dual of � , denoted
by ��. The graph �� is the 1-skeleton of the cellular decomposition of S2 dual to that of � .

Remark 3.5 It is important not to mix up the 1-skeleton of a projective polyhedron with the 1-skeleton
of its truncation. In what follows, whenever we refer to 1-skeletons we always refer to those of projective
polyhedra (and not their truncation) unless specified.

We propose the following formulation of the volume conjecture for polyhedra, generalizing the previously
mentioned versions:
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Conjecture 3 (the volume conjecture for polyhedra) Let P be a proper polyhedron with dihedral angles
˛1; : : : ; ˛m at the edges e1; : : : ; em, and 1-skeleton � . Let colr be a sequence of r -admissible colorings
of the edges e1; : : : ; em of � such that

2� lim
r!C1

colr .ei/

r
D � �˛i :

Then
lim

r!C1

�

r
log jYr .�; colr /j D Vol.P /:

Remark 3.6 In the case where P is a simple polyhedron in H3 (ie a compact polyhedron with only
trivalent vertices) this conjecture is the same as the volume conjecture of Kolpakov and Murakami [17].

Conjecture 3 was verified in [6] for tetrahedra with at least one hyperideal vertex; we provide some further
supporting numerical evidence for Conjecture 3 for some pyramids in the appendix, and prove it for a large
family of examples in Proposition 4.8 and Remark 4.10 (however, only for a single sequence of colors).

Remark 3.7 Conjecture 3 would imply that Conjecture 2 is verified when restricted to colors which
correspond to hyperbolic polyhedra.

3.2 The upper bound conjecture

In [5] the authors proved an upper bound on the growth of the 6j -symbol. When stated in terms of the
Yokota invariant of the tetrahedral graph T , the result is the following:

Theorem 3.8 For any r and any r -admissible coloring col of the graph T , we have

�

r
log jYr .T; col/j � v8CO

�
log.r/

r

�
;

where v8 � 3:66 is the volume of the regular ideal right-angled octahedron. Furthermore , this inequality
is sharp , with the upper bound achieved at the 6-tuple

�
1
2
.r � 2˙ 1/; : : : ; 1

2
.r � 2˙ 1/

�
with the signs

chosen so that 1
2
.r � 2˙ 1/ is even.

It is natural to ask if a similar upper bound holds for other graphs. The reason the quantity v8 is involved
in the statement of Theorem 3.8 is that it is the upper bound of the volume of all proper tetrahedra. In [4]
the author proved that, given a polyhedral graph � , the upper bound of the volume of all proper polyhedra
with 1-skeleton � is equal to the volume of the rectification of � , denoted by � (see Remark 3.9). In
light of this, we reword Conjecture 2 as follows:

Conjecture 4 If � is a polyhedral graph and col is any r -admissible coloring of its edges , then

�

r
log jYr .�; col/j � Vol.�/CO

�
log.r/

r

�
:

Moreover , the inequality is sharp , with equality attained by the sequence of colorings giving the color
1
2
.r � 2˙ 1/ to each edge (the sign is chosen so that the colors are even).
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Figure 11: The rectification of a tetrahedron (left) and its truncation (right), the ideal right-angled
octahedron. The gray faces arise from the truncation of the top and bottom vertices.

Remark 3.9 The rectification of � is defined as the unique projective polyhedron with 1-skeleton � and
with every edge tangent to @H3 (see Figure 11). While � is not a proper (or even generalized hyperbolic)
polyhedron, we can still speak of its truncation and its volume; for more details see [4, Section 3.4].

Remark 3.10 It would be natural to ask whether a similar upper bound would work for nonpolyhedral
graphs; however in this case it is unclear what would be the geometric object to replace � .

Theorem 4.9 Conjecture 4 is verified for any planar graph obtained from the tetrahedron by applying
any sequence of the following two moves:

� blowing up a trivalent vertex (see Figure 1), or

� triangulating a triangular face (see Figure 2).

This theorem will be proven in Section 4.

4 The Fourier transform

In this section we prove Theorem 4.9. The first main tool used is Theorem 3.8.

The second is the Fourier transform introduced in [2] by Barrett. We describe it here in a slightly different
context and notation.

Let H � S3 be the 0-framed Hopf link as in Figure 12. For i; j 2 Ir we denote by H.i; j / 2C the value
of the Kauffman bracket of the Hopf link colored with i; j ; applying the relation of [18, Figure 22] and
an easy induction on j shows that

H.i; j /D .�1/iCj Œ.i C 1/.j C 1/�D .�1/iCj sin.2�.i C 1/.j C 1/=r/

sin.2�=r/
:
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Figure 12: The 0-framed Hopf link.

Furthermore define
N WD

r

4 sin2.2�=r/
D hU; �i D

X
i2Ir

�2
i ;

where U is the 0-framed unknot in S3 colored with � WD
P

i2Ir
�ii ; see [18, page 185].

Remark 4.1 Once again, we are using the SO.3/ version of the invariants evaluated at q D e2�i=r .
However, the Fourier transform and its properties hold with any choice of primitive 2r th root of unity, or
any choice of primitive 4r th root of unity for the SU.2/ case; the proofs work verbatim in every other case.

Definition 4.2 The Fourier transform of Yr .�; col/ is the invariant of the colored graph .�; col0/ given
by the formula

Fr .�; col0/D
X

col coloring of �

Yr .�; col/H.col; col0/;

where
H.col; col0/ WD

Y
e edge of �

H.col.e/; col0.e�//:

The following proposition was first noticed by Barrett in [2, Section 5]; a concise proof was later given
in [3, Theorem 1]. For the sake of completeness, we include a detailed proof.

Proposition 4.3 If � is a planar framed graph , �� is its planar dual and col0 is a coloring of the edges
of ��, then

Yr .�
�; col0/DN�g

X
col coloring of �

Yr .�; col/H.col; col0/DN�gFr .�; col0/;

where g is the genus of a regular neighborhood of � .

Proof The proof is entirely diagrammatic; when we display an equality between (linear combinations of)
diagrams, we mean that they have the same Kauffman bracket. Throughout the proof we will liberally
add �-colored 0-framed unknots that are unlinked from anything else; this will generate an ambiguity of
a power of N that we will account for at the end.

Step 1 Calculate Yr .�; col/ as the Kauffman bracket of a certain framed colored link L.�; col/.

The colored link L.�; col/ is obtained from .�; col/ as in Figure 13. Every vertex is replaced by a circle
colored with �, and every edge is replaced by a circle colored with the same color as the edge, wrapping
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�!

�

Figure 13: Obtaining L.�; col/ using the chainmail rule. Each circle has the same color as its
corresponding edge, and it has two consecutive overcrossings and two consecutive undercrossings.

once around each of the two circles corresponding to its vertices in a minimally twisted way (ie the
circle has two consecutive overcrossings and two consecutive undercrossings). Notice that the link itself
only depends on �; only its coloring depends on col. Furthermore we can define the framing to be the
blackboard framing of the diagram we just constructed.

The fact that hL.�; col/i D Yr .�; col/ can be shown by using the definition of Yr after applying the
following identity to L:

(4-1)

�

D

X
i2Ir

�i

�

i i

This holds for any number of strands; it is obtained by repeated application of the fusion rule followed by
the well-known fact (see [18, Lemma 6]) that if a diagram contains the portion depicted in Figure 14 it is
equal to 0 unless i D 0.

When passing from � to L.�; col/ we still speak of edges and vertices of L.�; col/: we mean the circles
corresponding to edges and vertices of � , respectively. Slightly more improperly, we speak of faces of
L.�; col/, by which we mean the portions of the plane delimited by edges of � . To do this, until the start
of Step 3, we fix the diagram of L.�; col/ that we just created.

�

i

Figure 14
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Figure 15: Stretching edges towards the center and adding an extra component.

Step 2 For a given coloring col0 of � , calculate Fr .�; col0/ as the Kauffman bracket of a link yL.�; col0/.

The Fourier transform is given by the formula

Fr .�; col0/D
X

col coloring of �

hL.�; col/iH.col; col0/:

We wish to express this formula as the bracket of a single colored link; to do so we use the following
relationship (which can be proven via a particular case of the vertex sum formula from (3) after we
introduce extra edges colored with 0):

(4-2)
X
i2Ir

H.i; j /
i

D

j

�

Therefore Fr .�; col0/D hyL.�; col0/i, where yL.�; col0/ is the colored link obtained from L.�; col/ by
changing the color of each edge e of L.�; col/ to � and by adding a meridional circle around it colored
with col0.e/. We call the meridional circles added via this process the transverse circles; they will
correspond to edges of ��. Notice that this step only added circles, and did not otherwise change the link
diagram we created in Step 1 (not even via planar isotopy).

Step 3 Manipulate yL.�; col0/ to obtain L.��; col0/.

Take a face F of yL.�; col0/, stretch the circles transverse to its edges so that they are close to the center
of F and add an unknot U colored with � at the center of F (see Figure 15). Handleslide this new
unknotted component along all the edges of F (see Figure 16); the result is that U gets linked to each
transverse circle and remains unlinked from any edge or vertex of � as in Figure 17. Because the edges
are colored with � this procedure does not change the Kauffman bracket (see for example [18, Corollary,
page 181]). The circle U will correspond to a vertex in ��. Repeat this procedure for every face of
yL.�; col0/; notice also that the procedure we just carried out only changes the link diagram in the portion
of the plane corresponding to F .
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Figure 16: Handleslide between two different components of L.�; col/.

Now apply (4-1) to each circle corresponding to a vertex of � and each circle corresponding to a vertex
of ��. The result (see Figure 18) is going to be four connected graphs (and several unlinked unknots
that for now we ignore), which lie in parallel planes and are therefore unlinked from each other. Two of
these give Yr .�

�; col0/ and two of these give Yr .�;�/ (where we still denote by � the coloring of �
with color � on each edge).

Step 4 Prove that
Yr .�;�/DN g:

To do this, recall that the Yokota invariant does not change when performing a Whitehead move on an
edge colored with �; see Proposition 2.10(2). Further recall that a sequence of Whitehead moves can
change any trivalent graph into any other trivalent graph with the same number of vertices; this is because

� two trivalent graphs with the same number of vertices also have the same number of faces,

� their duals are triangulations with the same number of vertices,

� their duals can be changed into one another via “edge flips” (see [14]),

� edge flips are dual to Whitehead moves,

� two planar graphs with isotopic duals are themselves isotopic by [25, Theorem 11].

U

Figure 17: The central component U gets linked by handleslides.
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Figure 18: After applying (4-1), we get four unlinked graphs.

Therefore, we can desingularize and then apply Whitehead moves to � until it becomes a “bicycle” graph
as in Figure 19, with some circles connected linearly by segments; since desingularizing and performing a
Whitehead move do not change the genus of the regular neighborhood, there are g circles. Because of the
bridge rule (v), the Kauffman bracket is 0 unless the color of every connecting edge is 0, and therefore

Yr .�;�/D

� X
i1;:::;ig2Ir

�2
i1
� � ��2

ig

�
DN g:

Step 5 Account for the extra N factors.

At the beginning we added an unknot for each vertex of � , and then for each face. However when we
applied the inverse of the chainmail relation we removed the exact same number of components; therefore
there is no additional N factor.

Proposition 4.4 For any coloring col of a planar graph � ,

�

r
log jYr .�; col/j �max

col0
�

r
log jYr .�

�; col0/jCO

�
log r

r

�
;

where the maximum is taken over all r -admissible colorings of the dual graph ��.

Proof Let colmax be an r -admissible coloring of �� such that jYr .�
�; colmax/j is maximum.

By Proposition 4.3,
�

r
log jYr .�; col/j D �

r
log j

X
col0

H.col; col0/Yr .�
�; col0/j

�
�

r
log

X
col0
jH.col; col0/Yr .�

�; colmax/j D
�

r
log jYr .�

�; colmax/jCO

�
log r

r

�
;

where the last equality stems from the fact that
P

col0 H.col; col0/ grows polynomially in r .

Figure 19: The bicycle with three wheels.
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�!

Figure 20: The 1-skeleton of the rectification is outlined with dashed lines; a blow-up of a vertex
corresponds to gluing an octahedron to its truncation face.

Corollary 4.5 Conjecture 4 is true for � if and only if it is true for ��.

Proof Corollary 4.6 of [4] states that Vol.�/D Vol.��/; this and Proposition 4.4 imply the result.

We now turn to the proof of Theorem 4.9. This will use a few intermediate propositions which we now
state and prove.

We first calculate the volume of the rectification of the graphs at hand:

Proposition 4.6 If � is obtained from the tetrahedron by a sequence of g blow-ups of vertices or
triangulations of triangular faces , then

Vol.�/D .gC 1/v8:

Proof The case of gD 0 is well known and appears in [23, Theorem 4.2]. Take now any � obtained from
� 0 by a blow-up of a vertex v and consider P the truncated rectification of � 0. The vertex v corresponds
to a truncation face of P : this face is an ideal triangle. Given an octahedron, we can glue it to P by
identifying any of its faces to the face corresponding to v (since they are triangular faces the result does
not depend on any choice). Notice that the gluing is done along an ideal triangular face, and along
right dihedral angles. It is immediate to see that this gluing gives the truncation of �: it has the correct
1-skeleton (see Figure 20) and it is right-angled. Therefore, by blowing up a vertex, the maximum volume
grows by v8. Dually, triangulating a triangular face makes the maximum volume grow by v8 as well.

Next, we prove the upper bound:

Proposition 4.7 If � is obtained from the tetrahedron by a sequence of g blow-ups of vertices or
triangulations of triangular faces , and col is any r -admissible coloring , then

�

r
log jYr .�; col/j � .gC 1/v8CO

�
log.r/

r

�
:

Proof The base case g D 0 is Theorem 3.8.

If � is obtained from � 0 as a blow-up of a single vertex, then

Yr .�; col/D Yr .�
0; col1/Yr .T; col2/;
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where T is a tetrahedron, and col1 and col2 are the colorings induced by col on � 0 and T , respectively.
Therefore Yr .�; col/� Yr .�

0; col1/Yr .T; col2/, and by induction

�

r
log jYr .�; col/j � .gC 1/v8CO

�
log.r/

r

�
:

By Proposition 4.4, this inequality also holds if � is obtained from � 0 by triangulating a single triangular
face.

Finally we prove the sharpness of the upper bound:

Proposition 4.8 If � is obtained from the tetrahedron by a sequence of g blow-ups of vertices or
triangulations of triangular faces , and col D

�
1
2
.r � 2˙ 1/; : : : ; 1

2
.r � 2˙ 1/

�
— where the signs are

chosen so that r � 2˙ 1 is a multiple of 4 — then

lim
r!C1

�

r
log.Yr .�; col//D .gC 1/v8:

Proof The proof is by induction; the base case is Theorem 3.8. Suppose � is obtained from the
tetrahedron by g blow-ups and triangulations, and at least one blow-up. Then � is a vertex sum of
�1 and �2, with both graphs obtained from the tetrahedron via g1 and g2 blow-ups or triangulations,
respectively, and g1Cg2D g�1. Since Yr .�; col/D Yr .�1; col1/Yr .�2; col2/— with col1 and col2 the
colorings induced by col on �1 and �2, respectively — we have

lim
r!C1

�

r
log.Yr .�; col//D lim

r!C1

�

r
log.Yr .�1; col1/Yr .�2; col2//

D .g1C 1Cg2C 1/v8 D .gC 1/v8:

We need to deal with the case of � being obtained via g triangulations. In this case, �� is obtained from
the tetrahedron via g blow-ups. Apply the Fourier transform to Yr .�

�; col0/:

Yr .�; col/D
X
col0

H.col; col0/Yr .�
�; col0/:

However, since col is constantly 1
2
.r � 2˙ 1/ and even, we have

H
�

1
2
.r � 2˙ 1/; j

�
D .�1/j

sin
�
.2�=r/ � 1

2
.r ˙ 1/.j C 1/

�
sin.2�=r/

D .�1/j
sin.�.j C 1/˙�.j C 1/=r/

sin.2�=r/
D�

sin.˙�.j C 1/=r/

sin.2�=r/
;

which has� sign since 0� j � r�1. Moreover, since �� is a trivalent graph, Yr .�
�; col0/Djh��; col0ij2

is nonnegative for every coloring; therefore Yr .�; col/ is a sum with constant sign of Yr .�
�; col0/ over

all possible colorings. This shows that Yr .�; col/ grows as the maximum growth of Yr .�
�; col0/ over all

colorings, which is .gC 1/v8.

Putting Propositions 4.6, 4.7 and 4.8 together, we obtain the following theorem:
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Theorem 4.9 If � is obtained from the tetrahedron by a sequence of blow-ups of vertices or triangulations
of triangular faces , then Conjecture 4 is verified.

Remark 4.10 Proposition 4.8 actually proves Conjecture 3 for a large family of polyhedra (albeit for a
single sequence of colors each) since the volume of a polyhedron with internal angles 0 is the volume of
its rectification (notice how .2�=r/ � 1

2
.r ˙ 1� 2/! � as r !C1).

5 The Turaev–Viro volume conjecture

In this section we apply Theorem 4.9 to prove the Turaev–Viro volume conjecture for an infinite family
of examples.

Recall (for example from [18, Section 4.2]) that the Reshetikhin–Turaev invariant of a colored framed
link L in a manifold M is defined as

RTr .M;L; col/D ���.L
0/
hLtL0; col[�i;

where

� L0 � S3 is a framed link giving M via Dehn surgery,

� LtL0 is the disjoint union of L0 and L viewed as a subset of S3 (if need be, after isotoping L to
be disjoint from L0),

� the components of L0 are all colored with �,

� �.L0/ is the signature of the linking matrix of L0 � S3,

� �D hU; �i�1 D .A2�A�2/=
p
�2r , and

� � D hUC; �i, where UC is the unknot with framing equal to C1.

Proposition 5.1 Let � � S3 be a graph obtained from the tetrahedron by a sequence of g� 1 blow-ups
of vertices or triangulations of triangular faces as in the hypothesis of Theorem 4.9; let e1; : : : ; ek be its
edges , and denote by h the number of vertices of � . Then there is a k-component link LDL1t � � �tLk

in S3 #h�1 .S1 �S2/ such that for any coloring col 2 Ik
r (seen both as a coloring of � and as a coloring

of L) we have
Yr .�; col/D RTr .S

3 #h�1 .S1
�S2/;L; col/:

Proof We have seen in the proof of Proposition 4.3 (specifically, in Step 1) that there is a way to
associate to any .�; col/ a colored framed link L.�; col/ in S3 such that Yr .�; col/D hL.�; col/i. The
link L.�; col/ is a link with kC h components; k of these components are in bijection with the edges
of � and are colored with the corresponding color of col. The other h are unknotted components in
bijection with the vertices of � and are colored with �. The link L.�; col/— without its coloring —
almost satisfies the requirements we desire; however it has one too many components.
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We now want to remove a component from L.�; col/; we do this so that the end result of the proposition
is a link in S3 #h�1 .S1 �S2/ rather than a link in S3 #h .S1 �S2/.

Pick an equatorial S2 in S3 and isotope L.�; col/ so that all its �-colored components lie flat on it, and
all other components intersect the S2 twice; the fact that this can be done is evident from the construction
of L.�; col/. Each �-colored component will bound a disk that contains the intersection of its edges
with S2; every intersection lands inside one of these disks. Pick a component of L.�; col/ colored with�:
it is possible to handleslide it along each other �-colored component without modifying the Kauffman
bracket (by [18, Corollary, page 181]). Once one such handleslide is performed, the new curve will
bound a disk that contains the intersection points of both families of curves. Repeating this procedure and
handlesliding the chosen component over all others will make it bound a disk containing all transverse
intersection points of L.�; col/ with the plane, thus making it unlinked from everything; therefore
hL.�; col/i D hU ihL.�; col/0i D ��1hL.�; col/0i, where U is an unknotted unlinked component colored
with� and L.�; col/0 is the remaining part of the colored link. By the definition of the Reshetikhin–Turaev
invariant of links

hL.�; col/0i D �RTr .S
3 #h�1 .S1

�S2/;L; col/;

where L is the link obtained from L.�; col/0 by doing a 0-framed Dehn surgery on the components of
L.�; col/ colored with �. Notice that L only depends on � and not on the coloring.

Definition 5.2 We denote the link constructed in Proposition 5.1 by K.�/— notice that this is a link
rather than a colored link. The next several propositions explore the geometric properties of K.�/,
culminating in proving the Turaev–Viro volume conjecture for it.

Proposition 5.3 Let � � S3 be a graph obtained from the tetrahedron by a sequence of g� 1 blow-ups
of vertices or triangulations of triangular faces; suppose � has k edges and h vertices. Then L WDK.�/

is hyperbolic , and the hyperbolic structure on its complement is obtained by gluing 4g right-angled
hyperbolic ideal octahedra.

Proof Let � be the rectification of � , and let P be its truncation. We have seen in the proof of
Theorem 4.9 that P can be obtained by gluing g right-angled hyperbolic octahedra. Take two copies
of P and glue them along each corresponding truncation face. This gives a manifold homeomorphic
to a handlebody of genus h� 1 with some annuli removed from the boundary (corresponding to the
ideal vertices of P ); the decomposition into octahedra makes it into a finite-volume manifold M with
geodesic boundary. Take the double of M along the geodesic boundary: this gives a manifold N which
is homeomorphic to S3 #h�1 .S1 �S2/ nL.

To see this, take an octahedron O and truncate a small link of each of its vertices. This truncation can be
seen as the basic building block of the fundamental shadow links (see Figure 21 and [11, Proposition 3.33]):
each truncated vertex corresponds to an arc, four of the faces of the octahedron correspond to the discs
and the remaining four faces correspond to the regions of the spheres delimited by the arcs.
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Figure 21: The building block: a ball with 4 disks in its boundary, and six arcs connecting them.

The polyhedron P is obtained by gluing octahedra together following a certain pattern; we can glue the
building blocks in the same pattern. The result of this gluing is a ball with h discs on its boundary and
some arcs connecting the discs. If we take the double of this ball along the discs, we obtain a genus h�1

handlebody with a link in its boundary. The link L.�; col/ corresponds to the link on the boundary of the
handlebody plus h�1 components corresponding to the boundary of the gluing disks (after pushing them
out of the handlebody slightly).

Doubling this handlebody is equivalent to performing 0-surgery on each of these h�1 components in S3;
therefore by doing this we obtain S3 #h�1 .S1 �S2/ as ambient manifold and the link in the boundary
gives L.

Proposition 5.4 Let � be a graph obtained from the tetrahedron by a sequence of g� 1 blow-ups of
vertices or triangulations of triangular faces; let t be the maximal number of disjoint triangular faces in
the truncation of � . Let L WDK.�/, and EL be its complement. Then EL contains at most t C 2g� 2

disjoint geodesic thrice-punctured spheres.

Proof The reasoning in this proof is similar to the proof of [9, Proposition 3.4].

Let P be the truncation of �; we have seen in the proof of Proposition 5.3 that EL is obtained by
doubling P along the truncation faces (to obtain a hyperbolic manifold with geodesic boundary H ) and
doubling again along the geodesic boundary.

The truncation faces of P can be colored with black and the remaining with white; this way two faces of
the same color never share an edge.

The proof of Proposition 5.3 shows that EL decomposes into octahedra; take O an octahedron in this
decomposition, and let S be any thrice-punctured sphere.

Claim S \O is either the empty set or a facet of O .

We will prove the claim later; for now let us see how this concludes the proof.
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Figure 22: The six geodesics in a thrice punctured sphere cutting it into triangles.

Let S be a set of disjoint thrice-punctured spheres. This determines a set of disjoint ideal triangles in each
of the four copies of P that make up EL; some of them are in the boundary of a polyhedron while some
of them are properly embedded. Each polyhedron contains exactly g � 1 disjoint properly embedded
geodesic triangles (the ones that decompose P into octahedra). These glue up to give 2g � 2 disjoint
thrice-punctured spheres in EL. Furthermore, a disjoint collection T1; : : : ;Tt of triangles in @P induces
a set of disjoint thrice-punctured spheres. Therefore there are at most 2g�2C t disjoint thrice-punctured
spheres in EL.

Proof of the claim We first look at S \O as a subset of S . It must be a convex region of S delimited
by geodesics. Since S contains exactly six maximal embedded geodesics (since it contains no closed
geodesics and maximal embedded geodesics are determined by the cusp in which they end) the possible
configurations are easy to list. Figure 22 shows the six geodesics cutting S into triangles; the possibilities
for S \O can be obtained by looking at all the possible ways to glue these triangles to obtain a convex
set. The convex subsets of S obtained by gluing triangle regions are

(1) a triangle with one ideal vertex (a single triangle region),

(2) a triangle with two ideal vertices (gluing two triangle regions without an ideal vertex in common),

(3) a square with one ideal vertex and two right angles (gluing two triangle regions with an ideal vertex
in common),

(4) a triangle with two ideal vertices and a right angle (gluing a triangle region to the triangle in (2)),

(5) a square with two ideal vertices (gluing two triangles in (2) along a geodesic),

(6) a bigon with one ideal point in its interior (gluing all triangle regions sharing an ideal vertex),

(7) a bigon with one ideal point in its boundary (gluing two triangle regions that have all the edges on
the same geodesics),

(8) a region with three ideal points (obtained in several possible ways).

Every other possible way of gluing together the triangle regions of Figure 22 does not give a convex
subset.

On the other hand, S\O as a subset of O must coincide with the intersection of O with a plane …�H3;
therefore it cannot be either a bigon with an ideal point in its interior (6) or a bigon with an ideal point
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Figure 23: A square arising as the intersection of a thrice-punctured sphere and an octahedron of EL.

in its boundary (7), since these regions cannot be realized as a hyperbolic polygon in H3 (hence, neither
in O). Moreover, …\O cannot be a triangle with one or two ideal vertices (this excludes (1), (2) and (4)),
nor can it be a square with one ideal vertex and two right angles (3), since none of these configurations can
be realized as intersections of a plane with O . The remaining possibilities are that S \O is a region with
three ideal points (8), a square with two ideal vertices ((5), see Figure 23), or a facet of dimension 0 or 1.
However by construction O is glued to at least three octahedra which are different from O and each other;
therefore the case of a square with two ideal vertices is impossible since the intersection of S with these
octahedra must also be a square with two ideal vertices, which would contradict the fact that S is a thrice-
punctured sphere. Finally there are no properly embedded totally geodesic surfaces with exactly three ideal
points in O; therefore the only possibility is that it is a face of O . To sum up, the only possible cases are
that S\O (when nonempty) is a vertex, an edge or a face of O . Therefore S\O must be a facet of O .

Remark 5.5 If M is the exterior of a fundamental shadow link with volume 2nv8, then it contains
exactly 2n disjoint geodesic thrice-punctured spheres. This can be used to show that some of the exterior
of the links provided by Proposition 5.1 are not homeomorphic to exteriors of fundamental shadow links;
the simplest such example is the link associated to the graph shown in Figure 24. An easy check shows
that the truncation of � contains at most six disjoint triangular faces: they correspond to the truncation
faces of the three vertices on the left half of the picture, and to the three triangular faces on the right half
of the picture. This means that (by Proposition 5.4) EL contains at most 10 thrice-punctured spheres
and has volume 12v8; on the other hand a fundamental shadow link complement with the same volume
as EL must contain 12 such spheres.

Figure 24: A graph whose link is not a fundamental shadow link.
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More generally, if � is obtained from the tetrahedron through at least one triangulation and at least one
blow-up, then the associated link exterior is not diffeomorphic to the exterior of a fundamental shadow
link (and there is at least one such manifold of volume 4nv8 for each n> 1).

Theorem 5.6 Let � � S3 be a graph obtained from the tetrahedron by a sequence of g� 1 blow-ups of
vertices or triangulations of triangular faces; suppose � has k edges and h vertices. Take the k-component
link L WDK.�/� S3 #h�1 .S1�S2/. Then the Turaev–Viro volume conjecture (Conjecture 1) holds for
the exterior of L.

Proof Theorem 4.9 implies that for any choice of r -admissible coloring col,

�

r
log jRTr .S

3 #h�1 .S1
�S2/;L; col/j D �

r
log jYr .�; col/j � gv8CO

�
log.r/

r

�
:

The equality is a consequence of Proposition 5.1; the subsequent inequality is the content of Theorem 4.9.
Furthermore if we denote by c the coloring

�
1
2
.r ˙ 1/; : : : ; 1

2
.r ˙ 1/

�
(where the sign is chosen so that

the color is always even), we have

�

r
log jRTr .S

3 #h�1 .S1
�S2/;L; c/j D

�

r
log jYr .�; c/j D gv8CO

�
log.r/

r

�
because of Proposition 4.8.

If EL is the exterior of L, then

TVr .EL/D
X

col2I k
r

jRTr .S
3 #h�1 .S1

�S2/;L; col/j2

by [5, Proposition 5.3], and Vol.EL/D 4gv8 by Proposition 5.3.

This implies the result since
lim

r!1

2�

r
log.TVr .EL//D 4gv8;

because the sum in the formula for TVr .EL/ has polynomially many terms all with the same sign.

Remark 5.7 There is an overlap between Theorem 5.6 and [5, Theorem 1.1]. Some links of Theorem 5.6
are also fundamental shadow links (FSL); namely, those links corresponding to graphs obtained from the
tetrahedron by blow-ups. However as we have seen in Remark 5.5 (infinitely) many others are not.

Appendix Numerical evidence for Conjecture 3

Supporting evidence for Conjecture 3 in the case of simple polyhedra can be found in [17]. In this
appendix we show numerical computations supporting the conjecture for the square and pentagonal
pyramids; all the calculations are performed with Mathematica. The notebook is available on GitHub at
https://github.com/Giulio451/UpperBound; all calculations were performed on a Dell XPS 13 laptop.

The ideal regular square pyramid By Bao and Bonahon [1, Theorem 1] there is a unique square
pyramid such that the angles at the base are 1

4
� and the vertical angles are 1

2
� . Such a pyramid is ideal and

Algebraic & Geometric Topology, Volume 25 (2025)

https://github.com/Giulio451/UpperBound


An upper bound conjecture for the Yokota invariant 671
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Figure 25: The coloring of a square pyramid associated to the ideal regular pyramid.

is maximally symmetric; it is decomposed into two ideal tetrahedra with angles 1
4
� , 1

4
� and 1

2
� ; hence

its hyperbolic volume is equal to 4ƒ
�

1
4
�
�
D

1
2
v8 � 1:83193 (where ƒ is the Lobachevsky function).

Consider the coloring of Figure 25; it converges to the angles of the ideal pyramid in the sense of
Conjecture 3.

Its Yokota invariant can be calculated by desingularizing the 4-valent vertex and by using the vertex sum
formula; it is given by X

k2Ir

�k

ˇ̌̌̌
ˇ
�

1
4
r
˘ �

1
4
r
˘

k�
3
8
r
˘ �

3
8
r
˘ �

3
8
r
˘ˇ̌̌̌ˇ

4

;

where bxc is the floor of x. The growth is shown in Figure 26.
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Figure 27

The 0-angled squared pyramid Because of [4, Theorem 4.2], the square pyramid with every dihedral
angle equal to 0 exists and attains the maximum volume of any square pyramid (it is in fact the rectified
pyramid). Its truncation is the right-angled ideal square antiprism. The volume of a right-angled ideal
antiprism with n-gonal face is given by [21, page 151]

2n
�
ƒ
�
�

4
C
�

2n

�
Cƒ

�
�

4
�
�

2n

��
;

and for nD 4 this gives � 6:02305.

Color the pyramid with
�

1
2
r
˘

at every vertex; this coloring converges to the angles of the rectified pyramid.

Its Yokota invariant is given by X
k2Ir

�k

ˇ̌̌̌
ˇ
�

1
2
r
˘ �

1
2
r
˘

k�
1
2
r
˘ �

1
2
r
˘ �

1
2
r
˘ˇ̌̌̌ˇ

4

;

and its growth is shown in Figure 27.

The ideal regular pentagonal pyramid As before there is a unique ideal pentagonal pyramid with
vertical angles 3

5
� and base angles 1

5
�; this pyramid is maximally symmetric. We can decompose it

into three ideal tetrahedra, two with dihedral angles 1
5
� , 1

5
� and 3

5
� and the remaining with dihedral

angles 1
5
� , 2

5
� and 2

5
� . Its volume then is

5ƒ
�

1
5
�
�
C 2ƒ

�
2
5
�
�
Cƒ

�
3
5
�
�
� 2:49339:

Consider the coloring in Figure 28, converging to the angles of the ideal pyramid. Its Yokota invariant
can be calculated (by desingularization and the vertex sum formula) as

X
k;j2Ir

�k�j

ˇ̌̌̌
ˇ
 ˇ̌̌̌
ˇ
�

2
5
r
˘ �

2
5
r
˘

k�
1
5
r
˘ �

1
5
r
˘ �

1
5
r
˘ˇ̌̌̌ˇ
ˇ̌̌̌
ˇ
�

2
5
r
˘ �

2
5
r
˘

j�
1
5
r
˘ �

1
5
r
˘ �

1
5
r
˘ˇ̌̌̌ˇ
ˇ̌̌̌
ˇ
�

2
5
r
˘

k j�
1
5
r
˘ �

1
5
r
˘ �

1
5
r
˘ˇ̌̌̌ˇ
!ˇ̌̌̌
ˇ
2

;
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Figure 28: The coloring of the pentagonal pyramid corresponding to an ideal regular pyramid.

and its growth is shown in Figure 29.

The 0-angled pentagonal pyramid The truncation of the rectified pentagonal pyramid is the pentagonal
antiprism, whose volume is � 8:13789, and the corresponding Yokota invariant is

X
k;j2Ir

�k�j

ˇ̌̌̌
ˇ
 ˇ̌̌̌
ˇ
�

1
4
r
˘ �

1
4
r
˘

k�
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4
r
˘ �
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r
˘ �
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r
˘ˇ̌̌̌ˇ
ˇ̌̌̌
ˇ
�
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˘

j�
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˘ˇ̌̌̌ˇ
ˇ̌̌̌
ˇ
�
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r
˘

k j�
1
4
r
˘ �

1
4
r
˘ �

1
4
r
˘ˇ̌̌̌ˇ
!ˇ̌̌̌
ˇ
2

:

Because of the greater range of the sum, it is considerably slower to compute than the other examples;
we were only able to arrive to level r D 321, and the Yokota invariant is within 4% of the volume, as
can be seen in Figure 30. However this is similar to the error (at level 321) in the previous examples.
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Arithmetic representations of mapping class groups

EDUARD LOOIJENGA

Let S be a closed oriented surface and G a finite group of orientation-preserving automorphisms of S
whose orbit space has genus at least two. There is a natural group homomorphism from the G-centralizer
in DiffC.S/ to the G-centralizer in Sp.H1.S//. We give a sufficient condition for its image to be a
subgroup of finite index.

57K20, 57M12; 11E39

1 Introduction and statement of the main result

Let S be a closed connected oriented surface of genus � 2. The group DiffC.S/ of orientation-preserving
diffeomorphisms of S acts on H1.S/ via its connected component group �0.DiffC.S//, known as the
mapping class group of S , and it is a classical fact that the image of this representation is the full
symplectic group Sp.H1.S// of integral linear transformations which preserve the intersection form
on H1.S/. This paper concerns an equivariant version, where it is assumed that we are given a finite
subgroup G �DiffC.S/. The centralizer DiffC.S/G of G in DiffC.S/ lands under the above symplectic
representation in Sp.H1.S//G and the question we address here is how much smaller the image is. Besides
its intrinsic interest, the answer has consequences for understanding the mapping class group of the
G-orbit space of S . We shall regard the latter as an orbifold surface and denote it by SG ; the regular orbits
then define an open subset SıG � SG with finite complement. This punctured surface SıG has negative
Euler characteristic. The image of DiffC.S/G in the mapping class group of the punctured surface SıG
is of finite index and thus makes Sp.H1.S// a “virtual representation” of that mapping class group.

The work of Putman and Wieland [6] relates our question to the Ivanov conjecture as follows. Let us say
that the G-action on S has the Putman–Wieland property if DiffC.S/G has no finite orbit in H1.S/Xf0g.
These authors prove that if that property holds for a given genus h of SG (no matter what S and G are),
then every finite-index subgroup of a mapping class group of a connected oriented surface of finite type
of genus > h has zero first Betti number. The first part of our main result is about that property.

Theorem 1.1 Let S ! SG be a G-cover as above.

(i) If this cover is trivial over a compact genus-one subsurface of SıG with connected boundary, then
the action of DiffC.S/G on H1.S/ has no nonzero finite orbits.

(ii) If this cover is trivial over a compact genus-two subsurface of SıG with connected boundary , then
the image of DiffC.S/G in Sp.H1.S//G is of finite index.

© 2025 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
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We will also obtain an arithmeticity property in the setting of (i). See the discussion and the end of this
introduction as well as Remark 5.6.

Remark 1.2 In either case the cover over the complement of such a subsurface of SG must be connected
(for the subsurface has a connected boundary and S is connected). Since this complement has a boundary
component over which the covering is trivial, we may contract that component (and each of the components
lying over it) to obtain a G-covering S 0! S 0G , where the genus of S 0G is now one (resp. two) less than
that of SG . As this covering represents all the topological input, we may paraphrase our main theorem as
saying that the Putman–Wieland property (resp. the arithmeticity property) holds after a “stabilization”
by taking a connected sum of the base orbifold with a closed surface of genus one (resp. two).

We will prove this theorem under the apparently weaker assumption that there exists a closed one-
dimensional submanifold nonempty A� SıG , so a disjoint union of say k � 1 embedded circles (with
k D 1 in case (i) and k D 2 in case (ii)) such that S ! SG is trivial over A and connected over SG XA.
This looks as if this is a more general result, because it is easy to find in the respective cases such an A
inside the postulated subsurface with the property that its complement is connected. But we will see that
this generalization is only apparent.

There is also a useful geometric interpretation for this last formulation: given such an A, then we can
obtain the G-covering S 0 ! S 0G as above by regarding SG XA as a punctured surface (so with two
punctures for each component of A) and letting S 0G � SG XA be the closed orbifold obtained by filling
in these punctures as nonorbifold points. Our assumptions say that S 0G is a closed connected surface
(the genus drop is the number of connected components of A) and that the given G-covering S ! SG

arises from a G-covering S 0! S 0G with, for each component of A, an identification of the fibers of this
covering over the two associated points (as principal G-sets). If we give SG a complex structure and thus
turn it into a smooth complex-projective curve with an orbifold structure, then an algebraic geometer
might be tempted to regard this orbifold curve as being in its moduli space near the Deligne–Mumford
stratum where the orbifold acquires k nodes, but for which the G-covering stays irreducible and does not
ramify over the nodes. The covering S 0! S 0G then appears as the normalization of such a degeneration.
No algebraic geometry is used in the proof, though, for the topological part of this paper uses methods
that directly generalize those of Looijenga [3].

Let us compare the above theorem with the work of Grunewald, Larsen, Lubotzky and Malestein [1],
whose main motivation was to construct, via the virtual isomorphism mentioned above, new arithmetic
quotients of the mapping class group of SG . They assume that G acts freely so that SG D SıG and impose
another, more technical condition, which in our setup translates into requiring that we are in the context
of (i) and demanding that the covering S 0! S 0G is of “handlebody type”, in the sense that it extends to
a handlebody that has S 0G as boundary. They prove that the image of DiffC.S/G in each simple factor
of Sp.H 1.S;Q//G is arithmetic. Our approach differs from theirs in several aspects, but mostly in our
direct and relatively simple way of constructing G-equivariant mapping classes.
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When speaking of arithmetic subgroups of Sp.H 1.S;Q//G , it is of course tacitly understood that the
latter can be regarded as the group of rational points of an algebraic group defined over Q. Let us make
this explicit.

Denote byX.QG/ the set of irreducible characters of QG and choose for every �2X.QG/ a representing
irreducible (left) QG-module V�. We also fix on every V� a G-invariant inner product s� W V� �V�!Q

(which can be obtained as the G-average of an arbitrary inner product). This exhibits V� as a self-dual
QG-module. Then EndQG.V�/ is a skew field which is of finite Q-dimension. We denote its opposite
byD� (meaning that the underling Q-vector space is EndQG.V�/, but that composition is taken in opposite
order) so that V� is now a right D�-module. Adopting as a convention that D� used as superscript
(resp. subscript) indicates that we are dealing with right (resp. left) D�-module endomorphisms, then the
natural map

QG Š
Y

�2X.QG/

EndD�.V�/

is an isomorphism of Q-algebras. This is in fact the Wedderburn decomposition of QG, as each factor is
a minimal two-sided ideal.

The group algebra QG comes with an anti-involution r 7! r� which takes each basis element eg for
g 2G to the basis element eg�1 . This identifies QG with its opposite. Since V� is self-dual, in the above
decomposition the involution leaves each factor EndD�.V�/ invariant and induces one in the skew-fieldD�:
the involution on EndD�.V�/ is given by taking the s�-adjoint, given by s�.�v; v0/D s�.v; ��v0/. Since
we have D� acting on V� on the right, this means that s�.v�; v0/D s�.v; v0��/. (We note in passing that
any other G-invariant inner product s0� on V� is of the form s�.v�; v

0/ for some nonzero � with �� D �;
the associated anti-involution of D� is then a conjugate of �.) The center of D�, which we denote by L�,
is a number field, and the fixed-point set of � in L� is a subfield K� � L� with ŒL� WK��� 2.

For a finitely generated QG-module H , denote by HŒ�� the associated �-isogeny space HomQG.V�;H/.
The right D�-module structure on V� determines a left D�-module structure on HŒ�� and the isotypical
decomposition of H is the assertion that the natural mapM

�2X.QG/

V�˝D� HŒ��!H; v˝D� u 2 V�˝D� HŒ�� 7! u.v/;

is an isomorphism of QG-modules. So the �-isotypical subspace of H , ie the image H� of V�˝D�HŒ��
in V , has the structure of a K�-vector space.

Assume now thatH comes equipped with a nondegenerateG-invariant symplectic form .a; b/2H�H 7!

a � b 2Q. Then the isotypical decomposition of H is symplectic, so that we also have a decomposition
Sp.H/G D

Q
�2X.QG/ Sp.H�/G . Every factor Sp.H�/G can be understood with the help of the skew-

hermitian form

.f; f 0/ 2HŒ���HŒ�� 7! hf; f 0i� 2D�;
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which is characterized by the property that for all v; v0 2 V�,

f .v/ �f 0.v0/D s�.vhf; f
0
i�; v

0/

(skew-hermitian means that the form is D�-linear in the first variable and hf 0; f i�D�hf; f 0i
�
�). Indeed,

for fixed f and f 0, the map .v; v0/ 2 V� � V� 7! f .v/ � f .v0/ 2 Q is a bilinear form on V�. Since
s� W V� � V� ! Q is nondegenerate, there exists a unique Q-linear endomorphism � of V� such that
f .v/ � f .v0/ D s�.�.v/; v

0/. The G-invariance of both bilinear forms implies that � is G-equivariant,
ie is an element of EndQG.V�/. We prefer to regard it as an element of its opposite D�, so that
f .v/ �f .v0/D s�.v�; v

0/. This � is evidently Q-linear in both f and f 0, and that is why we denote it by
hf; f 0i� 2D�. It is then a little exercise to check that h ; i� is skew-hermitian. This form is nondegenerate
in an obvious sense. The group of automorphisms HŒ�� that preserve this form is a generalized unitary
group, and therefore written as U.HŒ��/.

Any element of Sp.H�/G acts via the isomorphism H� Š V� ˝D� HŒ�� as an element of the form
1V�˝u with u 2U.HŒ��/, and this identifies Sp.H�/G with U.HŒ��/. The group U.HŒ��/ is the group
of K�-points of a reductive algebraic group defined over K�, whereas Sp.H�/G is the group of Q-points
of an algebraic group defined over Q. Indeed, the latter is obtained from the former by the restriction of
scalars K�jQ.

Theorem 1.1 then amounts to the assertion that the image of DiffC.S/G in the product of unitary groupsQ
�2X.QG/ U.H1.S IQ/Œ��/ is arithmetic. We use this decomposition to prove the theorem, since we

first prove arithmeticity for a single factor. This leads to a somewhat stronger result, for we show that in
the setting of (i) of our main theorem (so when S! SG is trivial over a genus-one subsurface) the image
of DiffC.S/G in U.H1.S IQ/Œ��/ is almost always arithmetic (see Remark 5.6).

Structure Of the four sections, only the last one is topological, but in order to put the constructions given
there to work, we need a considerable amount of algebra and that explains the nature of the preceding
sections.

Section 2 collects useful (and essentially known) algebraic proprieties of constructs that we encounter in
the symplectic representation theory of a finite group over Q. So there is little or no claim of originality
here, although it was (for us) a bit of an effort to extract this material from the literature. In Section 3 we
introduce and study what we might regard as the basic symplectic module associated to an irreducible
QG-module, where G is a finite group. The main result is Proposition 3.1, which states an arithmeticity
property and also lists the (few) cases for which this arithmetic group has real rank � 1. This prepares us
for stating and proving the arithmeticity criterion Theorem 4.2 in Section 4, which furnishes the main
algebraic input for Section 5. As mentioned, this last section is essentially topological: we there construct
sufficiently many G-equivariant mapping classes to ensure that we can apply said theorem to obtain our
main theorem, Theorem 1.1.
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2 Brief review of special unitary groups

The Albert classification In this subsection, D is a skew field of finite dimension over Q endowed with
an anti-involution �. We assume that the involution � is positive in the sense that �2D 7! trD=Q.���/ is a
positive-definite form. We remark that this is so for the cases that matter here, for the given anti-involution
on QG is evidently positive: for r 2QG, the Q-trace of rr� is jGj times the coefficient of e1 in rr�,
and hence is positive definite. The same is then true for its Wedderburn factors EndD�.V�/ and their
associated skew fields D�.

We denote the center ofD by L (so it is a number field) and denote byDC (resp.K) the �-invariant part of
D (resp. L). Albert’s classification of such pairs .D; �/— see for example [5, Chapter IV, Theorem 2] —
then tells us that K is totally real, so that R˝QD D

Q
� R˝� D, where � runs over the distinct field

embeddings � WK ,!R, and that there are essentially four cases:

(I) D D LDK so that R˝� D DR for each � ,

(II) LDK and for each � there exists an isomorphism R˝� D Š EndR.R
2/ which sends � to taking

the transpose (so ŒD W L�D 4),

(III) LDK and for each � there exists an isomorphism R˝� D ŠK, where K denotes the Hamilton
quaternions, which sends � to quaternion conjugation (so ŒD W L�D 4),

(IV) L is a purely imaginary extension of K (in other words, L is a CM field) and for each � there
exists an isomorphism R˝� D Š EndC.C

d /, which takes R˝� L to C (so ŒD W L�D d2) and
sends � to taking the conjugate transpose.

Let M be a left D-module of finite rank. We write M � for M endowed with the structure of a right
D-module via the rule a� WD ��a for a 2 M and � 2 D. So if M 0 is another left D-module, then
M � ˝D M

0 is defined. It is a K-vector space with the property that a ˝D �a0 D .��a/˝D a
0 for

all � 2 D, a 2 M and a0 2 M 0. In particular, we have in M � ˝D M a K-linear involution defined
by .a˝D b/0 D b ˝D a. We denote its fixed-point set by u.M/ � M � ˝D M . As a Q-subspace of
M �˝DM , it is spanned by the symmetric tensors a˝D a.
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Isotropic transvections and Eichler transformations Let .a; b/ 2M �M 7! ha; bi 2D be a skew-
hermitian form on M . We denote its radical by Mo, so that the form descends to a nondegenerate one on
M WDM=Mo. We define the associated unitary group U.M/ as the group of D-linear automorphisms of
M that preserve the form and act as the identity on Mo. It is the group of K-points of an algebraic group
defined over K. If the form is nondegenerate (Mo D 0), then U.M/ is what is called in [2, Section 5.2B]
a classical unitary group.

If c 2 M is isotropic (meaning that hc; ci D 0), then we have the associated isotropic transvection
Tc D T .c˝D c/ 2 U.M/ defined by x 2M 7! xChx; cic (so c˝D c is here understood as an element
of M �˝DM ). It “generates” an abelian unipotent subgroup of U.M/ defined by

� 2DC 7! T .c˝D �c/ 2 U.M/; T .c˝D �c/.x/D xChx; �cic:

Isotropic transvections are particular cases of Eichler transformations. These are defined as follows:
Let c 2M be isotropic, a 2M perpendicular to c and � 2D such that �� �� D ha; ai (equivalently,
�� 1

2
ha; ai 2DC). Then the associated Eichler transformation is

E.c; a; �/ W x 2M 7! xChx; aicChx; ciaChx; ci�c 2M:

It is a D-linear transformation which preserves the form. When � D 1
2
ha; ai, we shall write E.c; a/

instead. Since T .c˝D c/DE
�
1
2
c; c

�
, isotropic transvections are Eichler transformations, as asserted.

One checks that each Eichler transformation lies in U.M/ as defined above. In fact, t 2K 7!E.tc; a; �/D

E.c; ta; t2�/ is a closed one-parameter subgroup of U.M/ whose infinitesimal generator is represented
by a˝D cC c˝D a 2 u.M/— or rather by its image in u.M/=u.Mo/, for if both a and c lie in Mo,
then we get the identity. By a general property of algebraic groups [8, Corollary 2.2.7], such subgroups
then generate a closed algebraic K-subgroup of U.M/. Following [2], we denote that group by EU.M/.

We note the commutator identity

(1) ŒE.c; a1; �1/; E.c; a2; �2/�D T .c˝�c/ with �D ha1; a2iC ha1; a2i�:

It follows that if we fix c, but let a and � vary (subject to the conditions above, so with a 2 c?), then the
E.c; a; �/ generate a unipotent group that appears as an extension of the vector group c?=.MoCDc/

by the abelian subgroup of U.M/ defined by the T .c˝D �c/.

The group EU.M/ is already generated by the isotropic transvections: When � is nontrivial this follows
from [2, (6.3.1)]. The remaining case is the one we labeled (I). This is when D D LD K and U.M/

is a symplectic group over K, but then there is no issue, because every a 2M is isotropic, and then
E.c; a/D TaCcT

�1
a T �1c .

Unipotent radical and Levi quotient If the form is nondegenerate (ie Mo D f0g), then EU.M/ is a
K-form of a classical semisimple algebraic group, and hence has finite center. To be precise, it is a group of
symplectic type in cases (I) and (II), of orthogonal type in case (III) and of special linear type in case (IV).
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If Mo is possibly nonzero, then per convention, the elements of U.M/ act trivially on Mo. The natural
map U.M/! U.M/ is evidently onto. Its kernel consists of the transformations that act trivially on
both Mo and M=Mo, and is therefore the unipotent radical Ru.U.M// of U.M/— recall that U.M/ is
reductive. We have an exact sequence

1!Ru.U.M//! U.M/! U.M/! 1:

The elements of Ru.U.M// are the Eichler transformations E.c; a/ with c 2Mo and a 2M arbitrary.
In this case E.c; a/ only depends on the image of c˝Z a in M �

o ˝DM/, so that the resulting map

M
�
0 ˝DM !Ru.U.M//

is an isomorphism. So Ru.U.M// is a vector group over K (ie a K-vector space regarded as the group
of K-points of a K-algebraic group of additive type). Since EU.M/ is a normal semisimple subgroup of
U.M/, it has the same unipotent radical: Ru.EU.M//DRu.U.M//.

The relation between EU.M/ and U.M/ Since in what follows the notion of the real rank of an
algebraic group shows up, let us begin with reviewing this concept briefly.

Let G be a reductive algebraic group. Suppose first that G is defined over R. Then the real rank rkR.G/

of G is by definition the dimension of a Cartan subgroup of G defined over R. For example, if G is the
orthogonal group of a nondegenerate quadratic form over R, then its real rank is the Witt index of this
form: the dimension of a maximal isotropic subspace defined over R. If G is defined over a number
field k, then we restrict scalars à la Weil so that ReskjQ G is a group defined over Q. We then regard
ReskjQ G (by base change) as a group over R, and define the real rank of G to be the real rank of the
latter. Concretely, if �1; : : : ; �r are the real embeddings of k in R and �1; N�1; : : : ; �s; N�s are the remaining
distinct (complex) embeddings (they come in complex conjugate pairs), then the definition comes down to

rkR.G/D

rX
iD1

rkR.G�i /C

sX
iD1

rkC.G�i /

(this is also the sum over all the archimedean valuations of k, taking as general term the real rank of the
corresponding completion of G.k/). The Dirichlet unit theorem often gives lower bounds for the rank. For
example, if the skew field D is as in the Albert classification, the group of units D� is a reductive group
defined over K, and its group of real points and its real rank are then as follows, putting e WD ŒK WQ�:

(I) ResKjQD�.R/ is open in .R�/e; the real rank of D� is e,

(II) ResKjQD�.R/ is open in GL2.R/e; the real rank of D� is 2e,

(III) ResKjQD�.R/ is open in .K�/e; the real rank of D� is e,

(IV) ResKjQD�.R/ is open in GLd .C/e; the real rank of D� is de.

So D� has real rank � 2, unless D equals Q (I), is a definite quaternion algebra with center Q (III) or is
an imaginary quadratic extension of Q.

Algebraic & Geometric Topology, Volume 25 (2025)



684 Eduard Looijenga

It is clear that EU.M/ is a normal subgroup of U.M/. We already noticed that it is closed in U.M/, and
hence the quotient U.M/=EU.M/ is also an algebraic group. Note however that if M has no nonzero
isotropic vectors, then EU.M/ is trivial. We mention for future reference a consequence of a theorem of
G E Wall [10]:

Lemma 2.1 If M is nondegenerate and contains a nonzero isotropic vector , then U.M/=EU.M/ is
anisotropic (all its real forms are compact). So EU.M/ and U.M/ have the same real rank , and any
arithmetic subgroup of U.M/ will have finite image in U.M/=EU.M/.

Proof Theorem 1 of [10] identifies U.M/=EU.M/ as a quotient of D� by a normal subgroup which
contains D�\DC. It is easy to check that in all four cases (I)–(IV) in the Albert classification such a
quotient must be anisotropic.

Wall’s result is more specific and tells us that U.M/=EU.M/ is often an anisotropic torus. But this need
not be so when dimDM D 2.

Lemma 2.2 If M is nondegenerate isotropic , then the K-algebraic group EU.M/ is almost simple (by
which we mean that EU.M/ is perfect and every proper normal subgroup is contained in its center) unless
D DK and M ŠK4 is endowed with a nondegenerate symmetric form which admits an isotropic plane
defined over K.

Proof This follows from [2, Theorem 6.3.16 combined with Theorem 6.3.15].

The excepted case is genuine, for in that case M ŠM1 ˝K M2 as modules endowed with K-forms,
where Mi is a two-dimensional K-vector space endowed with a nondegenerate symplectic form. The
resulting map SL.M1/�SL.M2/!GL.M/ has image EU.M/ŠO.M/ and its kernel has .�1;�1/ as
its unique nonidentity element.

Remark 2.3 The reduced norm is the homomorphism N W U.M/! L� characterized by the following
property: if T 2U.M/, then for some (or equivalently, every) real embedding � WK ,!R, the D-linear T
induces a linear transformation of the .R˝�L/-vector space R˝KM whose determinant is 1˝� N.T /.
The kernel of N , usually denoted by SU.M/, contains EU.M/ and is often equal to it. But in our context
this group does not show up in a natural manner.

3 The hyperbolic module attached to a finite group

A hermitian extension Our discussion of symplectic QG-modules also applies to orthogonal QG-
modules. One such module is QG itself (regarded as a left module). It comes indeed with a G-invariant
pairing QG �QG!Q, the trace form, which assigns to the pair .r1; r2/ the trace of r1r

�
2 considered

as an endomorphism of QG as a Q-vector space (this is simply jGj times the coefficient of e1). This
pairing is symmetric and nondegenerate.
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The Wedderburn decomposition QG Š
Q
� EndD�.V�/ is also the isotypical decomposition, for the

K�-linear map

V�˝D� HomD�.V�;D�/! EndD�.V�/; v1˝D� f W v 2 V� 7! v1f .v/;

which assigns to v1˝D� f the endomorphism v 2 V� 7! v1f .v/ is well defined and is an isomorphism
of left QG-modules (and also as right QG-modules). This also shows that QGŒ��Š HomD�.V�;D�/
as a right D�-module.

We claim that HomD�.V�;D�/Š V
�
� as left D�-modules. This is based on a hermitian extension of s�

to V �� : if we follow the same recipe as in the introduction for a symplectic representation, then we find
that there is a hermitian form h� W V

�
� �V

�
� !D� characterized by the property that for all v; v0 2 V�

and f; f 0 2 V �� ,
s�.v; f

0/s�.v
0; f /D s�.vh�.f; f

0/; v0/:

This formula implies that h� is G-invariant (we let G act on the right of V �� ). By taking v D f D f 0,
we also see that h�.f; f /D s�.f; f /, so that h� is a hermitian extension of s�. For every v 2 V �� , the
expression h�.v;�/ yields an element of HomD�.V�;D�/ and defines the stated isomorphism.

Isotropic transvections Henceforth we write R for the integral group ring ZG. Let M be a finitely
generated (left) R-module, free over Z, and let .a; b/ 2M �M 7! a � b 2 Z be a nondegenerate (but not
necessarily unimodular) G-equivariant symplectic form. We extend this in the standard manner to a form

.a; b/ 2M �M 7! ha; bi WD
X
g2G

.g�1a � b/eg D
X
g2G

.a �gb/eg 2R:

This form is skew-hermitian: it is R-linear in the first variable and ha; bi D �hb; ai�. A Z-linear
automorphism of M is G-equivariant and preserves the symplectic form if and only if it is an R-module
automorphism which preserves this skew-hermitian form. We denote the group of such automorphisms
by U.M/.

Let RC stand for the fixed-point set of � in R; this is an additive subgroup of R. If a 2M is R-isotropic
in the sense that ha; ai D 0, then for every r 2RC the isotropic transvection

(2) Ta.r/ W x 2M 7! xChx; aira 2M

lies in U.M/ and r 2 RC 7! Ta.r/ is a homomorphism from (the additively written) RC to (the
multiplicatively written) U.M/. Since Ta.r/ only depends on a˝ ra 2M �˝RM , we also denote this
transformation by T .a˝ ra/.

The basic hyperbolic module Let A be a (not necessarily commutative) unital ring with unit endowed
with an anti-involution �. The basic hyperbolic A-module H2.A/ is the free left A-module of rank
two (whose generators we denote by e and f ) endowed with the skew-hermitian form defined by
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he; ei D hf ;f i D 0 and he;f i D 1. It can be regarded as the A-form of the standard symplectic
module Z2. In vector notation:

(3)
� 
a0

a00

!
;

 
b0

b00

!�
D a0b00�� a00b0�:

It is unimodular in the sense that a 2H2.A/ 7! h�; ai 2 HomA.H2.A/; A/ is an antilinear isomorphism.
We will write U2.A/ and EU2.A/) for U.H2.A// and EU.H2.A//, respectively. The latter contains
SL2.Z/ in an obvious manner. Let AC � A be the set of �-invariant elements. One verifies that
Te W x 2H2.A/ 7! xChx; eie and the similarly defined Tf have the matrix form

Te.a/D

�
1 ��a
0 1

�
and Tf .a/D

�
1 1

�a 1

�
;

respectively, where �a stands for right multiplication with a.

The group �.G/ We take A D R.D ZG/. The elements of the form r C r� with r 2 R make up
a subgroup RCC of RC such that RC=RCC is a finite-dimensional F2-vector space. Let �C.G/ and
��.G/ denote the subgroups of EU2.R/ generated by Te.RCC/ and Tf .RCC/, respectively, and let
�o.G/� EU2.R/ stand for the subgroup generated by �C.G/ and SL2.Z/. Since ��.G/ is a SL2.Z/-
conjugate of �C.G/, the group �o.G/ contains Tf .RCC/. The right (inverse) action of G on H2.R/
defines an embedding of G in U2.R/. One checks that

�gTe.r/�g� D Te.grg
�1/;

and so G normalizes �o.G/. We put �.G/ WD �o.G/:G.

Arithmetic nature of �.G/ The notion of a basic hyperbolic module generalizes in a straightforward
manner to H2.V �� /, the skew-hermitian form being given by

(4)
� 
v0

v00

!
;

 
w0

w00

!�
D h�.v

0; w00/� h�.v
00; w0/:

So we have defined U2.V
�
� /; it is the group of K�-points of a reductive algebraic group defined over K�.

If we write an element of U2.V
�
� / in block form

�
A
C
B
D

�
, with A, B , C and D in EndD�.V

�
� /, then the

subgroup defined by C D 0 is parabolic. Its unipotent radical is given by requiring that in addition
A and D are the identity. The corresponding subgroup is then the vector group

�
1
0
B
1

�
for which B is

hermitian relative to h�. In other words, h� identifies B with an element of u.V �� /— that is, a symmetric
element of V� ˝D� V

�
� — and hence defines an isotropic transvection. In particular, this is also the

unipotent radical of the corresponding subgroup of EU2.V
�
� /. An opposite parabolic subgroup is defined

by B D 0 and has a similar description of its unipotent radical. Let us denote these unipotent radicals by
RC.U2.V

�
� // and R�.U2.V

�
� //, respectively.
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We run into this when we consider the isotypical decomposition of H2.QG/. The isogeny space
H2.QG/Œ��DHomQG.V�;H2.QG// is then a left D�-module that is naturally identified with H2.V �� /.
This gives rise to a decomposition

U2.QG/D
Y

�2X.QG/

U2.V
�
� /:

The image of �˙.G/ in U2.V
�
� / clearly lands in R˙.U2.V

�
� //. Since EndD�.V

�
� / D EndD�.V�/ is a

Wedderburn factor of QG, it follows that the image of R in EndD�.V
�
� / is an order (a lattice that is

also a unital algebra). This is compatible with the anti-involutions, and hence the image of RCC in
EndD�.V

�
� / is a lattice in the subspace of hermitian matrices. So the image of �˙.G/ in U2.V

�
� / is a

lattice in R˙.U2.V
�
� //.

It is clear that �o.G/ maps to EU2.V
�
� /.

Proposition 3.1 The image of �.G/ in U2.V
�
� / is an arithmetic subgroup. The real rank of U2.V

�
� /

is � 2 unless dimD� V� D 1. In that last case , where we can assume that V �� DD� with G acting on the
right and mapping to its group of units , one of the following holds:

(i) D� DQ and G maps to �2,

(iia) D� is the Gaussian field Q.
p
�1/ and G maps onto �4,

(iib) D� is the Eisenstein field Q.
p
�3/ and G maps onto �3 or �6,

(iiia) D� Š QCQi CQj CQk and G maps onto its group of units (a binary tetrahedral group of
order 24) or onto the quaternion group of order 8, or

(iiib) D� ŠQCQ
p
3i CQj CQ

p
3k and G maps onto the binary dihedral group of order 12.

In all cases , �.G/ acts Q-irreducibly in H2.V �� /.

Remark 3.2 It is well known that the quaternion group appearing in Proposition 3.1(iiia) is realized as
the Galois group of a torus ramified at four points (the covering surface has genus three). This example is
like a Swiss army knife for illustrating (and refuting) statements in complex dynamics, which is why that
community refers to it as the eierlegende Wollmilchsau. We do not know whether its appearance here is
just a coincidence.

For the proof we need:

Theorem 3.3 (Raghunathan [7], Venkataramana [9]) Let G be an almost simple simply connected
Q-algebraic group of real rank � 2. Let R� and RC be Q-subgroups that contain the unipotent radicals
of opposite Q-parabolic subgroups of G. Then for any pair of lattices �C � RC.Q/ and �� � R�.Q/,
the subgroup of G.Q/ generated by their union �C[�� is a congruence subgroup of G.Q/.

Proof We first prove the arithmeticity property of �o.G/ in EU2.V
�
� /. Let us first observe that the

group EU2.V
�
� / is almost simple by Lemma 2.2. Indeed, this can only fail if D� DK� and the form is

symmetric (with dimK� V
�
� D 2), and this is clearly not the case.
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If the real rank of EU2.V
�
� / is � 2, then the theorem of Raghunathan and Venkataramana applies and

we conclude that �o.�/ is an arithmetic subgroup of EU2.V
�
� /. It is then also easy to see that �.G/ acts

Q-irreducibly in H2.V �� /.

Since the real rank of EU2.V
�
� / is � dimD� V

�
� , it remains to treat the case when dimD� V

�
� D 1. In

other words, we can assume that V �� D D�. The real rank of EU2.D�/ is then still � 2 most of the
time. As we saw above, the exceptions are the cases for which K� DQ and D� is either Q, a definite
quaternion algebra over Q with center Q or an imaginary quadratic extension of Q. Since D� is also an
irreducible QG-module, we have a homomorphism � WG!D�� whose image contains a Q-basis of D�.
In particular, D is generated over Q by its units. So if D� is an imaginary quadratic extension of Q, then
D� is either Q, the Gaussian field or the Eisenstein field. In the definite quaternion case, D�� .R/ is the
group of unit quaternions, and hence �.G/ is one of the subgroups classified by Klein: this group must be
binary tetrahedral, binary octahedral, binary icosahedral or binary dihedral (of order 4n). In these cases
�.QG/\R equals Q, Q.

p
2/, Q.

p
5/ or Q.cos.�=n//, respectively. Since we want this intersection to

be Q, only the two groups listed have that property.

Note that in each of these exceptional cases, D�;C D K� D Q. The isotropic subspaces in H2.D�/
are defined over Q, and hence EU2.D�/ Š SL2.Q/. The group �o.�/ is then a copy of SL2.Z/. So
�o.G/ is arithmetic in EU2.V

�
� /. In view of Lemma 2.1 this also implies the arithmeticity of �.G/

in U2.V
�
� /. The actions of G (on the right) and SL2.Z/ (on the left) on H2.V �� / commute and make

H2.V �� / an exterior tensor product of irreducible Q-representations: it is the right QG-module V ��
tensored with the tautological representation of SL2.Z/ on Q2 (which is absolutely irreducible). Hence
H2.V �� / is irreducible as a representation of SL2.Z/�G. This implies that H2.V �� / is irreducible as a
�.G/-module.

4 An arithmeticity criterion

In this section we fix a rational character � 2X.QG/. We therefore suppress the subscript � and write D
for D� and V for V�.

Proposition 3.1 tells us that �.G/ � U2.V �/ is an arithmetic subgroup which acts Q-irreducibly on
H2.V �/ and that, with a few exceptions, the group U2.V �/ is of real rank � 2.

Eichler transformations revisited Let M be (left) D-module of finite rank endowed with a nonde-
generate skew-hermitian form h�;�iW M �M ! D. Given a D-submodule N � M , we denote by
UM .N / the subgroup of the group of transformations that act trivially on N?. This group preserves N
and acts trivially on its radical No D N \ N?. Hence “restriction to N ” defines a homomorphism
UM .N /! U.N/. This homomorphism is easily shown to be onto. Its kernel consists of the unitary
transformations that act trivially on N CN?, and one checks that this is the image of u.No/ under T .
We saw that the homomorphism U.N/! U.N/ is also onto, and we identified its kernel with the vector

Algebraic & Geometric Topology, Volume 25 (2025)



Arithmetic representations of mapping class groups 689

group N �
o ˝N . So the Levi quotient of UM .N / is U.N/ and its unipotent radical Ru.UM .N // is an

extension of vector groups:

1! u.No/
T
�!Ru.UM .N //!N �

o ˝D N ! 0:

As is clear from (1), this extension is usually nontrivial. If No is spanned by a single element c, then we
can write this sequence as

(5) 0! c˝DCc
T
�!Ru.UM .N //! c˝N ! 0:

Any element of Ru.UM .N // is an Eichler transformation E.c; a; �/ whose image in c ˝N is c ˝ Na
(where Na 2N is the image of a). We will often use the following lemma:

Lemma 4.1 Let � � UM .N / be a discrete subgroup whose image in U.N/ is arithmetic and which acts
Q-irreducibly inN . If �\Ru.UM .N // contains an Eichler transformationE.c; a; �/ with a2N XDCc,
then � \UM .N / is arithmetic in UM .N /.

Proof We are given that in the exact sequence of algebraic groups

1!Ru.UM .N //! UM .N /! U.N/! 1;

the image � of � in U.N/ is arithmetic. Hence for � to be arithmetic, it suffices that � \Ru.EUM .N //
be a lattice. For this we turn to the exact sequence (5). The Eichler transformation E.c; a; �/ has image
c ˝ Na in c ˝ N , and this image is nonzero by assumption. The image of the �-conjugacy class of
E.c; a; �/ in c˝N is equal to c˝� Na. Since our assumptions also imply that � acts Q-irreducibly in N ,
it follows that the image of � \Ru.UM .N // in c˝N is a lattice in c˝N .

Next observe that if E.c; a1; �1/ and E.c; a2; �2/ lie in �\Ru.UM .N //, then so does their commutator,
which by the identity (1) is T .c˝�c/ with �D ha1; a2iCha1; a2i�. Since the ha1; a2i generate a lattice
in D, it follows that the � generate a lattice in DC. In other words, the preimage of � \Ru.UM .N // in
c˝DCc is also a lattice. Hence � \Ru.UM .N // is a lattice.

Hyperbolic submodules If j WH2.V �/ ,!M is an embedding of hermitian D-modules, then M is the
orthogonal direct sum of the image of j and its perp (for H2.V �/ is nondegenerate), so that j gives rise
to an injective homomorphism of groups j� W U2.V �/ ,! U.M/. Let us refer to such an embedding as a
V �-hyperbolic summand in M .

The following criterion for arithmeticity will be central to our argument:

Theorem 4.2 Let M be a nondegenerate skew-hermitian D-module of finite rank , and

a W V � ,!M; fb W V � ,!M gb2B

a collection of D-linear embeddings (with B finite and nonempty) whose images span M over D and
are such that for each b 2 B, the pair .a; b/ defines a hyperbolic summand of M . If dimD V � D 1

and dimDM > 2, assume in addition that there exist b1; b2 2 B for which b1.V
�/ and b2.V

�/ are
perpendicular.
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Then the subgroup � of U.M/ generated by f.a; b/��.G/gb2B is an arithmetic subgroup of U.M/ which
acts Q-irreducibly in M .

The proof will be by induction on dimDM . As may be inferred from the statement of the theorem, the
case when dimD V � D 1 is a bit more delicate. Indeed, the first induction step then requires special care
and so we do that case first. Once we have dealt with it, we indicate how to modify the arguments in
order to obtain a proof of the unrestricted version of Theorem 4.2.

Let us say that a D-subspace N �M is �-arithmetic if � \UM .N / is arithmetic in UM .N / and acts
Q-irreducibly in N (the last property is a consequence of the first if the real rank of UM .N / is � 2).

The case dimD V � D 1 We then identify V � with D and a and each b 2 B with the image of 1 2D
under these embeddings, so that ha; bi D 1 for all b 2B. Note that fag [B�M consists of isotropic
elements and generates M over D. We write �.a; b/ for the image of �.G/ under .a; b/, so that � is
generated by f�.a; b/gb2B. As any b 2B lies in �.a; b/a, it follows that fag[B� �a.

By Proposition 3.1, DaCDb is �-arithmetic for every b 2B. We therefore assume that M is not of the
form DaCDb. So there exist b1; b2 2B with b2 …DaCDb1 such that hb1; b2i D 0.

Lemma 4.3 Put N WDDaCDb1. Then N 0 WDN CDb2 is �-arithmetic.

Proof We verify that the assumptions of Lemma 4.1 are satisfied by � \UM .N 0/. It is clear that the
radical of N 0 is spanned by c WD b2� b1, so that N 0 is the isomorphic image of N . We know that N is
�-arithmetic and so � has arithmetic image in U.N 0/. Since Tb1 and Tb2 lie in � , so does Tb2T

�1
b1

. We
check that

Tb2T
�1
b1
.x/D x� hx; b1iC hx; b1C ci.b1C c/DE.c; b1; 1/.x/:

So the image of � \Ru.UM .N 0// in c˝N 0 contains c˝ b1. Now apply Lemma 4.1.

From this point onward the argument will be inductive. The union of Lemmas 4.4 and 4.5 will establish
the theorem in the case dimD V � D 1.

Lemma 4.4 Let N ¨ M be a D-subspace which contains a, b1 and b2, and whose radical is of D-
dimension one. If N is �-arithmetic , then there exists a b 2B such that N 0 WDN CDb is nondegenerate
and �-arithmetic , and the real rank of U.N 0/ is � 2.

Proof Let c 2N span the radical of N . Since M is nondegenerate and D-spanned by fag[B, there
must exist a b 2 B such that c is not in the radical of N 0 WD N CDb. Then it is easily seen that N 0

is nondegenerate, so that UM .N 0/ Š U.N 0/. In the case N D DaCDb1CDb2 (where we can take
cD b2�b1), one checks thatN is the perpendicular sum of two copies of H2.D/. Otherwise, N 0 contains
such a sum. This implies that U.N 0/ has real rank � 2.
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The U.N 0/-stabilizer U.N 0/c of c is equal to UM .N / and hence contains � \U.N 0/c as an arithmetic
subgroup. Observe that c0 WDTb.c/DcChc; bib is another isotropic element with hc0; ciDhc; bihb; ci¤0,
and so DcCDc0ŠH2.D/. The two U.N 0/-stabilizers of Dc and Dc0 are opposite parabolic subgroups
of U.N 0/ whose unipotent radicals are contained in U.N 0/c and U.N 0/c0 , respectively. Since U.N 0/c0 is
a �-conjugate of U.N 0/c , it follows that � \U.N 0/c0 is an arithmetic subgroup of U.N 0/c0 . We have
thus satisfied the hypotheses of Theorem 3.3 and we conclude that � \U.N 0/ is arithmetic in U.N 0/.
The fact that � \U.N 0/ acts Q-irreducibly in N 0 follows from the fact that � \U.N/ has this property
in N , for the .�\U.N 0//-translates of N span N 0 over Q, but do not decompose N 0.

Lemma 4.5 Let N ¨M be a proper nondegenerate D-subspace of dimension � 4 and contain a, b1
and b2. If N is �-arithmetic , then so is N 0 WDN CDb0 for every b0 2BXN .

Proof when N 0 is degenerate We verify that the assumptions of Lemma 4.1 are satisfied by �\UM .N 0/.
The radical ofN 0 is necessarily spanned by an element of the form c WDb0�b, where b2N is characterized
by the property that hx; bi D hx; b0i for all x 2 N . So N maps isomorphically onto N 0=Dc D N 0. In
particular, the natural map U.N/! U.N 0/ is an isomorphism, and hence � \UM .N 0/ maps onto an
arithmetic subgroup of U.N 0/.

Let n be a positive integer such that T n
b
2 � . Then

T nb0T
�n
b .x/D x�nhx; bibCnhx; b0ib0 D xCnhx; bicCnhx; cibCnhx; cic DE.c; nb; n/.x/:

So E.c; nb; n/ 2 � \Ru.UM .N 0// and this element has image c˝nb in c˝N 0. It then follows from
Lemma 4.1 that N 0 is �-arithmetic.

Proof when N 0 is nondegenerate ThenN 01 WDN
0\b0? is degenerate with radical spanned by b0. We first

prove that N 01 is �-arithmetic by verifying the assumptions of Lemma 4.1. The subspace N1 WDN \ b0?

supplements b0 in N 01. It is therefore nondegenerate and maps isomorphically onto N 01 DN
0
1=Db

0. This
enables us to regard U.N1/ as a subgroup of UM .N 01/ that acts trivially on both b0 and its orthogonal
projection in N .

Since � \ UM .N / is arithmetic in UM .N /, its subgroup � \ U.N1/ is arithmetic in U.N1/ and has
arithmetic image in U.N 01/. We show that E.b0; c0/ 2 � for some c0 2N 01 XDb

0. Then Lemma 4.1 will
imply that N 01 is �-arithmetic.

For this we recall that c WD b2 � b1 is perpendicular to b1 and has nonzero image in Db?1 =Db1. Let

 2�.a; b0/�.a; b1/��.N

0/ take b1 to b0. Since c is perpendicular to b1, c0 WD
.c/2N 0 is perpendicular
to 
.b1/D b0 (so lies in N 01) and has nonzero image Œc0� in N 01 ŠN1. Since E.b0; c0/DE.c0; b0/�1 is a
�-conjugate of E.c; b1/�1, it lies in � .

Now U.N 0/b0 D U.N
0 \ b0?/ and so � \U.N 0/b0 is arithmetic in U.N 0/b0 . As a 2 �b0, the same is

true for � \U.N 0/a. Since a and b0 span a copy of H2.D/, their U.N 0/-stabilizers contain the unipotent
radicals of opposite parabolic subgroups of U.N 0/. The real rank of U.N 0/ is � 2, so Theorem 3.3 applies
and tells us that N 0 is �-arithmetic.
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The case when dimD V � >1 The same scheme works when dimD V �>1. The difference is that we deal
with larger hyperbolic packets, to wit, the images of hyperbolic embeddings .a; b/ WH2.V �/ ,!M . The
essential difference is that we start off in a better position, since we begin with a V �-hyperbolic embedding
j WH2.V �/ ,!M and we already know that its image N is �-arithmetic and that UM .N /Š U.N/ has
real rank � 2.

5 Finding liftable mapping classes

In this section the G-covering S ! SG is as in the introduction and A � SıG is a nonempty closed
one-submanifold such that the covering is trivial over A and is connected over S XA. We also choose
a connected component ˛ of A, so that A0 WD AX ˛ might be empty. We orient ˛ and regard it as the
oriented image of an embedding of the circle in SıG . We will see that this gives rise to enough copies
of �.G/ in the representation of the G-equivariant mapping classes as to satisfy the hypotheses of our
arithmeticity criterion, Theorem 4.2.

We denote by SG.˛/ the singular surface obtained from SG by contracting ˛ to a point (that we will
denote by1). Its topological normalization is a closed connected surface, denoted by ySG.˛/, whose
genus is one less than that of SG . The surface ySG.˛/ comes with two points over1 and the orientation
of ˛ enables us to tell them apart: we let p� be “to the left” of ˛ and pC be “to the right” of ˛. If we
regard A0 also as a submanifold of ySıG.˛/, then the surjection ySıG.˛/! SıG.˛/ defines a map from the set
…. ySıG.˛/XA

0Ip�; pC/ of path homotopy classes in ySıG.˛/XA
0 from p� to pC to the fundamental group

�1.S
ı
G.˛/;1/. This map is injective. We do the same (in a G-equivariant manner) for the preimage of

SG X˛ in S , and thus get G-covers S.˛/! SG.˛/ and ySı.˛/! ySG.˛/, and G-orbits P1 � S.˛/ı and
P˙ � yS

ı.˛/, so that we end up with the diagram below (in which the vertical maps are G-coverings):

��1˛ P1 P�[PC

S S.˛/ yS.˛/

˛ f1g fp�; pCg

SG SG.˛/ ySG.˛/

This construction comes with G-equivariant bijections P� Š P1 Š PC. Our assumption on the covering
S ! SG amounts to the properties that yS.˛/ is connected and stays so if we remove the preimage of A0,
and the three G-orbits P1 and P˙ are regular. So the choice of a point in P1 (which is equivalent to the
choice of a lift Q̨ of ˛) identifies theseG-sets withG (on whichG acts by left translation). In particular, we
thus identify IsoG.P�; PC/ŠAutG.P1/ with G (where g 2G acts on G by right translation over g�1).

Algebraic & Geometric Topology, Volume 25 (2025)



Arithmetic representations of mapping class groups 693

Ǒˇ

SG ySG.˛/

P�

PC

SG.˛/

˛

1

Figure 1: The surface SG , its quotient SG.˛/ and the normalization ySG.˛/.

For any path in ySıG.˛/XA
0 from p� to pC, the G covering is trivial over it, so that we have an associated

G-bijection P� Š PC. Since the G-covering over ySıG.˛/XA
0 is connected, the resulting map

…. ySıG.˛/XA
0
Ip�; pC/! IsoG.P�; PC/Š AutG.P1/

is onto by standard covering theory. We will say that an element of …. ySıG.˛/XA
0Ip�; pC/ is G-trivial

if its image in AutG.P1/ under the above map is the identity. Such elements make up a coset for the
kernel of the natural homomorphism �1. yS

ı
G.˛/XA

0; p�/!G.

Lemma 5.1 Every element of …. ySıG.˛/XA
0Ip�; pC/ is representable by some arc (ie some embedded

unit interval ) in ySıG.˛/XA
0 from p� to pC. We can arrange that this arc lifts to an embedding of the

circle R=Z in SıG which meets ˛ in a single point with intersection number one. In particular , every
element of AutG.P / is realized by the monodromy along an embedded circle ˇ which does not meet A0,
and meets ˛ in one point only and does so transversally with intersection number one.

Proof We first represent the homotopy class by an immersion of the unit interval with only transverse
self-intersections. That number of self-intersections is finite and if this number is positive, we lower it by
moving the last point of self-intersection towards pC and then slide the path over pC. By iterating this
procedure we obtain a representative which is an embedding. It is clear that we can make this arc lift to
an embedded circle. The second assertion then follows.

We choose a lift Q̨ of ˛ and write a 2H1.S/ for its homology class. Since Ra is an isotropic sublattice
of H1.S/, we have that ha; ai D 0. We let I �H1.S/ be the homology supported by the preimage of A0;
this is a free R-submodule (where as before, RD ZG) with a generator for every connected component
of A0. It is clear that RaC I is isotropic. We saw that the lift Q̨ identifies AutG.P / with the group G
with G acting on itself by right translations. Lemma 5.1 above shows that all such elements are obtained
from a loop of the type described there. From that lemma we also derive:
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Corollary 5.2 Let b 2 I? be such that a �bD 1 and ga �bD 0 for g 2GXf1g. Then some b0 2 bCRa
can be represented by a lift of an embedded circle ˇ in SıG XA

0 which meets ˛ transversally at a unique
point (and for which necessarily ˛ �ˇD 1). In particular , b0 is R-isotropic and theR-linear map defined by

H2.R/! I?; e 7! a; f 7! b0;

is an embedding of skew-hermitian R-modules whose orthogonal complement supplements its image; we
obtain a basic hyperbolic summand of the R-module H1.S/.

Proof It is not difficult to see that the homology class b is representable by a map from the circle to Sı

which meets the preimage of ˛ exactly once (and hence in a point of Q̨ ) and does not meet the preimage
of A0. We apply Lemma 5.1 to its image in SıG XA

0, or rather to the resulting arc in ySıG.˛/XA
0 which

connects p� with pC; this then produces an embedding ˇ of the circle in SıG XA
0 which meets ˛ only

once and with intersection number one over which the G-covering is trivial. The lift Q̌ of ˇ which meets Q̨
defines a homology class b0 which differs from b by a class supported by the preimage of ˛, that is, an
element of Ra.

The proof of the last paragraph is straightforward.

Let us call an ordered pair .a; b/ in H1.S/ R-hyperbolic if ha; ai D hb; bi D 0 and ha; bi D 1. Such a
pair defines a basic hyperbolic summand RaCRb �H1.S/ and gives rise to an embedding of �.G/ in
Sp.H1.S//G . We shall denote the latter’s image by �.a; b/ and the image of �o.G/ by �o.a; b/. We
write Ba for the set of b 2H1.S/ for which the pair .a; b/ is R-hyperbolic, and �o.a/ and �.a/ for the
subgroups of Sp.H1.S//G generated by its subgroups �o.a; b/ and �.a; b/, respectively, with b 2Ba.

Fix a basepoint p on ˛ and write Qp for its preimage in Q̨ .

Let h 2G and regard h as an element of AutG.P /. Let ˇ be as in Lemma 5.1, which we may (and will)
assume to meet ˛ in p such that the lift Q̌ of ˇ (as an arc) begins in Qp ends in h Qp. Let SˇG be a closed
regular neighborhood of ˛[ˇ in SıG XA

0. This is a compact genus-one surface whose boundary @SˇG is
connected. The homotopy class of this boundary (with its natural orientation) is in the free homotopy
class of the commutator Œˇ��1Œ˛��1Œˇ�Œ˛�— we write path composition functorially, so the order of travel
is read from right to left. This commutator has trivial image in G (since Œ˛� has), and so the G-covering
S ! SG is trivial over @SˇG . The preimage of @SˇG in S is the boundary of the preimage Sˇ of SˇG and
the Dehn twist along @SˇG lifts in a G-equivariant manner to a multi-Dehn twist Dˇ along that boundary.
The following lemma generalizes one of the constructions given in [3] for the case when G is cyclic (in
that paper they are depicted as Figures 2 and 3).

Lemma 5.3 The multi-Dehn twist Dˇ acts on H1.S/ as Ta.2� eh � e
�

h
/ (where we use formula (2),

noting that 2� eh� e
�

h
2RC).
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Proof The lift of the commutator Œˇ��1Œ˛��1Œˇ�Œ˛� that passes through Qp first traverses the embedded
circle Q̨ , then traverses Q̌, then traverses the circle h Q̨ in the opposite direction and then returns via the
inverse of Q̌ to Qp. So the homology class of this lift of the commutator (and hence of the corresponding
lift of @SˇG) is a�ha. If we replace Qp by g Qp with g 2G, then this replaces a by ga and h by ghg�1, so
that the corresponding class is ga� gha D g.1� h/a. By a standard formula, the resulting action on
H1.S/ is given by

D
ˇ
� .x/D xC

X
g2G

.x �g.1� h/a/g.1� h/a

D xC
X
g2G

..x �ga/ga� .x �gha/ga� .x �ga/ghaC .x �gha/gha/

D xC 2hx; aia� hx; haia� hx; aihaD Ta.2� eh� e
�

h
/.x/:

Proposition 5.4 Let b 2 H1.S/ be such that .a; b/ is an R-hyperbolic pair. Then the image of
DiffC.S/G! Sp.H1.S//G contains �.a; b/.

Proof We first show this for �0.a; b/. Let ˇ be as in Corollary 5.2 (and thus represent an element of
bCRa). The diffeomorphisms of SG with support in the interior of SˇG have, as their image in the mapping
class group of SG , a centrally extended copy of SL.2;Z/ with the central subgroup generated by the
Dehn twist along the boundary of SˇG . This Dehn twist acts trivially on H1.S

ˇ
G/. These diffeomorphisms

lift to diffeomorphisms of S with support in Sˇ with the central subgroup acting trivially on H1.S/. We
thus obtain in the image of DiffC.S/G! Sp.H1.S//G a copy of SL2.Z/.

The multi-Dehn twist associated to ˛ acts on H1.S/ as x 7! x C
P
g2G.x � ga/ga D x C hx; aia D

Ta.1/.x/. By Lemma 5.3 the image of DiffC.S/G ! Sp.H1.S//G also contains the transvections
Ta.2� eh� e

�

h
/ for all h 2G. Hence that image contains all of Ta.RCC/. This proves that the image of

DiffC.S/G! Sp.H1.S//G contains �o.a; b/.

Figure 2: Point pushing (or rather, “small circle pushing”) the genus-one surface Sˇ along SG=S
ˇ
G .
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So it remains to show that the image of G in �.a; b/ is realized by DiffC.S/G . For this we use mapping
classes of push type. Consider the smooth surface SG=S

ˇ
G that is obtained as a quotient of SG by

contracting SˇG to a point (that we shall call q). If we do the same for the connected components of Sˇ

in G we get a G-cover S==Sˇ ! SG=S
ˇ
G fitting in the commutative diagram

S S==Sˇ

SG SG=S
ˇ
G

G G

The covering on the right does not branch over q, and so its preimage Q in S==Sˇ is a regular G-orbit.
For every g 2G there is a closed loop 
 of SG=S

ˇ
G based at q which avoids branch points and induces

in Q right multiplication by g. The corresponding point-pushing map on SG=S
ˇ
G (chosen to fix branch

points) lifts to a G-equivariant diffeomorphism ' of S==Sˇ that extends this permutation.

Such a point-pushing map is isotopic to the identity on SG=S
ˇ
G , and hence the same is true for its lift '. In

particular, ' acts trivially on H1.S==Sˇ /. It is not difficult to see that the point-pushing map and its lift '
can be “lifted” to S and SG by “small circle pushing”. SinceH1.SXSˇ ; @.SXSˇ //!H 1.S==Sˇ / is an
isomorphism, the action on H1.S XSˇ ; @.S XSˇ // will be trivial. Clearly the components of Sˇ will be
permuted according to the right action of g, and thus g 2�.a; b/ is realized in the image of DiffC.S/G .

Part (ii) of the corollary below establishes the Putman–Wieland property of Theorem 1.1.

Corollary 5.5 (hyperbolic generation) The following properties hold :

(i) The subset fag[Ba of H1.S IQ/ spans the latter over QG.

(ii) The subgroup �o.a/ of Sp.H1.S// generated by the subgroups �o.a; b/ with b 2Ba (and hence
DiffC.S/G) has no nonzero finite orbit in H1.S/.

Proof Let c 2H1.S IQ/ be perpendicular to fag[Ba. We prove that c is then perpendicular to every
x 2 H1.S/; since the intersection form is nondegenerate, this will imply that c D 0 and hence that
the ZG-submodule of H1.S/ generated by fag [Ba is of finite index. To this end, let b 2 Ba. Then
x0 WD .1Chx; ai/bC x has the property that ha; x0i D 1. By Corollary 5.2 .a; x00/ is a hyperbolic pair
for some x00 2 x0CRa, so that 0D hx00; ci D hx; ci.

For (ii) it suffices to show that for every finite-index subgroup � � �o.a/, the fixed part H1.S/� is
trivial. Note that H1.S/�o.a;b/ is the perp of RaCRb in H1.S/ with respect to the intersection pairing.
The �o.a; b/-invariant part of H1.S/ is not changed if we replace �o.a; b/ by the finite-index subgroup
�\�o.a; b/, and hence H1.S/� is perpendicular to RaCRb. As this is true for all b 2Ba and fag[Ba
generates H1.S/ as an R-module, it follows that H1.S/� must be trivial.

We can now finish the proof of our main theorem.
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Proof of Theorem 1.1 Let us denote the image of DiffC.M/G in Sp.H1.S IQ//G by � and the image
of the latter in the factor U.H1.S/Œ��/ of Sp.H1.S IQ//G D

Q
� U.H1.S/Œ��/ by ��. By combining

Corollary 5.5 with Theorem 4.2, we see that under the assumptions of (ii), �� is an arithmetic subgroup
of U.H1.S/Œ��/.

Note that �� WD � \EU.H1.S/Œ��/ is a normal subgroup of ��. It remains to see that �� is of finite
index in ��. Since EU.H1.S/Œ��/ is almost simple and of real rank � 2, it follows from a general result
of Margulis [4, Assertion (A), Chapter VIII] that this is the case unless �� meets EU.H1.S/Œ��/ in the
center. But Proposition 5.4 shows that �� contains a subgroup isomorphic to �o.�/, and so this last
possibility does not occur.

Remark 5.6 This argument shows that if we are in the setting of (i) (triviality of the cover over a
genus-one subsurface of SG), then �� is an arithmetic subgroup of U.H1.S/Œ��/, unless V �� ŠD� and
the image of G in V� is of the type given in Proposition 3.1. Denote that image by G� and let G�

stand for the kernel of G ! G�. Since H1.S/Œ�� already arises on the G�-cover SG� ! SG in the
sense that H1.S/Œ�� D H1.SG�/Œ��, we may for the arithmeticity question just as well focus on this
intermediate cover.

In Proposition 3.1(i)–(ii), that is, when D� equals Q, the Gaussian field or the Eisenstein field, then G�
is a group of roots of unity and hence cyclic. When the genus of SG is at least three, we can always
find a closed subsurface of genus two over which the covering SG� ! SG is trivial, and so �� is then
arithmetic. In the remaining cases, G� is a particular kind of Kleinian group. It might well be that a
G�-cover is then also trivial over the complement of a genus-two subsurface of the quotient surface when
the genus of the latter is � 3. If true, then it would follow that � would always be arithmetic if the genus
of SG is at least three and the covering is trivial over a genus-one subsurface of SG .
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The geometry of subgroup embeddings and asymptotic cones

ANDY JARNEVIC

Given a finitely generated subgroupH of a finitely generated group G and a nonprincipal ultrafilter !, we
consider a natural subspace, Cone!G.H/, of the asymptotic cone ofG corresponding toH . Informally, this
subspace consists of the points of the asymptotic cone ofG represented by elements of the ultrapowerH! .
We show that the connectedness and convexity of Cone!G.H/ detect natural properties of the embedding
of H in G. We begin by defining a generalization of the distortion function and show that this function
determines whether Cone!G.H/ is connected. We then show that whether H is strongly quasiconvex in G
is detected by a natural convexity property of Cone!G.H/ in the asymptotic cone of G.

20F65

1 Introduction

The asymptotic cone of a group G is a metric space which captures certain aspects of the coarse geometry
of G. Roughly speaking, the asymptotic cone is how the group looks from infinitely far away, and
is constructed by taking a certain limit of scaled-down copies of the group viewed as a metric space.
The roots of asymptotic cones come from a paper of Gromov proving that finitely generated groups
of polynomial growth are nilpotent [8]. Van den Dries and Wilkie added nonstandard analysis to the
construction in this paper, formally introducing asymptotic cones [4]. Since then, several other standard
algebraic and geometric properties of groups have been shown to have natural parallels in their asymptotic
cones. For instance, a finitely generated group is virtually abelian if and only if all of its asymptotic cones
are quasi-isometric to Rn for some n 2N (see Gromov [9]), and a finitely generated group is hyperbolic
if and only if all of its asymptotic cones are R-trees [9].

Given a group G and an ultrafilter !, we will denote the asymptotic cone of G with respect to ! by
Cone!.G/. Our goal here is to study the way that geometric properties of embeddings of subgroups in
groups can be detected using asymptotic cones. In order to accomplish this, we define a natural subspace
of Cone!.G/ corresponding to a subgroup H . Essentially, points in the asymptotic cone of a group G
can be represented by certain elements of the ultrapower G! . We denote by Cone!G.H/ the subspace of
Cone!.G/ consisting of points with a representative from H! . For the formal definition of this subspace,
see Definition 4.10.

The first property of Cone!G.H/we study is connectedness. We show that whether Cone!G.H/ is connected
is closely related to a generalization of the distortion function of H in G.
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Definition 1.1 Let H be a subgroup of a group G, with G D hXi and H D hY i where X and Y are
finite sets. The distortion function of H in G with respect to X and Y is defined by the formula

�
G;X
H;Y .n/DmaxfjhjY W h 2H; jhjX � ng;

where jhjY denotes the word length of h with respect to the generating set Y . A subgroupH of a group G
is called undistorted if �G;XH;Y is bounded from above by a linear function.

We consider distortion up to the following equivalence relation:

Definition 1.2 For nondecreasing functions f; g WN!N, we write that f �g if there exists a constant C
such that f .n/� Cg.Cn/ for all n 2N. We write f � g if f � g and g � f .

Under this equivalence, distortion is independent of the choice of the finite generating set. We denote by
�GH the distortion function of H in G for some choice of the finite generating set X .

Definition 1.3 Assume that X is a finite generating set for a groupG, andH is a subgroup ofG such that
X contains a generating set forH . We define the generalized distortion function �G;XH .m; n/ WN�N!R

by the formula
�
G;X
H .m; n/DmaxfjhjYm

W h 2H; jhjX � ng D�
G;X
H;Ym

.n/;

where Ym D fh 2H W jhjX �mg.

We consider generalized distortion functions up to the following equivalence:

Definition 1.4 Given two functions f; g WN �N!R which are nonincreasing in the first variable and
nondecreasing in the second variable, we write f � g if there exists a constant C 2N such that

f .Cm; n/� Cg.m;Cn/CC

for all m; n 2N, and we say that f Š g if f � g and g � f .

Under this equivalence, �G;XH .n/ is independent of the choice of the finite generating setX ofG, so we use
�GH to mean �G;XH whereX is some finite generating set ofG. For example, ifH is undistorted inG, then

�GH .m; n/Š
n

m
:

We show that the generalized distortion function determines whether Cone!G.H/ is connected. Specifically,
we prove the following result, which also shows that for such a subspace, connectedness is equivalent to
path connectedness.

Definition 1.5 We say that a function f WR�1�R�0!R is homogeneous if f .r; s/D g.s=r/ for some
function g WR�0!N.
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Theorem 1.6 (Theorem 4.13) For any finitely generated group G and any subgroup H , the following
conditions are equivalent :

(i) H is finitely generated and �GH .m; n/ is bounded from above by a homogeneous function.

(ii) Cone!G.H/ is path connected for all nonprincipal ultrafilters !.

(iii) Cone!G.H/ is connected for all nonprincipal ultrafilters !.

This theorem enables us to relate the ordinary distortion function to the connectedness of Cone!G.H/,
and to construct pairs H �G such that Cone!G.H/ is disconnected, but the distortion of H in G is small.
Consider the following properties of a finitely generated subgroup H of a finitely generated group G:

(a) H is undistorted in G.

(b) Cone!G.H/ is connected for all nonprincipal ultrafilters !.

(c) �GH is bounded by a polynomial function.

The following theorem collects the relationship between these three properties:

Theorem 1.7 (Theorem 4.19) For any finitely generated subgroup H of a finitely generated group G,
the following implications hold :

.a/ D) .b/ D) .c/

Further , the missing implications do not hold. Specifically:

(i) For any k 2N, there exists a finitely generated group G and a finitely generated subgroup H of G
such that �GH .n/� n

k and Cone!G.H/ is connected for any nonprincipal ultrafilter !.

(ii) For any real number � > 0, there exists a finitely generated group G with a finitely generated
subgroup H such that �GH .n/ � n

1C� but Cone!G.H/ is disconnected for some nonprincipal
ultrafilter !.

Next, we show that the property of a subgroup being strongly quasiconvex, introduced independently
by Tran and Genevois [7; 17], can be detected by a natural property of the embedding of Cone!G.H/
in Cone!.G/.

Definition 1.8 A subgroup H of a group G with finite generating set X is said to be quasiconvex if there
exists a number M such that any geodesic in the Cayley graph �.G;X/ connecting two points in H is
contained in theM neighborhood ofH . H is said to be strongly quasiconvex if for all real numbers �� 1
and C � 0 there exists a constant N.�; C / such that any .�; C /-quasigeodesic in �.G;X/ connecting
two points in H is entirely contained in the N neighborhood of H .

In general, quasiconvexity is not independent of the choice of the finite generating set of G. For instance,
in the group Z�ZD hai � hbi, the subgroup habi is not quasiconvex with respect to the generating set
ha; bi, but is quasiconvex with respect to the generating set hab; ai. In the case where G is hyperbolic,
quasiconvexity is independent of the choice of the finite generating set.
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We have the following relationship between these properties of a subgroup H of a finitely generated
group G:

strongly quasiconvex D) quasiconvex D) finitely generated and undistorted:

None of the reverse implications hold. To see this again consider G D Z�ZD hai � hbi. The subgroup
habi is undistorted but not quasiconvex, and the subgroup hai is quasiconvex but not strongly quasiconvex.
However, in the case when G is hyperbolic, all of these properties are in fact equivalent.

Strong quasiconvexity is a generalization of quasiconvexity that is preserved under quasi-isometry
in general. Tran [17] characterized strongly quasiconvex subgroups based on a certain divergence
function, and showed that they satisfy many properties of quasiconvex subgroups of hyperbolic groups.
Specifically, any strongly quasiconvex subgroup is undistorted, has finite index in its commensurator, and
the intersection of any two strongly quasiconvex subgroups is strongly quasiconvex. Examples of strongly
quasiconvex subgroups include peripheral subgroups of relatively hyperbolic groups and hyperbolically
embedded subgroups of finitely generated groups.

We show that the property of being strongly quasiconvex is equivalent to a natural property of the
embedding of Cone!G.H/ in Cone!.G/.

Definition 1.9 We say that a subspace T of a metric space S is strongly convex if any simple path in S
starting and ending in T is entirely contained in T .

Theorem 1.10 (Theorem 5.12) Let H be a finitely generated subgroup of a finitely generated group G.
H is strongly quasiconvex in G if and only if Cone!G.H/ is strongly convex in Cone!.G/ for all
nonprincipal ultrafilters !.

This characterization gives useful information about the structure of the asymptotic cones of groups with
strongly quasiconvex subgroups. For instance:

Theorem 1.11 (Theorem 5.13) If G is a finitely generated group containing an infinite , infinite-index
strongly quasiconvex subgroup H , then all asymptotic cones of G contain a cut point.

A precursor to Theorems 1.10 and 1.11 can be found in [2], where Behrstock showed that any asymptotic
cone of a mapping class group contains an isometrically embedded copy of an R-tree, and that this R-tree is
strongly convex in the asymptotic cone. This is then used to deduce that any asymptotic cone of a mapping
class group contains a cut point. I would like to thank Jason Behrstock for pointing out this connection.

Combining Theorem 1.11 with a result of Drut,u and Sapir [6] gives the following result:

Corollary 1.12 (Corollary 5.15) If G is a finitely generated group containing an infinite , infinite-index
strongly quasiconvex subgroup , then G does not satisfy a law.

This result can be applied to show, for instance, that solvable groups and groups satisfying the law xnD 1

for some n 2N cannot have infinite, infinite-index strongly quasiconvex subgroups.
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Organization Section 2 covers some necessary background on asymptotic cones and establishes our
notation. Section 3 establishes some basic properties of the generalized distortion function and formulates
a relationship between the generalized distortion function and the distortion function. Section 4 contains
the proof of Theorems 1.6 and 1.7. Finally, Section 5 contains the proof of Theorems 1.10 and 1.11.

2 Background

In this section, we provide some background and fix our notation for asymptotic cones.

Recall that given an ultrafilter ! and any bounded sequence of real numbers, .ri /, lim!.ri / exists and is
unique.

Now let .S; d/ be a metric space, and let ci be an unbounded strictly increasing sequence of positive real
numbers. Denote by di the metric on S defined by di .x; y/D d.x; y/=ci . We call the sequence .ci / the
scaling sequence.

Definition 2.1 Given a metric space .S; d/, a scaling sequence .ci /, and an infinite sequence of points
z D .si / in S , denote by SN

z the set of infinite sequences .ti / in S such that di .si ; ti / is bounded. The
sequence .si / is called the observation point.

Definition 2.2 Given .xi /; .yi / 2 SN
z , let d�..xi /; .yi //D lim! di .xi ; yi /.

Note that this is a bounded sequence so the limit exists. However, in general d� will not be a metric, as
there can be different sequences .xi / and .yi / such that d�..xi /; .yi //D 0.

Definition 2.3 We will denote by Cone!z ..di /; S/ the metric space that results from quotienting the
pseudometric d� by the equivalence relation .xi /� .yi / if d�..xi /; .yi //D0. We will denote the resultant
metric by d!S . When the choice of the basepoint or the scaling sequence is clear, we will simply write
Cone!.S/. We will denote the equivalence class of .xi / by .xi /! , so d!S ..xi /

! ; .yi /
!/D d�..xi /; .yi //.

Definition 2.4 A map f between two metric spaces .S; dS / and .T; dT / is called a .�; C /-quasi-isometric
embedding if for all s; t 2 S ,

dS .s; t/

�
�C � dT .f .s/; f .t//� �dS .s; t/CC:

Here f is called �-quasisurjective if for all t 2 T , there exists an s 2 S such that dT .f .s/; t/� �. A map
f is called a .�; C; �/-quasi-isometry if f is a .�; C /-quasi-isometric embedding, and is �-quasisurjective.
When we don’t care about the quasi-isometry constants, we will simply call f a quasi-isometry and say
that S and T are quasi-isometric.

Definition 2.5 Let S be a metric space. A path p W Œ0; l�! S is called a .�; C /-quasigeodesic if p is a
.�; C /-quasi-isometric embedding.
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Definition 2.6 Given a pointed metric space .S; x/ and .�; C /-quasigeodesic paths pi W Œ0; li �! S such
that the sequence li=ci is bounded and .pi .0// 2 SN

z , let LD lim! li=ci . If L¤ 0, define the !-limit of
the paths pi , written

p D lim!.pi / W Œ0; L�! Cone!.S/;

by p.x/D .pi .x.li=L///! . If LD 0, define p D lim!.pi / W f0g ! Cone!.S/ by p.0/D .pi .0//! .

Definition 2.7 A geodesic in Cone!.S/ is called a limit geodesic if it is an !-limit of geodesic paths.

Note that the limit of geodesics is a geodesic in the asymptotic cone. Thus if S is a geodesic metric space,
then so is Cone!.S/.

A finitely generated group G can be considered as a metric space using the word metric arising from
any finite generating set X . Given an ultrafilter !, we will denote the asymptotic cone of G with respect
to ! by Cone!.G/ where we assume all scaling sequences are ci D i unless otherwise specified, and
the observation point will always be .e/! . Note that G is

�
1; 0; 1

2

�
-quasi-isometric to its Cayley graph

�.G;X/, and so its asymptotic cone is isometric to the asymptotic cone of �.G;X/. This is a geodesic
space, and so Cone!.G/ is a geodesic space.

The asymptotic cone ofG depends on the choice of a finite generating setX , an ultrafilter !, and the choice
of a scaling sequence .di /. Note that changing the generating set of a group gives a quasi-isometric Cayley
graph, and so will give a bi-Lipschitz asymptotic cone. In general, however, the other choices can matter,
and a group can have many different asymptotic cones. For instance, Thomas and Velickovic exhibited a
group such that one of its asymptotic cones is an R-tree, and another is not simply connected [16]. These
two choices turn out to be closely related. Specifically, given any scaling sequence .ci / such that the
sizes of the sets Sr D fi W ci 2 Œr; r C 1/g are bounded, and any ultrafilter !, there exists an ultrafilter !0

such that Cone!..ci /; G/D Cone!
0

..i/; G/ [14]. This justifies our choice to take all scaling sequences
as ci D i unless otherwise specified.

Definition 2.8 We say that a metric space S is transitive if for any two points s; t 2 S there exists an
isometry � W S ! S such that �.s/D t .

Recall that for any group G, Cone!.G/ is a transitive space, and that any asymptotic cone is complete.

3 The generalized distortion function

We begin by defining a variant of distortion that will help us calculate generalized distortion in a variety
of groups.

Definition 3.1 Let H be an infinite subgroup of a group G and let Y and X be finite generating sets of
H and G, respectively. Define the lower distortion function of H in G, written rG;XH;Y .n/, by the formula

r
G;X
H;Y .n/DminfjhjY W jhjX > n; h 2H g:
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We consider lower distortion up to the same equivalence as distortion, and denote by rGH the function
r
G;X
H;Y for some choices of the finite generating sets X and Y .

Example 3.2 For p 2N with p � 2, let G D BS.1; p/D ha; b W b�1ab D api, and let H D hai. Note
that ap

n

D b�nabn, and so �GH .n/� p
n. In fact, �GH � p

n [9]. Next, note that if k < pn, then we can
write k D

Pn�1
iD0 cip

i , with 0 � ci < p. This in turn means that we can write ak D
Qn�1
iD0 b

�iacibi D�Qn�1
iD0 a

cib�1
�
bn�1. This implies that jakjX � nCn.p/D n.pC 1/. Thus rGH .n/� p

n.

Example 3.3 LetG be the discrete Heisenberg group, ie the group of all upper triangular integer matrices
with ones along the diagonal, and let H be the center of this group, ie the subgroup of all matrices of the
form 0@1 0 c0 1 0

0 0 1

1A with c 2 Z:

Let X be the generating set for the group G given by G D hx; y; zi where

x D

0@1 1 00 1 0

0 0 1

1A ; y D

0@1 0 00 1 1

0 0 1

1A ; and z D

0@1 0 10 1 0

0 0 1

1A ;
and let Y D fzg, a generating set for H . Note that xnynx�ny�n D zn

2

. Now let m be a natural number
such that .n� 1/2 <m< n2. We know that jzn

2

jX � 4n. Thus

jzmjX � 4nC .n
2
� .n� 1/2/D 4nC 2n� 1� 6n:

Therefore if m� n2, then jzmjX � 6n, and so rGH .n/� n
2.

Now we will show that if jhjX � n, then jhjY � n2. Let f W G ! N and k W G ! N be the functions
given by

f

0@1 a b

0 1 c

0 0 1

1AD jaj and k

0@1 a b

0 1 c

0 0 1

1AD jbj;
respectively. We have that

f .gx/� f .g/C 1; f .gy/D f .g/; and f .gz/D f .g/;

and thus if jgjX � n, then f .g/� n. Similarly

k.gx/D k.g/; k.gy/� f .g/C k.g/; and k.gz/� k.g/C 1:

Thus if jgjX � n, then k.g/� n2. If h 2H , then jhjY D k.h/, and so if jhjX � n, then jhjY � n2. Thus
�GH .n/� n

2.

Example 3.4 Let GDha; b; c W Œa; b�D 1; Œa; c�D 1; c�1bcD b2iŠZ�BS.1; 2/, and letH Dha; biŠ
Z�Z. Let X D fa; b; cg. Note that jb2

n

jX � 2nC1, so �GH .n/� 2
n, but janjX D n, and so rGH .n/� n.

Thus �GH ¦r
G
H .
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Note that if f1, f2, g1, and g2 are strictly increasing functions such that f1.n/�f2.n/ and g1.n/�g2.n/,
then f1.n/=g1.m/Š f2.n/=g2.m/. Thus:

Proposition 3.5 For a finitely generated infinite subgroup H of a finitely generated group G,

(1)
�GH .n/

�GH .m/
� �GH .m; n/�

�GH .n/

rGH .m/
:

Proof First choose a finite generating set X for G containing a generating set Y for H . Fix n 2N and
let h be an element of H such that jhjX � n and jhjY D�

G;X
H;Y .n/. By definition, if k 2 Ym then jkjX �m,

and so jkjY ��
G;X
H;Y .m/. Thus jhjYm

� d�
G;X
H;Y .n/=�

G;X
H;Y .m/e, and we obtain the first inequality in (1).

For the next inequality, note that if jhjX � n, then jhjY ��
G;X
H;Y .n/. Thus we can write h as a product of

at most d�G;XH;Y .n/=.r
G;X
H;Y .m/� 1/e elements of length less than or equal to rG;XH;Y .m/� 1 with respect

to Y . Note that if h is an element of H such that jhjY < r
G;X
H;Y .m/, then by the definition of rG;XH;Y ,

jhjX �m, and h 2 Ym. This gives the second inequality in (1).

Definition 3.6 We call an infinite subgroup H of a group G uniformly distorted if �GH �r
G
H .

Combining the previous observations gives the following corollary:

Corollary 3.7 If H is an infinite uniformly distorted finitely generated subgroup of a finitely generated
group G, then �GH .m; n/Š�

G
H .n/=�

G
H .m/Š�

G
H .n/=r

G
H .m/.

Example 3.8 Example 3.2 showed that if G D BS.1; p/D ha; b W b�1ab D api and H D hai, then H
is uniformly distorted in G, so we can apply Corollary 3.7 to get that �GH .m; n/Š p

n�m.

Example 3.9 Example 3.3 showed that if G is the discrete Heisenberg group and H is the center of G,
then H is uniformly distorted in G and we have from Corollary 3.7 that �GH .m; n/Š .n=m/

2.

We conclude with an example demonstrating that for a group G with finite generating set X containing a
generating set for a subgroup H , �G;XH .n� 1; n/ can be very large.

Example 3.10 Let H be a finitely generated subgroup of a finitely generated group G such that the
membership problem is undecidable, and let X be a finite generating set for G containing a generating
set of H . The existence of such subgroups was demonstrated independently by Mihailova and Rips [11;
15]. Gromov [9] showed that the distortion function of H in G is bounded by a computable function if
and only if the membership problem is solvable. Note that

�
G;X
H;Y .n/D �

G;X
H .1; n/� �

G;X
H .1; 2/�

G;X
H .2; 3/ � � ��

G;X
H .n� 1; n/:

Thus, if �G;XH .n� 1; n/ is bounded by a computable function, then so is �G;XH;Y .n/, a contradiction. Thus
�
G;X
H .n� 1; n/ is not bounded by any computable function.
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4 Connectedness in asymptotic cones

We begin by defining an analog of the generalized distortion function for the case of a metric space S .

Definition 4.1 Given a metric space S , a real number r > 0, and two points s; t 2S , an r-path connecting
s and t is a sequence of points s D s0; s1; : : : ; sk D t with dS .si ; siC1/� r for all 0� i < k. We call k
the length of the r-path. We say a metric space S is r-connected if for any two points s; t 2 S there exists
an r-path connecting s and t . If .S; s/ is a pointed r-connected metric space, and t is in S , let jt jr be the
length of a shortest r-path connecting s and t .

Definition 4.2 Let .S; s/ be a proper r-connected pointed metric space. Define �S .m; n/ WR�r�R�0!N

to be maxfjt jm W dS .s; t/� ng.

Lemma 4.3 The value �S is well defined , ie for all real numbers m� r; n there exists a constant K 2R

such that for any point t 2 S with d.s; t/� n, jt jm �K.

Proof Fix n 2R�0, and let B be the closed ball centered at s of radius n. As B is compact, it can be
covered by some finite number p of open balls of radius m. Let s1; : : : ; sp be the centers of these balls.
As S is r-connected, for each si there exists a sequence of points

s D s0;i ; s1;i ; : : : ; sKi ;i D si

with dS .sj;i ; sjC1;i /�m for all 0� i < Ki . Let K DmaxfKi W 1� i � pg. Any point in B is within m
of some si , and so �S .m; n/�KC 1.

If H is a finitely generated subgroup of a finitely generated group G, and X is a finite generating set
of G containing a generating set for H , then H is 1-connected and proper with respect to the word metric
induced by X . It is clear in this case that �GH is the restriction of �H to N �N, where we consider H
with the word metric induced from G.

Definition 4.4 Given two functions f; g WR�r �R�0!R which are nonincreasing in the first variable,
and nondecreasing in the second variable, we write f �� g if there exists a constant C 2 R such that
f .Cm; n/� Cg.m;Cn/ for all m; n 2R�0 with m� r , and we say that f Š� g if f �� g and g �� f .

Essentially, � measures how far away S is from being a geodesic metric space. For instance, if S is
geodesic, then �S .m; n/D dn=me.

Lemma 4.5 If .S; s/ and .T; t/ are proper r-connected pointed metric spaces , and f is a .�; C; �/-quasi-
isometry between S and T such that f .s/D t , then , �S Š� �T .

Proof First, fix n2R�0 andm2R�r , and let y2S with dS .s; y/�n. This means dT .t; f .y//��nCC .
Let K D �T .m; �nCC/. There exist KC1 points y0; y1; : : : ; yK such that t D y0; y1; : : : ; yK D f .y/
with dT .yi ; yiC1/�m. By quasisurjectivity, for each i there exists a y0i 2 S such that dT .f .y0i /; yi /� �.

Algebraic & Geometric Topology, Volume 25 (2025)



708 Andy Jarnevic

S T

y

��.mC2�/CC

y0
k�1

y02

��.mC2�/CC

y01

��.mC2�/CC

s

f .y/

�m

yk�1

f .y0
k�1

/
��

f .y02/
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t

��
f .y01/
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Figure 1: Lemma 4.5.

Thus dT .f .y0i /; f .y
0
iC1// � mC 2�, and so dS .y0i ; y

0
iC1/ � �.mC 2�/CC � �

0m for some fixed �0

as m� r . Note that we can choose y00 to be s, and y0K to be y. Thus �S .�0m; n/� �T .m; �nCC/. If
�nCC �m, we have that �T .m; �nCC/D 1, so we can assume that �nCC is greater than r as well,
and hence �S .�0m; n/� �T .m; �00n/ for some fixed �00. By symmetry, �T �� �S , and so �T Š� �S .

Definition 4.6 We call a metric space S asymptotically transitive if Cone!.S/ is transitive for all
ultrafilters !.

Theorem 4.7 Let r be a positive number and let .S; s/ be an asymptotically transitive proper r-connected
pointed metric space. The following are equivalent :

(i) There exists a function f WR�0!R�0 such that for all m� r and n� 0, �S .m; n/� f .n=m/.

(ii) There exists a constant K such that �S .i; 4i/�K for all real numbers i � r .

(iii) Cone!.S/ is path connected for all nonprincipal ultrafilters !.

(iv) Cone!.S/ is connected for all nonprincipal ultrafilters !.
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Note that the implication .i/D) .ii/ is clear, simply by letting K D f .4/. The implication .iii/D) .iv/
is also immediate.

To show that .ii/ implies .iii/ we will need the following lemma:

Lemma 4.8 Let r 2 R�0. If .S; s/ is an asymptotically transitive proper r-connected pointed metric
space and there exists a constant K such that �S .i; 4i/�K for all real numbers i � r , then for any points
p D .yi /

! ; q D .zi /
! 2 Cone!.S/, there exist KC 1 points p D p0; p1; p2; : : : ; pK D q in Cone!.S/

such that d!S .pi ; piC1/�
1
2
d!S .p; q/.

This lemma is reminiscent of a lemma in [13] used to prove that any group satisfying a quadratic
isoperimetric inequality has a simply connected asymptotic cone. There Papasoglu used the isoperimetric
inequality to build sequences of loops to fill a loop in the asymptotic cone. This is very similar to the
approach we will use to prove that .ii/ implies .iii/. Similar ideas can also be found in [3; 10; 14].

Proof If .yi /! D .zi /! , the result is trivial, so let .yi /! and .zi /! be points in Cone!.S/ such that
d!S ..yi /

! ; .zi /
!/D C > 0. Note that by the transitivity of Cone!.S/, we can assume that .yi /! D .s/! .

This means in particular that dS .s; zi /� 2C i !-almost surely. Note that 1
2
Ci � r !-almost surely, and

hence �S
�
1
2
Ci; 2C i

�
�K !-almost surely. It follows that there exist points s D yi;0; yi;1; : : : ; yi;K D zi

with dS .yi;j ; yi;jC1/� 1
2
Ci for all 0� j �K�1 !-almost surely. Now define pj D .yi;j /! . Note that

d!S .pj ; pjC1/D lim! dS .yi;j ; yi;jC1/=i � 1
2
C , and so we have our desired p0; : : : ; pK .

We will also need the following lemma in order to prove that .iv/ implies .i/:

Lemma 4.9 If S is a connected metric space , then for any real number r > 0, S is r-connected.

Proof For a fixed r > 0, and fixed p 2 S , consider the set C of points q such that there exists a finite
sequence of points p D p0; p1; : : : ; pK D q with d.pi ; piC1/ � r . If x 2 C , then clearly Br.x/ � C ,
and so C is open. Similarly, if x … C , then Br.x/� S nC , so C is closed. Hence C is open, closed, and
nonempty, so C D S , as desired.

Proof of Theorem 4.7 We begin by proving .ii/ implies .iii/.

Let p; q 2 Cone!.S/, and let C D d!S .p; q/. We will define a uniformly continuous function f from
numbers of the form a=Kn with a; n 2N and a �Kn to the asymptotic cone such that f .0/D p and
f .1/D q. Note that this is sufficient, since asymptotic cones are complete, and these numbers are dense
in the interval Œ0; 1�.

We will define the function inductively as follows. First define f .0/D p and f .1/D q. Then fix n 2N,
and assume we’ve defined f on all numbers of the form a=Kn in such a way that for all s 2 N [ f0g

with s < Kn,

d!S

�
f

�
s

Kn

�
; f

�
sC 1

Kn

��
�
C

2n
:
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Now let t D .KlCb/=KnC1 where 1� b <K and l 2N[f0g with l �Kn�1. According to Lemma 4.8,
there exist points p0; p1; : : : ; pK such that

f

�
l

Kn

�
D p0; p1; : : : ; pK D f

�
l C 1

Kn

�
;

and
d!S .pi ; piC1/�

1
2
d!S

�
f

�
l

Kn

�
; f

�
l C 1

Kn

��
�

C

2nC1
:

Let f .t/D pb . It is straightforward to verify that f is uniformly continuous.

We will now show that .iv/ implies .i/ by contradiction. Assume that Cone!.S/ is connected, and
that �S .m; n/ is not bounded by any homogeneous function. Hence there exists a c 2 R>0 such that
�S .n; cn/ is not bounded. Let ni be a sequence of natural numbers such that �S .ni ; cni / � i . Let !
be an ultrafilter containing fni W i 2Ng. Consider a sequence of points ti 2 S such that dS .s; ti / � ci ,
and jti ji D �S .i; ci/. According to Lemma 4.9, we can pick points .s/! D p0; p1; : : : ; pk D .ti /! in
Cone!.S/ such that d!S .pi ; piC1/ �

1
2

. Let pj D .ti;j /! . We have that dS .ti;j ; ti;jC1/ � i !-almost
surely, so �S .i; ci/ D jti ji � k !-almost surely. On the other hand if j > k, then �S .nj ; cnj / > k.
However,

fnj W j > kg D fnj W j 2Ng\ fn W n > nkg 2 !;

a contradiction.

We now want to study how distortion of groups relates to connectedness in asymptotic cones. We begin
by defining a natural subspace of the asymptotic cone of G corresponding to H :

Definition 4.10 Let T be a subspace of a metric space S . Denote by Cone!S .T / the set of all points in
Cone!.S/ with a representative .ti /! with each component in T .

Lemma 4.11 For all subspaces T � S , Cone!S .T / is closed in Cone!.S/.

Proof Note that Cone!S .T /D Cone!.T /, where we consider T under the induced metric from S . Since
asymptotic cones are complete, this is a complete metric space. A complete subspace of a complete
metric space is closed, and so Cone!S .T / is closed in Cone!.S/.

Note that we can think about a subgroup H of a group G as a subspace of the metric space we get by
considering the word metric on G.

Lemma 4.12 If H is a subgroup of a finitely generated group G such that Cone!G.H/ is connected for
all ultrafilters !, then H is finitely generated.

Proof Let H be a subgroup of a finitely generated group G, and let X be a finite generating set for G.
We call an element h of H reducible if there exists a constant k 2N and k elements of H , h1; h2; : : : ; hk ,
with jhi jX < jhjX for all 0� i � k such that hD h1h2 � � � hk . We call an element h 2H irreducible if it
is not reducible. We can assume that there exists no i such that all elements h 2H with jhjX � i are
reducible, as this would imply thatH is finitely generated. Thus we can find a sequence .hi / of irreducible
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elements of H such that jhi jX > jhi�1jX for all i . Fix an ultrafilter ! and consider the asymptotic cone
Cone!G.H/ with respect to ! and the scaling sequence .jhi jX /. Assume this asymptotic cone is connected.
As .hi /! 2 Cone!G.H/, there exist points .e/! D p0; p1; : : : ; pk D .hi /! with d.pi ; piC1/� 1

4
for all

0 � i < k. Let pj D .hi;j /! . We have that jh�1i;j hi;jC1jX �
1
2
jhi jX !-almost surely. Finally, note that

hi D hi;k D h1;i .h
�1
i;1hi;2/ � � � .h

�1
i;k�1

hi;k/. This, however, implies that hi is !-almost surely reducible, a
contradiction.

We can apply Lemma 4.8 to a subgroup H of a finitely generated group G, where H is given the word
metric induced from G. In this case, the relationship between �H and �GH combined with Theorem 4.7
gives the following theorem:

Theorem 4.13 The following are equivalent for a subgroup H of a finitely generated group G:

(i) H is finitely generated and there exists a constant K such that �GH .i; 4i/�K for all i .

(ii) H is finitely generated and there exists a function f such that �GH .m; n/� f .n=m/.

(iii) Cone!G.H/ is path connected for all ultrafilters !.

(iv) Cone!G.H/ is connected for all ultrafilters !.

Example 4.14 We have previously seen that if G D BS.1; p/D ha; b W b�1abD api and H D hai, then
�GH .m; n/Š p

n�m. Thus �GH .i; 2i/ is unbounded, and we can conclude from Theorem 4.13 that there
exists an ultrafilter ! such that Cone!G.H/ is disconnected. In fact, Cone!G.H/ is disconnected for all
ultrafilters !. This follows from the proof of Theorem 4.7 and observing that for all c; n 2N the set of
k 2N such that �G;fa;bg

H;fag
.k; ck/� n is finite.

Example 4.15 If G is the discrete Heisenberg group and H is the center of G, then we have seen in a
previous example that �GH .m; n/Š n

2=m2, and so �GH .i; 4i/ is bounded and Cone!G.H/ is connected
for all ultrafilters !.

We now want to relate the connectedness of Cone!G.H/ to the distortion of H in G. In order to do this,
we need a couple preliminary results. The first of these is due to Olshansky:

Theorem 4.16 [12] For any group H , and any function ` WH !N satisfying

(i) for all h 2H , `.h/D 0 if and only if hD 1,

(ii) `.h/D `.h�1/ for all h 2H ,

(iii) `.gh/� `.g/C `.h/ for all g; h 2H ,

(iv) there exists a constant a such that jfh 2H W `.h/� ngj � an,

there exists a group G D hXi with jX j<1, an embedding � of H in G, and a constant C such that for
all h 2H ,

j�.h/jX

C
� `.h/� C j�.h/jX :
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Definition 4.17 A function f WR�1!R is called superlinear if for all k 2R the set fx W f .x/� kxg is
bounded, and f is called sublinear if for all k 2R the set fx W f .x/� kxg is bounded.

Lemma 4.18 Let f WR�1!R be an increasing sublinear function with f .r/� r for all real numbers
r � 1. There exists a function ` WR�1!R�1 such that

(i) for all m; n 2N, `.m/C `.n/� `.mCn/,

(ii) for all n 2N, `.n/� f .n/,

(iii) for all k 2N, there exists a pk 2R such that ` is constant on the interval Œpk; kpk�.

Proof We will define pk and ` by induction on k. First let p1 D 1 and let `.1/D 1. Assume we have
defined pk and `.n/ for n � kpk in a way that satisfies (i)–(iii). Let pkC1 be the least real number
such that for all r 2 R, if r � .k C 1/pkC1, then f .r/ � r=.k C 1/Š. For s 2 R, if kpk < s � pkC1,
define `.s/ D s=kŠ. For s 2 R, if pkC1 � s � .k C 1/pkC1, define `.s/ D pkC1=kŠ. By definition,
`..kC 1/pkC1/D pkC1=kŠD .kC 1/pkC1=.kC 1/Š.

We will now show that ` satisfies (i)–(iii). First, fix r 2R�1, and let k2N such that kpk� r� .kC1/pkC1.
If kpk < r < pkC1, then `.r/ D r=kŠ, and if s < r , then `.s/ � s=kŠ. Thus, if p C q D r , then
`.p/C `.q/� p=kŠC q=kŠD r=kŠD `.r/. If pkC1 < r � .kC 1/pkC1, then `.r/D `.pkC1/, and (i)
follows immediately as ` is increasing. For s2R, if kpk� s�pkC1, then `.s/D s=kŠ>f .s/ by definition.
If pkC1� s� .kC1/pkC1, then `.s/D`..kC1/pkC1/D .kC1/pkC1=.kC1/Š�f ..kC1/pkC1/�f .s/,
so ` satisfies (ii). It is clear that this definition of ` satisfies (iii).

We are now ready to relate the connectedness of Cone!G.H/ to the distortion of H in G:

Theorem 4.19 If H is a finitely generated subgroup of a finitely generated group G, then the following
implications hold :

(i) If �GH .n/ is linear , then Cone!G.H/ is connected for all ultrafilters !.

(ii) If Cone!G.H/ is connected for all ultrafilters !, then �GH .n/� f for some polynomial f .

(iii) For every increasing superlinear function � W N ! N there exists a group G with a subgroup H
such that Cone!G.H/ is disconnected for some ultrafilter !, but �GH .n/� �.

(iv) For all k 2N, there exists a group G with a subgroup H such that Cone!G.H/ is connected for all
ultrafilters !, and �GH � n

k .

Proof (i) If H is a subgroup of G, then we can define a continuous function � from Cone!.H/ to
Cone!G.H/ by �..hi /!/D .hi /! . For all h 2H , jhjX � C jhjY for some fixed constant C , so � is well
defined. Assume .hi /! 2Cone!G.H/. This means that there exists B such that for all i 2N, jhi jX=i �B .
Since distortion is linear, there exists D such that jhi jY =i �D.jhi jX=i/�DB . Thus � is surjective, and
Cone!G.H/ is connected, as Cone!G.H/ is connected.
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(ii) Assume that Cone!G.H/ is connected in Cone!.G/, and hence that �GH .i; 2i/ is bounded by some
constant K for all i . By induction, �GH .2

n/D �GH .1; 2
n/�Kn for all n 2N.

Now let n 2N, and let m 2R such that 2m�1 � n < 2m. We have that

�GH .n/��
G
H .2

m/�Km D .2m/log2K � .2n/log2K :

Thus �GH .n/� n
log2K .

(iii) Let � be a superlinear increasing function N ! N. Then � can be extended to an invertible
increasing superlinear function from R�1 to R. We can now apply Lemma 4.18 to ��1 to get a function
` which is always larger than ��1. We can then restrict ` to the natural numbers and take ceilings to
get a function from N to N. We can extend this to a function from Z to Z by defining `.0/ D 0 and
`.�z/D `.z/ for z < 0. As `� ��1, we have that �.`.n//� n. If � is subexponential, then this ` now
satisfies all of the conditions of Theorem 4.16, and hence there exists a group G D hXi, a constant C ,
and an embedding  W Z!G such that

`.n/

C
� j .n/jX � C`.n/:

Now note that if j .n/jX � m, then `.n/ � C j .n/jX � Cm, and so n < �.`.n// � �.Cm/. Hence,
distortion is bounded by �. On the other hand, `.pk/D `.pkC1/D� � �D `.kpk/ implies that C j .q/jX >
`.pk/ for all pk � q � kpk while j .kpk/jX � C`.pk/, and so �GH .`.pk/=C; C`.pk// � k. By
Theorem 4.13, Cone!G.H/ is disconnected for some ultrafilter !.

Note that if � is superexponential, then Theorem 4.19(ii) shows that Cone!G.H/ is not connected for all
ultrafilters !.

(iv) We will use the same method as in (iii).

Fix k 2N, and for z 2 Z let `.z/D djzj1=ke. Let G be a group with finite generating set X and  an
embedding of Z into G such that

`.z/

C
� j .z/jX � C`.z/:

Note that if j .z/jX � m, then jzj1=k � djzj1=ke D `.z/ � C j .z/jX � Cm, which implies that
jzj � C kmk . Thus �GH .m/ � m

k . Now note that `.mk/ D m, so j .mk/jX � Cm, which implies
�GH .Cm/ � m

k . Thus �GH .m/ � m
k . The above calculations show that if j .z/jX � 4i , then jzj �

4kCK ik . Further, if jzj � .i=C /K then j .z/jX � C`.z/ � i . Thus �GH .i; 4i/ � 4
kC 2k , and so by

Theorem 4.13 we have that Cone!G.H/ is connected.

5 Convexity in asymptotic cones

Definition 5.1 A subspace T of a metric space S is called Morse if for all constants � and C there
exists a constant M such that any .�; C /-quasigeodesic connecting points in T is contained in the M
neighborhood of T .
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Cone!S .T /

pi .si /

pi

pi .s
l
i / pi .s

r
i /

�di

t

�di

�di

pli pri

t ri

pli .b/

pmi .a/

Figure 2: Theorem 5.3.

Definition 5.2 We say a subset T of a metric space S is strongly convex if every simple path starting
and ending in T is entirely contained in T .

Theorem 5.3 Let T be a closed subspace of a geodesic metric space S . Assume that Cone!S .T / is
strongly convex in Cone!.S/ for all ultrafilters !, and for any two points t1 and t2 in Cone!S .T / there
exists an isometry � of Cone!.S/ fixing Cone!S .T / such that �.t1/D t2. Then T is Morse.

Proof Assume T is not Morse. This means that there exist constants �� 1 and C � 0 such that for all
i 2N there exists a .�; C /-quasigeodesic pi W Œ0; ki �! S parametrized by length, and si 2 Œ0; ki � with
pi .0/ and pi .ki / in T and dS .pi .si /; T /� i . For all i let

(2) di D supfdS .pi .s/; T / W s 2 Œ0; ki �g:

We can choose our paths pi to make the sequence .di / increasing with all di > C . For each i , let si
be a point in Œ0; ki � such that dS .pi .si /; T /D di (such a point exists as paths are compact). Let sli D
maxfsi � 3�di ; 0g, and similarly let sri Dminfsi C 3�di ; kig. By (2), dS .pi .sli /; T / and dS .pi .sri /; T /
are less than or equal to di . Let dS .pi .sli /; T / D k

l
i , and dS .pi .sri /; T / D k

r
i . Let t li be a point in T

such that dS .pi .sli /; t
l
i /D k

l
i , and let pli W Œ0; k

l
i �! �.G/ be a geodesic from t li to pi .sli /. Note that by

assumption we can take t li D t , where t is some fixed point in T , by taking an isometry fixing T sending t li
to t . Similarly, let pri W Œ0; k

r
i � be a geodesic from pi .s

r
i / to a point tri 2 T such that dS .tri ; pi .s

r
i //D k

r
i .

Denote by pmi W Œs
l
i ; s

r
i �! S the segment of pi from pi .s

l
i / to pi .sri /.
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We will need the following lemma:

Lemma 5.4 (i) For all i 2N, if sli ¤ 0, a 2 Œsi ; sri �, and b 2 Œ0; kli �, then dS .pmi .a/; p
l
i .b//� di .

(ii) For all i 2N, if sri ¤ ki , a 2 Œs
l
i ; si �, and b 2 Œ0; kri �, then dS .pmi .a/; p

r
i .b//� di .

Proof First, if sli ¤ 0, then sli D si � 3�di . Now note that

dS .p
m
i .a/; p

m
i .s

l
i //�

3�di

�
�C D 3di �C > 3di � di D 2di ;

as pi is a .�; C /-geodesic, and we assumed that di > C . Thus, as dS .pli .b/; p
m
i .x

l
i // � di , we have

dS .p
m
i .a/; p

l
i .b//� di . The second claim follows similarly.

We return to the proof of Theorem 5.3.

Fix an ultrafilter !, and consider the asymptotic cone of S with respect to ! and the scaling sequence di .
By construction, dS .t; pli .k

l
i // � di , and so .pli .k

l
i //

! 2 Cone!..di /; G/. Since jsli � s
r
i j � 6�di ,

we have that dS .pi .sli /; pi .s
r
i // � 6�

2di C C , and so since .pi .sli //
! 2 Cone!..di /; S/, we have

that .pi .sri //
! 2 Cone!..di /; S/. Since dS .pi .sri /; p

r
i .k

r
i // D d.pri .0/; p

r
i .k

r
i // � di , we have that

.pri .k
r
i //

! 2 Cone!..di /; S/. Thus we can define

kl D lim!
kli
di
; sl D lim!

sli
di
; sr D lim!

sri
di
; and kr D lim!

kri
di
;

and we can define pl W Œ0; kl �!Cone!..di /; S/ as lim!.pli /, p
m W Œsl ; sr �!Cone!..di /; S/ as lim!.pmi /,

and pr W Œ0; kr � as lim!.pri /. We have that pl and pr are geodesics, and pm is a .�; 0/-quasigeodesic,
and hence all are simple.

Now we have three simple paths, pl , pm and pr , such that pl.0/ and pr.kr/ are in Cone!S ..di /; T /, and
pl and pr both intersect pm. Unfortunately, the concatenation of these three paths may not be simple, as
pl and pr could intersect pm more than once. To deal with this case, we need the following lemma:

Lemma 5.5 Let s D lim! si=di .

(i) If a 2 Œ0; kl � and b 2 Œsl ; sr � with pl.a/D pm.b/, then b � s.

(ii) if a 2 Œ0; kr � and b 2 Œsl ; sr � with pr.a/D pm.b/, then b � s.

Proof Note that if fi W kli D 0g 2 !, then pl is a trivial path, and the result is clear. Otherwise
fi W kli ¤ 0g 2 !. In this case we can use Lemma 5.4 to say that if .bi /! is on pl and .ai /! is on pm

after s, then d!S ..bi /
! ; .ai /

!/� lim! di=di � 1. The proof of (ii) follows similarly.

Thus we can form a simple path which starts and ends in Cone!S ..di /; T / as follows. Let

p Dmaxft 2 Œsl ; sr � W 9a 2 Œ0; kl � such that pl.a/D pm.t/g;
and let

q Dminft 2 Œsl ; sr � W 9a 2 Œ0; kr � such that pr.a/D pm.t/g:
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We obtain a simple path by following pl up to pm.p/, then following pm up to pm.q/, and finally
following pr back to pr.kr/. This path contains pm.s/ by Lemma 5.5. Finally, as pm.s/D .pmi .si //

! ,

d!S .p
m.s/;Cone!S ..di /T //D lim!

dS .p
m
i .si /;Cone!S ..di /; T //

di
D lim!

di

di
D 1:

Thus we have a simple path starting and ending in Cone!S .T / that is not entirely contained in Cone!S .T /.

In order to prove a partial converse of this statement we will need the following results from Drut,u,
Mozes, and Sapir [5]. Note that an error was found in this paper [1], but none of the following lemmas
were affected.

Lemma 5.6 [5, Lemma 2.3] Let S be a geodesic metric space , ! an ultrafilter , and B a closed subset
of Cone!.S/. If x and y are in the same connected component of Cone!.S/ nB , then there exists a
sequence of paths .pi /niD1 such that each path is a limit geodesic in X , and the concatenation of the paths
pi is a simple path from x to y.

Definition 5.7 A path is called C-bi-Lipschitz if it is a .C; 0/-quasigeodesic.

Lemma 5.8 [5, Lemma 2.5] In the same setting as Lemma 5.6, let p be a simple path in Cone!.S/
which is a concatenation of limit geodesics. For all ı there exists a constant C and a C-bi-Lipschitz
path p0 such that the Hausdorff distance between p and p0 is less than ı, and p0 is also a concatenation of
limit geodesics connecting the same points.

Lemma 5.9 [5, Lemma 2.6] Let p be a C-bi-Lipschitz path in Cone!.S/ which is a concatenation
of limit geodesics. There exists a constant C 0 and a sequence of paths .pn/ in S such that each pn is
C 0-bi-Lipschitz, and lim!.pn/D p.

Theorem 5.10 If T is a Morse subspace of a metric space S , then Cone!S .T / is strongly convex in
Cone!.S/.

Proof Let p be a simple path in Cone!.S/ starting and ending in Cone!S .T / but not entirely contained
in Cone!S .T /. As Cone!S .T / is closed, there is a subpath p0 of p which starts and ends in Cone!S .T /, but
no interior point of p0 is in Cone!S .T /. Let x be the initial point of p and let y be the terminal point of p.
Let x0 and y0 be points on p0 such that

maxfd!S .x; x
0/; d!S .y; y

0/g< 1
2
d!S .x; y/;

and let pl and pr be limit geodesics from x to x0 and from y0 to y, respectively. Let pm be a concatenation
of limit geodesics connecting x0 to y0 avoiding Cone!S .T /. Such a path exists by Lemma 5.6 as Cone!S .T /
is closed. The concatenation of pl , pm, and pr may not be simple, so we let a be the first point of pl
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Cone!S .T /

x

pl

x0
q0

pm z

z0

�
d

2

y0

pr

y

p0

Figure 3: Lemma 5.9.

on pm, and b be the last point of pr on pm. By the choice of x0 and y0, pl does not intersect pr , so we
can obtain a simple path by following pl from x to a, pm from a to b, and pr from b to y. Call this
concatenation q.

Let z be a point on q such that d!S .z;Cone!S .T // D d > 0. Using Lemma 5.8, we can find a path q0

such that q0 is a C-bi-Lipschitz path which is a concatenation of limit geodesics, and the Hausdorff
distance between q and q0 is less than 1

2
d . Thus there is a point z0 on q0 such that d!S .z; z

0/ � 1
2
d , so

d!S .z
0;Cone!S .T //�

1
2
d .

Finally we can apply Lemma 5.9 to this new path q0 to get that q0 D lim!.qn/ with each qn being a C 0-
bi-Lipschitz path starting and ending in T . Thus, as T is Morse, each path is in some fixed neighborhood
of T . This implies that q D lim!.qn/ is entirely contained in Cone!S .T /, a contradiction.

Thus, if T is Morse in S , then Cone!S .T / is strongly convex in Cone!.S/.

Definition 5.11 A subgroup H of a group G with finite generating set X is called strongly quasiconvex
if it is Morse as a subspace of the Cayley graph G with respect to X .

Note that if H is a subgroup of G, then for any two points .hi /! and .ki /! in Cone!G.H/ there exists an
isometry of Cone!.G/ fixing Cone!G.H/ which sends .hi /! to .ki /! . Thus we can combine the previous
two results to give:
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T
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s

p.s1/

t2

p.t1/

p.t3/

Figure 4: Theorem 5.13.

Theorem 5.12 A subgroup H of a group G is strongly quasiconvex if and only if Cone!G.H/ is strongly
convex in Cone!.G/ for all ultrafilters !.

We conclude by proving a large class of groups cannot contain infinite, infinite-index strongly quasiconvex
subgroups.

Theorem 5.13 If a path connected metric space S contains a proper closed strongly convex subspace T
consisting of more than one point , then S contains a cut point.

Proof Let s 2 S n T , and let t 2 T . Let p W Œ0; l�! S be a simple path connecting s and t . Let t1 D
minfa 2 Œ0; l� W p.a/ 2 T g. This is well defined as T is closed. We will show that p.t1/ is a cut point. Let
t2¤p.t1/ be a point in T . If p.t1/ is not a cut point, then there exists a path p0 W Œ0; k� connecting s and t2
such that p.t1/ is not on p0. Let t3 Dminfa 2 Œ0; k� W p0.a/ 2 T g. Let s1 Dmaxfa 2 Œ0; t1� W p.s1/ 2 p0g.
Create a simple path by following p from t1 to s1 and then following p0 from s1 to t2. This is a simple
path connecting two points of T that is not entirely contained in T , a contradiction.

Theorem 5.14 (Sapir and Drut,u [6]) If G is a nonvirtually cyclic group satisfying a law , then no
asymptotic cone of G contains a cut point.

If H is an infinite, infinite-index subgroup of a finitely generated group G, then it is easy to see that
Cone!G.H/ is a proper subspace of Cone!.G/ that consists of more than one point. Thus we can combine
the previous two results to get the following corollary:

Corollary 5.15 If G is a finitely generated group containing a nondegenerate strongly quasiconvex
subgroup H , then G does not satisfy a law.
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Every .1; n/-category can be approximated by its tower of homotopy .m; n/-categories. In this paper,
we prove that the successive stages of this tower are classified by k-invariants, analogously to the classical
Postnikov system for spaces. Our proof relies on an abstract analysis of Postnikov-type systems equipped
with k-invariants, and also yields a construction of k-invariants for algebras over1-operads and enriched
1-categories.
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1 Introduction

The weak homotopy type of a topological space can be conveniently studied using its Postnikov tower

X ! � � � ! ��aX ! ��a�1X ! � � � ! ��0X D �0.X/:

The Postnikov tower allows one (theoretically) to reconstruct X from algebraic and cohomological data.
Indeed, the lowest stages of this tower encode the path components of X and its fundamental groupoid.
For the higher stages, the passage from ��a�1X to ��aX is completely determined by a cohomology
class

ka 2 HaC1.��a�1X;�a.X//:
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Indeed, given a map f W Y ! ��a�1X , there exists a lift

(1-1)

��aX

��

Y

;;

f

// ��a�1X

if and only if the cohomology class f �ka vanishes on Y . In this case, the i th homotopy group of the
space of lifts (1-1) can be identified (noncanonically) with the .a�i/th cohomology group of Y with
coefficients in f ��a.X/. Here it should be noted that the homotopy groups �a.X/ typically form a local
system of abelian groups.

The purpose of this paper is to describe an analogue of the Postnikov tower for .1; n/-categories. More
precisely, every .1; n/-category C admits a tower of homotopy .m; n/-categories, as shown by Lurie [24,
Section 3.5] (see Section 6)

C! � � � ! ho.m;n/ C! ho.m�1;n/ C! � � � ! ho.n;n/ C:

Our main result asserts that there are again cohomology classes which control the passage from the
homotopy .m; n/-category to the homotopy .mC1; n/-category:

Theorem 1.1 (informal) For each a � 2, the extension ho.nCa;n/ C! ho.nCa�1;n/ C is classified by a
k-invariant

ka 2 HaC1.ho.nCa�1;n/ C; �a.C//;

where �a.C/ is a local system of abelian groups on the .1; n/-category ho.nC1;n/ C.

In the case of .1; 1/-categories, these k-invariants have also been constructed explicitly in terms of
simplicial categories by Dwyer, Kan, and Smith [7]. For n > 1, the above result is stated (without proof)
and used by Lurie in [24]. In [14], we have used this result as part of an obstruction-theoretic proof of the
fact that adjunctions in .1; 2/-categories are uniquely determined at the level of the homotopy 2-category
(see also the work of Riehl and Verity [29]).

To make Theorem 1.1 more precise, let us recall that for any local system of abelian groups A on a
space X , there exist Eilenberg–MacLane spaces K.A; a/! ��1X , defined in the homotopy category
ho.S=��1X / by the following universal property: for every map f W Y ! ��1X , there is a natural bijection

Ha.Y; f �A/Š �0 Map=��1.X/
.Y;K.A; a//:

In fact, the Eilenberg–MacLane spaces K.A; a/ are related by equivalences

K.A; a/ ��!�=��1XK.A; aC 1/;

where �=��1XK.A; aC 1/ computes the fiberwise loop space of K.A; aC 1/ over ��1X (at the base-
points given by the canonical section classifying the zero cohomology class). In other words, these
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Eilenberg–MacLane spaces can be organized into a parametrized spectrum HA over ��1X such that
K.A; a/' �1.†aHA/ (see work of May and Sigurdsson [27]). From an1-categorical perspective,
this parametrized spectrum can also be described more precisely as follows (Ando, Blumberg, Gepner,
Hopkins, and Rezk [1]): the local system A determines a functor of1-categories HA W ��1X!Ab! Sp
sending each x 2 ��1X to the Eilenberg–MacLane spectrum of the abelian group Ax . By the Grothendieck
construction, such an1-functor to spectra can equivalently be viewed as a spectrum object in spaces
over ��1X .

In these terms, the k-invariants can be interpreted as maps that fit into commuting squares for a � 2:

��aX

��

// ��1X

0
��

��a�1X
ka

// �1.†aC1H�a.X//

Here the right vertical map classifies the zero cohomology class. In fact, this square is homotopy Cartesian,
which implies that the space of sections (1-1) is homotopy equivalent to the space of null-homotopies
of f �ka.

Our more precise version of Theorem 1.1 is then the following:

Theorem 1.2 (Theorem 6.3) For any .1; n/-category C and a � 2, there is a parametrized spectrum
object H�a.C/ internal to .1; n/-categories , whose base object is ho.nC1;n/ C, so that there is a pullback
square of .1; n/-categories

(1-2)

ho.nCa;n/ C

��

// ho.nC1;n/ C

0
��

ho.nCa�1;n/ C
ka

// �1.†aC1H�a.C//:

Furthermore, we prove that the parametrized spectrum H�a.C/ can indeed be thought of as an Eilenberg–
MacLane spectrum: it is contained in the heart of a certain t -structure on the1-category of parametrized
spectrum objects over ho.nC1;n/ C (Corollary 6.17). This heart consists of local systems of abelian
groups on the .1; n/-category ho.nC1;n/ C, as defined (somewhat informally) by Lurie in [24] (see
Definition 6.13 and Remark 6.15).

To prove Theorem 1.2, the main idea will be to proceed by induction on the categorical dimension n.
More precisely, the structure of the Postnikov tower, together with its k-invariants, can be axiomatized
in terms of “Postnikov structures”. We prove that a (functorial) Postnikov structure on a symmetric
monoidal1-category V that is compatible with the tensor product gives rise to a Postnikov structure on
the1-category Cat.V/ of V-enriched1-categories (Theorem 5.18). Furthermore, the resulting Postnikov
structure on Cat.V/ respects the natural symmetric monoidal structure on Cat.V/ inherited from V. This
can be used to proceed inductively.
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More generally, this argument can also be used to provide k-invariants for Postnikov towers of algebras
over1-operads (see Proposition 4.14 and Example 4.24). These k-invariants typically take values in
certain André–Quillen cohomology groups, and have also been considered (in specific cases) by Goerss
and Hopkins [10], Basterra and Mandell [4] and Lurie [26].

Outline

Let us now give an outline of this paper: In Section 2, we recall the definition of the tangent bundle of an
1-category and the related theory of “square zero extensions”. Furthermore, we discuss the “square zero”
monoidal structure on the tangent bundle of a symmetric monoidal presentable1-category V, which
is useful to describe tangent bundles to categories of algebras. This square zero monoidal structure is
particularly simple when V is already stable; we discuss this case in a bit more detail in Section 3.

In Section 4, we give an abstract axiomatization of towers of square zero extensions, which we call Post-
nikov structures, as well as multiplicative refinements thereof. In particular, we show how multiplicative
Postnikov structures induce (multiplicative) Postnikov structures for algebras over1-operads. As the basis
of our inductive proof, we show that the Postnikov tower of spaces is part of a multiplicative (functorial)
Postnikov structure. Section 5 contains our main result, Theorem 5.18: we show that multiplicative
Postnikov structures induce multiplicative Postnikov structures at the level of enriched1-categories.

In Section 6, we apply this result inductively to prove that the homotopy .m; n/-categories of an .1; n/-
category are part of a multiplicative Postnikov structure (Theorem 6.3); in particular, this provides the
required pullback squares (1-2). Finally, we discuss how the tangent bundle of .1; n/-categories carries
a (family of) t-structures, whose heart consists of the category of local systems of abelian groups on
.1; n/-categories (Definition 6.13). The parametrized spectra H�a.C/ appearing in (1-2) then appear as
the Eilenberg–MacLane spectra associated to such local systems.

Conventions

We will make use of the language of1-categories, ie quasicategories, and1-operads, following the
standard references by Lurie [23; 26]; we will not distinguish between an ordinary category and its nerve.
Furthermore, we will refer to symmetric monoidal1-categories as SM1-categories. Recall that SM
1-categories and (lax) SM functors form (full) subcategories of the1-category of1-operads, which
we will denote by

SMCat ,! SMCatlax ,! Op1:

A presentable SM1-category is a presentable1-category equipped with a closed symmetric monoidal
structure, ie an object in CAlg.PrL/.

Given an1-operad O, ie a map O˝! Fin�, and a collection of objects S in the underlying1-category
Oh1i that is closed under equivalences, the full suboperad of O on S is the full subcategory of O˝ spanned
by all objects of the form x1˚ � � �˚ xn with all xi 2 S (see [26, Section 2.2.1]).
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Let f W C! D be an SM functor and let W be the class of maps in C that are sent to equivalences
by f . We will say that f is a monoidal localization if it defines an initial object in full subcategory
of CAlg.Cat/C= on those symmetric monoidal functors g W C! E sending W to equivalences. If C is
an SM1-category and f W C! CŒW �1� is a (non-SM) localization such that W is closed under tensor
products with objects in C, then f admits a unique lift to a monoidal localization of SM1-categories
[26, Proposition 4.1.7.4].

If C and D are SM1-categories, let us define a reflective monoidal localization to be an adjoint pair
L WC˝

�!
?
 �

D˝ WR in the homotopy 2-category of1-operads such that � WLR! idD is a natural equivalence.
Note that a reflective monoidal localization is determined uniquely by any one of the two maps L and R
(Riehl and Verity [29]). If .L;R/ is a reflective monoidal localization, then the (a priori only lax SM) left
adjoint L is a monoidal localization in the sense above (Lurie [26, Corollary 7.3.2.12], Haugseng [18,
Theorem 4.6]). Conversely, if L is a monoidal localization which admits a (fully faithful) right adjoint
at the level of the underlying 1-categories, then it determines a reflective monoidal localization [26,
Corollary 7.3.2.7].
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2 Tangent bundles of 1-categories

The purpose of this section is to recall some elements of the cotangent complex formalism described by
Lurie [26, Section 7.3]. In particular, we will recall the definition of the tangent bundle of an1-category
C and the notion of a square zero extension. To motivate this terminology, we show in Section 2.2 that
the tangent bundle inherits a “square zero” monoidal structure from V. In Section 2.3, we introduce
the notion of a “t-orientation” on the tangent bundle, allowing one to make sense of connective (and
discrete) objects in its fibers. The tangent bundle of stable (or more generally, additive)1-categories has
a particularly simple structure, which we discuss in more detail in Section 3.

2.1 Recollections on tangent bundles and square zero extensions

Let V be an1-category with finite limits. Following Lurie [26, Definition 7.3.1.9], we define the tangent
bundle of V to be the1-category

TVD Exc.Sfin
� ;V/
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of excisive functors F W Sfin
� ! V from the1-category of finite pointed spaces, ie those functors sending

pushout squares to pullback squares. The1-category TV comes with functors

� D ev� W TV! V; �1 D evS0 W TV! V

taking the base, or the (parametrized) infinite loop space object underlying such a parametrized spectrum,
respectively. The functor � is a Cartesian fibration and admits both a left and a right adjoint, both taking
the constant excisive functor on an object in V. We refer to the fiber of � at an object X 2 V as the
tangent1-category TXV of V at X . The diagram

TV

�
%%

E 7!ŒE.S0/!E.�/�
// Fun.�1;V/

codomww
V

then exhibits each fiber TXV as the stabilization Sp.V=X / of the over-category V=X [26, Section 7.3.1].
When V is presentable, TV and each of the fibers TXV are presentable as well and the functor �1 admits
a left adjoint †1

C
.

Definition 2.1 Let V be a presentable1-category. Then the inclusion TV! Fun.Sfin
� ;V/ admits a left

adjoint, which we will denote by X 7!X exc. We will say that a map X! Y in Fun.Sfin
� ;V/ is a TV-local

equivalence if the map X exc! Y exc is an equivalence.

Example 2.2 The tangent bundle TS can be thought of as the1-category of parametrized spectra (with
varying base space). Note that TS is in some sense the universal tangent bundle. Indeed, using the tensor
product on presentable 1-categories [26, Section 4.8.1] (with unit S, exhibiting that all presentable
1-categories are tensored over S), we have that

TV' TS˝V:

Indeed, using [26, Proposition 4.8.1.17], the full subcategory of Fun.Sfin
� ;V/ on the excisive functors coin-

cides under restriction along the Yoneda embedding with the full subcategory of FunR.Fun.Sfin
� ; S/

op;V/

of right adjoint functors that factor over the localization .�/exc W Fun.Sfin
� ; S/! TS.

Remark 2.3 For any S 2 Sfin
� and C 2 V, let hS ˝C DMap.S; �/˝C be the corresponding corepre-

sentable functor, ie the left Kan extension of C W � ! V along S W � ! Sfin
� . Note that F 2 Fun.Sfin

� ;V/ is
excisive if and only if it is a local object with respect to the set of maps

(2-1) .hS1
qhS3

hS2
/˝C˛! .hS0

˝C˛/

for any set of generators fC˛g of V and any pushout square in Sfin
�

S0 //

��

S1

��

S2 // S3

In particular, the TV-local equivalences are strongly generated by this set of maps [23, Proposition 5.5.4.15].
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Remark 2.4 For any presentable1-category V, the description of the generating TV-local equivalences
from Remark 2.3 shows that evaluation at � 2 Sfin

� sends TV-local equivalences to equivalences in V. It
follows that there is a commuting diagram

TV
� � //

''

Fun.Sfin
� ;V/

.�/exc
//

��

TV

ww
V

The vertical functors are Cartesian (and co-Cartesian) fibrations, with right adjoint sections taking
the constant Sfin

� -diagram. In particular, an arrow in TV or Fun.Sfin
� ;V/ is Cartesian if and only if

it is the pullback of a map between constant diagrams. It follows that the (right adjoint) inclusion
TV ,! Fun.Sfin

� ;V/ preserves Cartesian arrows. When V is compactly generated, or more generally
differentiable [26, Definition 6.1.1.6] (see Lemma 6.5), the functor .�/exc preserves Cartesian arrows by
[26, Theorem 6.1.1.10].

Let V be an1-category with finite limits and B 2 V an object. For every E 2 TBV, there is a natural
map �1.E/! B , arising from the map of finite pointed spaces S0!�. For every map X ! B , we
denote by

H 0
Q.X IE/D �0 Map=B.X;�

1.E//

the set of homotopy classes of lifts � W X ! �1.E/. Since �1.E/ is a grouplike E1-monoid over
B by Proposition 2.28, this forms an abelian group; its unit is the zero map 0 W X ! B ! �1.E/

induced by the map of finite pointed spaces � ! S0. More generally, we will refer to the groups
Hn

Q.X IE/DH
0
Q.X I†

nE/ as the nth Quillen cohomology groups of X with coefficients in E. Given a
section � WX !�1.E/, we will say that the pullback square

(2-2)

zX //

��

B

0
��

X
�
// �1.E/

exhibits zX as a square zero extension of X [26, Definition 7.4.1.6]. When � is homotopic to

0 WX ! B!�1.E/;

we will refer to zX 'X �B �1C1.E/ as the trivial square zero extension.

Remark 2.5 The above definition of a square zero extension looks slightly more general than the one
appearing in [26, Definition 7.4.1.6], where it is assumed that B D X . However, note that there is a
natural map p WX!B (induced by the projection�1.E/!B); pulling back the parametrized spectrum
E along p, one can also realize zX as the square zero extension of X classified by the canonical map
�0 WX !�1.p�E/.
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2.2 Monoidal structure on the tangent bundle

Our next goal will be to construct a (closed) symmetric monoidal structure on the tangent bundle TV

of a presentable SM1-category. To this end, let us recall that if V is an SM1-category and I is an
1-category, then Fun.I;V/ can be endowed with a levelwise tensor product, as follows:

Construction 2.6 [26, Remark 2.1.3.4] Let V be an SM 1-category, encoded by a co-Cartesian
fibration of1-operads V˝! Fin�. If I is another1-category, let us consider the map

Fun.I;V/˝lev WD Fun.I;V˝/�Fun.I;Fin�/ Fin�! Fin�:

This is again a co-Cartesian fibration of 1-operads [26, Remark 2.1.3.4], which endows the functor
category Fun.I;V/ with a symmetric monoidal structure that we will refer to as the levelwise tensor
product. For every f W I! J, the restriction functor f � W Fun.J;V/! Fun.I;V/ has the natural structure
of a symmetric monoidal functor because the induced map f � W Fun.J;V/˝lev ! Fun.I;V/˝lev preserves
co-Cartesian arrows over Fin�. On the other hand, every SM functor V!W induces an SM functor
Fun.I;V/˝lev ! Fun.I;W/˝lev by postcomposition.

For future reference, let us mention two alternative descriptions of the levelwise tensor product:

Remark 2.7 The levelwise tensor product is adjoint to the Boardman–Vogt tensor product. Indeed, we can
view I as an1-operad via the functor I!�!Fin�, where the second functor is the inclusion of the object
h1i. For any1-operad O, recall that the1-category of1-operad maps O˝˝BVI!V˝ is then equivalent
to the1-category BiFunc.O˝; IIV˝/ of (dotted) bifunctors of1-operads [26, Definition 2.2.5.3]

O˝ � I //

��

V˝

��

Fin� ��
id�fh1ig

// Fin� �Fin�
^

// Fin�

Since the bottom horizontal composite can simply be identified with the identity functor on Fin�, the
1-category BiFunc.O˝; IIV˝/ is equivalent to the1-category of functors f W O˝ � I! V˝ relative to
Fin� with the following equivalent properties:

(a) For each inert map ˛ W x! y in O˝ and each equivalence ˇ W i ! j in I, f .˛; ˇ/ is an inert map
in V˝.

(b) For each inert map ˛ W x! y in O˝ and each object i 2 I, f .˛; idi / is an inert map in V˝.

These conditions are indeed equivalent since f .˛; ˇ/ ' f .idy ; ˇ/ ı f .˛; idi /, where f .idy ; ˇ/ is an
equivalence. The 1-category of functors f satisfying condition (b) is in turn equivalent to the 1-
category of1-operad maps O˝! Fun.I;V/˝lev . Consequently, we have natural equivalences

AlgO˝BVI
.V˝/' BiFunc.O˝; IIV˝/' AlgO.Fun.I;V/˝lev/:
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Let us point out that by symmetry of the Boardman–Vogt tensor product, we also have that

AlgO.Fun.I;V/˝lev/' AlgO˝BVI
.V˝/' Fun.I;AlgO.V

˝//:

Remark 2.8 If I has coproducts, then the levelwise tensor product can be identified with the Day
convolution product. Indeed, let Iq be the corresponding co-Cartesian1-operad [26, Definition 2.4.3.7]
and let us write Fun.I;V/˝Day ! Fin� for the1-operad obtained from Iq and V˝ by Day convolution
[26, Definition 2.2.6.1]. By [26, Proposition 2.2.6.16], this is a co-Cartesian fibration of1-operads that
endows Fun.I;V/ with a (closed) SM structure. For any 1-operad O, we then have equivalences of
1-categories of maps of1-operads (ie algebras)

AlgO.Fun.I;V/˝Day/' AlgO�Iq.V
˝/' Fun.I;AlgO.V

˝//' AlgO˝BVI
.V˝/' AlgO.Fun.I;V/˝lev/:

Here O� Iq is the product of1-operads, given explicitly by O˝�Fin� I
q! Fin�. The first equivalence

then follows from the universal property of the Day convolution [26, Definition 2.2.6.1], the second from
[26, Theorem 2.4.3.18] and the last two equivalences follow from the relation between the levelwise
tensor product and the Boardman–Vogt tensor product (which is symmetric).

Lemma 2.9 Let V be a presentable SM1-category and f W I! J a functor between1-categories with
finite coproducts that preserves finite coproducts. Then the SM functor f � W Fun.J;V/˝lev! Fun.I;V/˝lev

admits a symmetric monoidal left adjoint fŠ.

Proof Remark 2.8 identifies the lax SM functor f � W Fun.J;V/˝lev ! Fun.I;V/˝lev (which happens to
be strong SM) with the lax SM functor f � W Fun.J;V/˝Day ! Fun.I;V/˝Day arising from naturality of the
Day convolution product. The latter admits an SM left adjoint fŠ (given by left Kan extension) by [22,
Remark 3.31].

Proposition 2.10 Let V be a presentable SM1-category and endow Fun.Sfin
� ;V/ with the levelwise

tensor product ˝lev. Then the localization of Fun.Sfin
� ;V/ at the TV-local equivalences is monoidal. In

particular:

� The localization functor .�/exc W Fun.Sfin
� ;V/! TV has a unique lift to an SM functor between SM

1-categories with domain given by .Fun.Sfin
� ;V/;˝lev/.

� The closed SM structure on TV is given by X ˝Y D .X ˝lev Y /
exc.

Proof By [26, Proposition 4.1.7.4], it suffices to verify that X ˝lev Y ! X ˝lev Y
0 is a TV-local

equivalence for every X W Sfin
� ! V and every TV-local equivalence Y ! Y 0. Since the TV-local

equivalences are closed under colimits and ˝lev preserves colimits in each variable, we may assume that
Y ! Y 0 is a generating local equivalence of the form (2-1) and that X D hT ˝D. Since the tensoring
Fun.Sfin

� ; S/�V! Fun.Sfin
� ;V/ is monoidal (for the levelwise tensor product), there are equivalences

X ˝lev Y
0
WD .hT ˝D/˝lev .hS0

˝C/' .hT � hS0
/˝ .C ˝D/' .hT_S0

/˝ .C ˝D/:
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The last equivalence uses that the copresheaf hT �hS0
DMap.T; �/�Map.S0; �/ (valued in spaces) is

corepresentable by the coproduct T _S0 in Sfin
� . Similarly, we have that

X ˝lev Y WD .hT ˝D/˝lev ..hS1
qhS3

hS2
/˝C/

' .hT � .hS1
qhS3

hS2
//˝ .D˝C/' .hT_S1

qhT_S3
hT_S2

/˝ .D˝C/;

where the last equivalence uses that Fun.Sfin
� ; S/ is Cartesian closed and that hT � hSi

D hT_Si
. It

therefore suffices to show that the map

.hT_S1
qhT_S3

hT_S2
/˝ .D˝C/! hT_S0

˝ .D˝C/

is a TV-local equivalence. This is obvious since

T _S0 //

��

T _S1

��

T _S2 // T _S3

is a pushout square in Sfin
� .

Lemma 2.11 Let V be a presentable SM1-category and endow TV with the closed symmetric monoidal
structure from Proposition 2.10. Then:

(1) The functor � W TV! V admits a natural symmetric monoidal structure.

(2) The induced oplax symmetric monoidal structure on the left adjoint to � [26, Corollary 7.3.2.7] is
strong monoidal. Consequently, TV is tensored over V via the formula

C ˝X D .C ˝levX.�//
exc:

(3) �1 W TV! V has a natural lax symmetric monoidal structure.

Remark 2.12 The lax monoidal structure on �1 induces an oplax symmetric monoidal structure on
†1
C
W V! TV [19]. This does not make †1

C
a strong monoidal functor. For example, taking VD S, we

have that †1
C
.X/ 2 Sp.S=X / corresponds to the constant parametrized spectrum over X with fiber given

by the sphere spectrum S. Unraveling the definitions (eg using equivalence (2-3)), one then sees that
†1
C
.X/˝†1

C
.Y / corresponds to the constant parametrized spectrum over X �Y with fiber S_S, while

†1
C
.X �Y / has fiber S.

Proof Let t W � ! Sfin
� be the inclusion of the initial (and also terminal) object. By Construction 2.6 and

Lemma 2.9, restriction and left Kan extension along t yield an adjoint pair of SM functors

cstD tŠ W V
�!
?
 �

Fun.Sfin
� ;V/ Wt

�
D ev�;

where the left adjoint takes the constant diagram and the right adjoint evaluates at �.

Algebraic & Geometric Topology, Volume 25 (2025)



On k-invariants for .1; n/-categories 731

For (1), we then note that ev� is itself a left adjoint and sends TV-local equivalences to equivalences
in V, since the domain and codomain of the generating TV-local equivalences (2-1) are both sent to C˛.
It follows that � W TV! V is symmetric monoidal for ˝ as well. For (2), one simply notes that the
SM functor cst W V! Fun.Sfin

� ;V/ already takes values in TV � Fun.Sfin
� ;V/. For (3), note that �1 is

the composite of the lax symmetric monoidal inclusion TV! Fun.Sfin
� ;V/ and the symmetric monoidal

functor evS0 W Fun.Sfin
� ;V/! V (for the levelwise tensor product on the domain).

For any functor X W Sfin
� ! V, there is a canonical (counit) map X.�/!X , where we consider X.�/ 2 V

as a constant diagram.

Lemma 2.13 Let X; Y W Sfin
� ! V be two functors. Then the pushout-product map

 .X; Y / WX.�/˝lev Y qX.�/˝levY.�/X ˝lev Y.�/!X ˝lev Y

is a TV-local equivalence.

Proof Suppose that X D colimXi for some diagram of functors Xi . Since evaluation and taking the
constant diagram preserve colimits, we can identify the pushout-product map  .X; Y / with the colimit
colimi  .Xi ; Y / in the arrow category of Fun.Sfin

� ;V/. As TV-local equivalences are stable under colimits,
we can therefore reduce to the case where X D hS ˝C and Y D hT ˝D are corepresentables.

Using that the constant diagram on X.�/ is given by h�˝X.�/, the pushout-product map can then be
identified with

hT ˝ .C ˝D/qh�˝.C˝D/ hS ˝ .C ˝D/! .hS ˝C/˝lev .hT ˝D/:

As in the proof of Proposition 2.10, the codomain can be identified with hS_T ˝ .C ˝D/. The above
map is then a TV-local equivalence because

S _T //

��

S _�

��

�_T // �_�

is a co-Cartesian square (see Remark 2.3).

The above lemma can be described somewhat informally as follows: we can identify an object of TV
with a tuple consisting of C 2 V and E 2 Sp.V=C /. Using the tensoring of TV over V from Lemma 2.11,
we then have an equivalence

(2-3) .C;E/˝ .D; F /' .C ˝D; .C ˝F /˚ .E˝D//;

where the direct sum is taken in the fiber TC˝DV. This justifies the following terminology:

Definition 2.14 Let V be a presentable SM1-category. The square zero tensor product on TV is the
symmetric monoidal structure provided by Proposition 2.10.
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For any SM left adjoint f W V!W, postcomposition with f defines an SM left adjoint Fun.Sfin
� ;V/!

Fun.Sfin
� ;W/ that descends to a natural SM left adjoint T.f / W TV! TW between localizations.

Remark 2.15 Let ∅ be the initial object of V. Since f∅g ,! V is stable under the binary tensor product
of V and � W TV! V is symmetric monoidal, the full subcategory T∅VD TV�V f∅g ,! TV inherits a
nonunital SM structure from TV. Lemma 2.13 shows that for all E;F 2 T∅V, the tensor product E˝F
is the zero object in T∅V.

Example 2.16 Let V be a cartesian closed presentable1-category. In this case, the levelwise monoidal
structure on Fun.Sfin

� ;V/ induced by the cartesian product on V is simply the cartesian monoidal structure.
Since the (reflective) full subcategory TV ,!Fun.Sfin

� ;V/ is closed under the cartesian product, the induced
square zero monoidal structure on TV is simply the cartesian product as well.

Proposition 2.17 Let V be a presentable SM1-category and let O be an1-operad. Then there is an
equivalence of1-categories

AlgO.TV/' T.AlgO.V//;

where TV is endowed with the square zero monoidal structure.

Proof The fully faithful functor TV! Fun.Sfin
� ;V/ is lax symmetric monoidal and hence realizes TV˝

as a full suboperad of the1-operad Fun.Sfin
� ;V/

˝. The1-category of O-algebras in TV then embeds as
the full subcategory of AlgO.Fun.Sfin

� ;V// whose underlying functors are excisive. Using Remark 2.7
together with the commutativity of the Boardman–Vogt tensor product [26, Proposition 2.2.5.13], we
obtain an equivalence

AlgO.TV/�

T.AlgO.V//�

AlgO.Fun.Sfin
� ;V/;˝lev/

�
//

++

Fun.Sfin
� ;AlgO.V//

ss

Fun.Sfin
� ;V/

of1-categories over Fun.Sfin
� ;V/, where the diagonal functors are induced by forgetting algebra structures.

In particular, this equivalence identifies the full subcategory AlgO.TV/ on the left-hand side with the full
subcategory on the right spanned by diagrams of O-algebras in V whose underlying diagrams are excisive.
But this is the same as diagrams Sfin

� !AlgO.V/ that are themselves excisive, because the forgetful functor
from O-algebras to V detects limits [26, Corollary 3.2.2.4]. We conclude that the horizontal equivalence
above identifies AlgO.TV/ with T.AlgO.V//, so the desired result follows.

The following result provides a symmetric monoidal refinement of Example 2.2:
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Proposition 2.18 Let V 2 CAlg.PrL/ and consider the commuting square in CAlg.PrL/

S

cst
��

�
// V

cst
��

TS
T.�/
// TV

where the vertical functors are the SM left adjoints to the projection functors and the horizontal functors are
induced by the map � from the initial presentable SM1-category. This is a pushout square in CAlg.PrL/.

The proof requires some results about the tensor product of presentable1-categories [26, Section 4.8.1].
Let us recall that there is a sub-1-operad PrL;˝

� Catbig;� of the cartesian operad of big1-categories,
whose objects are presentable1-categories and MapPrL;˝.C1; : : : ;CnID/ is the union of path components
of MapCatbig.C1 � � � � � Cn;D/ spanned by the functors preserving colimits in each variable. Then the
1-operad PrL;˝ describes a (closed) symmetric monoidal structure on PrL [26, Proposition 4.8.1.15].

In the proof below, let us refer to functors g W C1�C2!D preserving colimits in each variable simply as
bifunctors and let us say that such a bifunctor g is initial if it defines an initial object in the1-category
of presentable1-categories (with left adjoints between them) equipped with a bifunctor from C1 �C2.
An initial bifunctor g W C1 �C2!D exhibits D as the tensor product of C1 and C2 in PrL.

Lemma 2.19 Let C1;C2 and D be presentable1-categories , g W C1 �C2!D a bifunctor and consider
the functor

‰.g/ WD
h
�! P.D/

g�
�! P.C1 �C2/:

Then ‰.g/ takes values in the full subcategory of right adjoint functors

FunR.C
op
1 ;C2/� Fun.Cop

1 ; C2/� Fun.Cop
1 ;P.C2//' P.C1 �C2/

and g is an initial bifunctor if and only if ‰.g/ WD! FunR.C
op
1 ;C2/ is an equivalence.

Proof This follows from the proof of [26, Proposition 4.8.1.17]. Indeed, the argument in [loc. cit.] shows
that ‰.g/ is in fact a right adjoint functor with values in the full subcategory FunR.C

op
1 ;C2/ and that the

assignment g 7!‰.g/ determines a natural equivalence of spaces

MapPrL;˝.C1; C2ID/'MapPrR.D;FunR.C
op
1 ;C2//'MapPrL.FunR.C

op
1 ;C2/;D/:

In particular (as concluded in [loc. cit.]), it follows that the presentable 1-category FunR.C
op
1 ;C2/

corepresents bifunctors, ie C1 ˝ C2 ' FunR.C
op
1 ;C2/. This immediately implies that g is an initial

bifunctor if and only if ‰.g/ WD! FunR.C
op
1 ;C2/ is an equivalence.

Proof of Proposition 2.18 Since S is the initial object in CAlg.PrL/ and coproducts of E1-algebras are
given by the tensor product in the underlying1-category [26, Proposition 3.2.4.7], it will suffice to verify
that the SM left adjoint functor F W TS˝V! TV induced by the commuting square is an equivalence. To
verify this, we need to show that the underlying functor (forgetting SM structures) is an equivalence.
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To this end, note that the proof of [26, Proposition 3.2.4.7] implies that F can be identified with the
composite functor

F W TS˝V
T.�/˝cst
������! TV˝TV

˝
�! TV:

The corresponding bifunctor is therefore given by

f W TS�V
T.�/�cst
�����! TV�TV

˝
�! TV:

To see that F is an equivalence, we need to show that the bifunctor f satisfies the condition of Lemma 2.19,
ie that ‰.f / W TV! FunR.TSop;V/ is an equivalence. To identify the codomain of ‰.f /, consider the
functor hexc W S

fin;op
� ,!P.S

fin;op
� /! TS given by the Yoneda embedding followed by the localization from

Remark 2.3. The universal properties of the Yoneda embedding and this localization imply that restriction
along hexc induces an equivalence

.hexc/� W FunR.TSop;V/ ��! Exc.Sfin
� ;V/D TV:

Using this equivalence,‰.f / can be identified with the functor‰.f / WTV!Exc.Sfin
� ;V/ sendingX 2TV

to the functor Sfin
� ! V classifying the correspondence

Sfin
� �V! S; .S; v/ 7!MapTV..hS ˝ 1V/

exc
˝ cst.v/; X/:

Here we used that T .�/ W TS ! TV sends hexc
S to the excisive approximation of .hS ˝ 1V/. By

Proposition 2.10, the tensor product .hS˝1V/exc˝cst.v/ in TV is naturally equivalent to .hS˝v/exc 2TV.
This object has the universal property that

MapTV..hS ˝ v/
exc; X/'MapV.v;X.S//:

It follows that ‰.f / can simply be identified with the identity on TV. In particular, it is an equivalence,
so that Lemma 2.19 shows that f is an initial bifunctor and F is an equivalence, as desired.

2.3 t-orientations on tangent categories

In later sections, we will consider various examples of tangent bundles whose fibers are stable categories
with a natural “connective part”. Let us axiomatize this situation as follows:

Definition 2.20 Let p WE!B be a stable Cartesian fibration, ie a Cartesian fibration such that each fiber
EX is stable and each arrow f WX! Y in B induces an exact functor f � W EY ! EX . A t -orientation on
p W E!B is a tuple of full subcategories .E�0;E�0/ of E such that:

(1) For each p-Cartesian arrow E! F in E with F 2 E�0, we have that E 2 E�0.

(2) For every X 2B, the tuple
.E�0\EX ; E

�0
\EX /

defines a t -structure on the stable1-category EX .

In this case, we will refer to E~ D E�0\E�0 as the heart of the t -orientation.
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Example 2.21 Let � W TV! V be the tangent bundle of a presentable 1-category. Then each TXV

carries a t-structure such that T��1X V is the full subcategory of E 2 TXV such that �1.E/'X is the
terminal object in V=X [26, Proposition 1.4.3.4]. Since such objects are stable under base change along
a map X 0! X in the base, it follows that TV comes with a canonical t-orientation in which T��1V

consists of those E such that �1.E/' �.E/.

Condition (1) of Definition 2.20 is equivalent to E�0!B being a Cartesian fibration and the inclusion
E�0 ,! E preserving Cartesian edges.

Lemma 2.22 Let p W E!B be a stable Cartesian fibration with a t -orientation .E�0;E�0/. Then:

(1) The restriction of the projection p to each of the three subcategories E�0;E�0 and E~ is a Cartesian
fibration.

(2) There exists a commuting square of adjunctions over B, ie in Cat1 =B, of the form

E~
� � //

� _

a

��

E�0

��0

?
oo � _

a

��

E�0
� � //

��0

OO

E
��0

?
oo

��0

OO

Furthermore , all right adjoint functors preserve Cartesian edges.

In particular, E~!B is a Cartesian fibration whose fibers are (ordinary) abelian categories.

Proof For each X 2B, the fiber EX comes equipped with a t -structure. In particular, for each X there
are coreflective localizations [26, Proposition 1.2.1.5],

(2-4) E
�0
X

� � //
EX ; E~X

��0

?
oo

� � //
E
�0
X :

��0

?
oo

The functors ��0 realize their codomain as the localization of the domain at the .�1/-coconnective
morphisms, ie those morphisms whose cofiber in EX is contained in E

�0
X . By condition (1) from

Definition 2.20, each morphism f WX ! Y in E induces a left t-exact functor f � W EY ! EX between
the fibers. It follows that the .�1/-coconnective morphisms in (each fiber of) E and E�0 are stable under
the functors f �. Let us pass to a universe U such that E and B are U-small and write X�0 (resp. X~) for
the U-small1-category obtained from E (resp. E�0) by localizing at the .�1/-coconnective arrows in
each fiber. We can then apply [21, Proposition 2.1.4] in the (U-small) setting where the marked arrows in
B are just the equivalences to obtain maps of Cartesian fibrations (preserving Cartesian arrows)

(2-5)
E

��0
//

� ""

X�0

zz

E�0

� $$

��0
// X~

{{
B B
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By [loc. cit.], on the fiber over an object X 2B these maps can be identified with the localization functors
from (2-4). In particular, it follows from [26, Proposition 7.3.2.6] that the localizations from (2-5) both
admit a left adjoint over B. These left adjoints are (fiberwise) fully faithful and identify X�0 and X~

with the full subcategories E�0 and E~, respectively. In particular, this shows that the projections from
E�0 and E~ to B are Cartesian fibrations, proving (1). Furthermore, the functors from (2-5) provide the
horizontal right adjoints (relative to B) in (2). Finally, the inclusions E~! E�0 and E�0! E admit left
adjoints over B by [26, Proposition 7.3.2.6].

Let us now specialize to the case of the tangent bundle.

Definition 2.23 Let V be an SM1-category with finite limits. A t-orientation on TV is monoidal if
T�0V is closed under the square-zero tensor product and contains the unit.

Example 2.24 Consider the full subcategories of excisive functors F W Sfin
� ! S

T�0S� TS; T�0S� TS

such that for every n, the map F.Sn/! F.�/ has n-connected, (resp. n-truncated) fibers. This defines a
t -orientation on TS, whose restriction to each fiber TXS' Fun.X;Sp/ consists of diagrams of connective,
(resp. coconnective) spectra. Furthermore, this t-orientation is monoidal (the square zero monoidal
structure simply being the Cartesian product by Example 2.16). In particular, the heart T~S can be
identified with the1-category of local systems of abelian groups. The inclusion T~S� TS sends a local
system of abelian groups A to the corresponding parametrized Eilenberg–MacLane spectrum HA.

Let V be an SM1-category with finite limits and suppose that TV carries a monoidal t -orientation. If O
is an1-operad, we can use Proposition 2.17 to identify the Cartesian fibration � W T AlgO.V/!AlgO.V/
with AlgO.TV/! AlgO.V/. Using this identification, consider the two full subcategories

T�0 AlgO.V/D AlgO.T
�0V/; T�0 AlgO.V/D AlgO.T

�0V/;

where we view T�0V and T�0V as full suboperads of TV. In other words, these are the full subcategories of
O-algebras in TV whose underlying objects (for every color x 2O) are 0-connective (resp. 0-coconnective)
in TV.

Proposition 2.25 These two full subcategories T�0 AlgO.V/ and T�0 AlgO.V/ define a monoidal t-
orientation on T AlgO.V/. For every color x 2O, the forgetful functor x� W T AlgO.V/! TV is t -exact , ie
it preserves both 0-connective and 0-coconnective objects.

Proof First, to see that the t-orientation is monoidal, note that the full subcategory T�0 AlgO.V/ '
AlgO.T

�0V/� AlgO.TV/ is closed under tensor products, since evaluation on the set of colors detects
tensor products of algebras.
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To verify condition (1) of Definition 2.20, notice that a morphism in AlgO.TV/ is �-Cartesian if and only
if for every color x 2O, its image under x� WAlgO.TV/! TV is a Cartesian arrow [26, Corollary 3.2.2.3].
This immediately implies that for every Cartesian arrow in AlgO.TV/ whose codomain is contained in
T�0 AlgO.V/, the domain is contained in T�0 AlgO.TV/ as well.

For condition (2), consider the adjoint pair T�0V
�!
?
 �

TV from Lemma 2.22. Since the inclusion
T�0V! TV is symmetric monoidal, its right adjoint ��0 inherits a lax symmetric monoidal structure
[26, Corollary 7.3.2.7]. We therefore obtain an adjoint pair at the level of O-algebras which is natural
with respect to restriction along maps of1-operads O! O0 (see [26, Remark 7.3.2.13]). In particular,
both adjoints commute with the forgetful functor for each color x 2 O

T�0 AlgO.V/' AlgO.T
�0V/

� � //

x�

��

AlgO.TV/?
oo

x�

��

T�0V
� � //

TV?
oo

Since the unit of the adjoint pair T�0V �!?
 �

TV is an equivalence and its counit maps to an equivalence in
V by Lemma 2.22, the induced adjunction on O-algebras restricts to an adjunction between the fibers
over an O-algebra A

T
�0
A AlgO.V/

� � //

x�

��

TA AlgO.V/?

��0

oo

x�

��

T
�0
x�AV

� � //
Tx�AV

��0

?
oo

The left and right adjoint both commute with the forgetful functors and the unit of the adjunction is an
equivalence. In particular, it follows that an object E 2 TA AlgO.V/ is

(a) contained in T
�0
A AlgO.V/ if and only if ��0.E/'E,

(b) contained in T
��1
A AlgO.V/ if and only if for every color x2O, x�E 2Tx�AV is .�1/-coconnective,

ie ��0.x�E/' 0; in turn, this is equivalent to ��0.E/' 0 in TA AlgO.V/.

By [26, Proposition 1.2.1.16], the subcategories T
�0
A AlgO.V/ and T

�0
A AlgO.V/ then determine a t-

structure on TA AlgO.V/ if and only if the essential image of

��0 W TA AlgO.V/! TA AlgO.V/

is closed under extensions. Since this functor is idempotent, (a) identifies its essential image with
T
�0
A AlgO.V/, which is closed under extensions because the forgetful functors x� (which detect connec-

tivity) preserve extensions and each T
�0
x�AV is closed under extensions.

In the remainder of this section, we will show that for a large class of presentable1-categories V, the
connective objects for the canonical t-orientation on TV (Example 2.21) admit a simpler combinatorial
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description than that of an excisive functor. To this end, let us start by recalling that every E 2 TXV

defines a reduced excisive functor E W Sfin
� ! V=X . Restricting E to the full subcategory of finite pointed

sets, we obtain a very special �-space object in V=X in the sense of Segal, whose underlying object is
�1.E/. Indeed, for any two finite pointed sets S , T , the pushout square of finite pointed spaces (in fact,
sets)

S _T //

��

�_T

��

S _� // �

induces an equivalence E.S _T /!E.S/�E.T /, from which the grouplike Segal conditions follow.
In other words, �1.E/ has the structure of a grouplike E1-monoid in the sense of [8].

Conversely, in the presence of loop space machinery, every grouplike E1-monoid arises from a spectrum.
For later purposes, let us make this slightly more precise: suppose that V is a presentable1-category and
let

Grp.V/� Fun.�op;V/; GrpE1.V/� Fun.Fin�;V/

denote the1-categories of grouplike monoids, (resp. grouplike E1-monoids) in V. Both arise as full
(reflective) subcategories of diagrams satisfying the grouplike Segal conditions [23, Definition 7.2.2.1;
26, Section 2.4.2, Definition 5.2.6.2; 8]. In addition, there is an adjoint pair

(2-6) B W Grp.V/
//
V� W�?

oo

where the left adjoint sends a grouplike monoid to its bar construction and the right adjoint sends a pointed
object in V to its loop space (endowed with the group structure coming from the usual cogroup structure
S1! S1 _S1).

Definition 2.26 Let V be a presentable1-category. We will say that V has loop space machinery if it
satisfies the following conditions:

(1) The Cartesian product V�V �
�! V preserves geometric realizations.

(2) The unit of the adjunction (2-6) is an equivalence.

We will say that V has parametrized loop space machinery if each slice1-category V=X has loop space
machinery.

Example 2.27 Note that V has loop space machinery if and only if V�= has loop space machinery.
Using this, one readily sees that all1-toposes and stable presentable1-categories have parametrized
loop space machinery. More generally, a prestable presentable1-category (ie the connective part of a
t-structure on a stable1-category [25, Section C.1]) has parametrized loop space machinery. If V has
(parametrized) loop space machinery and U WW! V is a right adjoint functor preserving sifted colimits
and detecting equivalences (in particular, it is monadic), then W has (parametrized) loop space machinery.
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Recall that a simplicial object �op!D in some1-category D is said to be n-skeletal if it is left Kan
extended from �

op
�n ��

op.

Proposition 2.28 Let V be a presentable1-category with loop space machinery and consider the adjoint
pair

B W GrpE1.V/
//
Sp.V/D Excred.S

fin
� ;V/ W�

1?
oo

whose right adjoint restricts a reduced excisive functor along the inclusion i W Fin�! Sfin
� . Then the left

adjoint B is fully faithful and a functor F W Sfin
� ! V lies in its essential image (in particular , it will be

reduced excisive) if and only if it satisfies the following two conditions:

(1) Its restriction to Fin� satisfies the grouplike Segal conditions.

(2) It preserves all finite geometric realizations , ie colimits of simplicial diagrams that are n-skeletal
for some n.

Before turning to the proof of Proposition 2.28, let us mention some consequences:

Definition 2.29 For a presentable 1-category V, let us say that a functor A W Fin� ! V is a Segal
E1-groupoid if for any two finite pointed sets S; T 2 Fin�, the square

A.S _T / //

��

A.�_T /

��

A.S _�/ // A.�/

is cartesian. We will write GpdE1.V/�Fun.Fin�;V/ for the full subcategory on the Segal E1-groupoids.

A Segal E1-groupoid in V with A.�/DX is equivalent to a grouplike E1-monoid in V=X .

Corollary 2.30 Let V be a presentable1-category with parametrized loop space machinery. Then the
following hold :

(1) There is a relative adjoint pair

GpdE1.V/
B

//

ev�
$$

TVD Exc.Sfin
� ;V/?

�1
oo

�
��

V

whose right adjoint restricts an excisive functor along the inclusion i W Fin�! Sfin
� .

(2) The left adjoint B is fully faithful and a functor F W Sfin
� !V lies in its essential image (in particular ,

it will be excisive) if and only if it preserves finite geometric realizations and i�F is a Segal
E1-groupoid.

(3) The connective part T�0V of the canonical t -orientation (Example 2.21) on TV coincides with the
essential image of B.
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Proof Each excisive functor E W Sfin
� ! V can also be considered as a reduced excisive functor with

values in V=E.�/. The restriction to Fin� then defines a grouplike E1-monoid in V=E.�/, or equivalently,
an E1-groupoid in V. It follows that there is a well-defined functor �1 W TV! GpdE1.V/ compatible
with the projections to V. For each X 2 V, the induced functor between fibers admits a fully faithful left
adjoint by Proposition 2.28 (applied to V=X ).

For (1), we now note that the projections ev� and � are both Cartesian fibrations, so that �1 admits
a relative left adjoint B [26, Proposition 7.3.2.6]. For (2), note that B is given fiberwise by the fully
faithful left adjoint from Proposition 2.28. Since � and ev� are also co-Cartesian fibrations, this implies
that B is fully faithful (by [23, Proposition 2.4.4.2]) and that its essential image is as asserted in (2).

For (3), the proof of [26, Proposition 1.4.3.4] shows that it suffices to verify that the essential image of
B W GrpE1.V=X / ,! TXV is closed under extensions. For this, we just need to verify that the additive
presentable 1-category GrpE1.V=X / satisfies the following condition [25, Proposition C.1.2.2]: for
each map Y !†Z in GrpE1.V=X / to a suspension with fiber F ! Y , the natural map 0qF Y !†Z

from the cofiber is an equivalence. To see this, consider the following diagram in GrpE1.V=X /:

� � � F ˚Z˚Z //

��

//

// F ˚Z
//
//

��

F //

��

Y

��

� � � Z˚Z //
//

// Z
//
// 0 // †Z

Here the bottom row is the standard augmented simplicial object that computes †Z as a geometric
realization of coproducts (by restricting along the cofinal functor .�=ƒ2

0
/op!ƒ20 and taking the left Kan

extension along the left fibration .�=ƒ2
0
/op!�op). The top row is obtained from the bottom row by base

change along Y !†Z and each of the left vertical maps can be identified with the evident projection
onto a summand. However, note that the simplicial structure of the top row is not just the direct sum of
the bottom row and the constant diagram on F .

Since the forgetful functor GrpE1.V=X /! V=X detects geometric realizations and V has parametrized
loop space machinery (so that the fiber product �†Z preserves geometric realizations), the top row is
then a colimit diagram as well. The canonical map 0qF Y !†Z is then an equivalence, since it can be
identified with the geometric realization of the natural equivalence of simplicial objects

0qF .F ˚Z
˚�/!Z˚�:

Corollary 2.31 Let V be a presentable SM1-category with parametrized loop space machinery. Then
there is a commuting square of presentable SM1-categories and symmetric monoidal left adjoint functors

Fun.Fin�;V/
iŠ
//

��

Fun.Sfin
� ;V/

.�/exc

��

GpdE1.V/
B

// TV

where the top1-categories come equipped with the levelwise monoidal structure and the vertical functors
are monoidal localizations. In particular , the canonical t -orientation (Example 2.21) is monoidal.
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Proof Corollary 2.30 already provides the desired square of presentable1-categories and left adjoints
without monoidal structures. Here the functors Fun.Fin�;V/ ! GpdE1.V/ and Fun.Sfin

� ;V/ ! TV

are the localizations whose right adjoints are the evident inclusions of the full subcategories of Segal
E1-groupoids and excisive functors. Since B is a fully faithful functor, the localization Fun.Fin�;V/!
GpdE1.V/ precisely inverts the class W of maps that are sent to equivalences by .�/exc ı i .

To refine this commuting square to a commuting square of SM functors, observe that Fin� and Sfin
� both

admit finite coproducts (given by wedge sums) and that the inclusion i W Fin� ,! Sfin
� preserves coproducts.

Lemma 2.9 now implies that iŠ WFun.Fin�;V/˝lev!Fun.Sfin
� ;V/

˝lev admits a natural SM structure (adjoint
to the SM structure on i�). The functor .�/exc is an SM localization by Proposition 2.10.

Since .�/exc ı i is monoidal, the class W of arrows in Fun.Fin�;V/ is closed under the tensor product
with an object. It follows that the localization Fun.Fin�;V/! GpdE1.V/ is a symmetric monoidal
localization [26, Proposition 4.1.7.4]; the functor B W GpdE1.V/! TV then has a unique SM structure
making the square commute.

For the conclusion about the canonical t-orientation being monoidal, note that GpdE1.V/ ,! TV is a
fully faithful symmetric monoidal functor whose essential image coincides with T�0V by Corollary 2.30.
This implies that T�0V contains the monoidal unit and is closed under the tensor product, as desired.

Let us now turn to the proof of Proposition 2.28, which requires some preliminaries.

Lemma 2.32 Let i W Fin�! Sfin
� be the natural fully faithful inclusion. Then restriction and left Kan

extension define an adjoint pair

iŠ W Fun.Fin�;V/
� � //

Fun.Sfin
� ;V/ Wi

�?
oo

whose left adjoint is fully faithful. The essential image of iŠ consists exactly of those functors F W Sfin
� ! V

that preserve finite geometric realizations.

Proof Note that iŠ is fully faithful because i is. To identify the essential image, let us factor the Yoneda
embedding as

Fin�
i
�! Sfin

�

j
�! P.Fin�/;

where j sends T 2 Sfin
� to MapSfin

�
.i.�/; T /. Note that for each finite pointed set S 2 Fin�, the functor

MapSfin
�
.i.S/; �/ preserves all finite geometric realizations in Sfin

� , since it sends T 7! T �jS j�1. Conse-
quently, j preserves finite geometric realizations as well. Since every finite pointed space is the geometric
realization of some n-skeletal simplicial diagram in Fin� and the Yoneda embedding is fully faithful on
Fin�, it follows that j is fully faithful.

We then have a sequence of adjunctions given by restriction and left Kan extension

Fun.Fin�;V/
� � iŠ //

Fun.Sfin
� ;V/?

i�
oo

� � jŠ
//
Fun.P.Fin�/;V/?

j�
oo
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where the left adjoints are fully faithful. By [23, Lemma 5.1.5.5], the essential image of jŠiŠ coincides
with those functors P.Fin�/! V preserving all colimits. Consequently, the essential image of iŠ consists
of those functors whose left Kan extension along j defines a colimit-preserving functor P.Fin�/! V.

Since j preserves finite geometric realizations, it follows that any functor in the image of iŠ preserves
finite geometric realizations. Conversely, given F W Sfin

� ! V preserving finite geometric realizations, we
have to verify that the counit map

iŠi
�F.T /! F.T /

is a natural equivalence for T 2 Sfin
� . The domain and codomain both preserve finite geometric realizations

in T . Since each T is the realization of a finite simplicial diagram in Fin�, we can reduce to the case
where T 2 Fin�. But F and iŠi�F agree on finite pointed sets by construction.

Recall that S1 arises as the geometric realization of the 1-skeletal (finite) pointed simplicial set

N�.�
1=@�1/ W�op

! Fin�;

given explicitly in simplicial degree n by the finite pointed set hni with nC 1 elements [31, page 295].
For every S 2 Sfin

� , the levelwise smash product N�.�1=@�1/^S then determines a simplicial diagram
in Sfin
� , given in degree n by the n-fold wedge sum hni ^S D S_n.

Lemma 2.33 Suppose that V is a presentable1-category with loop space machinery and thatA WFin�!V

satisfies the grouplike Segal conditions. Let F D iŠA W Sfin
� ! V be its image under the left adjoint from

Lemma 2.32. For each S 2 Sfin
� , the simplicial diagram

F.N�.�
1=@�1/^S/ W�op

! V

endows F.S/ with the structure of a grouplike monoid in the sense of [23, Definition 7.2.2.1].

Proof Consider the functor Q W Sfin
� ! Fun.�op;V/ sending S to F.N�.�1=@�1/^S/. We have to show

that Q takes values in the full subcategory Grp.V/ � Fun.�op;V/ of simplicial objects satisfying the
grouplike Segal conditions.

Observe that the full subcategory Grp.V/ � Fun.�op;V/ of simplicial objects X satisfying the group-
like Segal conditions (ie the grouplike Segal maps X.n/! X.1/�n are equivalences) is stable under
geometric realizations: for every simplicial diagram X� in Fun.�op;V/, the grouplike Segal maps
jX�.n/j ! jX�.1/j

�n are equivalent to the geometric realizations of simplicial diagram of Segal maps
X�.n/! X�.1/

�n. On the other hand, the functor Q preserves finite geometric realizations since F
preserves finite geometric realizations (Lemma 2.32). Since every object in Sfin

� is the geometric realization
of a k-skeletal simplicial diagram of finite pointed sets, it thus suffices to show that F.N�.�1=@�1/^S/
is a grouplike monoid when S is a finite pointed set.

When S D hmi, the simplicial object F.N�.�1=@�1/^ hmi/ can be identified explicitly as follows: it is
obtained fromA..�/^hmi/ WFin�!V by restricting along the functorN�.�1=@�1/ W�op!Fin� from [31,
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page 295]. Since A satisfies the grouplike Segal conditions, A..�/^hmi/'A.�/�m satisfies the group-
like Segal conditions as well. The simplicial object obtained by restriction then satisfies the grouplike Segal
conditions as well (as asserted somewhat implicitly in [loc. cit.]; see in particular Proposition 1.5 there).

Proof of Proposition 2.28 Consider the adjoint pair .iŠ; i�/ from Lemma 2.32. We claim that for every
A W Fin� ! V satisfying the grouplike Segal conditions, the functor F WD iŠ.A/ W Sfin

� ! V is reduced
excisive. Assuming this, the adjoint pair .iŠ; i�/ simply restricts to an adjoint pair between spectra and
grouplike E1-monoids, ie B D iŠ and �1 D i�. The characterization of the essential image of B then
follows from Lemma 2.32.

To verify the claim, note that F.�/'A.�/'�, so F is reduced. Since � 2 Sfin
� is the initial object, there

is a canonical lift zF W Sfin
� ! V� such that postcomposing with the forgetful functor V�! V yields F :

indeed, zF is simply given by the functor sending S to the pointed object � ' F.�/! F.S/ in V. Since
the forgetful functor V�! V preserves limits, the functor F is excisive if and only if zF is excisive.

To see that zF is excisive, it suffices to verify that for every S 2 Sfin
� , the natural map

(2-7) zF .S/!� zF .†S/

is an equivalence [26, Proposition 1.4.2.13]. Using that †S D S1 ^ S is the geometric realization of
the 1-skeletal simplicial diagram N�.�1=@�1/^S and that F (and hence zF ) preserves finite geometric
realizations, we have that zF .†S/ is the bar construction of the group object from Lemma 2.33. The
map (2-7) can then be identified with the map underlying the canonical map of grouplike monoids
F.S/!�B.F.S//, which is an equivalence because V has loop space machinery.

3 Tangent bundles of stable 1-categories

The purpose of this section is to spell out the various definitions from Section 2 in the case where V is a
stable or additive presentable1-category, for which the tangent bundle has a much simpler description.

3.1 Trivializing the tangent bundle

Let V be a pointed1-category with finite limits and consider the full subcategory Ret� Sfin
� on � and S0.

Then Ret is equivalent to the retract category [23, Definition 4.4.5.2] and there are functors

(3-1)

TV
G
//

ev�
%%

Fun.Ret;V/

ev�
��

fib
// V�V

�1

xx
V

Here the first horizontal functor is given by restriction and fib sends a retract diagram X! Y !X to the
tuple .X; Y �X �/. The first functor exhibits TV as the fiberwise stabilization of Fun.Ret;V/: for every
X 2 V the induced functor TXV! Fun.Ret;V/X ' .V=X /� on fibers over X exhibits its domain as the
stabilization of its target.
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Now suppose that V is an additive 1-category. Then the functor fib is an equivalence, with inverse
sending .X; Y / to X ! X ˚ Y ! X (see eg [5, Lemma 1.5.12]). In this case, we therefore obtain an
equivalence

TV
'

//

�
!!

V�Sp.V/

�1yy
V

between TV and the fiberwise stabilization of V�V over V. For stable V, the situation is even simpler:

Lemma 3.1 If V is a stable 1-category , then both G and fib are equivalences , so that there is an
equivalence TV' V�V such that �.X; Y /'X and �1.X; Y /'X ˚Y .

Proof The functor fib is an equivalence since V is additive, so that the fibers of Fun.Ret;V/ are equivalent
to V and hence already stable, which in turn implies that the functorG exhibiting the fiberwise stabilization
is an equivalence (see [16, Corollary 2.2.5] for a similar argument).

Lemma 3.2 Let V be an additive presentable1-category and let †1 W V! Sp.V/ be the left adjoint
functor exhibiting Sp.V/ as the stabilization of V. Then the following induced square of tangent categories
is Cartesian:

TV
T.†1/

//

�

��

T.Sp.V//

�

��

V
†1

// Sp.V/

Proof The left adjoint functor †1 W V! Sp.V/ commutes with the functor fib because one can identify
Y �X 0' Y qX 0 for a retract diagram X ! Y !X . This implies that the functor T.†1/ is obtained
from the functor †1 �†1

C
W V� V! Sp.V/� Sp.V/ by stabilizing the second factor, which readily

implies the result.

3.2 Square zero monoidal structure

If V is a stable presentable SM 1-category, then the square zero monoidal structure on TV ' V�V

(Definition 2.14) can be made more explicit using the following:

Definition 3.3 Let D be a presentable SM1-category. We will say that an object D 2D is square zero
if the canonical map ∅!D˝D from the initial object is an equivalence and denote by SqZ.D/�D

the full subcategory on the square zero objects. Note that every SM left adjoint F WD!D0 restricts to a
natural map F W SqZ.D/! SqZ.D0/.
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Recall that the 1-category of V-linear SM 1-categories is given by the 1-category CAlgV.PrL/ '

CAlg.PrL/V= of presentable SM1-categories D equipped with a symmetric monoidal left adjoint functor
V!D.

Definition 3.4 Let W be a V-linear SM1-category together with a square zero object M 2W. We say
that this exhibits W as the free V-algebra on a square zero object if for each D 2 CAlgV.PrL/, evaluation
at M defines a natural equivalence

evM W Fun˝V .W;D/! SqZ.D/:

Remark 3.5 Consider a pushout square in CAlg.PrL/

V1 //

��

V2

��

W1
f

// W2

If M 2 W1 exhibits W1 as the free V1-algebra on a square zero object, then f .M/ exhibits W2 '

V2˝V1
W1 as the free V2-algebra on a square zero object: indeed, the evaluation at f .M/ factors as two

equivalences:

evf .M/ W Fun˝V2
.V2˝V1

W1;D/ �

f �
// Fun˝V1

.W1;D/ �

evM
// SqZ.D/:

Proposition 3.6 There exists a free S-algebra SŒ�� on a square zero object. Furthermore , the functor

fA;M g ! SŒ��

that sends A to the monoidal unit and M to the (universal ) square zero object , exhibits SŒ�� as the free
presentable1-category on the two-element set fA;M g.

In particular, the tensor product functor ˝W SŒ���SŒ��! SŒ�� is the unique functor preserving colimits in
each variable given on generating objects by A˝AD A, A˝M DM ˝ADM and M ˝M D∅ is
the initial object.

Proof First, let Finbij be the category of finite sets and bijections, with monoidal structure given by
disjoint union. By [26, Proposition 2.2.4.9], the inclusion of the 1-element set f1gW �! Finbij exhibits
Finbij as the free symmetric monoidal 1-category on �. By [26, Corollary 4.8.1.12] (and the fact
that Finbij

' Finbij;op), the 1-category Fun.Finbij; S/ of symmetric sequences admits a unique closed
symmetric monoidal structure such that the Yoneda embedding

Finbij h
�! Fun.Finbij; S/

admits a symmetric monoidal structure. In particular, the (co)representable h0 on the empty set is the
monoidal unit and the universal property of .Finbij;q/ and [26, Proposition 4.8.1.10] imply that the map
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fh1gW � ! Fun.Finbij; S/ exhibits Fun.Finbij; S/ as the free presentable SM1-category on �. Finally,
[26, Remark 4.8.1.13] asserts that the resulting symmetric monoidal structure on Fun.Finbij; S/ is in fact
given by Day convolution.

Let us now denote by SŒ�� the (reflective) localization of symmetric sequences at the set of maps ∅! hn

from the initial object, for all n � 2. Then SŒ�� � Fun.Finbij; S/ is the full subcategory of symmetric
sequences X such that X.n/' � for all n� 2. In particular, the functor fA;M g! SŒ�� sending A 7! h0

and M 7! h1 exhibits SŒ�� as the free presentable1-category on fA;M g.

For any m � 0 and n � 2, the map ∅˝ hm ! hn˝ hm is equivalent to the map ∅! hnCm, so (by
the same argument as in Proposition 2.10) this exhibits SŒ�� as a symmetric monoidal localization of
Fun.Finbij; S/. By the universal property of symmetric monoidal localizations, the square zero object
h1 2 SŒ�� then realizes SŒ�� as the free presentable SM1-category on a square zero object.

Corollary 3.7 For every presentable SM1-category V, there exists a free V-algebra VŒ�� on a square
zero object.

Proof Proposition 3.6 provides the existence of the free S-algebra on a square zero object SŒ��. By
Remark 3.5, V˝S SŒ�� then provides the free V-algebra on a square zero object.

Remark 3.8 Let V be a presentable SM1-category. Then the free V-algebra VŒ�� on a square zero object
can also be described in terms of a variant of the Day convolution product applicable to promonoidal
1-categories, as developed in recent work of Nardin and Shah [28]. More precisely, one can check that
the 2-colored operad MCom for commutative algebras and modules is such a promonoidal (1-)category.
Since the underlying category of MCom is simply the set fA;M g, this endows Fun.fA;M g;V/ with a
Day convolution product which has the property that

.hA˝C/˝ .hA˝D/D hA˝ .C ˝D/;

.hA˝C/˝ .hM ˝D/D hM ˝ .C ˝D/;

.hM ˝C/˝ .hM ˝D/D∅:

In particular, the square zero object hM ˝1V induces a symmetric monoidal functor from VŒ�� to this Day
convolution, which is easily seen to be an equivalence. The universal property of the Day convolution
therefore implies that for any1-operad O, there is a natural equivalence

AlgO.VŒ��/' AlgO�MCom.V/:

The1-operad MO D O�MCom is the1-operad for O-algebras and (operadic) modules over them
[16; 20]. Combining this with Propositions 2.17 and 3.10 below, one finds that T AlgO.V/' AlgMO.V/

for every stable presentable SM1-category V (see also [4; 26; 30]).

We will now relate the free V-algebra on a square zero object to TV:
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Construction 3.9 Let V be a stable presentable SM1-category and consider the cofiber sequence of
excisive functors

h�˝ 1V
i˝id
���! hS0 ˝ 1V!MV;

where i ˝ id is the canonical map of corepresentables induced by �! S0. Lemma 2.13 shows that the
pushout-product of h�˝1V!hS0˝1V with itself in Fun.Sfin

� ;V/ is a TV-local equivalence. Consequently,
the pushout-product map in the monoidal localization TV becomes an equivalence. Since the cofiber of a
pushout-product map is the tensor product of the cofibers (see eg [12, Theorem 6.2] for a proof at the
level of stable monoidal derivators), it follows that MV˝MV ' 0 in TV.

Proposition 3.10 Let V be a stable presentable SM 1-category and consider TV as a V-linear SM
1-category via the left adjoint V! TV to the projection. Then the square zero object MV 2 TV exhibits
TV as the free V-algebra on a square zero object.

Proof Since V is a stable presentable SM 1-category, the canonical SM left adjoint S! V factors
canonically over spectra [26, Corollary 4.8.2.19]. This gives rise to the following diagram in CAlg.PrL/:

S

��

// Sp

��

// V

��

SpŒ�� //

�
��

VŒ��

�V
��

TS // T Sp // TV

Here each composite vertical functor is the left adjoint to the projection (ie taking constant Sfin
� -diagrams).

For V and the1-category of spectra, this left adjoint factors over the free algebra on a square zero object:
� is the functor classifying the square zero object MSp 2 T Sp and �V classifies MV. Since the functor
T Sp! TV is a monoidal left adjoint, it sends MSp to MV so that the diagram commutes.

Now notice that by Proposition 2.18, the total square and the left rectangle are both pushout squares in
CAlg.PrL/. On the other hand, Remark 3.5 shows that the top right square is co-Cartesian. It therefore
follows that the bottom right square is co-Cartesian as well. Consequently, �V is an equivalence as soon
as � is an equivalence, so we can reduce to the case VD Sp. In this case, let us consider the composite
functor

fA;M g ! SŒ��! SpŒ��

sending A to the monoidal unit and M to the universal square zero object. Proposition 3.6 asserts that the
first functor exhibits SŒ�� as the free presentable1-category generated by fA;M g and Remark 3.5 and
[26, Proposition 4.8.2.18] imply that the second functor exhibits SpŒ�� as the stabilization of SŒ��. The
composite therefore exhibits SpŒ�� as the free stable presentable1-category generated by fA;M g.
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Now observe that by construction the monoidal functor

� W Fun.fA;M g;Sp/' SpŒ��! T Sp

is given on generators by �.hA/D 1T Sp D h�˝ 1Sp and �.hM /DMSp D cof.h�˝ 1Sp! hS0 ˝ 1Sp/.
It follows that the right adjoint to � is given by the composite functor T Sp! Fun.Ret;Sp/! Sp�Sp
appearing (3-1), which is an equivalence since Sp is stable. We conclude that � is an equivalence, as
desired.

Remark 3.11 If V is an additive presentable SM1-category, its stabilization Sp.V/ carries an induced
symmetric monoidal structure and †1 W V! Sp.V/ is a symmetric monoidal functor [8, Theorem 5.1].
The pullback square of Lemma 3.2 then becomes a pullback square of SM1-categories. Proposition 3.10
then provides an explicit description of the square zero monoidal structure on TV' V� Sp.V/, given
informally by the formula

(3-2) .C;E/˝TV .D; F /'
�
C ˝VD; .†

1C ˝Sp.V/ F /˚ .E˝Sp.V/†
1D/

�
:

Example 3.12 Let V be a stable presentable SM1-category and suppose that O is a monochromatic
1-operad in arity�1, ie O˝

h0i
D∅ and O˝

h1i
is a category with (up to equivalence) one object. This implies

that AlgO.V/ is pointed, ie the terminal algebra 0 is also the initial algebra (by [26, Proposition 3.1.3.13]).

For any A 2AlgO.V/, TA AlgO.V/ can be identified with the1-category of operadic A-modules (see [16,
Corollary 1.0.5] or [26, Theorem 7.3.4.13]). Alternatively, Remark 3.8 identifies T AlgO.V/'AlgMO.V/

with the1-category of O-algebras and modules over them.

Now, given such an A-module E, the O-algebra �1.E/ can be identified with the split square zero
extension A˚E. For any section � W A! A˚E, we then obtain pullback squares of the form

�1.0; EŒ�1�/ //

��

A� //

��

�1.A;E/

��

�1.0; 0/D 0 // A
�
// �1.A;E/

Here the map 0! A is the initial map of O-algebras and total pullback arises as the image under �1 of
the pullback in T AlgO.V/'AlgMO.V/ of the map .A; 0/! .A;E/ along the initial map .0; 0/! .A;E/.
In particular, �1.0; EŒ�1�/ is the image of an O-algebra .0; EŒ�1�/ under the nonunital lax symmetric
monoidal functor

�1 W T0VD TV�V f0g ,! TV! V;

where the first functor is the inclusion of the nonunital SM sub-1-category from Remark 2.15. We have
seen there that the tensor product on T0V is null-homotopic, so that each operation in O of arity � 2
acts on .0; EŒ�1�/ by a null-homotopic map. Consequently, the resulting map A�! A indeed behaves
like a square zero extension in the sense of algebra: its fiber �1.0; EŒ�1�/ is an O-algebra on which all
operations in O of arity � 2 act by null-homotopic maps (see [26, Proposition 7.4.1.14]).

Algebraic & Geometric Topology, Volume 25 (2025)



On k-invariants for .1; n/-categories 749

3.3 t-orientations

Let us conclude with some remarks about t-orientations on tangent bundles of additive and monoidal
1-categories.

Example 3.13 Let V be an additive presentable1-category, so that TV'V�Sp.V/ (Lemma 3.2). Then
any t -structure on Sp.V/ determines a t -orientation on TV. Now suppose that V is furthermore symmetric
monoidal and recall that the square zero tensor product on TV can be identified with the tensor product on
V�Sp.V/ given by Remark 3.11. From this description, one sees that a t -structure on Sp.V/ determines
a monoidal t -orientation on TV if and only if Sp.V/�0 is closed under taking the tensor product in Sp.V/
with objects of the form †1.X/, for X 2 V.

Example 3.14 Suppose that V is an additive presentable 1-category and consider the canonical t-
orientation on TV' V�Sp.V/ (Example 2.21). A tuple .C;E/ is then contained in T��1V if and only
if �1.E/D 0 in V. The proof of [26, Proposition 1.4.3.4] shows that .C;E/ 2 T�0V if and only if E is
contained in the smallest subcategory of Sp.V/ which is closed under colimits and extensions and contains
all †1.X/ for X 2 V. If V is furthermore closed SM, then Example 3.13 shows that the canonical
t -orientation is monoidal.

When V is stable, the canonical t -orientation simply produces the trivial t -structure (T�0VD TV). If V is
prestable [25, Definition C.1.2.1], the canonical t-orientation has T�0V' V�V under the equivalence
TV' V�Sp.V/ [25, Proposition C.1.2.2].

Example 3.15 Suppose that V is a prestable SM 1-category and O an 1-operad. Endowing TV '

V�Sp.V/with its canonical monoidal t -orientation and applying Proposition 2.25, we obtain a t -orientation
on T AlgO.V/, and hence a t-structure on TA AlgO.V/ for any O-algebra A. Under the identification
TA AlgO.V/'ModA.Sp.V// from Example 3.12, this is simply the t -structure whose connective part is
given by ModA.V/�ModA.Sp.V//.

4 Postnikov structures

The goal of this section is to give an axiomatic description of a decomposition of an object in a nice
1-category, together with the data of “k-invariants”, analogous to the Postnikov tower of a space.

Definition 4.1 Let V be an1-category with finite limits. A Postnikov structure on an object X in V

consists of the following data:

(1) An infinite tower
X ! � � � !Xa! � � � !X1

of objects Xa 2 V under X for a � 1, exhibiting X as the limit of fXaga�1.
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(2) For each a � 2, an object Ka W Sfin
� ! V in TV together with a Cartesian square

Xa //

��

�.Ka/

0
��

Xa�1
ka

// �1Ka

exhibiting Xa!Xa�1 as a square zero extension (see (2-2)).

The convention to start at aD 1 is rather arbitrary, and in various cases it can be more natural to start at
aD 0.

Warning 4.2 The notion of a Postnikov structure on an object X is a priori unrelated to the tower of
truncations of X , ie its underlying tower need not be given by the Postnikov tower of X in the sense of
[23, Definition 5.5.6.23]. For example, Theorem 6.3 yields a Postnikov structure on an .1; n/-category
C whose underlying tower consists of the homotopy categories ho.nCa;n/.C/ and not on its truncations
��nCa.C/ in Cat.1;n/.

Warning 4.2 notwithstanding, we will see that a good source of Postnikov structures is given by the usual
Postnikov tower together with its k-invariants:

Example 4.3 The motivating example of a Postnikov structure is the usual Postnikov tower of a space X ,
together with the data of its k-invariants. In this case, XaD ��aX and theKa are given by the (suspended)
parametrized Eilenberg–MacLane spectra Ka D†aC1H�a.X/ over ��1X . We will come back to this in
Example/Proposition 4.15.

To study naturality of Postnikov structures, it will be convenient to organize the data of an object X
equipped with a Postnikov structure into a single diagram T W E! V. To this end, let us start by recalling
the following definition:

Definition 4.4 Let � W C!D be a functor of1-categories. We will denote by M.�/ the domain of the
co-Cartesian fibration classified by � W�1!Cat1. By [23, Lemma 3.2.3.3], M.�/ can be identified with
the mapping simplex [23, Section 3.2.2], ie it can be identified with the pushout of1-categories

M.�/ WDDqf1g�C�
1
�C:

Using the co-Cartesian fibration M.�/!�1, one can understand M.�/ as follows: an object of M.�/
is either an object of C or an object of D, and for each c; c0 2 C and d; d 0 2D we have

MapM.�/.c; c
0/DMapC.c; c

0/; MapM.�/.c; d/DMapD.�.c/; d/;

MapM.�/.d; d
0/DMapD.d; d

0/; MapM.�/.d; c/D∅;

with the evident composition. Let us write �� W �1 � C!M.�/ for the natural map into the pushout,
sending .0; c/ to c and .1; c/ to �.c/.
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Construction 4.5 For any integer a, let �a W fa! .a� 1/g ! Sfin
� be the functor sending the walking

arrow a! .a� 1/ to � ! S0 and let Ea DM.�˛/ be its mapping simplex. As in Definition 4.4, we
will identify the objects of Ea with the objects of Sfin

� , together with two additional objects a, a� 1. The
functor �a� W�1 � fa! a� 1g ! Ea is then given explicitly by

�a.0; a/D a; �a.0; a� 1/D a� 1; �a.1; a/D � �a.1; a� 1/D S
0:

For any integer m, let us then define E�m as the pushout of1-categories

Zop
�m

//

��

�
EmC1qfmC1g EmC2qfmC2g EmC3q� � �

�
��

.Zop
�m/

C // E�m

where the left vertical functor is the usual inclusion into the cone and the top horizontal functor sends
each map a! .a�1/ in Zop

�m to the corresponding nondegenerate arrow in Ea. Given T W E�m! V, we
then observe that:

� The restriction of T to Sfin
� � Ea corresponds to Ka.

� The restriction of T along �a� W�1 � fa! a� 1g � Ea corresponds to the square

Xa //

��

Ka.�/D �.Ka/

��

Xa�1
ka

// Ka.S
0/D�1.Ka/

� The restriction of T to .Zop
�m/

G � E encodes the tower X ! � � � !XmC1!Xm.

By default, we will take ED E�1.

Definition 4.6 We define the1-category of objects equipped with a Postnikov structure to be the full
subcategory

PoStr.V/� Fun.E;V/

of diagrams T for which (a) the restriction to each Sfin
� � Ea is excisive, (b) the restriction along each

�a� is a Cartesian square and (c) the restriction to .Zop
�1/
G is a limit cone.

Remark 4.7 The conditions determining PoStr.V/ inside Fun.E;V/ assert that certain designated cone
diagrams IC

˛ ! E, with I˛ contractible (either a span or Zop
�1), are sent to limit cones. In particular,

PoStr.V/� Fun.E;V/ is closed under limits.

Evaluating at the cone point of the tower 1 2 .Zop
�1/
G � E determines a limit-preserving functor

ev1 W PoStr.V/! V.
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Definition 4.8 A Postnikov structure on an1-category V is defined to be a section ˆ W V! PoStr.V/ of
the functor ev1 W PoStr.V/! V.

Warning 4.9 Note the distinction between a Postnikov structure on an object in an 1-category V

(Definition 4.1) and a Postnikov structure on an1-category V: the former is a single diagram in V, while
the latter is a family of diagrams depending functorially on X 2 V. This should not cause any confusion,
since it is always clear from the context if we are dealing with a functor on V.

Definition 4.10 Let V be an SM1-category and endow Fun.E;V/ with the levelwise tensor product.
We define the1-operad of objects equipped with a Postnikov structure to be the full suboperad

PoStr.V/˝ � Fun.E;V/˝lev

spanned by the objects from Definition 4.8. A multiplicative Postnikov structure on V is a section of the
map ev1 W PoStr.V/˝! V˝ in the1-category of1-operads.

Using that PoStr.V/˝ is a full suboperad of Fun.E;V/˝, Definition 4.10 can be rephrased as follows:
a multiplicative Postnikov structure on V is a lax symmetric monoidal section ˆ W V ! Fun.E;V/
of ev1 W Fun.E;V/ ! V with the property that the underlying functor of ˆ is a Postnikov structure
(Definition 4.8).

Remark 4.11 In general, the1-operad PoStr.V/˝ need not be an SM1-category.

Remark 4.12 Suppose that ˆ W V! Fun.E;V/ is a multiplicative Postnikov structure. Restricting to
the copy of Sfin

� � Em in level m, one obtains a lax monoidal functor Km.ˆ/ W V! Fun.Sfin
� ;V/ taking

values in TV� Fun.Sfin
� ;V/. Since TV is a monoidal localization of Fun.Sfin

� ;V/, each Km.ˆ/ defines a
lax monoidal functor V! TV to the tangent bundle, equipped with the square zero monoidal structure
(Definition 2.14).

Example 4.13 Suppose that the monoidal structure on V is given by the Cartesian product. Then the
levelwise monoidal structure on Fun.E;V/ is the Cartesian monoidal structure as well. Consequently (see
[26, Section 2.4.1]), strong symmetric monoidal functors V! Fun.E;V/ simply correspond to product
preserving functors V! Fun.E;V/, ie to functors V! Fun.E;V/ each of whose components V! V

are product preserving. In particular, any Postnikov structure ˆ W V! Fun.E;V/ on V whose individual
components ˆi W V! V are product preserving canonically refines to a multiplicative Postnikov structure.

The main point of multiplicative Postnikov structures is that they induce such structures on categories of
algebras:

Proposition 4.14 Let O be an1-operad and let V be a symmetric monoidal1-category equipped with
a multiplicative Postnikov structure ˆ W V! Fun.E;V/. Then the induced map

AlgO.V/
ˆ�
�! AlgO.Fun.E;V//' Fun.E;AlgO.V//

is also a multiplicative Postnikov structure.
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Proof First, note that we can view E as an1-operad (with only unary operations), so that

Fun.E;V/' AlgE.V/:

By Remark 2.7, the symmetry of the Boardman–Vogt tensor product of 1-operads [26, Proposi-
tion 2.2.5.13] then induces a commuting diagram of symmetric monoidal1-categories

AlgO˝BVE
.V /' AlgO.Fun.E;V// '

//

AlgO.ev1/
��

Fun.E;AlgO.V//' AlgE˝BVO
.V /

ev1
��

AlgO.V/ AlgO.V/

in which the horizontal arrows are equivalences. It follows that ˆ� D AlgO.ˆ/ defines a lax symmetric
monoidal section of ev1. To see that ˆ� takes values in the full sub-1-category PoStr.AlgO.V// �
Fun.E;AlgO.V//, consider the commuting diagram

AlgO.V/
ˆ�

//

��

AlgO.Fun.E;V// '
//

��

Fun.E;AlgO.V//

��

Fun.Oh1i;V/
ˆ�

// Fun.Oh1i;Fun.E;V//
'
// Fun.E;Fun.Oh1i;V//

where Oh1i is the underlying1-category of O [26, Remark 2.1.1.25]. Since the vertical functors preserve
limits and detect equivalences, the top horizontal composite defines a Postnikov structure if and only
if the bottom horizontal composite does (since an E-diagram is a Postnikov structure if it sends certain
subdiagrams to limit diagrams). But for the bottom horizontal composite this is clear, since limits are
computed pointwise.

4.1 Examples

Together with Proposition 4.14, the main sources of examples of multiplicative Postnikov structures are
the following:

Example/Proposition 4.15 Let S be the1-category of spaces. Then the Postnikov tower

X ! � � � ! ��2.X/! ��1.X/;

together with its k-invariants , gives rise to a multiplicative Postnikov structure on .S;�/.

Proof Since we consider S with the Cartesian monoidal structure, Example 4.13 shows that it suffices to
construct the Postnikov structure without its lax monoidal structure, and only check at the end that the
individual components are product preserving. Now the underlying Postnikov structure can be produced
at the level of simplicial sets (and is classical, see [6; 11]). Indeed, for every Kan complex X , let us make
the following definitions:
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(a) Let Pa.X/D coskaC1.X/ be the .aC1/-coskeleton and note that there is a canonical weak equiva-
lence P1.X/! N.…1.X// to the nerve of the fundamental groupoid.

(b) For every a� 2, there is a functor �a.X/ W…1.X/!Ab sending a vertex x ofX to the corresponding
homotopy group. Let us recall that this homotopy group can be presented as quotient of the set of maps
of pointed simplicial sets .ska�aC1; f0g/! .X; x/ by pointed homotopy.

(c) For every pointed simplicial set S , taking the free reduced �a.X/-module on its simplices yields a
simplicial…1.X/-set �a.X/˝S W…1.X/! sSet. Taking SD�n=skn�1�n, this gives the functor sending
each vertex x of X to the classical (minimal) model for the Eilenberg–MacLane space K.�a.X; x/; n/.
Recall that the latter is characterized up to isomorphism by the following universal property: there is a
natural bijection between the set of maps of simplicial sets T !K.�a.X; x/; n/ and the set of n-cocycles
in the normalized cochain complex of T with coefficients in �a.X; x/.

(d) Recall that there is a classifying space functor .�/h…1.X/ from Fun.…1.X/; sSet/ to simplicial sets,
given by the following explicit point-set model for the homotopy colimit: Yh…1.X/ has n-simplices given
by tuples of x0! � � �! xn in …1.X/ and an n-simplex of Y.x0/. In particular, .�/h…1.X/DN.…1.X//
is the nerve of the fundamental groupoid.

(e) Let sSetfin
� denote the full subcategory of pointed simplicial sets whose image in the1-category S�

of pointed spaces is finite. We then define KX;a W sSetfin
� ! sSet by

KX;a.T /D Œ�a.X/˝ .T ^S
aC1/�h…1.X/;

where SaC1 D�aC1=ska�aC1.

(f) By [6, 1.2(vi)], there is a natural map of simplicial sets for each a � 2

ka W Pa�1.X/!KX;a.S
0/D ŒK.�a.X/; aC 1/�h…1.X/:

Explicitly, this map is given as follows. The simplicial set KX;a.S0/ is .aC1/-coskeletal and the
map KX;a.S0/! N.…1.X// induces an isomorphism on a-skeleta. The map ka then coincides with
Pa�1.X/!P1.X/!N.…1.X// on the a-skeleton, and sends an .aC1/-simplex of Pa�1.X/, ie a map
� W ska�aC1!X , to the associated element in �a.X; �.0// (see point (b)).

By construction, the map ka is trivial on all .aC1/-simplices in Pa�1.X/ that arise as the image of an
.aC1/-simplex in Pa.X/, so that there is a commuting square

(4-1)

Pa.X/

��

// KX;a.�/

0
��

Pa�1.X/
ka

// KX;a.S
0/

For any Kan complex X , the functor KX;a preserves weak equivalences of simplicial sets and hence
determines a functor of1-categories KX;a W Sfin

� ! S. It is straightforward to verify the conditions of
Proposition 2.28, which imply thatKX;a is excisive because S admits loopspace machinery (Example 2.27).
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Furthermore, the square (4-1) defines a pullback square in the 1-category S by [6, Lemma 2.3] and
the sequence X ! � � � ! Pa.X/! Pa�1.X/! � � � is a homotopy limit sequence. It follows that the
above construction defines, for every Kan complex X , a simplicial model for a Postnikov structure on the
underlying object in the1-category S.

All of the above data is strictly functorial in maps of Kan complexes and sends weak equivalences to
pointwise weak equivalences of simplicial sets. It therefore defines a section

S // PoStr.S/

ev1
xx

on1-categorical localizations, as desired. To verify that the individual components of this tower are
product preserving we note that:

(1) For each a� 1 the Postnikov piece functor Pa.X/ is product preserving. Indeed, on the level of Kan
complexes it is given by coska.�/, which is product preserving on the nose.

(2) For each a � 1 and T 2 Sfin
� , the functor

X 7!KX;a.T /D .�a.X/˝ .T ^S
aC1//h…1.X/

is product preserving. Indeed, this follows from the fact that:

� …1.�/ is product preserving.

� Taking ath homotopy groups is product preserving when considered as a functor from pointed
spaces to abelian groups. In other words, the map �a.X �Y; .x; y//! �a.X; x/��a.Y; y/ is an
isomorphism.

� For a fixed finite set I the functor A 7! A˝ I D AI from abelian groups to sets is product
preserving.

� Products in spaces commute with homotopy quotients in each variable separately. Indeed, for
two diagrams of simplicial sets X W G! sSet and Y WH! sSet indexed by groupoids, the map
.X �Y /h.G�H/!XhG �YhH is an isomorphism by the explicit formula from (d).

It follows that the Postnikov structure is multiplicative.

Example 4.16 The multiplicative Postnikov structure of Example/Proposition 4.15 is not just lax
symmetric monoidal, but strongly symmetric monoidal, as mentioned in its construction: it is a product
preserving functor ˆ W S! Fun.E; S/. It follows that for any small1-category with finite products T,
the1-category Fun�.T; S/ of product preserving functors T! S comes with a Postnikov structure

Fun�.T; S/ ˆ��! Fun�.T;Fun.E; S//' Fun.E;Fun�.T; S//:

For every A2Fun�.T; S/, this provides a refinement of the tower A!� � �! ��2A! ��1A of truncations
of A. In particular, when T is an algebraic theory, this shows that T-algebras over in S have Postnikov
towers equipped with k-invariants (see [10] for algebras over simplicial operads).
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Example 4.17 Let X be an 1-topos in which Postnikov towers converge [23, Definition 5.5.6.23],
ie X ! limn ��nX is the limit of its full subcategories of truncated objects (this implies that X is
hypercomplete). In this case, there exists a reflective localization L W Fun.Cop; S/

�!
?
 �

X Wi such that L is
left exact and preserves (limits of) Postnikov towers. We then obtain a Postnikov structure on X

X
i
�! Fun.Cop; S/

ˆ�
�! Fun.Cop;Fun.E; S//' Fun.E;Fun.Cop; S//

L�
�! Fun.E;X/:

Indeed, this sends every object X 2 X to the Postnikov structure of the presheaf i.X/ (applying
Example/Proposition 4.15 pointwise in C), and then appliesL to the resulting diagram of presheaves. Since
L is left exact and preserves Postnikov towers, the resulting E-diagram in X is indeed a Postnikov structure.

Observation 4.18 The proof of Example/Proposition 4.15 admits the following modification: let
S��ab � S be the full subcategory consisting of those spaces X such that each homotopy group �1.X; x/
is abelian and acts trivially on the higher �n.X; x/. Then there exists a multiplicative Postnikov structure

S��ab
! PoStr.S��ab/� PoStr.S/

whose value on a space X is the Postnikov structure X ! � � � ! ��1X ! �0.X/ including the zeroth
stage. Furthermore, the k-invariants are given by maps

ka W ��a�1X !�1.Ka.X//;

whereKa.X/ is the parametrized spectrum over �0.X/whose fiber over x 2�0.X/ denotes the suspended
Eilenberg–MacLane spectrum H.�a.X; x//ŒaC1�. Indeed, this follows from the fact that the category of
simplicial sets with homotopy type in S��ab is closed under coskeleta and products, together with the
fact that the local system of homotopy groups from (b) arises as the pullback of a local system along the
map …1.X/! �0.X/.

Example 4.19 Let MonE1.S
��ab/ be the1-category of E1-spaces whose underlying space has trivial

actions of �1. Proposition 4.14 and Observation 4.18 imply that the Postnikov tower

A! � � � ! ��1A! ��0A

is part of a multiplicative Postnikov structure ˆab on .MonE1.S
��ab/;�/.

Let A be a grouplike E1-space. Then A is in particular contained in MonE1.S
��ab/. The corresponding

Postnikov structure ˆab
A W E! MonE1.S

��ab/ has the property that �0.ˆab
A / is the constant diagram

with value �0.A/. In particular, ˆab
A takes values in the full subcategory of grouplike E1-monoids. It

follows that the multiplicative Postnikov structure ˆab restricts to a multiplicative Postnikov structure on
grouplike E1-monoids, which fits into a commuting square

GrpE1.S/
ˆab

//

forget
��

PoStr.GrpE1.S//

forget
��

S��ab Observation 4.18
// PoStr.S/
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The Postnikov structure on the category of grouplike E1-spaces (or equivalently, connective spectra) from
Example 4.19 admits a generalization to more general complete Grothendieck prestable1-categories
[25, Definitions C.1.2.12, C.1.4.2].

Remark 4.20 Recall that a presentable1-category V is a complete Grothendieck prestable1-category
if and only if the left adjoint V! Sp.V/ to its stabilization is fully faithful and exhibits V' Sp.V/�0

as the connective part of a left complete t-structure on Sp.V/ with the property that the coconnective
part Sp.V/�0 � Sp.V/ is closed under filtered colimits (see [25, Proposition C.1.4.1] and its proof). In
particular, this implies that V is an additive1-category and that the full subcategory of 0-truncated objects
��0V is an abelian category, equivalent to the heart Sp.V/~. As usual, we will write �aX 2 Sp.V/~ for
the homotopy groups with respect to the t-structure. Finally, we will say that a map f W A! B in V

is a-connective if its cofiber cof.f / 2 V� Sp.V/ is .aC1/-connective (in other words, the .aC1/-fold
suspension of an object in V).

For later purposes, let us record the following properties of prestable1-categories:

Remark 4.21 Consider a square F W�1 ��1! V in a prestable1-category in which all maps induce
isomorphisms on ��0. Then the square is Cartesian if and only if it is co-Cartesian in V. Indeed, the
condition that all maps induce isomorphisms in ��0V' Sp.V/~ implies that the square is Cartesian in
V' Sp.V/�0 if and only if it is Cartesian in Sp.V/, and likewise for being co-Cartesian. Since pullback
and pushout squares in Sp.V/ coincide, the result follows.

Lemma 4.22 Let V be an SM prestable1-category such that the tensor product preserves finite colimits
in each variable and let n � 0 and a � 1. For each 1 � i � n, suppose we have an a-connective map
fi W Ai ! Bi and a 1-connective map gi W Ai ! A0i , and let B 0i D A

0
i qAi

Bi be their pushout. For the
induced square Nn

iD1Ai
//

��

Nn
iD1A

0
i

��Nn
iD1Bi

//
Nn
iD1B

0
i

the natural map Q!
Nn
iD1B

0
i from the pushout is .aC2/-connective.

Proof We proceed by induction on n, the case nD 1 being evident. The map in can be factored as

in WQn
�
�! B 01˝Qn�1

B 01˝in�1
������!

nO
iD1

B 0i ;

where the map � arises as the colimit of the following natural transformation of spans:Nn
iD1A

0
i

��

Nn
iD1Ai

//oo

��

Nn
iD1Bi

��

B 01˝
Nn
iD2A

0
i B 01˝

Nn
iD2Ai

//oo B 01˝
Nn
iD2Bi
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Using that .aC3/-connective objects are closed under extensions in V, it suffices to verify that � and
B 01˝ in�1 are both .aC2/-connective. For B 01˝ in�1, this follows by inductive hypothesis. To show that
cof.�/ is .aC3/-connective, we can use the equivalence cof.A1! B 01/' cof.f1/˚ cof.g1/ to identify
the cofiber of the above natural transformation with

cof.f1/˝
nO
iD2

A0i  .cof.f1/˚ cof.g1//˝
nO
iD2

Ai ! cof.g1/˝
nO
iD2

Bi :

The maps are given by projections in the first factor and by tensor products of gi and fi in the other
factors. Taking the pushout of the above diagram, one therefore finds that

cof.�/'
�

cof.f1/˝ cof
� nO
iD2

gi

��
˚

�
cof.g1/˝ cof

� nO
iD2

fi

��
:

It follows from [26, HA, Lemma 7.4.1.30] and our connectivity assumptions on the maps fi and gi that
both summands are .aC3/-connective, so that � is .aC2/-connective.

Example/Proposition 4.23 Let V be a complete Grothendieck prestable1-category and let us write
PoStrcn.V/�PoStr.V/ for the full sub-1-category of objects equipped with a Postnikov structure (indexed
over all a � 0) with the following properties:

(a) For each a � 0, the map X !Xa exhibits Xa ' ��aX as the a-truncation of X .

(b) For each a � 1, �.Ka/ is 0-truncated and all maps in the pullback square

(4-2)

Xa //

��

�.Ka/

0
��

Xa�1
ka
// �1Ka

induce isomorphisms on 0-truncations.

(c) For each a� 1, the objectKa 2TV is contained in the connective part for the canonical t -orientation
(Example 3.14).

Then the map ev1 W PoStrcn.V/! V is an equivalence. If V is furthermore closed SM , then ev1 refines
to an equivalence PoStrcn.V/˝! V˝ between V˝ and the full suboperad of PoStr.V/˝ spanned by the
objects equipped with Postnikov structures satisfying the above properties.

In particular, each object A 2 V comes with a unique Postnikov structure satisfying the above three
conditions, and the resulting Postnikov structure on V carries a unique multiplicative structure if V is
symmetric monoidal. Let us point out that by Remark 4.21, the square (4-2) is also a pushout square.
Together with (a), this implies that for each a� 1, the square (4-2) can be identified with the (co-)Cartesian
square

(4-3)

��aA //

��

�0.A/

��

��a�1A
ka
// �0.A/˚†

aC1�a.A/
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since the cofiber of the left (and hence right) vertical map is �a.X/ŒaC1� and the right vertical map is
the inclusion of a summand (since it admits a retraction). Taking algebras, we then obtain the following:

Example 4.24 Let V be a complete SM Grothendieck prestable1-category and let O be an1-operad.
For example, one can take V D Sp�0 to be the 1-category of connective spectra with the smash
product. Combining Proposition 4.14 and Example/Proposition 4.23, we find that the Postnikov tower
A!� � �! ��1A! ��0A of an O-algebra in V is part of a (multiplicative) Postnikov structure on AlgO.V/.

By Example 3.12, this means that each stage of the Postnikov tower fits into a pullback square of O-
algebras (4-3), where �0.A/˚†aC1�a.A/ is the trivial square zero extension of �0.A/ by the operadic
module †aC1�a.A/. By specializing to OD En, this recovers [26, Corollary 7.4.1.28].

The remainder of this section is devoted to a proof of Example/Proposition 4.23. To avoid repetition, let
us prove the claim for a symmetric monoidal V; the much simpler nonmonoidal case can be proven in the
same way, removing all references to the monoidal structure. Our proof will proceed by induction, where
the inductive step relies on an analysis of the1-operad of pullback squares (4-2). To this end, let us
introduce some auxiliary categories:

Construction 4.25 For each a � 1, let us denote by

Ea WDM.�a/; Ecn
a WDM.�

0
a/;

the mapping simplices (Definition 4.4) of the functors �a W fa! .a� 1/g ! Sfin
� , as in Construction 4.5,

and �0a W fa! .a� 1/g ! Fin� sending a 7! � and .a� 1/ 7! S0. Note that Ecn
a is an ordinary category,

since it is the unstraightening of a diagram of ordinary categories. In particular, Definition 4.4 provides a
full description of Ecn

a , without need of specifying further homotopy coherences.

Now consider the chain of functors

(4-4) a W �
0
�!�2

j
,�! Ecn

a

Qi
�! Ea;

where j is the inclusion of the full subcategory fa! .a� 1/!�g in Ecn
a (using the description from

Definition 4.4) and Qi is the cobase change of the inclusion i W Fin� ,! Sfin
� .

Definition 4.26 Let us denote by

Ext˝a ,! Fun.Ea;V/˝lev ; Extcn;˝
a ,! Fun.Ecn

a ;V/
˝lev ; Trun˝a ,! Fun.�2;V/˝lev ;

the three full sub-1-operads defined as follows:

(1) Trun˝a is spanned by sequences Ta!Ta�1!T� with Ta 2 ��aV and exhibiting Ta�1' ��a�1Ta
and T� ' ��0Ta.
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(2) Extcn;˝
a is spanned by the diagrams T W Ecn

a ! V such that
(a) the restriction to fa! .a� 1/!�g is contained in Trun˝a ,
(b) the restriction along �a� W�1 �fa; a� 1g ! Ecn

a (Definition 4.4) is a pullback square in which
all maps induce isomorphisms on 0-truncations,

(c0) the restriction to Fin� defines an E1-groupoid object (Definition 2.29).

(3) Ext˝a is spanned by the diagrams T W Ea! V satisfying conditions (a) and (b) above, as well as
(c) the restriction to Sfin

� defines an object in T�0V� TVD Exc.Sfin
� ;V/.

Lemma 4.27 Let V be a complete Grothendieck prestable1-category and T W Ecn
a ! V a diagram. Then

the following are equivalent :

(1) T is contained in Extcn
a .

(2) T is left Kan extended from its restriction to fa! .a� 1/!�g, and this restriction is contained
in Truna.

Proof Recall that j W�2 ,! Ecn
a denotes the inclusion of the full subcategory on a; .a�1/ and �. For

any diagram F W�2! V of the form F.a/! F.a�1/! F.�/ and a finite pointed set S with basepoint
s0, the left Kan extension jŠF.S/ can be computed as the pushoutL

s2S F.a/
//

��

F.a/

��

F.�/˚
L
s2Snfs0g

F.a� 1/ // jŠF.S/

Here the vertical functor is given by F.a/! F.�/ on the summand labeled by the basepoint of S and by
F.a/! F.a� 1/ on the summand labeled by each other point of S . Indeed, the above colimit coincides
with the colimit of

�2 �Ecn
a
.Ecn
a /=S !�2

F
�! V;

where one can use the explicit description of the (ordinary) category Ecn
a to identify the comma category.

Using that V is a prestable (and in particular additive)1-category, this implies that

(4-5) jŠF.S/D F.�/˚
M

s2Snfs0g

cof.F.a/! F.a� 1//:

This formula shows that the restriction jŠF jFin� is a Segal E1-groupoid and that the square

jŠF.a/ //

��

jŠF.�/

��

jŠF.a� 1/ // jŠF.S
0/

is co-Cartesian, and hence also Cartesian since V is prestable. It follows that (2) implies (1). For the
converse, if T 2 Ecn

a , then the natural map � W jŠj �T ! T is an equivalence at the objects a; .a�1/
and � because j is fully faithful. In light of Remark 4.21, the map F.a/qF.a�1/ F.�/! F.S0/ is an
equivalence so that � is also an equivalence at S0. Since both jŠj �F and F restrict to Segal E1-groupoids
on Fin�, it follows that � is also an equivalence at all other S 2 Fin�.
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Lemma 4.28 Let V be a complete Grothendieck prestable1-category with a closed SM structure. Then
restriction along the maps (4-4) induces equivalences of1-operads

ev.0;a/ W Ext˝a
��! Extcn;˝

a
��! Trun˝a

��! .��aV/
˝:

Proof Restriction along the functors in (4-4) defines SM functors between the1-categories of V-valued
diagrams, with the levelwise tensor product, which preserve the full sub-1-operads from Definition 4.26.
We will check that each of the restriction functors is an equivalence.

Step 1 Using that Qi W Ecn
a ! Ea is the pushout of the inclusion i W Fin�! Sfin

� , it follows that there is a
pullback square of1-operads

Ext˝a
Qi�

//

��

Extcn;˝
a

��

.T�0V/˝
i�D�1

// GpdE1.V/
˝

Here the1-operads in the bottom row are full sub-1-operads of Fun.Sfin
� ;V/

˝lev and Fun.Fin�;V/˝lev ,
respectively. Corollary 2.31 implies that these bottom two1-operads are in fact SM1-categories and
that �1 is an SM equivalence between them. Consequently, Qi� is an equivalence of1-operads as well.

Step 2 Let j W�2 ,! Ecn
a denote the inclusion of the full subcategory fa! .a� 1/!�g. To see that

j � W Extcn;˝
a ! Trun˝a is an equivalence of1-operads, we will show that it is essentially surjective and

fully faithful, ie it induces equivalences on spaces of multimorphisms [2, Proposition 7.17]. Essential
surjectivity follows from Lemma 4.27: indeed, each object F 2 Truna arises as the restriction of its left
Kan extension jŠF 2 Extcn

a .

To check that j � is fully faithful, let T1; : : : ; Tn and T0 be objects in Extcn
a , and let us abbreviateXiDTi .a/

and Yi D Ti .a� 1/. The condition that Ti 2 Extcn
a then implies that Xi is a-truncated and that

(4-6) Yi ' ��a�1Xi ; Ti .�/D �0Xi ; cof.Ti .a/! Ti .a� 1//'†
aC1�aXi :

We now need to show that restriction along j induces an equivalence

(4-7) MapFun.Ecn
a ;V/

.T1˝lev � � � ˝lev Tn; T0/!MapFun.�2;V/.j
�T1˝lev � � � ˝lev j

�Tn; j
�T0/:

By adjunction, the map (4-7) is obtained by applying MapFun.Ecn
a ;V/

.�; T0/ to the counit map

� W jŠj
�.T1˝lev � � � ˝lev Tn/! T1˝lev � � � ˝lev Tn:

We claim that � is given pointwise by an .aC2/-connective map in V. This implies that (4-7) is an
equivalence, because .aC2/-connective maps induce equivalences on .aC1/-truncations and T0 takes
values in .aC1/-truncated objects, by equations (4-5) and (4-6).

It thus remains to verify that each component of the natural transformation � is .aC2/-connective. This
is clear for the components of the natural transformation � at the objects a, .a�1/ and � in Ecn

a , where
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the counit is an equivalence (since j is fully faithful). We will prove by induction on k � 0 that the
component of � at the finite pointed set hki with kC 1 elements is .aC2/-connective. The case k D 0
has already been treated, and for k � 1 consider the following commuting diagram:

X1˝ � � �˝Xn

��

// jŠj
�.T1˝ � � �˝Tn/.hk� 1i/

�
//

��

T1.hk� 1i/˝ � � �˝Tn.hk� 1i/

��

Y1˝ � � �˝Yn // jŠj
�.T1˝ � � �˝Tn/.hki/

�
// T1.hki/˝ � � �˝Tn.hki/

Formula (4-5) shows that the left square is a pushout, so that the pushout Q for the right cospan is
equivalent to the pushout for the total cospan. Lemma 4.22 then implies that the natural map

Q! T1.hki/˝ � � �˝Tn.hki/

is .aC2/-connective. On the other hand, the map jŠj �.T1˝lev � � � ˝lev Tn/.hki/!Q is the pushout of
the counit map � at hk � 1i, which was .aC2/-connective by inductive hypothesis. We conclude that � is
a natural transformation given at each object by an .aC2/-connective map, as desired.

Step 3 Finally, let us show that eva W Trun˝a ! .��aV/
˝ is an equivalence of1-operads. The objects of

Truna are simply given by sequences � D ŒX ! ��a�1X ! ��0X� with X 2 ��aV. In particular, eva is
essentially surjective. To see that it is a fully faithful map of1-operads, ie that each

MapTrun˝a
.�1; : : : ; �nI �0/!Map.��aV/˝

.eva.�1/; : : : ; eva.�n/I eva.�0//

is an equivalence, it suffices to verify the following: for each diagram in ��aV of the form

X1˝ � � �˝Xn

��

// .��a�1X1/˝ � � �˝ .��a�1Xn/ //

��

.��0X1/˝ � � �˝ .��0Xn/

��

X0 // ��a�1X0 // ��0X0

there exists a contractible space of dotted extensions, as indicated. This follows from the fact that the first
horizontal map is a-connective and the second is 1-connective.

Proof of Example/Proposition 4.23 Let us inductively define a tower of1-operads PoStrcn
�a.V/

˝ by
setting PoStrcn

�0.V/
˝ D .��0V/

˝ and taking pullbacks

(4-8)

PoStrcn
�a.V/

˝ //

��

Ext˝a

eva�1

��

eva
// .��aV/

˝

PoStrcn
�a�1.V/

˝
eva�1

// .��a�1V/
˝

Each eva W PoStrcn
�a.V/

˝ ! .��aV/
˝ is an equivalence of 1-operads: by inductive hypothesis the

first top horizontal arrow in (4-8) will be an equivalence, and the second map is an equivalence by
Lemma 4.28. Furthermore, Step 3 of the proof of Lemma 4.28 shows that the map of 1-operads
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.��aV/
˝ ' Ext˝a ! .��a�1V/

˝ is given by the localization ��a�1 W ��aV! ��a�1V with its canonical
SM structure. We thus obtain a natural diagram

PoStrcn.V/˝

ev1
��

// � � � // PoStrcn
�2.V/

˝ //

ev2�

��

PoStrcn
�1.V/

˝ //

ev1�

��

PoStrcn
�0.V/

˝

� ev0

��

V˝ // � � � // .��2V/
˝

��1
// .��1V/

˝
��0

// .��0V/
˝

Since V was a complete Grothendieck prestable1-category (so that Postnikov towers are convergent),
the bottom row exhibits V˝ as the limit of the .��aV/˝. Using this and unraveling the definitions (see
Construction 4.5), we then have an equivalence PoStrcn.V/˝'V˝�lima.��aV/˝

lima PoStrcn
�a.V/

˝. Since
this is the pullback of a span consisting of two equivalences, we conclude that ev1 W PoStrcn.V/˝! V˝

is an equivalence, as desired.

5 Postnikov structures on enriched categories

In the previous section we have seen how multiplicative Postnikov structures give rise to multiplicative
Postnikov structures on1-categories of algebras over operads (Proposition 4.14). The purpose of this
section is to prove that similarly, a multiplicative Postnikov structure on a symmetric monoidal1-category
V induces a multiplicative Postnikov structure on the1-category of V-enriched1-categories.

5.1 Recollections on enriched 1-categories

Let us briefly recall some elements of the theory of enriched1-categories developed by Gepner and
Haugseng [9].

Definition 5.1 For each spaceX , let us write OX for the universal .X�X/-colored (symmetric)1-operad
receiving a map from �

op
X !�op! Fin�, where �op

X is the generalized nonsymmetric1-operad from
[9, Definition 4.1.1]. By [9, Corollaries 3.7.8, 4.2.8], one can model OX explicitly by the symmetrization
of the simplicial operad from [9, Definition 4.2.4].

When the space X is a point, one recovers the associative operad O� D E1. The operads OX depend
functorially on the space X , so that we obtain a functor

O.�/ W S! .Op1/=E1
! Op1:

If V is a monoidal category, then an OX -algebra in V can be informally described as follows: an algebra
consists of objects Map.x; y/ 2 V, depending functorially on .x; y/ 2X �X , together with composition
operations satisfying obvious associativity conditions.
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Definition 5.2 We will refer to the1-category AlgOX
.V/ as the1-category of V-enriched categorical

algebras with space of objects X . These1-categories depend (contravariantly) functorially on X and we
define the1-category of categorical algebras

(5-1) Ob W AlgCat.V/D

Z
X2S

AlgOX
.V/! S

to be the domain of the corresponding Cartesian fibration [9, Definition 4.3.1]. If V is a presentable
monoidal1-category, then AlgCat.V/ is presentable as well [9, Proposition 4.3.5].

For later purposes, we will mainly be interested in a refinement of this construction for symmetric
monoidal V.

Proposition 5.3 Let S�! Fin� denote the Cartesian1-operad associated to the1-category of spaces.
Then there exists a natural functor

AlgCat W SMCatlax
1 ! SMCatlax;big

1=S�

that sends each SM1-category V to the1-category AlgCat.V/ of categorical algebras , together with
an SM structure such that the tensor product of categorical algebras with spaces of objects X and Y is a
categorical algebra with space of objects X �Y.

Let us point out that the results from [9] only provide functoriality of AlgCat.V/ with respect to (strong)
SM functors in V. Since the proof of Proposition 5.3 is rather technical, we will postpone it to the
appendix and instead record two further consequences (which are also proven in the appendix). First, note
that Proposition 5.3 asserts in particular that AlgCat.V/ inherits a symmetric monoidal structure from V,
whose underlying tensor product functor can be identified as follows:

Lemma 5.4 Let V be an SM1-category. Then the tensor product

AlgCat.V/�AlgCat.V/
˝
//

��

AlgCat.V/

��

S� S
�

// S

arises as the unstraightening of the natural transformation of functors Sop�Sop! Cat given at .X; Y / by

(5-2) AlgOX
.V/�AlgOY

.V/! AlgOX�Y
.V/�AlgOX�Y

.V/
˝
�! AlgOX�Y

.V/;

where the first functor restricts along the maps OX  OX�Y ! OY and the second functor arises from
the SM structure on algebras in V [26, Example 3.2.4.4].

Informally, this means that given two categorical algebras C, D with spaces of objects X; Y , their tensor
product C˝D has space of objects X �Y and mapping objects

MapC˝D..x0; y0/; .x1; y1//DMapC.x0; x1/˝MapD.y0; y1/:
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In particular, the unit is given by the categorical algebra Œ0�1V with a single object � and with 1V as
endomorphisms.

Remark 5.5 If V is an SM 1-category, then the natural map (5-2) can also be identified with the
composite map AlgOX

.V/�AlgOY
.V/! AlgOX�Y

.V�V/! AlgOX�Y
.V/, where the first map is the

“exterior product” from [9, Propositions 3.6.14, 4.3.11] and the second map is the image under AlgOX�Y
.�/

of the lax monoidal functor ˝V W V�V! V. Consequently, the functor ˝W AlgCat.V/�AlgCat.V/!

AlgCat.V/ from Proposition 5.3 is naturally equivalent to the tensor product functor from [9, Corollary
4.3.13]. In particular, we find that AlgCat.V/ is a presentable SM1-category if V is a presentable SM
1-category, ie the monoidal structure is closed [9, Corollary 4.3.16].

Proposition 5.6 For each1-category I, there is a commuting square depending functorially on I

SMCatlax AlgCat
//

Fun.I;�/

��

SMCatlax;big
=S�

Fun.I;�/�Fun.I;S�/S
�

��

SMCatlax
AlgCat

// SMCatlax;big
=S�

where the vertical functors use the levelwise tensor product from Construction 2.6.

In other words, for each1-category I there is a natural monoidal equivalence

AlgCat.Fun.I;V//' Fun.I;AlgCat.V//�Fun.I;S/ S:

When I is weakly contractible, the constant diagram functor S ! Fun.I; S/ is fully faithful, so that
we can rephrase this as follows: there is a natural (SM) fully faithful embedding AlgCat.Fun.I;V// ,!
Fun.I;AlgCat.V// whose essential image consists of I-diagrams of categorical algebras whose underlying
diagram of objects is constant.

For any presentable monoidal1-category V, we then define the1-category of V-enriched1-categories
Cat.V/ to be the full subcategory Cat.V/� AlgCat.V/ of complete categorical algebras. More precisely,
there is a functor

J Œ�� W�! AlgCat.V/

sending Œn� to the categorical algebra with object set f0; : : : ; ng, all mapping objects being 1V and all
compositions being equivalences. We will abbreviate J D J Œ1�. Every categorical algebra C then defines
a simplicial space

�op
! S; Œn� 7!MapAlgCat.V/

.J Œn�;C/:

This simplicial space is a Segal groupoid [9, Corollary 5.2.7] and C is defined to be complete if this
Segal groupoid is essentially constant. The above Segal space only depends on the underlying space-
valued categorical algebra, ie the categorical algebra in S obtained by applying the lax monoidal
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functor Map.1V; �/ W V ! S to all mapping objects [9, Proposition 5.1.11]. Furthermore, the space
Map.J Œn�;C/�Map.Œn�1V ;C/ is a union of path components in the space of n-composable sequences
of arrows in C [9, Proposition 5.1.17].

The inclusion of V-enriched1-categories into categorical algebras is part of an adjoint pair

AlgCat.V/
.�/^

//
Cat.V/? _?

oo

whose left adjoint is called completion [9, Theorem 5.6.6]. When V is presentable symmetric monoidal,
this is a symmetric monoidal localization [9, Proposition 5.7.14] (using Remark 5.5). Finally, let us
recall that the completion functor realizes Cat.V/ as the localization of AlgCat.V/ at the Dwyer–Kan (DK)
equivalences, ie the fully faithful and essentially surjective functors in the following sense:

Definition 5.7 Let f WC!D be a map of categorical algebras.

(1) f is fully faithful if for every two objects x; y 2 Ob.C/, the map

f WMapC.x; y/!MapD.f .x/; f .y//

is an equivalence in V. Equivalently, f is a Cartesian arrow for the Cartesian fibration (5-1).

(2) f is essentially surjective if the map

Map.f0g;C/�Map.f0g;D/ Map.J;D/!Map.f1g;D/

is surjective on �0. Here the mapping spaces are taken in the1-category AlgCat.V/.

(3) f is an isofibration if the induced map

Map.J;C/!Map.J;D/�Map.f1g;D/ Map.f1g;C/

is surjective on �0.

Remark 5.8 Let F W V!W be an SM left adjoint functor between presentable SM1-categories, with
(lax SM) right adjoint G. Then AlgCat.G/ W AlgCat.W/! AlgCat.V/ preserves underlying space-valued
categorical algebras. Indeed, this follows from the equivalence of lax SM functors MapW.1W; �/ '
MapV.1V; G.�//, which is right adjoint to the equivalence of SM functors between S

1V˝�
��! V

F
!W and

1W˝� W S!W, where 1W˝� denotes the unique SM functor preserving colimits (and likewise for V).
In particular, the right adjoint AlgCat.G/ W AlgCat.W/! AlgCat.V/ detects completeness of categorical
algebras, as well as essential surjectivity and being an isofibration for maps between these.

5.2 The cube and tower lemmas

Throughout, let V be a monoidal1-category. The purpose of this section is to record two kinds of (“homo-
topy”) limits of categorical algebras that are preserved by the completion functor .�/^ WAlgCat.V/!Cat.V/.
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The results and arguments are very analogous to the usual way of computing homotopy limits of categories
in terms of the canonical model structure on categories.

Lemma 5.9 Consider a commutative square of categorical algebras

(5-3)

C0
g 0
//

p

��

D0

q

��

C
g
// D

such that g0 is essentially surjective , g is fully faithful and p is an isofibration. Then

Map.f0g;C0/ �
Map.f0g;D0/

Map.J;D0/!Map.f0g;C/ �
Map.f0g;D/

Map.J;D/ �
Map.f1g;D/

Map.f1g;D0/

is surjective on path components.

Informally, this means that for any object d 2D0, each lift-up-to-equivalence of q.d/ to C refines to a
lift-up-to-equivalence of d to C0.

Proof By [9, Proposition 5.1.11], we may as well assume that VD S. Explicitly, suppose that we are
given objects c 2C and d 0 2D0 together with an equivalence ˛ W g.c/ ��! d D q.d 0/ in D, that is, a map
from J . We then need to find an object c0 2C0 lying over c and an equivalence ˛0 W g0.c0/ ��! d 0 in D0

lying over ˛.

To begin, g0 being essentially surjective provides an object t 0 2C0 and an equivalence 
 0 W g0.t 0/ ��! d 0

in D0. One can then complete q.
 0/ and ˛ to a commutative triangle

(5-4)

q.g0.t 0//
q.
 0/

$$
g.c/

ı
99

˛
// d

in D for some equivalence ı W g.c/ ! q.g0.t 0//. Using the commuting square (5-3), we can iden-
tify q.g0.t 0// ' g.p.t 0// in the space of objects of D. Because g is fully faithful, every map from
g.c/! g.p.t 0// lifts to a unique map c! p.t 0/ in C, so that there exists an equivalence " W c! p.t 0/

lying over ı. Since p is an isofibration we may lift " to an equivalence "0 W c0! t 0 for some c0 2C0 lying
over c. We may then complete g0."0/ and 
 0 to a commutative diagram

(5-5)

g0.t 0/

 0

##

g0.c0/

g 0."0/
99

˛0
// d 0
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for some equivalence ˛0 W g0.c0/! d 0 in D0, since Map.J Œ��;C/ is a Segal groupoid object. Because the
image of triangle (5-5) under q WD0!D agrees with triangle (5-4) on the inner horn, it follows that q.˛0/
is homotopic to ˛. This yields the desired data of c0 and ˛0 W g0.c0/! d 0 so that the proof is complete.

Lemma 5.10 (cube lemma) Consider a map of Cartesian squares in AlgCat.V/

(5-6)

P //

��

C0

p

��

Q //

��

D0

q

��

0@f g0

g00 g

1A
+3

C00
h

// C D00
k

// D

such that p is an isofibration. If the components g W C ! D, g0 W C0 ! D0 and g00 W C00 ! D00 are
Dwyer–Kan equivalences , then the same holds for f W P !Q.

Corollary 5.11 The completion functor .�/^ WAlgCat.V/! Cat.V/ sends pullback squares with one leg
being an isofibration to pullback squares.

Proof Apply Lemma 5.10 to the case where the maps g; g0 and g00 exhibit D;D0 and D00 as the
completions of C;C0 and C00 respectively (in this case Q'D0 �D D00 is automatically complete).

Proof of Lemma 5.10 To show that f is fully faithful, let x; y 2 P be two objects, and consider the
induced map of squares

MapP .x; y/
//

��

MapC0.x; y/

p�

��

MapQ.x; y/
//

��

MapD0.x; y/

q�

��

+3

MapC00.x; y/
// MapC.x; y/ MapD00.x; y/

// MapD.x; y/

Both squares are Cartesian in V and by assumption the three maps associated to g; g0 and g00 are
equivalences, so that the map f� WMapP .x; y/!MapQ.x; y/ is an equivalence as well.

Let us now show that f is essentially surjective as a map of categorical algebras. Essential surjectivity is
detected on the level of the underlying space-valued categorical algebras [9, Proposition 5.1.11]. We may
hence assume that VD S. Let y 2Q be an object and let d 0 2D0, d 2D, d 00 2D00 be its images. Since
g00 WC00!D00 is essentially surjective there exists an object c00 2C00 and an equivalence ˛00 Wg00.c00/ ��!d 00

in D00. Let c WD h.c00/ 2C. Applying Lemma 5.9 to the image

˛ W g.c/' k.g00.c00// ��! k.d 00/' d ' q.d 0/

of ˛00 in D we deduce the existence of an object c0 2C0 lying over c and an equivalence ˛0 W g0.c0/! d 0

in D0 lying over ˛. The compatible triple .c; c0; c00/ now determines an object x 2 P while the compatible
triple .˛; ˛0; ˛00/ determines an equivalence g.x/ ��! y in Q.
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Lemma 5.12 (tower lemma) Consider a natural transformation between limit cones in AlgCat.V/

P //

f

��

� � � // C2
p2
//

g2

��

C1

g1

��

p1
// C0

g0

��

Q // � � � // D2 q2

// D1 q1

// D0

Suppose that all pi for i � 1 are isofibrations and all gi for i � 0 are Dwyer–Kan equivalences. Then f is
a Dwyer–Kan equivalence as well.

Corollary 5.13 The completion functor .�/^ WAlgCat.V/!Cat.V/ sends limits of towers of isofibrations
to limits.

Proof Apply Lemma 5.12 to the case where the maps gi exhibit Di as the completion of Ci (in which
case Q is automatically complete).

Proof of Lemma 5.12 To show that f is fully faithful, let x; y 2 P be two objects, and consider the
induced map of towers

MapP .x; y/
//

f�
��

� � � // MapC1
.x; y/ //

.g1/�
��

MapC0
.x; y/

.g0/�
��

MapQ.x; y/
// � � � // MapD1

.x; y/ // MapD0
.x; y/

Then both towers are limit towers in V and by assumption the .gi /� are equivalences, so that the map
f� WMapP .x; y/!MapQ.x; y/ is an equivalence as well.

Let us now show that f is essentially surjective as a map of categorical algebras. We may again assume that
VD S [9, Proposition 5.1.11]. Let y 2Q be an object and let di 2Di be its images. Since g0 WC0!D0
is essentially surjective, there exists an object c0 2 C0 and an equivalence ˛0 W g0.c0/ ��! d0 in D0.
Applying Lemma 5.9 to ˛0 and d1 2 D1, we deduce the existence of an object c1 2 C1 lying over c0
and an equivalence ˛1 W g1.c1/! d1 in D1 lying over ˛1. Proceeding inductively, we obtain compatible
sequences of objects ci 2Ci and equivalences ˛i W gi .ci /! di . These determine an object x 2 P and an
equivalence g.x/ ��! y in Q.

5.3 Postnikov structures on enriched 1-categories

We now turn to our main result, providing Postnikov structures on V-enriched1-categories from (certain)
multiplicative Postnikov structures on V.

Definition 5.14 Let V be an SM1-category. We will say that a map f WX ! Y in V is an external �0-
isomorphism if the induced map of spaces MapV.1V; X/!MapV.1V; Y / induces an isomorphism on �0.

We will say that a Postnikov structure on an object T W E! V is externally �0-constant if it sends every
map in E to an external �0-isomorphism in V. A Postnikov structure ˆ WV! Fun.E;V/ on V is externally
�0-constant if it sends each object X 2 V to an externally �0-constant Postnikov structure on X .
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Remark 5.15 If T 2 PoStr.V/ is externally �0-constant then each Ka 2 TV has the property that the
induced parametrized spectrum Ea DMapV.1V; Ka/ 2 TS is 0-connected (or 1-connective), ie each fiber
is a 1-connective spectrum. Indeed, for each n� 0, the map Ea.Sn/D�1�n.Ea/! �.Ea/ induces an
isomorphism on �0 by assumption and a surjection on �1 since it admits a section, so that its fibers are
all connected. It follows that the fiber �1�n.Ea/x is the connected delooping of �1�nC1.Ea/x for
each n� 0 and Ea;x is a 1-connective spectrum.

Example 5.16 The usual Postnikov structure on spaces (Example/Proposition 4.15) is externally �0-
constant: for every space X , the resulting Postnikov structure is even constant after applying ��1. For
more general1-toposes (Example 4.17), the Postnikov structure is typically not externally �0-constant:
even though all maps induce isomorphisms on �0-sheaves, on global sections they typically do not induce
bijections on �0. For example, for any finite CW-complex X , abelian group A and n � 2, the map of
constant sheaves K.A; n/! ��n�1K.A; n/' � in Sh1.X/ induces an isomorphism on 1-truncations,
but at the level of �0 of the global sections we obtain Hn.X IA/!�, which need not be an isomorphism.

Example 5.17 The canonical Postnikov structure on Sp�0 is externally �0-constant. Indeed, for each
E 2 Sp�0, the image of its Postnikov structure under MapSp�0.S; �/ is simply the Postnikov structure
on the space �1.E/, but extended down to dimension 0, see Example 4.19. All spaces appearing in the
Postnikov structure for �1.E/ have isomorphic �0.

More generally, let V be a stable, presentable SM1-category with a left complete t -structure such that
the connective part V�0 is closed under finite tensor products. If the mapping spectrum functor

Map.1V; �/ W V! Sp

sends V�0 to Sp�0, then the Postnikov structure on V�0 from Example/Proposition 4.23 is externally
�0-constant. This is notably the case when VDModR with R a connective ring spectrum (with the usual
t -structure).

Theorem 5.18 Let V be an SM1-category equipped with a multiplicative Postnikov structure

ˆ W V! Fun.E;V/:

If ˆ is externally �0-constant , then the composite

Cat.V/� AlgCat.V/
ˆ�
��! AlgCat.Fun.E;V//! Fun.E;AlgCat.V//

.�/^
���! Fun.E;Cat.V//

defines a multiplicative Postnikov structure ˆCat on Cat.V/. Furthermore , this Postnikov structure ˆCat is
itself externally �0-constant.

Slightly informally (ie up to Dwyer–Kan equivalence), the Postnikov structure ˆCat.C/ of a V-enriched
1-category C is obtained by applying ˆ to all mapping objects in C. To see that this still yields a
Postnikov structure after completion, we will make use of the cube and tower lemmas (Lemmas 5.10
and 5.12), for which we will need ˆ to be externally �0-constant.
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Theorem 5.18 can be applied repeatedly:

Definition 5.19 Let V be a presentable SM 1-category. Then the presentable SM 1-category of
V-enriched .1; n/-categories is defined inductively as

Catn.V/ WD Cat.Catn�1.V//:

For later purposes, let us record the following:

Lemma 5.20 Let V and W be presentable SM1-categories and L W V �!?
 �

W W� a reflective (symmetric)
monoidal localization. This induces a reflective monoidal localization of presentable SM1-categories

Catn.L/ W Catn.V/
//
Catn.W/ W Catn.�/:? _?

oo

The essential image of �� consists of those V-enriched .1; n/-categories whose mapping objects are (in
the essential image of ) W-enriched .1; n� 1/-categories.

Proof An inductive application of [9, Corollary 5.7.12, Proposition 5.7.16] provides the presentable SM
structure on Catn.V/ and Catn.W/. The induced reflective monoidal localization arises from an inductive
application of [9, Proposition 5.7.18].

An inductive application of Theorem 5.18 then immediately yields the following:

Corollary 5.21 Let V be a presentable SM 1-category equipped with a multiplicative , externally
�0-constant Postnikov structure ˆ W V! Fun.E;V/. Then there is an induced multiplicative Postnikov
structure

ˆCatn W Catn.V/˝! PoStr.Catn.V//˝

on the 1-category of V-enriched .1; n/-categories. Explicitly , ˆCatn is given (up to n-categorical
Dwyer–Kan equivalence) by applying ˆ to objects of n-morphisms.

We will now turn to the proof of Theorem 5.18. Our strategy will be to first prove a version of Theorem 5.18
for categorical algebras and then descend to enriched1-categories. The case of categorical algebras
follows readily from the following observation:

Lemma 5.22 Let I be a weakly contractible1-category , IC its cone and V a monoidal1-category
with I-indexed limits. Consider the natural functor

� W AlgCat.Fun.IC;V// ��! Fun.IC;AlgCat.V//�Fun.IC;S/ S! Fun.IC;AlgCat.V//;

where the first functor is the natural equivalence from Proposition 5.6. If C is a categorical algebra in
Fun.IC;V/ whose mapping objects belong to the full subcategory of limit cones , then

�.C/ W IC
! AlgCat.V/

is a limit cone as well.
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Proof By naturality, the equivalences of Proposition 5.6 fit into a commuting square where the horizontal
functors restrict along I ,! IC

AlgCat.Fun.IC;V// //

'
��

AlgCat.Fun.I;V//

'
��

Fun.IC;AlgCat.V//�Fun.IC;S/ S // Fun.I;AlgCat.V//�Fun.I;S/ S

This induces a commuting square between the right adjoints of the two horizontal functors. The top right
adjoint is a fully faithful embedding whose essential image consists precisely of categorical algebras
enriched over limit cones. To compute the bottom right adjoint, consider the diagram

Fun.IC;AlgCat.V//
//

��

Fun.IC; S/

��

Soo

Fun.I;AlgCat.V//
// Fun.I; S/ Soo

where the vertical functors restrict along I! IC. The horizontal functors then commute with the right ad-
joints to the restriction functors as well: for the left square, this uses that the forgetful functor AlgCat.V/!S

preserves limits, and for the right square, this uses that I is contractible, so that constant IC-diagrams are
limit cones. The right adjoint to Fun.IC;AlgCat.V//�Fun.IC;S/ S! Fun.I;AlgCat.V//�Fun.I;S/ S is then
the fiber product of the three right adjoint functors [26, Corollary 4.7.4.18]. In particular, the projection
onto the first factor commutes with these right adjoints. It follows that the composite � intertwines the
right adjoints to restriction along I ,! IC, which yields the result.

Proof of Theorem 5.18 We have to verify that ˆCat is a lax symmetric monoidal section of the (lax)
symmetric monoidal functor ev1 W Fun.E;Cat.V//! V, and that it takes values in the full subcategory
PoStr.Cat.V//� Fun.E;Cat.V// of Postnikov structures.

For the first assertion, consider the commuting diagram

Cat.V/ �
�
// AlgCat.V/

ˆ�
// AlgCat.Fun.E; V //

'
//

ev1
��

Fun.E;AlgCat.V//

ev1
��

.�/^
// Fun.E;Cat.V//

ev1
��

Cat.V/ �
�
// AlgCat.V/ AlgCat.V/ AlgCat.V/

.�/^
// Cat.V/

All arrows are lax SM functors. For the first and last horizontal arrows (in both rows), this follows from
[9, Proposition 5.7.14] and for ˆ�, this follows from Proposition 5.3. The functor ' is the composite of
the SM equivalence from Proposition 5.6 and the SM projection

Fun.E;AlgCat.V//�Fun.E;S/ S! Fun.E;AlgCat.V//:

Furthermore, the second square commutes since ˆ� is a multiplicative Postnikov structure and all other
squares commute by naturality in the1-category E. This provides a lax SM section of ev1 because
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the composition of the bottom row is naturally equivalent to the identity via the (lax SM) counit of the
monoidal adjunction .�/^ W AlgCat.V/

�!
?
 �

Cat.V/ W� [9, Proposition 5.7.14].

For the second assertion, it suffices to verify that for a V-enriched category C, its image

T^ WDˆCat.C/ W E! Cat.V/

defines a Postnikov structure in Cat.V/. By construction, T^ is the levelwise completion of the diagram
which applies the multiplicative Postnikov structure ˆ to all mapping objects

T WD �.ˆ�.C// W E! AlgCat.V/:

For each of the cone diagrams IC
˛ ! E from Remark 4.7 (with I˛ contractible), T jIC is a limit cone in

AlgCat.V/ by Lemma 5.22. Consequently, T defines a Postnikov structure in AlgCat.V/. We have to show
that these cones remain limit cones upon applying the completion functor objectwise. This will follow
from Corollaries 5.11 and 5.13 once we verify that T sends every arrow in E to an isofibration.

To this end, consider a map T .i/!T .j / of categorical algebras induced by i! j in E. By construction,
f induces the identity on spaces of objects and for every two objects x; y 2 T .i/, the map

Map.1V;MapT.i/.x; y//!Map.1V;MapT.j /.x; y//

is a �0-isomorphism since the Postnikov structure ˆ is �0-constant (Definition 5.14). The condition
that T .i/! T .j / is an isofibration is determined at the level of the underlying S-enriched categorical
algebras, so we may as well assume that VD S. For every object x in T .i/ and every arrow ˛ W x! y

in T .j /, we then have a lift of ˛ to a map z̨ W x! y in T .i/ (note that T .i/! T .j / is the identity on
objects), which is furthermore unique up to homotopy. If ˛ is an equivalence, then z̨ is an equivalence
by [9, Proposition 5.1.15]: indeed, using that such lifts of arrows to T .i/ are unique up to homotopy,
a homotopy inverse of z̨ is provided by a lift of the homotopy inverse of ˛ to T .i/. We conclude that
T .i/! T .j / is an isofibration.

Finally, we have to verify that T^ is a �0-constant Postnikov structure. The monoidal unit of Cat.V/ is
the completion 1Cat.V/ D Œ0�

^
1V

of the unit object of AlgCat.V/, given by the operad map O� 'Ass! V˝

encoding the unit (ie initial) associative algebra 1V in V. In particular, the functor

MapCat.V/.1Cat.V/; �/ W Cat.V/! S

is equivalent to the functor sending a V-enriched1-category to its space of objects. To see that T^ is
�0-constant, it therefore suffices to verify that the diagram of object spaces

Ob.T^/ W E T^
�! Cat.V/ Ob

�! S

sends each map i ! j in E to a map with 0-connected fibers (in particular, a �0-isomorphism). Let us
pick an object x 2 T^.j / and verify that the fiber Ob.T^.i//x is connected. The object x determines a
map x W Œ0�1V ! 1Cat.V/! T^.j /. Since the functor T .j /! T^.j / induces a �0-surjection on objects
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by [9, Theorem 5.6.2], this composite map factors over T .j /. Taking pullbacks along these maps, we
obtain a commuting square of categorical algebras

T .i/�T.j / Œ0�1V

��

// T^.i/�T^.j / 1Cat.V/

��

Œ0�1V
// 1Cat.V/

Since T .i/!T .j / was an isofibration, the top and bottom horizontal maps are Dwyer–Kan equivalences
(cube lemma, ie Lemma 5.10) and the left vertical map is an isofibration. Lemma 5.9, together with the
fact that the right column consists of complete categorical algebras, then implies that T .i/�T.j / Œ0�1V!

T^.i/�T^.j /Œ0�1V induces a�0-surjection on spaces of objects. Since T .i/!T .j / is constant on objects,
the domain of this map has a contractible space of objects. Consequently, Ob.T^.i/�T^.j / Œ0�1V/'

Ob.T^.i//x is connected, as desired.

6 Local systems on .1; n/-categories

In this section, we spell out the contents of Theorem 5.18 and Corollary 5.21 in the setting of .1; n/-
categories. There are many equivalent models for the1-category of .1; n/-categories, one of which is
the1-category Catn.S/ of S-enriched .1; n/-categories of Definition 5.19 [17, Corollary 7.21]. This
model is particularly well-adapted to definitions that proceed by induction on mapping objects, such as
the following:

Definition 6.1 An .m; 0/-category is defined to be an m-truncated space. For any 0� n�m, an .1; n/-
category C is called an .m; n/-category if each mapping .1; n�1/-category is an .m�1; n�1/-category.

In light of [9, Corollary 6.1.10], this coincides with [9, Definition 6.1.1].

Lemma 6.2 The fully faithful inclusion � WCat.m;n/�Cat.1;n/ of the full subcategory of .m; n/-categories
admits a left adjoint sending an .1; n/-category C to its homotopy .m; n/-category ho.m;n/ C. The adjoint
pair ho.m;n/ W Cat.1;n/

�!
?
 �

Cat.m;n/ W� has the canonical structure of a reflective monoidal localization.

Proof Consider the reflective localization ��m�n W S
�!
?
 �

��m�nS W�. Since truncation preserve products,
this is a reflective monoidal localization. Consequently, it induces a reflective monoidal localization
Catn.��m�n/ WCatn.S/

�!
?
 �

Catn.��m�nS/ WCatn.�/ by Lemma 5.20. Note that (by induction) the essential
image of Catn.�/ is precisely the full subcategory Cat.m;n/ � Cat.1;n/. It follows that there is a left
adjoint ho.m;n/ W Cat.1;n/! Cat.m;n/ (equivalent to Catn.��m�n/), which has the canonical structure of
a monoidal localization.

The universal properties of the homotopy .m; n/-categories imply that they fit into a tower

(6-1) C! � � � ! ho.m;n/.C/! ho.m�1;n/.C/! � � � ! ho.nC1;n/.C/:
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By induction on n, one sees that this tower is convergent. Indeed, using that Cat.1;nC1/�AlgCat.Cat.1;n//
preserves limits, this follows from the fact that:

(a) At the level of spaces of objects, the tower induces isomorphisms on�0 so that C! limm ho.m;nC1/.C/
is essentially surjective.

(b) The map MapC.c; d/! limm Mapho.m;nC1/.C/
.c; d/' limm ho.m;n/.MapC.c; d// is an equivalence

for each c; d 2 C by inductive hypothesis.

Theorem 5.18 and Corollary 5.21 then yield the following more precise statement of Theorem 1.1:

Theorem 6.3 For each n � 1, the tower of natural transformations (6-1) refines to a multiplicative
Postnikov structure on Cat.1;n/.

Proof By Lemma 6.2, the reflective monoidal localization

ho.m;n/ W Cat.1;n/ D Catn.S/
Catn.��m�n/

//
Catn.S�m�n/D Cat.m;n/ W�? _

Catn.�/
oo

arises from the reflective monoidal localization ��m�n W S
�!
?
 �

S�m�n W� via Lemma 5.20. Now let
ˆ W S! Fun.E; S/ be the multiplicative, �0-constant Postnikov structure on spaces refining the classical
Postnikov tower (Example/Proposition 4.15). By Theorem 5.18 and Corollary 5.21, this induces a
multiplicative Postnikov structure ˆCatn on Cat.1;n/.

We can view ˆCatn as a diagram E! Fun˝;lax.Cat.1;n/;Cat.1;n// of (lax symmetric monoidal) endo-
functors of Cat.1;n/, by adjunction with the Boardman–Vogt tensor product (see Remark 2.7). Forgetting
about the k-invariants, the underlying tower of ˆCatn is given by the tower of functors

id! � � � ! Catn.��a/! Catn.��a�1/! � � � ! Catn.��1/:

Lemma 6.2 identifies this with the natural tower of homotopy .m; n/-categories (6-1), as desired.

In other words, for each .1; n/-category C and a� 2, there exists a natural parametrized spectrum object

H�a.C/ 2 Tho.nC1;n/.C/.Cat.1;n//

and a pullback square of .1; n/-categories

ho.nCa;n/ C

��

// ho.nC1;n/ C

0
��

ho.nCa�1;n/ C
ka

// �1.†aC1H�a.C//

The proof of Theorem 6.3 is not completely satisfying because these parametrized spectra H�a.C/ are
defined somewhat implicitly. In the remainder of this section, we will explain how (as the notation suggests)
the parametrized spectra H�a.C/ can be considered as the Eilenberg–MacLane spectra associated to local
systems of abelian groups on ho.nC1;n/.C/, as considered in [24].
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6.1 Tangent bundle of enriched 1-categories

Our first goal will be to construct a t-orientation (Definition 2.20) on the tangent bundle to V-enriched
1-categories, using a version of Proposition 2.25. To this end, we will need a description of the tangent
bundle to enriched1-categories along the lines of Proposition 2.17:

Theorem 6.4 Let V be a differentiable presentable SM1-category such that 1V is compact. Then there
exists a natural equivalence of SM1-categories

(6-2)

Cat.TV/

Cat.�V/ &&

L

�
// T Cat.V/

�xx

Cat.V/

where Cat.�V/ is induced by the (monoidal ) tangent projection �V WTV!V and � is the tangent projection
for Cat.V/.

Recall from [26, Definition 6.1.1.6] that a presentable1-category V is differentiable if the sequential
colimit functor colim W Fun.N;V/! V is left exact. In particular, any compactly generated1-category
is differentiable. To apply Theorem 6.4 inductively, let us record the following observation:

Lemma 6.5 Let V be a presentable monoidal1-category which is differentiable and such that 1V is
compact. Then Cat.V/ is differentiable and 1Cat.V/ (ie the image of the categorical algebra with one object
with endomorphism algebra 1V) is compact as well.

Proof By [26, Remark 4.1.8.9], there exists a monoidal model category V presenting V of the following
form: one can construct a simplicial monoid A 2 Alg.sSet/ and take V D sSet=A, with monoidal
structure given by .X ! A/˝ .Y ! A/D .X �Y ! A�A! A/ and model structure given by a left
Bousfield localization of the covariant model structure. In particular, V is simplicial and combinatorial,
its cofibrations are the monomorphisms, all objects are cofibrant and weak equivalences are stable under
filtered colimits. Then Cat.V/ arises from the model category Catstrict.V / on V -enriched categories [17]
and it then follows from [13, Corollary 3.1.12] that Cat.V/ is again differentiable.

To see that 1Cat.V/ is compact, note that the corepresentable functor Map.1Cat.V/; �/ can be identified
with the functor taking spaces of objects. This functor decomposes as

Cat.V/! Cat.S/' Cat1
Core
��! S;

where the first functor is induced by the lax monoidal functor MapV.1V; �/ WV!S and the second functor
takes the core (or maximal sub-1-groupoid). Taking cores preserves filtered colimits (as is easily checked
using quasicategories). To see that Cat.V/! Cat.S/ preserves filtered colimits, we use model categories.
Since V is simplicial and monoidal, there is a monoidal Quillen pair 1V ˝�W sSet �!?

 �
V WMapV .1V ; �/.
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Applying these functors on mapping objects yields a Quillen pair on enriched categories. In light of [23,
Proposition 5.3.1.16], it now suffices to verify that the right Quillen functorU WCatstrict.V /!Catstrict.sSet/
preserves filtered homotopy colimits.

Let C� W I! Catstrict.V / be a projectively cofibrant filtered diagram with colimit C1. To see that the
natural map hocolimU.C�/! U.C1/ is a weak equivalence, note that the Dwyer–Kan equivalences of
simplicial categories are closed under filtered colimits. Consequently, the homotopy colimit can simply be
computed by the ordinary colimit and it suffices to verify that colimU.C�/! U.C1/ is a Dwyer–Kan
equivalence. At the level of objects, the map is simply an isomorphism and for each c; d 2 colimU.C�/

arising from some U.Ci /, the induced map on mapping spaces is given by

colimj2Ii=
MapV .1V ;Cj .c; d//!MapV .1V ; colimj2Ii=

Cj .c; d//:

This map is a weak equivalence of simplicial sets because MapV .1V ; �/ preserves filtered homotopy
colimits and because weak equivalences in both sSet and V are closed under filtered colimits.

The proof of Theorem 6.4 requires a few preliminary observations:

Proposition 6.6 Let V be a presentable monoidal1-category and �V W TV! V its tangent projection.
Then the inclusions of complete objects and the completion functors fit into pullback squares

Cat.TV/ �
�

//

Cat.�V/

��

AlgCat.TV/
.�/^

//

AlgCat.�V/

��

Cat.TV/

Cat.�V/

��

Cat.V/ �
�

// AlgCat.V/
.�/^

// Cat.V/

in which the vertical functors are all Cartesian and co-Cartesian fibrations.

Proof Recall from Lemma 2.11 that the monoidal functor �V W TV ! V has a (strong) monoidal
fully faithful left adjoint cst W V! TV taking constant diagrams, and that cst is also a monoidal fully
faithful right adjoint to �V. Considering �V as a right adjoint functor, Remark 5.8 then implies that
AlgCat.�V/ WAlgCat.TV/!AlgCat.V/ preserves and detects completeness, so that the left square commutes
and is Cartesian. On the other hand, considering �V as a monoidal left adjoint, we find that the right
square commutes: taking right adjoints, this comes down to cst W AlgCat.V/! AlgCat.TV/ preserving
complete objects.

Next, the two monoidal adjunctions .cst; �V/ and .�V; cst/ induce adjunctions

AlgCat.V/
� � AlgCat.cst/

//
AlgCat.TV/; AlgCat.TV/

AlgCat.�V/

?
oo

AlgCat.�V/
//
AlgCat.V/? _

AlgCat.cst/

?
oo

in which AlgCat.cst/ is fully faithful. This implies that AlgCat.�V/ preserves limits and colimits and
by [5, Lemma 2.6.1], it is both a Cartesian and co-Cartesian fibration. Since the left square was a
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pullback, this implies that Cat.�V/ is a Cartesian and co-Cartesian fibration as well and that the inclusion
Cat.TV/ ,! AlgCat.TV/ preserves Cartesian and co-Cartesian arrows.

It remains to verify that the right square is Cartesian. To see this, we claim that the following conditions
are equivalent for a map ˛ WC!D in AlgCat.TV/:

(a) ˛ is a DK-equivalence.

(b) ˛ is an AlgCat.�V/-co-Cartesian lift of a DK-equivalence in AlgCat.V/.

(c) ˛ is an AlgCat.�V/-Cartesian lift of a DK-equivalence in AlgCat.V/.

Assuming this, it follows that AlgCat.�V/ classifies a diagram AlgCat.V/ ! CatL sending each DK-
equivalence to an adjoint equivalence: over a fixed DK-equivalence in AlgCat.V/, the AlgCat.�V/-Cartesian
and AlgCat.�V/-co-Cartesian arrows coincide, so that the proof of [23, Proposition 5.2.2.8] shows that
the unit and counit of the induced adjunction are equivalences. Since the DK-equivalences in AlgCat.TV/

are precisely the AlgCat.�V/-(co)Cartesian lifts of DK-equivalences in AlgCat.V/, it then follows from
[21, Proposition 2.1.4] that the right square is a Cartesian square.

To see the claim, let us write ˛0 W C0! D0 for the image of ˛ in AlgCat.V/ and let ˛00 W C
0
0! D00 be

the image of ˛0 under AlgCat.cst/. The unit and the counit of the adjoint pairs above then determine a
commuting diagram in AlgCat.TV/:

C00
˛00
��

�
// C

�
//

˛
��

C00
˛00
��

D00
�
// D

�
// D00

Since AlgCat.cst/ and AlgCat.�V/ both preserve DK-equivalences (having right adjoints preserving com-
plete objects), ˛00 is a DK-equivalence in AlgCat.TV/ if and only if ˛0 is a DK-equivalence in AlgCat.V/.
Furthermore, the left square is a pushout if and only if ˛ is AlgCat.�V/-co-Cartesian and the right square
is a pullback if and only if ˛ is AlgCat.�V/-Cartesian, by [5, Lemma 2.6.1] and its opposite.

Using this, (b) implies (a) because DK-equivalences are stable under pushout. Conversely, if ˛ is a
DK-equivalence, then ˛00 is a DK-equivalence as well. Consequently, D00qC00

C! D is both a DK-
equivalence and an equivalence on spaces of objects (since its image in AlgCat.V/ is an equivalence), and
hence an equivalence.

Dually, (c) is equivalent to ˛00 being a DK-equivalence and the right square being a pullback. Since fully
faithful maps are stable under pullback, this implies that ˛ is fully faithful. Since essential surjectivity is
detected on the underlying space-valued categorical algebra, which in turn is determined by the underlying
V-enriched categorical algebra, we find that ˛ is essentially surjective as well. Conversely, if ˛ is a
DK-equivalence, then ˛00 is a DK-equivalence as well. Consequently, the map C!C00 �D00

D is fully
faithful and an equivalence on spaces of objects, and is hence an equivalence.
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Lemma 6.7 Let V be a presentable SM1-category and let TV be its tangent bundle with the square zero
monoidal structure. Then there is a natural SM equivalence

AlgCat.TV/' T AlgCat.V /�TS S

between AlgCat.TV/ and the full subcategory of excisive functors C� W Sfin
� !AlgCat.V/ which are constant

at the level of objects.

Proof Recall the equivalence

AlgCat.Fun.Sfin
� ;V//' Fun.Sfin

� ;AlgCat.V//�Fun.Sfin
� ;S/

S

from Proposition 5.6. By Lemma 5.22, this restricts to an equivalence on full subcategories of excisive
functors.

Lemma 6.8 Let V be a presentable monoidal1-category. Then there exists a natural relative adjunction

AlgCat.TV/
� � '

//

AlgCat.�V/ ((

T AlgCat.V/

�vv

 

?
oo

AlgCat.V/

Proof Using Lemma 6.7, we define ' as the projection onto the first factor

(6-3)

AlgCat.TV/' T AlgCat.V/�TS S
'
//

AlgCat.�V/

��

T AlgCat.V /

�

��

AlgCat.V/' AlgCat.V/�S S
�

// AlgCat.V/

Here the square commutes by naturality of the equivalence from Proposition 5.6 with respect to restriction
along f�g ,! Sfin

� . Note that ' is the base change along the Cartesian fibration T AlgCat.V/! TS of
the fully faithful functor cst W S! TS that is left adjoint to the tangent projection. The opposite of [23,
Corollary 5.2.7.11] then implies that ' is fully faithful and admits a right adjoint  . This right adjoint
can be described as follows: given C� W Sfin

� ! AlgCat.V/,  .C�/ W S
fin
� ! AlgCat.V/ sends each space

T to the full subcategorical algebra of CT obtained by restricting the objects along the canonical map
Ob.C�/! Ob.CT /. In other words, the counit map  .CT /! CT is a Cartesian lift of the map of
spaces Ob.C�/! Ob.CT /. It follows from this description that  commutes with evaluation at � as
well, so that � and  form a relative adjunction.

Proof of Theorem 6.4 To define the functor L, consider the composition

T..�/^/ ı' W AlgCat.TV/ ,! T AlgCat.V/! T Cat.V/:

Here ' is the functor from Lemma 6.8 and the last square arises from the adjoint pair

.�/^ W AlgCat.V/
�!
?
 �

Cat.V/ W�
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by taking tangent bundles. Note that ' sends DK-equivalences in AlgCat.TV/ to Sfin
� -diagrams of DK-

equivalences in AlgCat.V/, which in turn are sent to equivalences by T..�/^/. Consequently, the above
composite induces a functor L W Cat.TV/! T Cat.V/ from the localization at the DK-equivalences.

Since .�/^ W AlgCat.TV/! Cat.TV/ is a monoidal localization, L inherits a natural SM structure from
the composite T..�/^/ ı ' W AlgCat.TV/. Here T..�/^/ inherits its SM structure from .�/^, and '
corresponds under the SM equivalence of Proposition 5.6 to the projection (6-3), which is an SM functor.

To show that L is an equivalence, observe that (since .�/^ W AlgCat.TV/! Cat.TV/ has a section), L
coincides with the top horizontal composite

(6-4)
Cat.TV/ �

�
//

��

AlgCat.TV/
� � '

//

��

T AlgCat.V/

��

T..�/^/
// T Cat.V/

��

Cat.V/ �
�

// AlgCat.V/ AlgCat.V/
.�/^

// Cat.V/

Here all vertical functors are co-Cartesian fibrations, where we use Proposition 6.6 for the left two. The
first two horizontal functors preserve co-Cartesian arrows by Proposition 6.6 and by Lemma 6.8 and [26,
Proposition 7.3.2.6]. The last functor T..�/^/ preserves co-Cartesian arrows for formal reasons: for any
adjoint pair F W C �!?

 �
D WG, the induced adjoint pair TF W TC �!?

 �
TD WTG covering F and G has left

adjoint TF preserving co-Cartesian arrows and right adjoint TG preserving Cartesian arrows.

Having proven that L is a map between co-Cartesian fibrations preserving co-Cartesian arrows, it suffices
to verify that L induces an equivalence on fibers. Let us therefore fix a V-enriched category C 2 Cat.V/
and let us write X D Ob.C/ for its space of objects. Since the left square in (6-4) was Cartesian, it
suffices to verify that ' and completion induce an equivalence AlgCat.TV/�AlgCat.V/

fCg ! TC Cat.V/.
This follows essentially from [13, Section 3.1].

Indeed, note that the equivalence from Lemma 6.7 induces an equivalence on fibers

AlgCat.TV/�AlgCat.V/
fCg ' TC AlgCat.V/�TXS fXg:

Recall that under the equivalence of Lemma 6.7, the functor ' was simply given by projection onto the
first factor. It will therefore suffice to verify that the composite

(6-5) TC AlgCat.V/�TXS fXg
'D�1

//
TC AlgCat.V/

 
oo

TC..�/
^/
//
TC Cat.V/

TC.�/

oo

is an equivalence. As indicated, this composite admits a right adjoint:  is the right adjoint from
Lemma 6.8, restricting the space of objects to X , and T.�/ is induced by the canonical inclusion

� W Cat.V/! AlgCat.V/:

Now note that the above diagram arises upon stabilization from the following diagram of adjunctions
between1-categories of retractive objects over C:

F W AlgCat.V/C==C �SX==X
fXg

�1
// AlgCat.V/C==C

 0
oo

.�/^
// Cat.V/C==C WG:

�
oo
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Here the right adjoint  0 exists by (the opposite of) [23, Corollary 5.2.7.11]. Explicitly, it takes the full
subcategorical algebra with objects X , ie the counit map  0.D/! D is a Cartesian lift of the map of
spaces X D Ob.C/! Ob.D/ (see Definition 5.7). Upon stabilization, this induces the right adjoint pair
in (6-5) by definition. For the left adjoint pair, note that AlgCat.V/C==C �SX==X

fXg is a fiber product
of pointed1-categories along left exact functors, and that stabilization preserves such fiber products.
Consequently, the projection onto the first factor induces the functor �, and since stabilization sends
an adjoint pair of left exact functors to an adjunction between stable1-categories, its right adjoint  0

induces the functor  at the stable level.

We now follow the same proof as [13, Proposition 3.1.9]: applying (the1-categorical analogue of) [15,
Corollary 2.39], it suffices to verify that the unit and counit of .F;G/ become equivalences upon taking
loop spaces. For the unit map, let C!D!C be a retract diagram of categorical algebras with spaces
of objects X . Then D ! GF.D/ is the natural map obtained by decomposing D ! D^ (essentially
uniquely) into a map that is the identity on objects, followed by a fully faithful map. Since D!D^ is
itself fully faithful, the unit is itself already an equivalence.

For the counit, let C ! D! C be a retract diagram of V-enriched categories. Then the counit map
�D W FG.D/D  

0.D/^!D is the natural map from the completion of the full subcategorical algebra
 0.D/!D with objects X . Since  0.D/!D is fully faithful, �D is fully faithful as well. Consequently,
the base change FG.D/�D C! C is fully faithful as well. This map has a canonical section (since
we are working in Cat.V/C==C) and is hence also essentially surjective. Since all categorical algebras
involved were complete, it follows that FG.D/�D C 'C is the zero object in Cat.V/C==C . Using this,
the looping of the counit map �=C.�D/ WC �FG.D/C!C �D C can be identified with

C �FG.D/C!C �FG.D/ FG.D/�D C;

which is the base change of an equivalence. It follows that the counit is an equivalence upon taking loop
space objects, so that (6-5) is indeed an equivalence.

Proposition 6.9 Let V be presentable monoidal1-category and suppose that TV carries a monoidal
t-orientation. Then the full subcategories AlgCat.T

�0V/ and AlgCat.T
�0V/ define a t-orientation on the

stable Cartesian fibration AlgCat.TV/! AlgCat.V/.

Proof Theorem 6.4 and Proposition 6.6 imply that AlgCat.TV/!AlgCat.V/ is a stable Cartesian fibration,
being the base change of such. For a fixed space of objects, the restrictions

(6-6) AlgCat.T
�0V/�S fXg ' AlgOX

.T�0V/; AlgCat.T
�0V/�S fXg ' AlgOX

.T�0V/

coincide with the t-orientation on OX -algebras from Proposition 2.25. In particular, this implies that
AlgCat.T

�0V/ and AlgCat.T
�0V/ restrict to a t -structure on the fiber over a fixed categorical algebra C.

For condition (1) of Definition 2.20, let f WC!D be a map in AlgCat.V/, E 2 AlgCat.T
�0V/ an object

living over D and f �E!E the Cartesian lift of f . To see that f �E 2AlgCat.T
�0V/, factor f as a map

Algebraic & Geometric Topology, Volume 25 (2025)



782 Yonatan Harpaz, Joost Nuiten and Matan Prasma

g WC!D0 which is the identity on objects, followed by a fully faithful map h WD0!D. Then h�.E/!E

is fully faithful; in particular, if all mapping objects of E are contained in T�0V, the same holds for h�.E/.
The map f �.E/! h�.E/ is then a Cartesian arrow in AlgOOb.C/

.TV/, so that Proposition 2.25 implies
that f �.E/ 2 AlgCat.T

�0V/.

Corollary 6.10 Let V be a differentiable presentable SM1-category such that 1V is compact and suppose
that TV carries a monoidal t -orientation. Under the equivalence T Cat.V/' Cat.TV/ from Theorem 6.4,
the full subcategories

T�0 Cat.V/' Cat.T�0V/; T�0 Cat.V/' Cat.T�0V/

then determine a monoidal t-orientation of the tangent bundle T Cat.V/, with heart T~ Cat.V/ '
Cat.T~V/.

Proof Using the left pullback square from Proposition 6.6, this is simply the base change of the t-
orientation from Proposition 6.9. It is a monoidal t-structure because Cat.�/ preserves symmetric
monoidal functors and fully faithful functors, so that T�0 Cat.V/ ' Cat.T�0V/ � T Cat.V/ is closed
under the tensor product.

Remark 6.11 In the setting of Corollary 6.10, let C be V-enriched category together with a �0-surjection
of spaces X ! Ob.C/. Let CX ,! C be the induced fully faithful functor, which realizes C as the
completion of CX . Theorem 6.4 and Proposition 6.6 then provide equivalences of stable1-categories

TC Cat.V/' AlgCat.TV/�AlgCat.V/
fCXg ' AlgOX

.TV/�AlgOX
.V/ fCXg:

In the presence of a t-orientation, the proof of Proposition 6.9 (see (6-6)) shows that this identifies
T~C Cat.V/ with the fiber AlgOX

.T~V/�AlgOX
.V/ fCXg.

6.2 Local systems of abelian groups on .1; n/-categories

Applying Corollary 6.10 inductively, starting with the t -structure on parametrized spectra of Example 2.24,
we obtain:

Corollary 6.12 Let C be an .1; n/-category. Then the tangent 1-category TC Cat.1;n/ carries a t-
structure , in which an object E is (co)connective if and only if for any two objects x; y 2 C, the functor

Map.�/.x; y/ W TC Cat.1;n/! TMapC.x;y/ Cat.1;n�1/

sends E to a (co)connective object.

Applying this inductively, one finds the following inductive description of the heart of the t-orientation
on T Cat.1;n/:
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Definition 6.13 (see [24, Definition 3.5.10]) The1-category of local systems of abelian groups on
.1; 0/-categories is defined to be the domain of the Cartesian fibration

Loc.1;0/! S

classified by the functor Sop!Cat1 sending a spaceX to the category of local systems Fun.…1.X/;Ab/.
This carries a symmetric monoidal structure given by the Cartesian product. For n � 1, we define the
symmetric monoidal1-category of local systems of abelian groups on .1; n/-categories to be the domain
of the Cartesian fibration

Loc.1;n/ D Cat.Loc.1;n�1//! Cat.Cat.1;n�1//D Cat.1;n/ :

Note that Loc.1;n/ inherits a symmetric monoidal structure from Loc.1;n�1/, such that the projection to
Cat.1;n/ is symmetric monoidal.

For each C, let us denote the fiber of Loc.1;n/ over C by Loc.1;n/.C/ and refer to it as the abelian
category of local systems on C. Note that Loc.1;n/.C/ is indeed an (ordinary) abelian category by the
following immediate consequence of Corollary 6.10:

Corollary 6.14 There are equivalences of1-categories over Cat.1;n/

Loc.1;n/ ' Cat.Loc.1;n�1//' Cat.T~ Cat.1;n�1//' T~ Cat.1;n/ :

Given an .1; n/-category C, Remark 6.11 now implies that a local system A on C is given by the datum
of map of1-operads

Loc˝
.1;n�1/

��

OX //

A
55

OOb.C/
C
// Cat˝

.1;n�1/

for any choice of �0-surjection of spaces X ! Ob.C/.

Remark 6.15 For the canonical choice X DOb.C/, the datum of a local system A on an .1; n/-category
C can therefore be described informally as follows:

(0) For each x; y 2 C, a local system Ax;y over the .1; n�1/-category of maps C.x; y/.

(i) a map of local systems for each triple x; y; z 2 C and a map of abelian groups for each x 2 C

mx;y;z W p
�
1Ay;z �p

�
0Ax;y! c�Ax;z; ux W Z! e�Ax;x :

Here c W C.y; z/�C.x; y/! C.x; z/ is the composition,

p0 W C.y; z/�C.x; y/! C.y; z/ and p1 W C.y; z/�C.x; y/! C.x; y/

are the projections and e W � ! C.x; x/ is the unit.
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(ii) An associativity condition for each quadruple w; x; y; z 2 C and left and right unitality conditions
for each tuple x; y 2 C, given by the commutativity of the diagrams

p�2Az;w �p
�
1Ay;z �p

�
0Ax;y

mx;z;wı.id�mx;y;z/

uu

mx;y;wı.my;z;w�id/

))

.c ı .id�c//�Ax;w
˛�

Š
// .c ı .c � id//�Ax;w

where ˛� arises from the associator ˛ of C by naturality of base change, and

Ax;y

my;y;xı.uy�id/

''

mx;x;yı.id�ux/

ww

.c ı .id�e//�Ax;y
��

Š
// Ax;y .c ı .e� id//�Ax;y

��

Š
oo

where the bottom maps arise from the left and right unit equivalences � and �.

There are no higher coherences because the local systems over each C.x; y/ form an ordinary 1-category.
Definition 6.13 therefore gives a precise formulation of the (informal) definition of local systems on
.1; n/-categories appearing in [24, Definition 3.5.10].

Remark 6.16 Taking X ! Ob.C/ to be a �0-surjection from a set, the datum of a local system over C
can also be identified with a section of the map of operads LC;X WD Loc˝

.1;n�1/
�Cat˝

.1;n�1/
OX ! OX .

Now note that Loc˝
.1;n�1/

! Cat˝
.1;n�1/

induces maps on mapping spaces with discrete fibers. Since
X is a set, both OX and LC;X are therefore ordinary operads and a section OX ! LC;X is given by
choosing images of objects and multimorphisms satisfying a certain associativity condition, but no higher
coherences. In this situation, the informal description of a local system from Remark 6.15, for objects
taken in the set X , is exactly the data of a local system on C.

The inductive construction of the Postnikov structure in Theorem 6.3 shows that all parametrized spectra
appearing in it are contained in the heart of the t-structure on T Cat.1;n/. We therefore obtain the
following result (which appears without proof as [24, Claim 3.5.18]):

Corollary 6.17 For every .1; n/-category C, the parametrized spectrum H�a.C/ of Theorem 6.3 is the
Eilenberg–MacLane spectrum associated to

�a.C/ 2 Loc.1;n/.C/D T~ho.nC1;n/.C/
Cat.1;n/ :

In terms of Remark 6.15, it is the Eilenberg–MacLane spectrum of the local system of abelian groups on
ho.nC1;n/ C given inductively by �a.C/x;y D �a MapC.x; y/, for any x; y 2 C.
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Appendix Symmetric monoidal structure on categorical algebras

In this appendix, we provide the proofs of Lemma 5.4 and Propositions 5.3 and 5.6 about the symmetric
monoidal structure on CatAlg.V/. The key ingredient of these proofs will be Construction A.3: given an
1-category C with finite products, this produces a diagram F‰ WD! SMCatlax

=C�
of SM1-categories

over C� from the data of a (suitable) diagram ‰ W Cop �D! SMCatlax
1 . Let us start with a preliminary

observation:

Definition A.1 For an1-category D, let us write

co-Cart.D/lax
� Cat1=D; Cart.D/opl

� Cat1=D

for the full subcategories spanned by the co-Cartesian and Cartesian fibrations, respectively. Furthermore,
let us denote by Fun.D;SMCatlax

1 /
strong ,! Fun.D;SMCatlax

1 / the wide subcategory whose morphisms
� W F !G are natural transformations such that for each d 2D, the map �d W F.d/!G.d/ is a strong
(as opposed to lax) SM functor.

Lemma A.2 For any1-category D, there is a natural (wide) subcategory inclusion

Fun.D;SMCatlax/strong ,! CAlg.Cart.Dop/opl/;

where we take commutative algebras with respect to the fiber product over D.

Proof We use unstraightening to identify both categories with (nonfull) subcategories of Cat1=Dop�Fin�

and then show that one is naturally included in the other. First, note that Fun.D;SMCatlax/strong is a
subcategory of Fun.D;Cat1=Fin�/. By [19, Corollary 2.3.4], unstraightening to a Cartesian fibration
over D then provides an equivalence between Fun.D;SMCatlax/strong and the following subcategory of
Cat1=Dop�Fin� :

(1) Objects are maps p D .p1; p2/ W E ! Dop � Fin� such that p1 is a Cartesian fibration, p2 is a
co-Cartesian fibration, p1 sends p2-co-Cartesian arrows to equivalences and p2 sends p1-Cartesian
arrows to equivalences. Furthermore, for each d 2D, the fiber Ed ! Fin� is an SM1-category and for
each ˛ W d ! d 0 in D, the change of fiber functor ˛� W Ed 0 ! Ed preserves p2-co-Cartesian lifts of inert
morphisms in Fin�.

(2) Morphisms are commuting triangles

(A-1)
E

f
//

.p1;p2/Dp %%

E0

qD.q1;q2/xx

Dop �Fin�

such that f sends all p1-Cartesian arrows to q1-Cartesian arrows and all p2-co-Cartesian arrows to
q2-co-Cartesian arrows.
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Similarly, we can view CAlg.Cart.Dop/opl/ as a subcategory of Fun.Fin�;Cat1=Dop/. By [19, Corol-
lary 2.3.4], unstraightening to a co-Cartesian fibration over Fin� then provides an equivalence between
CAlg.Cart.Dop/opl/ and the following subcategory of Cat1=Dop�Fin� :

(10) Objects are maps p D .p1; p2/ W E! Dop � Fin� such that p1 is a Cartesian fibration, p2 is a
co-Cartesian fibration, p1 sends p2-co-Cartesian arrows to equivalences and p2 sends p1-Cartesian
arrows to equivalences. Furthermore, for each hni in Fin�, the Segal maps induce an equivalence
Ehni ' Eh1i �Dop � � � �Dop Eh1i of Cartesian fibrations over Dop.

(20) Morphisms are commuting triangles (A-1) such that f sends all p2-co-Cartesian arrows to q2-co-
Cartesian arrows.

Notice that conditions (1) and (10) are equivalent. Indeed, consider the Segal map

g W Ehni ' Eh1i �Dop � � � �Dop Eh1i

between categories over Dop. Then g preserves Cartesian arrows over Dop if and only if for each ˛ Wd!d 0

in D, the change of fiber functor ˛� W Ed 0 ! Ed preserves co-Cartesian lifts of inert morphisms in Fin�.
When this is the case, the Segal map is an equivalence if and only if it induces an equivalence between
the fibers over each d 2Dop, ie if and only if each Ed is an SM1-category. We therefore obtain two
subcategories with the same objects, while on morphisms the condition (2) is clearly stronger than (20).
This yields the desired wide subcategory inclusion.

Construction A.3 Let C be an1-category with finite products, D an1-category and consider a functor
‰ W Cop �D! SMCatlax that sends each arrow in Cop to a strong SM functor. We will construct from ‰

a natural functor F‰ WD! SMCatlax
=C�

, where F‰.d/! C� is an SM functor whose underlying functor
is the Cartesian fibration classified by ‰.�; d / W Cop! Cat1.

To do this, note that by adjunction and Lemma A.2, we obtain a natural functor

‰ W Cop
! Fun.D;SMCatlax

1 /
strong

! CAlg.Cart.Dop/opl/:

By [26, Theorem 2.4.3.18], this defines a map of1-operads

.Cop/q! Cart.Dop/opl;�
' co-Cart.D/lax;�

from the co-Cartesian1-operad .Cop/q to the Cartesian operad co-Cart.D/lax;�. Here the equivalence
of Cartesian operads arises from the equivalence sending a Cartesian fibration E!Dop to the opposite
co-Cartesian fibration Eop!D.

Since the target of the above map is a Cartesian1-operad, this is uniquely determined by an .Cop/q-
monoid object .Cop/q! co-Cart.D/lax. The unstraightening of this functor determines a functor

(A-2) p D .p1; p2/ W X
ı;˝
‰ ! .Cop/q �D

with the following properties:
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(1) p1 WX
ı;˝
‰ ! .Cop/q is a co-Cartesian fibration and p2 sends p1-co-Cartesian arrows to equivalences.

(2) For each hni 2 Fin�, the n inert maps �i W hni ! h1i induce an equivalence

X
ı;˝
‰;hni

! X
ı;˝
‰;h1i
�D � � � �DX

ı;˝
‰;h1i

:

(3) For each hni 2 Fin�, the map between fibers over hni

p W X
ı;˝
‰;hni

! .Cop/q
hni �D' .C

op/�n �D

is a co-Cartesian fibration, classified by the functor sending .c1; : : : ; cn; d / to‰.c1; d /op�� � ��‰.cn; d /
op.

Here (2) is equivalent to .Cop/q! co-Cart.D/lax being a monoid object, after which (3) is equivalent
to the fact that the underlying functor Cop ! co-Cart.D/lax corresponds to ‰ W Cop �D! Cat under
unstraightening over D.

In particular, these conditions imply that for each d 2D, the map between fibers p1 W p�12 .d/! .Cop/q

is a co-Cartesian fibration of 1-operads and that each map d ! d 0 induces a map of 1-operads
p�12 .d/! p�12 .d 0/ over .Cop/q. Unraveling the definitions, the co-Cartesian fibration

p1 W p
�1
2 .d/! .Cop/q

arises as the co-Cartesian unstraightening of the functor

Cop
! Cat; c 7!‰.c; d/op;

with lax monoidal structure maps given by

(A-3) ‰.c; d/op
�‰.c0; d /op

!‰.c � c0; d /op
�‰.c � c0; d /op

!‰.c � c0; d /op:

Here the first map restricts along the maps c  c � c0 ! c0 and the second map uses the SM struc-
ture on ‰.c � c0; d /op. Similarly, unwinding the construction shows that the co-Cartesian fibration
p�11 .c1; : : : ; cn/!D is classified by the functor sending d to ‰.c1; d /op � � � � �‰.cn; d /

op.

Postcomposing with the map .Cop/q! Fin�, one can view (A-2) as a map of co-Cartesian fibrations
over Fin�. Let us take the induced map of fiberwise opposite co-Cartesian fibrations, ie the co-Cartesian
fibrations classifying the Fin�-diagram of opposite1-categories [3]. This yields a diagram of the form

X˝‰

r ##

qD.q1;q2/
// C� �Dop

xx

Fin�
where C�! Fin� is the Cartesian operad associated to the1-category with products C (which is the
fiberwise opposite of .Cop/q; see [26, Variant 2.4.3.12]). Here the map q has the following properties
(which correspond to the properties of p under taking fiberwise opposites over Fin�):

(1) q is a map of co-Cartesian fibrations over Fin� preserving co-Cartesian arrows.
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(2) For each hni 2 Fin�, the n inert maps �i W hni ! h1i induce an equivalence

X˝
‰;hni

! X˝
‰;h1i
�D � � � �DX

ı;˝
‰;h1i

:

(3) For each hni in Fin�, the map on fibers X˝
‰;hni

! C�
hni
�Dop ' C�n �Dop is a Cartesian fibration

classified by the functor sending .c1; : : : ; cn; d / 7!‰.c1; d /� � � � �‰.cn; d /.

In particular, the map .r; q2/ W X˝‰ ! Fin� �Dop has the property that (1) r is a co-Cartesian fibration
and that q2 sends r-co-Cartesian arrows to equivalences in Dop and (2) for each hni 2 Fin�, the map
q2 WX

˝

‰;hni
!Dop is a Cartesian fibration. It follows from [19, Proposition 2.3.3] that q2 WX˝‰!Dop is a

Cartesian fibration and that q is a map of Cartesian fibrations over Dop (preserving Cartesian arrows). We
can therefore apply straightening over D, and the above three conditions then imply that the straightening
determines the desired functor F‰ WD! SMCatlax

=C�
.

Proof of Proposition 5.3 Recall that there is a functor Opop
1 �Op1 ! Op1 sending .O;P/ to the

1-operad of algebras AlgO.P/
˝. This takes values in SMCatlax

1 if P is an SM1-category [26, Exam-
ple 3.2.4.4], in which case restriction along O!O0 determines an SM functor AlgO0.P/!AlgO.P/. We
can thus apply Construction A.3 to the functor Sop �SMCatlax

1 ! SMCatlax
1 sending X 7! AlgOX

.V/.

Proof of Lemma 5.4 Unraveling Construction A.3, the structure of the SM functor AlgCat.V/! S

arises as the straightening over Fin� of the map q1 W Alg˝Cat.V/ D q
�1
2 .V/! S�. By construction, the

straightening of q1 is the pointwise opposite of the straightening of p1 W p�12 .V/! .Sop/q over Fin�
by taking fiberwise opposites over Fin�. Consequently, the tensor product on AlgCat.V/ is arises as the
unstraightening of the opposite of the natural transformation (A-3), as desired.

Proof of Proposition 5.6 Construction A.3 has the following general property: for any f WD0!D and
‰ W Cop �D! SMCatlax, the functor F‰ı.id�f / WD0! SMCatlax

=C�
is naturally equivalent to the functor

F ıf . Consequently, the left-bottom composite in Proposition 5.6 arises by applying Construction A.3
to the functor ‰I W S

op �SMCatlax
! SMCatlax sending .X;V/ to AlgOX

.Fun.I;V//˝.

Now notice that ‰I is equivalent to the functor sending .X;V/ to Fun.I;AlgOX
.V// with the levelwise

tensor product (by adjunction to the Boardman–Vogt tensor product, see Remark 2.7). The result will
therefore follow from the following general claim about Construction A.3: for any‰ WCop�D!SMCatlax

and any1-category I, applying Construction A.3 to the functor ‰I.c; d/D Fun.I; ‰.c; d// results in
the composite functor

(A-4) F‰I
WD

F‰
��! SMCatlax

1=C�
Fun.I;�/�Fun.I;C�/C

�

��������������! SMCatlax
1=C� :

To see this, recall the inclusion Fun.D;SMCatlax/ ,! CAlg.Cart.Dop/opl/ from Lemma A.2, which was
given by unstraightening over D. Under this inclusion, applying Fun.I; �/ pointwise corresponds to
sending a Cartesian fibration Eop ! Dop to the Cartesian fibration Fun.I;Eop/�Fun.I;Dop/D

op ! Dop.
This implies that the monoid object determined by ‰I is given by the composite

.Cop/q! co-Cart.D/lax
! co-Cart.D/lax;
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where the first functor is the monoid object associated to ‰ and the second functor sends a co-Cartesian
fibration E!D to Fun.Iop;E/�Fun.Iop;D/D!D (note that we took opposite categories to pass from
Cartesian to co-Cartesian fibrations). Next, applying the same reasoning to the unstraightening over
.Cop/q, we obtain that

X
ı;˝
‰I
' Fun.Iop;X

ı;˝
‰ /�Fun.Iop;.Cop/q�D/ .C

op/q �D:

Taking fiberwise opposite co-Cartesian fibrations over Fin�, one then obtains an equivalence of Cartesian
fibrations over Dop

X˝‰I
' Fun.I;X˝‰/�Fun.I;C��Dop/ C

�
�Dop:

Under straightening over Dop, this equivalence provides the desired identification of F‰I
as in (A-4).
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Circular-orderability of 3-manifold groups

IDRISSA BA
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We initiate the study of circular-orderability of 3-manifold groups, motivated by the L-space conjecture.
We show that a compact, connected, P2-irreducible 3-manifold has a circularly orderable fundamental
group if and only if there exists a finite cyclic cover with left-orderable fundamental group, which
naturally leads to a “circular-orderability version” of the L-space conjecture. We also show that the
fundamental groups of almost all graph manifolds are circularly orderable, and contrast the behaviour of
circular-orderability and left-orderability with respect to the operations of Dehn surgery and taking cyclic
branched covers.

03C15, 06F15, 20F60, 57M50, 57M60

1 Introduction

For an irreducible, rational homology 3-sphere M, the L-space conjecture posits a relationship between
the properties of M admitting a coorientable taut foliation, M being not an L-space, and M having a
left-orderable fundamental group (see Conjecture 3.3). While this conjecture is known to hold for some
classes of manifolds, for example graph manifolds, new techniques are needed to tackle more general
classes of manifolds, or, indeed, to tackle the conjecture in full generality.

With this conjecture in mind, several of the most successful techniques developed in recent years to tackle
left-orderability of �1.M/ have shared a common theme: they all begin with an action on the circle, and
use cohomological techniques to pass to an action on the real line. For instance, in studying manifolds
arising from Dehn surgery on a knot K in S3, a common technique is to study one-parameter families of
representations �t W �1.S3 nK/! PSL.2;R/ that are built so as to provide representations that factor
through the quotient groups �1.S3p=q.K// for certain values of p=q 2Q[f1g. Controlling the Euler
classes of these representations allows one to construct lifts z�t W �1.S3p=q.K//!ePSL.2;R/, and these
lifts show that �1.S3p=q.K// is left-orderable since they have left-orderable image; see Boyer, Gordon
and Watson [12], Hakamata and Teragaito [29; 30], Motegi and Teragaito [42], Culler and Dunfield [23]
and Gao [26]. This technique has also been used to study left-orderability of cyclic branched covers of
knots by Hu [34], Tran [51], Turner [52] and Gordon and Lidman [28].

In a similar vein, if one starts with an irreducible rational homology 3-sphere M admitting a co-
orientable taut foliation F, Thurston’s universal circle construction yields a representation �univ W�1.M/!

HomeoC.S1/. With appropriate restrictions on F, one can control the Euler class of �univ and guarantee
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792 Idrissa Ba and Adam Clay

the existence of a lift z�univ W�1.M/!BHomeoC.S1/, again yielding left-orderability of �1.M/ for similar
reasons; see Calegari and Dunfield [16] and Boyer and Hu [13].

Motivated by the utility of actions on the circle by homeomorphisms in addressing the L-space conjecture,
this work is a first step toward directly addressing the question of when the fundamental group of a
3-manifold acts on the circle by homeomorphisms — though we take an algebraic approach to the problem.
Just as the existence of left-ordering of �1.M/ captures whether or not there is an embedding � W�1.M/!

HomeoC.R/, we approach the problem by studying the existence of an orientation cocycle c W �1.M/3!

f˙1; 0g that is compatible with the group operation, called a circular ordering of �1.M/. The existence of
such a map determines whether or not there exists an embedding � W �1.M/! HomeoC.S1/, analogous
to the case of left-orderings. It should be noted that, throughout, we adopt the convention that the trivial
group is left-orderable. We show:

Theorem 1.1 Suppose that M is a compact , connected , P2-irreducible 3-manifold. Then �1.M/ is
circularly orderable if and only if M admits a finite cyclic cover with left-orderable fundamental group.

Our contribution here is not the existence of a finite-index left-orderable subgroup, as this fact already
appears implicitly in [16], but that there is a normal, left-orderable subgroup that yields a finite cyclic group
upon passing to the quotient. This motivates an obvious “circular-orderability” version of the L-space
conjecture (see Conjecture 3.4), which mirrors the usual L-space conjecture up to finite cyclic covers.

This theorem is in fact a special case of a new algebraic result. Associated to every circular ordering c
of G is a cohomology class Œfc� 2H 2.GIZ/, called the Euler class of the circular ordering. We show
that, when a group G admits a circular ordering whose Euler class has order k in H 2.GIZ/, it also
admits a left-orderable normal subgroup N such that G=N Š Z=kZ; see Theorem 2.6.

From here we begin an exploration of exactly which fundamental groups admit circular orderings. We
first tackle the case of Seifert fibred manifolds, providing the details of a claim of Calegari [15]. Note
that circular-orderability of finite groups is well understood (a finite group is circularly orderable if and
only if it is cyclic; see Proposition 2.5), and so we focus on infinite fundamental groups. If G is a group
with circular ordering c, we use rotc.g/ to denote the rotation number of g 2G; see Section 2.

Theorem 1.2 Let M be a compact , connected Seifert fibred space and let h denote the class of a regular
fibre in �1.M/.

(1) If �1.M/ is infinite , then there exists a circular ordering c of �1.M/ such that rotc.h/ D 0; in
particular , �1.M/ is circularly orderable whenever it is infinite.

(2) If �1.M/ is infinite and M is orientable and has nonorientable base orbifold , then every circular
ordering c of �1.M/ satisfies rotc.h/ 2

˚
0; 1
2

	
.

(3) If �1.M/ is left-orderable and M is orientable and has base orbifold S2.˛1; : : : ; ˛n/ with n� 3,
then , for every p 2N>0, there exists a circular ordering c of �1.M/ such that rotc.h/D 1=p.

Algebraic & Geometric Topology, Volume 25 (2025)
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(4) If M is orientable and has no exceptional fibres , then , for every r 2R=Z, there exists a circular
ordering c of �1.M/ such that rotc.h/D r .

This leads naturally to the study of graph manifolds, where we show that an analogous fact holds.

Theorem 1.3 Suppose that W is a graph manifold whose JSJ decomposition has Seifert fibred pieces
M1; : : : ;Mn. Further suppose that , for each 1 � i � n, if @Mi is a single torus boundary component ,
then there is no slope ˛ 2H1.@Mi IZ/=f˙1g such that �1.Mi .˛// is finite. Then , if �1.W / is infinite , it
is circularly orderable.

If W is not a rational homology sphere, then the first Betti number b1.W / is positive, so �1.W / is
left-orderable by Boyer, Rolfsen and Wiest [14, Theorem 3.2]. On the other hand, if W is a rational
homology sphere, then Theorem 1.3 is in fact a special case of a stronger, more technical result; see
Theorem 6.6 and Corollary 6.7. We conjecture that, with appropriate generalizations of the techniques
developed here, one can prove that the fundamental group of a graph manifold is circularly orderable
whenever it is infinite. See Conjecture 6.11 and the preceding discussion for details.

Our approach to this proof is to mirror the technique of “slope detection” developed by Boyer and Clay [9]
for the case of left-orderings of fundamental groups of graph manifolds; in Theorem 4.3 we develop a result
in the case of circular orderings that is analogous to the main tool of Clay, Lidman and Watson [20]. This
tool provides sufficient conditions that a manifold W DM1[�M2 have circularly orderable fundamental
group, by requiring that the gluing map � identify slopes on M1 and M2 whose fillings yield fundamental
groups admitting compatible circular orderings. Using this technique, it turns out that, in many cases, it
is sufficient to study fillings along rational longitudes to conclude that W DM1 [�M2 has circularly
orderable fundamental group; see Proposition 5.6.

We also deal with several notable cases not covered by Theorem 6.6 or Theorem 1.3; for instance, we
also show:

Theorem 1.4 The fundamental group of a compact , connected Sol manifold is circularly orderable.

We close with a discussion of circular-orderability of fundamental groups of hyperbolic 3-manifolds.
There is a well-known example of a hyperbolic 3-manifold whose fundamental group is not circularly
orderable, which is the Weeks manifold; see Calegari and Dunfield [16, Theorem 9]. Therefore, we
cannot expect the fundamental groups of hyperbolic 3-manifolds to be circularly orderable whenever they
are infinite, as in the case of Seifert fibred manifolds.

Two approaches to the question of left-orderability of fundamental groups of hyperbolic 3-manifolds
that have enjoyed success are via cyclic branched covers and via Dehn surgery. In both of these cases,
advancements in Heegaard Floer techniques have provided guidance as to the expected behaviour of
left-orderability with respect to these constructions. Over the course of several examples, including several
infinite families of hyperbolic 3-manifolds having circularly orderable but non-left-orderable fundamental
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groups, we find that none of the behaviour exhibited by left-orderability with respect to these familiar
topological constructions is shared with circular-orderability.

For example, it is suspected that, if the n-fold cyclic branched cover of a knot in S3 has left-orderable
fundamental group, then so does the m-fold cyclic branched cover for all m� n. This does not hold for
circular-orderability; see Propositions 7.1 and 7.2. Similarly, it is conjectured that the double branched
cover of a quasialternating knot always has non-left-orderable fundamental group, but our examples show
that there is no apparent relationship when left-orderability is replaced with circular-orderability: there
exist alternating links (or, more generally, quasialternating links) whose double branched covers have
non-circularly orderable fundamental groups (see Section 7.2), while other alternating (or quasialternating)
links yield double branched covers with circularly orderable fundamental groups. Similar observations
hold for the behaviour of circular-orderability with respect to Dehn surgery on a knot in S3.

We organize this paper as follows: Section 2 contains background and results relating to circular-
orderability and left-orderability of groups in general. In Section 3 we relate these facts to 3-manifold
fundamental groups, discuss the L-space conjecture and prove Theorem 1.1. In Section 4 we introduce
our tools that are analogous to slope detection by left-orderings, and in Section 5 we show how these
results can be applied to fillings along rational longitudes. In Section 6 we study circular-orderability of
the fundamental groups of Seifert fibred manifolds and graph manifolds. Finally, in Section 7 we discuss
circular-orderability of the fundamental groups of manifolds arising as the cyclic branched covers of links,
and manifolds arising from Dehn surgery.

Acknowledgements Ba was supported by a University of Manitoba postdoctoral fellowship. Clay was
supported by NSERC grant RGPIN-2020-05343.

2 Left- and circular-orderability

A strict total order < on a group G is said to be a left-ordering if, for every f; g; h 2 G, if g < h then
fg < f h. A group G is called left-orderable if it admits a left-ordering. Every left-ordering of G
determines a subset P D fg 2G j g > idg called the positive cone of the ordering, it satisfies

(i) P �P � P, and

(ii) P tP�1 DG n fidg.

Conversely any subset P �G satisfying (i) and (ii) determines a left-ordering of G via the prescription

g < h () g�1h 2 P:

A left-circular ordering of a group G is a map c WG3! f˙1; 0g satisfying:

(1) If .g1; g2; g3/ 2G3, then c.g1; g2; g3/D 0 if and only if fg1; g2; g3g are not all distinct.

(2) For all g1; g2; g3; g4 2G, we have

c.g1; g2; g3/� c.g1; g2; g4/C c.g1; g3; g4/� c.g2; g3; g4/D 0:

Algebraic & Geometric Topology, Volume 25 (2025)



Circular-orderability of 3-manifold groups 795

(3) For all g; g1; g2; g3 2G, we have

c.g1; g2; g3/D c.gg1; gg2; gg3/:

If G admits such a map, then G is called left-circularly orderable. When no confusion will arise from
doing so, we will write circular ordering for short and circularly orderable.

Every left-orderable group is circularly orderable, for if < is a left-ordering of G then we may define
c W G3 ! f˙1; 0g by c.g1; g2; g3/ D sign.�/ when fg1; g2; g3g are distinct and c.g1; g2; g3/ D 0

otherwise; here � is the unique permutation such that g�.1/ < g�.2/ < g�.3/. When a circular ordering c
of a left-orderable group G arises in this way, we will say that c is a secret left-ordering.

Every circular ordering c of G is evidently a homogeneous cocycle. However, from each circular
ordering c, we can define an associated inhomogeneous cocycle fc WG2! f0; 1g by

fc.g; h/D

8<:
0 if g D id or hD id;
1 if ghD id and g ¤ id;
1
2
.1� c.id; g; gh// otherwise;

we call Œfc� 2H 2.GIZ/ the Euler class of the circular ordering c.

Construction 2.1 [54] Associated to Œfc� is a central extension zGc of G, which is constructed by
equipping the set Z�G with the operation .a; g/.b; h/D .aCbCfc.g; h/; gh/.1 The central extension zGc
is easily seen to be left-orderable, as one can check that the set P D f.a; g/ j a� 0g n f.0; id/g defines the
positive cone of a left-ordering, which we denote by <c . We call zGc the left-ordered central extension
associated to the circularly ordered group G with ordering c.

Recall that a subset S of a left-ordered group .G;</ is <-cofinal if, for every g 2G, there exist elements
s; t 2 S such that s < g < t . An element g 2G is called <-cofinal (or simply cofinal if the ordering is
understood) whenever the cyclic subgroup hgi is <-cofinal as a set. The central element .1; id/ 2 zGc is
positive and cofinal in the left-ordering <c of zGc and is called the canonical positive, cofinal, central
element of zGc .

Construction 2.2 [54] The above construction is reversible, in a categorical sense made precise in [17];
the basic construction is as follows. Suppose that G is a left-ordered group with ordering <, and there
is a central element z 2G which is positive and <-cofinal. Then the quotient G=hzi inherits a circular
ordering defined as follows. For each ghzi 2G=hzi, define the minimal representative Ng to be the unique
coset representative of ghzi satisfying id� Ng < z. Then define a circular ordering c< on G=hzi by

c<.g1hzi; g2hzi; g3hzi/D sign.�/;

where � is the unique permutation satisfying Ng�.1/ < Ng�.2/ < Ng�.3/.

1This is just an application of the standard construction associating elements of H2.GIZ/, represented by inhomogeneous
2-cocycles, to equivalence classes of central extensions 1! Z! zG!G! 1.
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When G admits a circular ordering c with Œfc�D id 2H 2.GIZ/, then G is left-orderable, because the
left-orderable central extension zGc is isomorphic to G�Z (though the ordering c need not be a secret left-
ordering for this to happen). It happens that c is a secret left-ordering if and only if Œfc�D id2H 2

b
.GIZ/,

where H 2
b
.GIZ/ is the second bounded cohomology group (see [5] for details).

We also recall the notion of rotation number of an orientation-preserving homeomorphism f W S1! S1,
which is connected to a circular ordering and the lift zGc as follows. For an orientation-preserving
homeomorphism f W S1! S1, one may choose a preimage Qf 2BHomeoC.S1/ of f 2 HomeoC.S1/ and
define the rotation number of f to be

lim
n!1

Qf n.0/

n
mod Z:

We can define the rotation number for an element g of a circularly ordered group .G; c/, following [2], in
a similar way. Let z D .1; id/ 2 zGc denote the cofinal, central element of zGc relative to the ordering <c .
Choose an element Qg 2 zGc such that q. Qg/D g, where q W zGc!G is the quotient map. For each n 2 Z,
let an denote the unique integer such that

zan � Qgn < zanC1;

and define
rotc.g/D lim

n!1

an

n
mod Z:

Note that this limit always exists by Fekete’s lemma, as one can check that the sequence fang1nD1 is
superadditive. Is it not difficult, though rather tedious, to show that this notion of rotation number agrees
with the “traditional definition” if one uses the circular ordering c of G to create a dynamical realization
�c WG!HomeoC.S1/ such that the circular ordering c of G agrees with the circular ordering of the orbit
of 0 inherited from the natural circular ordering of S1 (see [19, Sections 2.2 and 2.4]). In particular, this
implies that rotation number is invariant under conjugation, and is a homomorphism from A! S1 when
restricted to any abelian subgroup A�G. Moreover, the induced homomorphism A=ker.rotc/! S1 is
order-preserving with left-ordered kernel; see [27, Propositions 5.3 and 6.17; 21, Section 2].

A fundamental tool in constructing circular orderings on a given group G is the lexicographic construction,
which we use often throughout this work.

Proposition 2.3 Let
1!K!G

q
�!H ! 1

be a short exact sequence of groups.

(1) If K and H are left-orderable , then G is left-orderable.

(2) If K is left-orderable and H admits a circular ordering d , then G admits a circular ordering c
satisfying rotd .q.g//D rotc.g/ for all g 2G, and whose restriction to K is secretly a left-ordering.

Proof Claim (1) is a straightforward exercise and is common in the literature. Claim (2) is less common,
so we outline a lexicographic construction following [15, Lemma 2.2.12] and verify the claimed properties
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of the resulting circular ordering. Suppose K is equipped with the left-ordering <. Define a circular
ordering c WG! f0;˙1g as follows. Given three distinct elements g1; g2; g3 2G:

Case 1 If q.gi / are all distinct, set c.g1; g2; g3/D d.q.g1/; q.g2/; q.g3//.

Case 2 If exactly two of fq.g1/; q.g2/; q.g3/g are equal, we may (by cyclically permuting the arguments
and relabelling if necessary) assume that q.g1/D q.g2/, in which case we declare c.g1; g2; g3/D 1 if
g�11 g2 > id and c.g1; g2; g3/D�1 otherwise.

Case 3 If all of fq.g1/; q.g2/; q.g3/g are equal, then declare c.g1; g2; g3/ D 1 if and only if id <
g�11 g2 < g

�1
1 g3, up to cyclic permutation.

Note that, if g1; g2; g3 2K, then we define c.g1; g2; g3/ by appealing to Case 3, so c.g1; g2; g3/D 1 if
and only if g1 < g2 < g3 up to cyclic permutation. Thus the circular ordering c is a secret left-ordering
upon restriction to K.

That rotd .q.g//D rotc.g/ for all g 2G is proved in [2, Proof of Proposition 4.10].

Left-orderability and circular-orderability are also well behaved with respect to free products:

Proposition 2.4 Let fGigi2I be a family of groups. Then:

(1) [53] The free product
¨
i2I Gi is left-orderable if and only if each group Gi is left-orderable.

Moreover , if <i is a left-ordering of Gi for each i 2 I, then there exists a left-ordering of
¨
i2I Gi

extending the orderings <i .

(2) [3, Theorem 4.2] The free product
¨
i2I Gi is circularly orderable if and only if each group Gi is

circularly orderable. Moreover , if ci is a circular ordering of Gi for each i 2 I, then there exists a
circular ordering of

¨
i2I Gi extending the orderings ci .

Free products with amalgamation are much more finicky, with necessary and sufficient conditions that a
free product with amalgamation be left-orderable (resp. circularly orderable) appearing in [6] (resp. [17]).

Tools to obstruct circular-orderability are somewhat rarer than the tools commonly used to obstruct
left-orderability. One of the basic tools in this regard is the following fact:

Proposition 2.5 A finite group is circularly orderable if and only if it is cyclic.

For a proof from an algebraic point of view, see [18, Proposition 2.8]. A circular ordering c of G may
also give rise to a left-orderable subgroup of G, depending on whether or not the corresponding Euler
class Œfc� 2H 2.GIZ/ has finite order. This allows one to obstruct circular-orderability of a group G
by reducing the problem to obstructing left-orderability of certain finite-index subgroups. Calegari and
Dunfield [16] use a variant of this theorem, for instance, to show that the fundamental group of the Weeks
manifold is not circularly orderable.
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Theorem 2.6 Suppose that c is a circular ordering of G whose Euler class Œfc� 2H 2.GIZ/ has order k.
Then G contains a left-orderable normal subgroup H such that G=H Š Z=kZ.

Proof Consider the cocycle kfc WG2!f0; kg defined by taking k times the inhomogeneous cocycle fc ,
and the corresponding central extension zGkfc

constructed as Z�G with multiplication .a; g/.b; h/D
.aC bC kfc.g; h/; gh/. Define a map � W zGc! zGkfc

by �.a; g/D .ka; g/; one can check that this is
an injective homomorphism. Since we assume Œfc� has order k, we know that Œkfc�D id 2H 2.GIZ/,
and thus there exists a map � WG! Z satisfying �.id/D 0 and kfc.g; h/D �.g/� �.gh/C �.h/ for all
g; h 2G. This map � allows us to define an isomorphism  W zGkfc

!Z�G by  .a; g/D .aC�.g/; g/.

Let H denote the subgroup . ı�/. zGc/\ .f0g �G/ of f0g �G, meaning that

H D f.0; g/ j 9a 2 Z such that kaC �.g/D 0g:

Then H is clearly left-orderable since it is the image under an injective map of a left-orderable group.

Let qk W Z! Z=kZ denote the quotient map. To the equation �.gh/ D �.g/C �.h/� kfc.g; h/ we
apply the homomorphism qk to arrive at .qk ı �/.gh/ D .qk ı �/.g/C .qk ı �/.h/ and conclude that
qk ı � W G ! Z=kZ is a homomorphism. Moreover, g 2 ker.qk ı �/ if and only if �.g/ � 0 mod k,
meaning that .0; g/ 2H. Thus the obvious isomorphism f0g �G ŠG carries H to ker.qk ı �/.

As qk ı� has image in Z=kZ, it remains to argue that qk ı� is surjective. Suppose the order of im.qk ı�/
ism; thenm divides k and k

m
is the largest divisor of k such that �.g/2 k

m
Z for all g 2G. This means that

the function �.g/D m
k
�.g/ satisfies �.g/� �.gh/C �.h/Dmfc.g; h/, meaning that Œfc� 2H 2.GIZ/

has order dividing m. But m� k and the order of Œfc� is k, so this forces mD k, implying that qk ı � is
surjective.

3 Fundamental groups of 3-manifolds and orderability

First, we note that every compact 3-manifold other than S3 admits a decomposition

M ŠM1 #M2 # � � � #Mn

into prime 3-manifolds, and, as such, the fundamental group of a nonprime 3-manifoldM can be expressed
as a free product

�1.M/Š �1.M1/��1.M2/� � � � ��1.Mn/:

In light of Proposition 2.4(2), the question of circular-orderability of fundamental groups of 3-manifolds
reduces to considering the fundamental groups of prime 3-manifolds. In fact, since the only reducible
orientable prime 3-manifold is S1 �S2, whose fundamental group is clearly circularly orderable, in the
case of orientable 3-manifolds it suffices to consider only the fundamental groups of irreducible orientable
3-manifolds. In the case of a nonorientable 3-manifold M, the first Betti number is positive whenever M
is P2-irreducible, so M has circularly orderable fundamental group [14, Theorem 1.1].
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Remark 3.1 On the other hand, if M is P2-reducible, then we do not know whether or not �1.M/ is
circularly orderable in general. Our techniques for producing circular orderings of 3-manifold groups
make frequent use of algebraic properties that depend heavily on the situation at hand. For example,
our main tools use left-orderability of infinite-index subgroups of �1.M/ as in Proposition 3.2, or a
decomposition of �1.M/ as a free product with amalgamation of groups whose circular orderings are well
understood as in Theorem 4.3 (whose proof also uses Proposition 3.2). Neither of these properties hold for
the fundamental groups of P2-reducible manifolds; in particular, their fundamental groups always contain
a subgroup isomorphic to Z=2Z [25, Theorem 8.2], and so any argument that relies on left-orderability
of infinite-index subgroups will fail.

It is well known that left-orderability behaves in a very special way with respect to fundamental groups of
irreducible 3-manifolds. One of the key results in the area is the following, which we present alongside a
generalization to the case of circular-orderability:

Proposition 3.2 LetM be a compact , connected , P2-irreducible 3-manifold , let G be a nontrivial group
and suppose there exists an epimorphism � W �1.M/!G.

(1) If G is left-orderable , then �1.M/ is left-orderable.

(2) If G is infinite and circularly orderable , then �1.M/ is circularly orderable.

Proof The first claim is [14, Theorem 3.2]. For the second, sinceGD�.�1.M// is infinite,KDker.�/ is
an infinite-index normal subgroup of�1.M/. From [14, Proof of Theorem 3.2], the subgroupK is therefore
locally indicable and thus left-orderable, so we can use the short exact sequence 1!K!�1.M/!G!1

to construct a lexicographic circular ordering of �1.M/ as in Proposition 2.3(2).

This implies, for instance, that �1.M/ is left-orderable wheneverM satisfies the hypotheses of Proposition
3.2 andH1.M IZ/ is infinite. The case of interest is therefore whenH1.M IZ/ is finite, where the L-space
conjecture posits a connection between left-orderability of �1.M/, the existence of coorientable taut
foliations in M, and whether or not M is a Heegaard Floer homology L-space (that is, a manifold whose
Heegaard Floer homology is of minimal rank).

Conjecture 3.3 (the L-space conjecture [12; 37]) If M is an irreducible, rational homology 3-sphere
other than S3, then the following are equivalent:2

(1) The fundamental group of M is left-orderable.

(2) The manifold M supports a coorientable taut foliation.

(3) The manifold M is not an L-space.

Surrounding this conjecture, there are many tools and techniques to obstruct left-orderability of fundamen-
tal groups — see [16; 24; 22; 1], to name a few — and many more to prove that fundamental groups are
left-orderable. Our main contribution in this section is to connect circular-orderability to this conjecture

2We require the caveat that M ¤ S3 because, by our definition, the trivial group is left-orderable.
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as in Theorem 1.1 of the introduction, by applying Theorem 2.6 and Proposition 3.2. Recall that a finite
cyclic cover is, by definition, a regular covering space for which the group of deck transformations is a
finite cyclic group.

Proof of Theorem 1.1 If H1.M IZ/ is infinite, then there exists a surjection �1.M/! Z. Therefore
�1.M/ is left-orderable by [14, Theorem 1.1]. It follows that �1.M/ is circularly orderable, and all finite
cyclic covers (including the trivial cover) have left-orderable fundamental group, so there is nothing to
prove in this case.

On the other hand, suppose H1.M IZ/ is finite and �1.M/ is circularly orderable with circular ordering c.
Note that, by a standard Euler characteristic argument (see for example [14, Lemma 3.3]), either M is
closed and orientable, or M has nonempty boundary containing only S2 and P2 components. Since M
is P2-irreducible, the latter case does not occur.

We conclude H1.M IZ/ŠH 2.M IZ/ by Poincaré duality, and then H 2.M IZ/ŠH 2.�1.M/IZ/ since
M is irreducible. Thus Œfc� has finite order; say it has order k. Then, by Theorem 2.6, �1.M/ admits a
normal, left-orderable subgroup H such that �1.M/=H is cyclic. In this case, the cover �M of M with
�1. �M/DH has the desired properties.

To show the converse, suppose that p W �M !M is a finite cyclic cover with left-orderable fundamental
group. Then there is a short exact sequence

1! p�.�1. �M//! �1.M/! Z=kZ! 1

for some k � 1, where the kernel is left-orderable and the quotient (if nontrivial) is circularly orderable.
If the quotient is trivial, this means that �1.M/ itself is left-orderable, and the conclusion follows. If the
quotient is nontrivial, then Proposition 2.3(2) finishes the proof.

Circular-orderability is therefore one possible approach to the L-space conjecture, by first tackling the
conjecture up to finite cyclic covers. That is, we have the following “circular-orderability” version of
Conjecture 3.3:

Conjecture 3.4 (the L-space conjecture, circular-orderability version) If M is an irreducible, rational
homology 3-sphere that is not a lens space, then the following are equivalent:3

(1) The fundamental group of M is circularly orderable.

(2) There exists a finite cyclic cover �M of M that supports a coorientable taut foliation.

(3) There exists a finite cyclic cover �M of M that is not an L-space.

Note that this has conjectural implications beyond what would follow from the “left-orderability” version
of the conjecture. For instance, the following theorem connects certain topological properties directly to
circular-orderability (without passing via left-orderability):

3If we allowM to be a lens space, then the conjecture as stated would not be true, again because the trivial group is left-orderable
by our conventions.
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Theorem 3.5 [16, Theorem 3.1, Corollary 3.9] If M is an orientable , atoroidal 3-manifold containing
a very full tight essential lamination or supporting a pseudo-Anosov flow , then �1.M/ is circularly
orderable.

Conjecture 3.4 therefore predicts that one can obstruct the existence of a pseudo-Anosov flow on a rational
homology 3-sphere M, or the existence of a very full tight essential lamination in M, by showing, for
example, that all finite cyclic covers are L-spaces or that no finite cyclic cover supports a coorientable
taut foliation.

4 Slope detection and 3-manifolds having nontrivial JSJ decomposition

One of the key techniques in the analysis of manifolds admitting a nontrivial JSJ decomposition is that of
slope detection by left-orderings. This idea first appeared in a basic form in [20, Definition 2.6], was
further developed in [9] as a key technique in proving Conjecture 3.3 for graph manifolds [9; 31], and
appears also in [10; 11]. We recall the central technique from [20] in the following theorem:

Theorem 4.1 [20, Theorem 2.7] Suppose that M1 and M2 are 3-manifolds with incompressible torus
boundaries @Mi , and that � W @M1! @M2 is a homeomorphism such that W DM1[�M2 is irreducible.
If there exists a slope ˛ such that both �1.M1.˛// and �1

�
M2.��.˛//

�
are left-orderable , then �1.W / is

left-orderable.

In what follows, we develop a generalization of this technique that applies to circular-orderability and
present applications to various classes of manifolds. To prepare, we recall the following construction.

If .G; c/ and .H; d/ are circularly ordered groups and � WG!H is a homomorphism satisfying

c.g1; g2; g3/D d.�.g1/; �.g2/; �.g3// for all g1; g2; g3 2G;

then we say that � is order-preserving or compatible with the pair .c; d/. Note that in this case � is
necessarily injective. Then we can define z� W zGc ! zHd by z�.n; g/ D .n; �.g//, so that z� is order-
preserving with respect to the left-orderings <c and <d of zGc and zHd , respectively (or compatible with
the pair .<c ; <d /).

Proposition 4.2 Suppose that f.Gi ; ci /gi2I are circularly ordered groups each containing a subgroupHi .
If .D; d/ is a cyclic circularly ordered group and �i WD!Hi is an isomorphism compatible with the pair
.d; ci / for every i , then the free product with amalgamation

¨
i2I Gi .D Š�i

Hi / is circularly orderable.

Proof The homomorphism �i�
�1
j is compatible with the pair .cj ; ci / for all i; j 2 I, and therefore the

mapB�i��1j is also compatible with the pair .<cj ; <ci
/ for all i; j 2 I.

Now suppose that D Š Z, in which case zDd Š Z�Z and the images z�i . zDd / and z�j . zDd / are bounded
neither from above nor below in e.Gi /ci

and e.Gj /cj , respectively, since each image contains the cofinal
central element of the respective extension. We may therefore apply [17, Proposition 5.6] to conclude that
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the group
¨
i2I

e.Gi /ci
. zDd Šz�i

e.Hi /ci
/ is left-orderable, and then apply [17, Theorem 1] to conclude

that
¨
i2I Gi .D Š�i

Hi / is circularly orderable in this case.

Next suppose that D is finite, in which case zDd is infinite cyclic. Then
¨
i2I

e.Gi /ci
. zDd Šz�i

e.Hi /ci
/ is

an amalgamation of left-orderable groups along a cyclic subgroup, which is always left-orderable [6]. As
above, that

¨
i2I Gi .D Š�i

Hi / is circularly orderable then follows from [17, Theorem 1].

In preparation for the next theorem, suppose thatG is a group and let g 2G. We denote by hhgii the normal
closure of g 2G, that is, the smallest (with respect to inclusion) normal subgroup of G containing g.

Theorem 4.3 Let M1 and M2 be two 3-manifolds with incompressible torus boundaries , and let
� W @M1 ! @M2 be a homeomorphism such that M D M1 [� M2 is P2-irreducible. If there exists a
slope ˛ 2H1.@M1IZ/=f˙1g such that �1.M1.˛// and �1

�
M2.��.˛//

�
are infinite circularly orderable

groups , and either

(1) at least one of �1.@M1/� hh˛ii or �1.@M2/� hh��.˛/ii holds , or

(2) �1.M1.˛// and �1
�
M2.��.˛//

�
admit circular orderings c1 and c2, respectively, such that the

induced map

x�� W �1.@M1/=.hh˛ii \�1.@M1//! �1.@M2/=.hh��.˛/ii \�1.@M2//

is an isomorphism between nontrivial groups which is compatible with the pair .c1; c2/,

then �1.M/ is circularly orderable.

Proof Suppose first that there exists a slope ˛ satisfying condition (1) of the theorem; without loss of
generality we assume that �1.@M1/ � hh˛ii. To simplify notation, let Gi D �1.Mi / for i D 1; 2, each
equipped with an inclusion homomorphism fi W Z˚ Z! Gi that identifies the peripheral subgroup
�1.@Mi / with Z˚Z, satisfying �� ıf1 D f2, and let q1 WG1!G1=hh˛ii and q2 WG2!G2=hh��.˛/ii

be the quotient maps.

In this case, there exists a unique map f such that the following diagram commutes:

Z˚Z
f2

//

f1

��

G2

�� 1

��

G1 //

q1 ..

G1 ��� G2

f

&&

G1=hh˛ii

As the image of the map f is an infinite circularly orderable group, that �1.M/ŠG1���G2 is circularly
orderable follows from Proposition 3.2(2).

Suppose there exists a slope ˛ satisfying condition (2) of the theorem. Let x�� denote the map induced
by �, as in the statement of the theorem. There are two possibilities for the subgroup hh˛ii \�1.@M1/ of
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�1.@M1/ Š Z˚ Z: it is isomorphic to either Z or Z˚ nZ for some n > 1. In both cases, x�� is
an isomorphism between cyclic subgroups of G1 and G2 that is compatible with .c1; c2/, and so
G1=hh˛ii �x�� G2=hh��.˛/ii is circularly orderable by Proposition 4.2.

Then, as before, there is a unique map f such that the following diagram commutes:

Z˚Z
f2

//

f1

��

G2

��
q2

��

G1 //

q1
--

G1 ��� G2

f

))

G1=hh˛ii �x�� G2=hh��.˛/ii

Now, since the groups �1.M1.˛// and �1
�
M2.��.˛//

�
are infinite, so is G1=hh˛ii �x�� G2=hh��.˛/ii.

That �1.M/ŠG1 ��� G2 is circularly orderable follows from Proposition 3.2.

Note that this recovers Theorem 4.1 in the case that the quotients are both left-orderable.

Recall that rotc WG! S1 is an order-preserving homomorphism upon restriction to any abelian subgroup,
so long as it is injective. From this observation and Theorem 4.3, we arrive at the following:

Corollary 4.4 Let M1, M2, � W @M1 ! @M2 and M D M1 [� M2 be as in Theorem 4.3, and ˛ 2

H1.@M1IZ/=f˙1g be such that �1.M1.˛// and �1
�
M2.��.˛//

�
are infinite circularly orderable groups.

Let ˇ 2 �1.@M1/ denote a dual class to ˛, and let q1 W �1.M1/ ! �1.M1.˛// and q2 W �1.M2/ !

�1
�
M2.��.˛//

�
denote the quotient maps. If there exist circular orderings c1 and c2 of �1.M1.˛// and

�1
�
M2.��.˛//

�
, respectively, such that

c1.q1.ˇ
j /; q1.ˇ

k/; q1.ˇ
l//D c2

�
q2.��.ˇ

j //; q2.��.ˇ
k//; q2.��.ˇ

l//
�

for all j; k; l 2 Z, then �1.M/ is circularly orderable. In particular , if

rotc1
.q1.ˇ//D rotc2

�
q2.��.ˇ//

�
and rotci

are injective , then �1.M/ is circularly orderable.

Applications of Theorem 4.3 or Corollary 4.4 therefore hinge upon being able to construct circular
orderings of fundamental groups of 3-manifolds where certain elements have prescribed rotation number.

5 Rational longitudes and knot manifolds

Recall that a knot manifold is a compact, connected, irreducible and orientable 3-manifold with boundary
an incompressible torus. In this section we demonstrate a technique for creating circular orderings of
fundamental groups of knot manifolds, where the cyclic subgroup generated by a class dual to the rational
longitude has a prescribed circular ordering.
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Lemma 5.1 Suppose that C is a cyclic group , D is a nontrivial subgroup of C, and c is a circular
ordering of D. Then there exists a circular ordering c0 of C such that

c0.r; s; t/D c.r; s; t/ for all r; s; t 2D:

Proof We first consider the case where C D Z is infinite cyclic and D D kZ. Let c be an arbitrary
circular ordering of kZ and let d denote the standard circular ordering of S1. Consider the rotation
number homomorphism rotc W kZ! S1 corresponding to the circular ordering c. Suppose that rotc.k/D
exp.2�i˛/with ˛2 Œ0; 1�, and define � WZ!S1 by �.1/Dexp.2�i˛=k/. There are two cases to consider.

First, if rotc is injective, then c.r; s; t/ D d.rotc.r/; rotc.s/; rotc.t// for all r; s; t 2 kZ. Note that �
is injective because rotc is injective, so we can define a circular ordering c0 on Z by c0.r; s; t/ D
d.�.r/; �.s/; �.t//, which clearly extends c as required.

On the other hand, suppose that rotc is not injective; say ˛ D p=q with gcd.p; q/ D 1. Then c arises
lexicographically from a short exact sequence

1!H ! kZ
rotc
�! Z=qZ! 1;

where Z=qZ is identified naturally with the qth roots of unity and equipped with the restriction of the
natural circular ordering d of S1. In this case � yields a short exact sequence

1!H ! Z
�
�! Z=qkZ! 1;

where Z=qkZ is again equipped with the natural circular ordering arising from the natural embedding
into S1. Thus, if we use the latter short exact sequence to lexicographically define a circular ordering c0

of Z, using the same left-ordering of H as in the former short exact sequence, then c0 will be an extension
of the given circular ordering c of kZ.

When C is finite, rotc is injective, so we can use the same construction as in the first case above.

The next lemma is a standard result, but it is essential to our arguments and so we include a proof.

Lemma 5.2 Let M be a compact , connected , orientable 3-manifold with a torus boundary, and F be a
field. If i W @M !M denotes the inclusion map , then the image of the map

i1� WH1.@M IF/!H1.M IF/

is of rank one.

Proof Considering the pair .M; @M/, we have the long exact sequence

� � � !H1.@M IF/
i1��!H1.M IF/

p1
��!H1.M; @M IF/

@1
�!H0.@M IF/

i0��!H0.M IF/
@0
�! 0:

Since M is connected, it is also path-connected, and hence H0.M; @M IF/D 0. By exactness, we have
im.i1�/ D ker.p1�/, im.p1�/ D ker.@1/, im.@1/ D ker.i0�/ and im.i0�/ D H0.M IF/. By the rank–nullity
theorem,

dimF .im.i1�//D dimF .H1.M IF//� dimF .H1.M; @M IF//C dimF .H0.@M IF//� dimF .H0.M IF//:
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Since M is compact, by universal coefficient theorems and duality, we have

dimF .H1.M; @M IF//D dimF .H2.M IF//:

Hence,

dimF .im.i1�//D dimF .H1.M IF//� dimF .H1.M; @M IF//C dimF .H0.@M IF//� dimF .H0.M IF//

D��.M/C dimF .H3.M IF//C dimF .H0.@M IF//:

Since the boundary of M is not empty, dimF .H3.M IF//D 0. Thus,

dimF .im.i1�//D��.M/C dimF .H0.@M IF//:

Since �.M/D 1
2
�.@M/D 0, we conclude that dimF .im.i1�//D dimF .H0.@M IF//D 1.

It follows that the image of i1� WH1.@M IZ/!H1.M IZ/ is also of rank one when M is orientable. The
unique primitive element in H1.@M IZ/ whose image is of finite order in H1.M IZ/ is referred to as the
rational longitude of M, and is denoted �M .

Remark 5.3 Consider the long exact sequence, with M as in the previous lemma,

� � � !H1.@M IZ/
i1��!H1.M IZ/

p1
��!H1.M; @M IZ/

@1
�!H0.@M IZ/

i0��!H0.M IZ/
@0
�!H0.M; @M IZ/! 0:

Since M and @M are both connected, they are also path-connected, and hence H0.M; @M IZ/ D 0,
H0.@M IZ/ Š Z and H0.M IZ/ D Z. Hence i0� is an isomorphism, and im.@1/ D ker.i0�/ D 0. This
implies that im.p1�/Dker.@1/DH1.M; @M IZ/, and that i1� is surjective if and only ifH1.M; @M IZ/D0.
Thus we do not assume surjectivity of i1� , which necessitates the use of Lemma 5.1 in the proofs below.

Remark 5.4 If M is a compact, nonorientable, P2-irreducible 3-manifold, then �1.M/ is left-orderable
by [14, Lemma 3.3 and Theorem 3.1]; on the other hand, if M is P2-reducible, then our techniques do
not apply in general; see Remark 3.1. Hence, from now on, we assume that all 3-manifolds are orientable.

Proposition 5.5 Suppose that M is a knot manifold , let � be the class of any closed curve in @M that
is dual to �M and let q denote the quotient map q W �1.M/! �1.M.�M //. If M.�M / is irreducible ,
then , for every circular ordering c0 of the cyclic subgroup hq.�/i, there exists a circular ordering c of
�1.M.�M // such that

c0.q.�j /; q.�k/; q.�l//D c.q.�j /; q.�k/; q.�l//

for all j; k; l 2 Z.

Proof For such a manifold M, it follows that jH1.M.�M /IZ/j is infinite, with the class of � being of
infinite order by Lemma 5.2. Therefore there exists a map  W �1.M.�M //! Z with the image of �
being nontrivial; say  .�/D k. Let c0 be a given circular ordering of hq.�/i.

Denote the standard circular ordering of S1 by d and suppose that rotc0.q.�// D r . Define a map
� W kZ! S1 by �.k/D exp.2�ir/, and first suppose that rotc0 is injective. Then � is injective, so we
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may define a circular ordering c00 of kZ by c00.r; s; t/D d.�.r/; �.s/; �.t//. Next suppose that rotc0 is
not injective, so that r D s=t 2Q (with s=t in lowest terms) and the circular ordering c0 of hq.�/i is
lexicographic with respect to the short exact sequence

0! ker.rotc0/! hq.�/i ! Z=tZ! 0

for some choice of left-ordering of ker.rotc0/. Then � is not injective, and we may use Proposition 2.3(2)
to create a circular ordering c00 of kZ from the sequence 1!K! kZ

�
�! S1, where K is the kernel

of �, such that our choice of left-ordering of K agrees with the left-ordering of ker.rotc0/ under the
isomorphism kZŠ hq.�/i given by k 7! q.�/.

In either case, by Lemma 5.1, there is a circular ordering Oc of  
�
�1.M.�M //

�
ŠZ that extends c00. That

�1.M.�M // admits a circular ordering c with the required property now follows from Proposition 2.3(2)
and the proof of Proposition 3.2(2).

Following [50, pages 428–431], recall that a Seifert fibred space is a 3-manifold which is foliated by
circles, called fibres, such that each circle S has a closed tubular neighbourhood which is a union of fibres
and is isomorphic to a fibred solid torus if S preserves the orientation, or a fibred solid Klein bottle if S
reverses the orientation. We use h throughout to denote the class of the regular fibre.

Proposition 5.6 Suppose that M1 and M2 are compact , connected and orientable 3-manifolds with torus
boundary, � W @M1! @M2 is a homeomorphism , and M DM1[�M2 is irreducible.

(1) If rk.H1.M1IQ//� 2, then �1.M/ is left-orderable.

(2) Suppose rk.H1.M1IQ//D 1 and let �1 denote the rational longitude of M1. If �1
�
M2.��.�1//

�
is infinite and circularly orderable and either M1.�1/ is irreducible or M1 is Seifert fibred with
incompressible boundary, then �1.M/ is circularly orderable.

Proof In what follows, let i W @M1!M1 denote the inclusion map.

To prove (1), assume rk.H1.M1IQ// � 2. In this case, the image of H1.@M1IZ/
i�
�!H1.M1IZ/ has

rank one by Lemma 5.2. Therefore we may compose the Hurewicz map �1.M1/! H1.M IZ/ with
the quotient H1.M IZ/!H1.M IZ/=im.i�/ and obtain a map  W �1.M1/! A, where A is an abelian
group of positive rank, satisfying  

�
i�.�1.@M1//

�
D 0. In this case, since M is a free product with

amalgamation of �1.M1/ and �1.M2/, there exists a surjective homomorphism �1.M/! A induced by
 W �1.M1/! A and the zero homomorphism �1.M2/! A. Thus �1.M/ admits a torsion-free abelian
quotient, so �1.M/ is left-orderable by [14, Theorem 3.2].

For (2), suppose that rk.H1.M1IQ// D 1 and let q1 W �1.M1/ ! �1.M1.�1// and q2 W �1.M2/ !

�1
�
M2.��.�1//

�
denote the quotient maps. Equip �1

�
M2.��.�1//

�
with a circular ordering c2, and let

�2 denote the class of a curve dual to �.�1/. Let �1 denote the class of a curve dual to �1. In this case,
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if M1.�1/ is irreducible, then, by Proposition 5.5, we can equip �1.M1.�1// with a circular ordering c1
that agrees with c2 under the identification of hq1.�1/i and hq2.�2/i induced by ��. The result then
follows from Corollary 4.4.

On the other hand, if M1 is Seifert fibred, then M1.�1/ is irreducible by [33] unless �1 is the class of a
regular fibre, so we need only consider the case that �1 is the class of a regular fibre. For �1 to be the
class of a regular fibre, M1 must have nonorientable base orbifold. In this case, since rk.H1.M1IQ//D 1

we know the base orbifold must be a once-punctured projective plane and we compute

�1.M1/D ha; 
1; : : : ; 
n; �; h j aha
�1
D h�1; Œ
i ; h�D 1; Œ�; h�D 1; 


˛i

i D h
ˇi ; a2�
1 : : : 
n D 1i;

where � is a class dual to �1 D h on @M1. Therefore

�1.M1.�1//D ha; 
1; : : : ; 
n; � j 

˛i

i D 1; a
2�
1 : : : 
n D 1i;

which is isomorphic to the free product with amalgamation

h
1 j 

˛1

1 D 1i � � � � � h
n j 

˛n
n D 1i � h�i ��
1:::
nDa�2 hai:

In this case, we can first equip the infinite cyclic group h�i with a circular ordering c that agrees with c2
under the identification of h�i and hq2.�2/i induced by ��. By Proposition 2.4, this circular ordering
extends to the free product h
1 j 


˛1

1 D 1i � � � � � h
n j 

˛n
n D 1i � h�i, which in turn extends to a circular

ordering of �1.M1.�1// by combining Lemma 5.1 and Proposition 4.2. Thus the claim follows from
Corollary 4.4.

6 Seifert fibred manifolds and graph manifolds

Aside from this last tool, there are other situations where we can control the rotation numbers of certain
elements in circular orderings of fundamental groups. We next investigate Seifert fibred manifolds, where
our goal is to show that the fundamental group of a Seifert fibred space is always circularly orderable
whenever it is infinite, and to describe the possible circular orderings in terms of the rotation numbers of
the class of a regular fibre.

6.1 Seifert fibred manifolds

It was first claimed by Calegari [15, Remark 4.3.2] that, if M is Seifert fibred and �1.M/ is infinite, then
it is circularly orderable. We provide the details of this claim below.

Recall that, when M is an orientable Seifert fibred manifold over an orientable closed surface of genus
g � 0, the fundamental group has presentation

�1.M/D ha1; b1; : : : ; ag ; bg ; 
1; : : : ; 
n; h j h central; 
˛i

i D h
ˇi ; Œa1; b1� : : : Œag ; bg �
1 : : : 
n D h

b
i

and, if the surface is nonorientable, then

�1.M/D ha1; : : : ; ag ; 
1; : : : ; 
n; h j ajha
�1
j D h

�1; Œ
i ; h�D 1; 

˛i

i D h
ˇi ; a21 : : : a

2
g
1 : : : 
n D h

b
i:
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In either case, quotienting by the normal subgroup hhi (the cyclic subgroup generated by the class of the
regular fibre) yields the orbifold fundamental group of the underlying orbifold. Consequently we observe
the following lemma:

Lemma 6.1 Suppose that ˛1; : : : ; ˛n � 2 are integers and that B is an orbifold of type S2.˛1; : : : ; ˛n/

or P2.˛1; : : : ; ˛n/. Assume that

(1) n� 3 and
Pn
iD1 1=˛i < n� 2 if BD S2.˛1; : : : ; ˛n/, and

(2) n� 2 if BD P2.˛1; : : : ; ˛n/.

Then �orb
1 .B/ is circularly orderable.

Proof (1) With the assumptions in (1), as B is hyperbolic, the group �orb
1 .B/ embeds in PSL2.R/. As

PSL2.R/ embeds in HomeoC.S1/, it is circularly orderable, so the result follows.

(2) In this case, for the group Z=˛1Z� � � � �Z=˛nZ, suppose that the generator of Z=˛iZ is xi , and use
x to denote the product x1 : : : xn. Then

�orb
1 .B/D .Z=˛1Z� � � � �Z=˛nZ/�hxiD2Z Z;

and the group Z=˛1Z� � � � �Z=˛nZ is circularly orderable by Proposition 2.4. That �orb
1 .B/ is circularly

orderable then follows from Proposition 4.2.

Last, we note the following holds for all left-ordered groups admitting a cofinal, central element:

Proposition 6.2 Suppose that .G;</ is a left-ordered group , and that z 2G is a cofinal , central element.
Then , for every p 2N>0, the group G admits a circular ordering c such that rotc.z/D 1=p.

Proof Let p 2 N>0 be given, and first construct a circular ordering d of G=hzpi by mimicking
Construction 2.2 as follows. Define the minimal representative Ng of each ghzpi 2 G=hzpi to be the
unique coset representative satisfying id� Ng < zp, and set

d.g1hz
p
i; g2hz

p
i; g3hz

p
i/D sign.�/;

where � is the unique permutation such that the minimal representatives satisfy Ng�.1/ < Ng�.2/ < Ng�.3/.
Then construct a circular ordering c of G by using the short exact sequence

1! hzpi !G!G=hzpi ! 1;

the orderings < and d of the kernel and quotient, respectively, and Proposition 2.3. The circular ordering c
satisfies rotc.z/D 1=p (see [2, Proof of Theorem 6.2]).

Proposition 6.3 Suppose that M is a compact , connected , orientable Seifert fibred space with base
orbifold S2.˛1; : : : ; ˛n/ with n� 3, and let h denote the class of a regular fibre in �1.M/. If �1.M/ is
left-orderable , then �1.M/ admits a left-ordering relative to which h is cofinal.

Proof This result is essentially a restatement of [9, Proposition 4.7].
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Proof of Theorem 1.2 We first prove (1). By [14, Theorem 1.3], �1.M/ is left-orderable whenever the
first Betti number b1.M/ is positive and M © P2 �S1. When M D P2 �S1, the fundamental group
�1.M/ clearly admits a circular ordering of the required kind, via a lexicographic construction. This
proves the claim for Seifert fibred manifolds M with b1.M/ > 0.

Thus we can assume that b1.M/ D 0, which implies that M is closed and orientable (see eg [14,
Lemma 3.3]), and the base orbifold of M is either S2.˛1; ˛2; : : : ; ˛n/ or P2.˛1; ˛2; : : : ; ˛n/.

Assume that either condition (1) or (2) of Lemma 6.1 holds. Since we also assume that �1.M/ is infinite,
the class of the fibre h is of infinite order (see eg [14, Proposition 4.1(1)]). Therefore, from the short
exact sequence

1! hhi ! �1.M/! �orb
1 .B/! 1;

we can lexicographically construct the required circular ordering of �1.M/ using Lemma 6.1 and
Proposition 2.3, completing the proof in these cases.

For the remaining cases, first suppose that BD S2.˛1; ˛2; : : : ; ˛n/ and
Pn
iD1 1=˛i � n� 2. Note that

necessarily n� 4, and our assumption that �1.M/ is infinite and b1.M/D 0 rules out nD 0, nD 1 and
nD 2. When nD 3 and 1=˛1C1=˛2C1=˛3 >1, the group �1.M/ is finite, so we need not consider this
case. On the other hand, if

Pn
iD1 1=˛i D n�2, then �1.M/ has infinite abelianization [32, Proposition 2;

36, VI.13 Example], and so is left-orderable. Last, if M has base orbifold P2 or P2.˛1/, then �1.M/ is
finite, Z or Z2 �Z2 [36, VI.11(c)]. Since we have assumed that �1.M/ is infinite, �1.M/ is either Z or
Z2�Z2, which is circularly orderable in both cases. We construct a circular ordering of �1.M/ for which
rot.h/ is zero in either case as follows: when �1.M/ is Z, we equip Z with a secret left-ordering, and,
when �1.M/ŠZ2 �Z2 Š ha; h j a2 D id; aha�1 D h�1i, we circularly order �1.M/ lexicographically
using

1! hhi ! �1.M/! Z=2Z! 1:

We observe that (2) follows from the defining relations of the fundamental group �1.M/. When M has
nonorientable base orbifold and admits at least one exceptional fibre, the relation 
h
�1 D h�1 holds
in �1.M/. As rotation number is invariant under conjugation, we get that rotc.h/D rotc.h�1/ for every
circular ordering c of �1.M/, from which it follows that rotc.h/ 2

˚
0; 1
2

	
.

To prove (3), suppose that �1.M/ is left-orderable. Using Proposition 6.3, choose a left-ordering of �1.M/

relative to which the class of the fibre is cofinal. The result now follows from Proposition 6.2.

Finally, (4) follows from the short exact sequence of the fibration

1! �1.F /! �1.M/! �1.S
1/! 1

and the observation that we may use any circular ordering of �1.S1/ Š Z we please in applying
Proposition 2.3.
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6.2 Graph manifolds

We begin with a few preliminaries to establish notation and some well-known facts. Recall that every
compact, orientable, irreducible 3-manifold M admits a unique minimal family of disjoint incompressible
tori T such that M nT consists of Seifert fibred 3-manifolds and atoroidal 3-manifolds, called the JSJ
decomposition. By a graph manifold, we mean a compact, connected, orientable, irreducible 3-manifold
admitting a JSJ decomposition into Seifert fibred pieces. By using the tori of the JSJ decomposition to
cut our graph manifolds into Seifert fibred pieces, we know that the collection of such tori is minimal for
each graph manifold, and each torus is incompressible and thus �1-injective.

Note that it follows from Proposition 3.2 that graph manifolds with infinite first homology always have
left-orderable fundamental group; in particular, their fundamental groups are always circularly orderable.
Thus, when it comes to circular-orderability, we will only consider the case of rational homology sphere
graph manifolds.

Lemma 6.4 Let W be a graph manifold with a torus boundary that is not homeomorphic to a Seifert
fibred manifold. If ˛ 2 H1.@W IZ/=f˙1g is not the slope of a regular fibre , then W.˛/ is a graph
manifold.

Proof Let M1;M2; : : : ;Mp be the Seifert pieces of the JSJ decomposition of W. Assume that the JSJ
decomposition of W has only two pieces, M1 and M2. Without loss of generality, assume that the torus
boundary of W is contained in M2. Since ˛ is not the slope of a regular fibre, M2.˛/ is a Seifert fibred
space with boundary @M2 n @W, by [33; 8, Theorem 5.1]. Therefore, M2.˛/ is irreducible (because it
is not S1 �S2 or S1 z�S2 or P3 # P3 [14, Proposition 4.1(3)]). Hence, W.˛/ is a graph manifold with
Seifert pieces M1 and M2.˛/. Now assume that p > 2. Let Mk be the Seifert piece of W containing
the torus boundary of W. Since ˛ is not the slope of a regular fibre, Mk.˛/ is a Seifert fibred space with
boundary @Mk n @W, by [33; 8, Theorem 5.1]. Therefore, Mk.˛/ is irreducible (because it is not S1�S2

or S1 z�S2 or P3 # P3 [14, Proposition 4.1(3)]). Hence W.˛/ is a graph manifold with Seifert pieces
M1;M2; : : : ;Mk.˛/; : : : ;Mp.

Lemma 6.5 Suppose that W is a graph manifold and that @W is a torus. Suppose W has Seifert fibred
pieces M1; : : : ;Ml and that @W �M1. Then , if W.˛/ is reducible , ˛ must be the slope of the regular
fibre in a Seifert fibration of M1 unless W is a Seifert fibred space with base orbifold B1.˛1; : : : ; ˛s1/

such that ˛1 D � � � D ˛s1 D 1 or s1 D 0, and the geometric intersection number satisfies �.˛; h/ D 1,
where h is the slope of a regular fibre.

Proof Let ˛ 2H1.@W IZ/=f˙1g be a slope. We have two cases:

Case 1 Assume that ˛ is not the slope of a regular fibre. Then the geometric intersection number satisfies
�.˛; h/ D d > 0, where h is the slope of a regular fibre in M1. Hence, if the base orbifold of M1 is
B1.˛1; : : : ; ˛s1/, then the base orbifold of M1.˛/ is B01.˛1; : : : ; ˛s1 ; d /, where B0 is obtained from B

by filling a disk. We have two subcases:
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Subcase 1 Assume thatM1DW ; that is,W is a Seifert fibred space. ThenW.˛/ is a Seifert fibred space
by [33; 8, Theorem 5.1]. HenceW.˛/ is irreducible unless it is S1�S2 or P3#P3 [14, Proposition 4.1(3)].
(This is possible only in the case where ˛1 D � � � D ˛s1 D 1 or s1 D 0, and d D 1.)

Subcase 2 If W is not a Seifert fibred space, then W.˛/ is a graph manifold by Lemma 6.4. Hence,
W.˛/ is irreducible by definition of a graph manifold.

Case 2 If ˛ is the slope of a regular fibre, then W.˛/ may be reducible [33; 8, Theorem 5.1].

Given a rational homology sphere graph manifold W, note that the underlying graph must be a tree. In
this situation, for a fixed JSJ torus T, note that W n T has two components. We denote the closure of
these components by W1 and W2, and by � W @W1! @W2 the homeomorphism such that W DW1[�W2.
We use this fixed notation for the discussion and proof below.

Define a class C of rational homology sphere graph manifolds to be the smallest collection of 3-manifolds
satisfying:

(1) All connected, irreducible rational homology sphere Seifert fibred manifolds belong to C.

(2) A rational homology sphere graph manifold W is in C if and only if, for every JSJ torus T �W,

(a) at least one of W1.��1� .�W2
// and W2.��.�W1

// has infinite fundamental group, and

(b) every irreducible manifold of the form Wi .˛/ satisfying jH1.Wi .˛/IZ/j<1 lies in C.

Theorem 6.6 For W 2 C, if �1.W / is infinite , then it is circularly orderable.

Proof For every graph manifold W, let nW denote the minimal number of tori required to cut W into
Seifert fibred pieces (ie the number of tori in its JSJ decomposition). When nW D 0, if �1.W / is infinite,
then it is circularly orderable by Theorem 1.2. For induction, assume that k � 0 and that �1.W / is
circularly orderable for all W 2 C with nW � k, and consider the case of nW D kC 1.

For a manifold W 2 C with nW D kC 1 and infinite fundamental group, choose a JSJ torus T such that
W nT results in two pieces W1 and W2 such that W1 is Seifert fibred.

First suppose that W2.��.�W1
// has infinite fundamental group and let M1; : : : ;Ml denote the Seifert

fibred pieces of the JSJ decomposition of W2; assume that @W2 �M1.

Next suppose that W2.��.�W1
// is irreducible. If H1

�
W2.��.�W1

//IZ
�

is finite, then we conclude
W2.��.�W1

// 2 C by property (2)(b). Then ��.�W1
/ is not the slope of a regular fibre in the outer-

most piece of M1 and the JSJ components of W2.��.�W1
// are precisely the Seifert fibred mani-

folds M1.��.�W1
//;M2; : : : ;Ml by Lemma 6.4. Thus W2.��.�W1

// is a graph manifold in C with
nW2.��.�W1

// < nW , so �1
�
W2.��.�W1

//
�

is circularly orderable by induction. On the other hand, if
H1
�
W2.��.�W1

//IZ
�

is infinite, then �1
�
W2.��.�W1

//
�

is left-orderable, and hence circularly orderable,
by [14, Theorem 3.2]. In either case it follows that �1.W / is circularly orderable by Proposition 5.6(2).
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Now suppose that W2.��.�W1
// is reducible, in which case ��.�W1

/ must be the slope of a regular
fibre in @M1, or W2.��.�W1

// is S1 � S2 or P3 # P3, by Lemma 6.5. If W2.��.�W1
// is S1 � S2 or

P3 # P3, then, as each has circularly orderable fundamental group, �1.W / is circularly orderable by
Proposition 5.6(2).

Next, in the case that ��.�W1
/ is the slope of a regular fibre in @M1, recall that H1.W IZ/ is finite and so

the surface underlying the base orbifold of M1 has genus zero. Further suppose that M1 has r exceptional
fibres and boundary tori T; T1; : : : ; Tm, and that W2 nM1 has components Y1; : : : ; Ym, where each Yj is
a graph manifold with torus boundary. Let �j W @Yj ! Tj �M1 for j D 1; : : : ; m denote the gluing maps
that recover W2 from the pieces M1; Y1; : : : ; Ym. In this case, by [8, Theorem 5.1; 33], filling M1 along
��.�W1

/ yields
M1.��.�W1

//Š L1 # � � � #Lr # .S1 �D2/ # � � � # .S1 �D2/

or
M1.��.�W1

//Š L1 # � � � #Lr # .S1 �D2/ # � � � # .S1 �D2/ # .S1 �S2/;

depending on whether or not the underlying manifold of the base orbifold is a punctured S2 or P2.
Here, L1; : : : ; Lr are lens spaces, there are m copies of S1 �D2, each arising from a torus component
of @M1 nT, and each @D2 is path-homotopic to (the image of) a regular fibre in the Dehn filled manifold
M1.��.�W1

//.

Therefore, if we denote the slope of a regular fibre on @M1 by h, it follows that

W2.��.�W1
//Š L1 # � � � #Lr #Y1..��11 /�.h// # � � � #Ym..��1m /�.h//

or
W2.��.�W1

//Š L1 # � � � #Lr #Y1..��11 /�.h// # � � � #Ym..��1m /�.h// # .S1 �S2/;

again depending on whether or not the base orbifold is orientable.

In either case, we may proceed as follows. Suppose that every manifold Yj ..��1j /�.h// for j D 1; : : : ; m
has infinite fundamental group. If Yj is homeomorphic to a Seifert fibred manifold, it follows that its
fundamental group of Yj ..��1j /�.h// is circularly orderable by Theorem 1.2. On the other hand, if Yj
is not homeomorphic to a Seifert fibred manifold, then, as .��1j /�.h/ is not the slope of a regular fibre
in the outermost Seifert fibred piece of Yj , we know that Yj ..��1j /�.h// is irreducible by Lemma 6.4.
Thus either

ˇ̌
H1
�
Yj ..�

�1
j /�.h//IZ

�ˇ̌
D1 or

ˇ̌
H1
�
Yj ..�

�1
j /�.h//IZ

�ˇ̌
<1 and Yj ..��1j /�.h// 2 C by

property (2)(b). In the former case, the fundamental group of Yj ..��1j /�.h// is circularly orderable since
it is in fact left-orderable by [14, Theorem 3.2]. In the latter case, we may argue that nYj ..�

�1
j
/�.h//

<nW ,
so the fundamental group of Yj ..��1j /�.h// is circularly orderable by induction.

It follows that �1
�
W2.��.�W1

//
�

is a free product of circularly orderable groups, and thus is circularly
orderable. Note it is also infinite by assumption. Last, note that �W1

is not the slope of a regular fibre
in @W1, since it is glued via �� to the slope of a regular fibre in @M1, and thus W1.�W1

/ is irreducible
by [33]. Therefore �1.W / is circularly orderable by Proposition 5.6(2).
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Now suppose that there exists j0 such that the fundamental group of Yj0
..��1j0

/�.h// is finite, in which
case Yj0

is Seifert fibred and .��1j0
/�.h/ is not equal to the rational longitude �Yj0

of Yj0
. One of the

components of W n Tj0
is Yj0

; we will call the other component W 00, so that W D Yj0
[�j0

W 00. Note
that W 00..�j0

/�.�Yj0
// is irreducible by Lemma 6.4, since .�j0

/�.�Yj0
/ is not the slope a regular fibre

in the outermost piece of W 00. Thus, either the homology of W 00..�j0
/�.�Yj0

// is infinite and so it has
left-orderable fundamental group, or the homology is finite and so W 00..�j0

/�.�Yj0
// 2 C. In the latter

case, W 00..�j0
/�.�Yj0

// has infinite fundamental group since it is an irreducible graph manifold whose
JSJ decomposition consists of two or more Seifert fibred pieces, and its fundamental group is circularly
orderable by induction. Thus we may apply Proposition 5.6(2) with Yj0

in place of M1 and W 00 in place
of M2 in order to conclude that �1.W / is circularly orderable.

Last, suppose W2.��.�W1
// has finite fundamental group (and thus W2 is Seifert fibred), so that

W1.�
�1
� .�W2

// is infinite by property (2)(a). Then �1
�
W1.�

�1
� .�W2

//
�

is circularly orderable by
Theorem 1.2. Thus the result follows from Proposition 5.6(2).

We can more precisely codify the manifolds covered by Theorem 6.6 as follows. The possible base
orbifolds of a Seifert fibred manifold admitting a single incompressible torus boundary component and a
finite filling are

A WD fD2.p; q/;D2.2; 2; r/;D2.2; 3; 3/;D2.2; 3; 4/;D2.2; 3; 5/ j r � 1; p � 2; q � 2g:

Proof of Theorem 1.3 First, if W is not a rational homology sphere, then the first Betti number b1.W /
is positive, so �1.W / is left-orderable by [14, Theorem 3.2]. Second, if W is a graph manifold satisfying
the assumptions of Theorem 1.3 and W is Seifert fibred, then Theorem 1.2 finishes the proof.

From here, we complete the proof by showing that, if W is a rational homology sphere graph manifold
satisfying the hypotheses of Theorem 1.3, then W 2 C, so Theorem 6.6 applies.

To do this, we induct on the number nW of tori in the JSJ decomposition of W, noting that, if W satisfies
the hypotheses of Theorem 1.3 and nW D 0, then W 2 C by definition. Next suppose that every rational
homology sphere graph manifold W satisfying the hypotheses of Theorem 1.3 with nW < k lies in C,
and consider W with nW D k.

Suppose W has Seifert fibred pieces M1; : : : ;Ml . Choose an arbitrary JSJ torus T �W and cut along T
to arrive at W DW1[� W2.

Considering W1.��1� .�W2
// and W2.��.�W1

//, if either admits a JSJ decomposition with one or more
JSJ tori, then its fundamental group is infinite. On the other hand, if either is Seifert fibred, then again the
fundamental group is infinite since the hypotheses of Theorem 1.3 imply the base orbifold of Mi is not
in A for i D 1; : : : ; l . In any event, W satisfies property (2)(a) in the definition of C.

Next suppose that W1.˛/ is irreducible for some ˛ 2H1.W1IZ/=f˙1g and that H1.W.˛/IZ/ is finite. If
W1 is Seifert fibred, then W1.˛/ is Seifert fibred and so lies in C by definition. On the other hand, if W1 is
not Seifert fibred, then, by Lemma 6.5, ˛ must not be the slope of the regular fibre in the outermost piece
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of W1 and so W1.˛/ is a graph manifold by Lemma 6.4. Moreover, nW1.˛/ < k and so W1.˛/ 2C by our
induction assumption. As the same arguments hold for W2, we conclude that W satisfies property (2)(b)
in the definition of C, and thus W 2 C.

In fact, supposeW is an arbitrary rational homology sphere graph manifold admitting a JSJ decomposition
W DM1[�M2 such that the base orbifold of Mi lies in A. If �1.W / is circularly orderable for every
such W, then Theorem 6.6 and its proof can be used, mutatis mutandis, to show that the fundamental
group of every rational homology sphere graph manifold is circularly orderable whenever it is infinite.
We thus make explicit exactly which graph manifolds having two pieces in their JSJ decomposition are
covered by Theorem 6.6.

Let E be the set of graph manifolds whose JSJ decomposition has at least one Seifert piece with base
orbifold in A. Further, set

FD fD2.2; 2/;D2.2; 3/;D2.3; 3/;D2.3; 4/;D2.3; 5/g �A:

Corollary 6.7 Let W be a rational homology sphere graph manifold whose JSJ decomposition has only
two Seifert pieces M1 and M2 with base orbifolds B1.p

1
1 ; : : : ; p

1
s1
/ and B2.p

2
1 ; : : : ; p

2
s2
/, respectively.

Let � W @M1 ! @M2 denote the gluing map that recovers W from the pieces M1 and M2, and let �i
and hi denote the rational longitude and the slope of a regular fibre on @Mi for each of i D 1; 2. Suppose
that W satisfies

(1) W … E; or

(2) the base orbifold of M1 lies in A and the base orbifold of M2 is not in A; or

(3) the base orbifolds of both M1 and M2 lie in A with B1.p
1
1 ; : : : ; p

1
s1
/ … F, and

(a) if B2.p
2
1 ; : : : ; p

2
s2
/ … F, then either �.��.�1/; h2/ > 1 or �.��1� .�2/; h1/ > 1;

(b) if B2.p
2
1 ; : : : ; p

2
s2
/ 2 F, then either

� �.��1� .�2/; h1/ > 1, or
� B2.p

2
1 ; : : : ; p

2
s2
/DD2.2; 3/ and �.��.�1/; h2/ > 5, or

� B2.p
2
1 ; : : : ; p

2
s2
/DD2.3; 3/ and �.��.�1/; h2/ > 2, or

� B2.p
2
1 ; : : : ; p

2
s2
/DD2.3; 4/ and �.��.�1/; h2/ > 2, or

� B2.p
2
1 ; : : : ; p

2
s2
/DD2.3; 5/ and �.��.�1/; h2/ > 2;

then �1.W / is circularly orderable.

Proof We prove only case (3)(b), as the other statements claimed are all consequences of Theorem 6.6,
since any such manifold lies in C.

Assume that B1.p
1
1 ; : : : ; p

1
s1
/ … F, B2.p

2
1 ; : : : ; p

2
s2
/ 2 F and �.��1� .�2/; h1/ > 1. Let ' D ��1. Since

B1.p
1
1 ; : : : ; p

1
s1
/…F and�.��1� .�2/; h1/ > 1, �1

�
M1.'.�2//

�
is infinite and circularly orderable. Since

B2.p
2
1 ; : : : ; p

2
s2
/ 2F, M2 is Seifert fibred with incompressible boundary. Therefore, �1.M/ is circularly

orderable by Proposition 5.6.
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Next assume that B2.p
2
1 ; : : : ; p

2
s2
/DD2.2; 3/ (resp. D2.3; 3/, D2.3; 4/, D2.3; 5/) and�.��.�1/; h2/>5

(resp. �.��.�1/; h2/ > 2). Then the base orbifold of M2.�.�1// is S2.2; 3; a/ (resp. S2.3; 3; a/,
S2.3; 4; a/, S2.3; 5; a/) with a � 6 (resp. a � 3). Hence, �1

�
M2.�.�1//

�
is infinite and circularly

orderable. Since B1.p
1
1 ; : : : ; p

1
s1
/ 2A, M1 is Seifert fibred with incompressible boundary. Therefore,

�1.M/ is circularly orderable by Proposition 5.6.

6.3 Graph manifolds with two pieces

Our goal in this section is to show that we can circularly order many of the fundamental groups of graph
manifolds having two pieces in their JSJ decomposition that are not covered by Corollary 6.7.

Lemma 6.8 Let W be a 3-manifold obtained by gluing two knot exteriors in some integer homology
3-spheres on their torus boundary by some orientation-reversing homeomorphism. Then H1.W;Z/ is
cyclic.

Proof Let K1 and K2 be two knots in some integer homology 3-spheres W1 and W2, respectively. Let
M1 and M2 be the knot exteriors of K1 and K2, respectively. Let W be the 3-manifold obtained by
identifying @M1 and @M2 by some orientation-reversing homeomorphism '. Let .�1; �1/ and .�2; �2/
be the meridian–longitude slope pairs of @M1 and @M2, respectively. Let '�.�1/ D a�2 C b�2 and
'�.�1/D c�2C d�2.

Let T D @M1 Š @M2. We have the Mayer–Vietoris sequence

� � � !H1.T IZ/
�1
�!H1.M1IZ/˚H1.M2IZ/

 1
�!H1.W IZ/

@1
�!H0.T IZ/

�0
�!H0.M1IZ/˚H0.M2IZ/

 0
�!H0.W IZ/! 0:

We have that �1 D 0 in H1.M1IZ/, and H1.M1IZ/ is generated by �1. We have also that �2 D 0 in
H1.M2IZ/, and H1.M2IZ/ is generated by �2. We consider f�1; �1g to be the generators of H1.T IZ/.
Hence, �1.�1/D iT .�1/˚�iT .�1/D .�1;�a�2/ and �1.�1/D iT .�1/˚�iT .�1/D .0;�c�2/. By
exactness, im.�1/Dker. 1/, im. 1/Dker.@1/ and im.@1/Dker.�0/. Since T,M1 andM2 are connected
and hence path-connected, �0 is injective. Therefore, im.@1/D 0 and im. 1/D ker.@1/DH1.W IZ/.
So H1.W IZ/D im. 1/ŠH1.M1IZ/˚H1.M2IZ/=ker. 1/DH1.M1IZ/˚H1.M2IZ/=im.�1/D
Z˚ Z=im.�1/. We have that im.�1/ D h.�1;�a�2/; .0;�c�2/i Š h.1;�a/; .0;�c/i. Consider the
matrix

�
1 0
�a �c

�
. By adding a times the first row to the second row, we obtain

�
1 0
0 �c

�
. Hence im.�1/D

h.�1;�a�2/; .0;�c�2/i Š h.1;�a/; .0;�c/i Š h.1; 0/; .0;�c/i Š Z˚jcjZ, and so

H1.W IZ/D im. 1/ŠH1.M1IZ/˚H1.M2IZ/=ker. 1/DH1.M1IZ/˚H1.M2IZ/=im.�1/;

with this final group being isomorphic to Z˚Z=.Z˚jcjZ/Š Zjcj.

If W is a rational homology sphere graph manifold, we can construct a graph called the splice diagram
�.W / as follows: nodes are in one-to-one correspondence with the Seifert pieces of W. Two nodes are
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a

b

c

d1 d

e

d2
C �

Figure 1: Example of a splice diagram.

connected by an edge if the corresponding Seifert fibred pieces are glued together along a common torus
boundary component. To each node, one attaches a leaf for each singular fibre of the corresponding
Seifert fibred piece.

We then decorate the graph so constructed as follows: Each edge corresponding to a leaf is labelled with
the multiplicity of the corresponding singular fibre. Let v be a node of �.W / and e be an edge of �.W /
connecting v. Let N and K be the two pieces of W obtained by cutting W along the torus corresponding
to e such that K does not contain Mv , where Mv is the Seifert piece of W corresponding to v. Let D be
the manifold obtained by Dehn filling K with a solid torus D2 �S1 by identifying a regular fibre of @K
with a meridian of D2 �S1. Let dv D jH1.D/j, and take dv to be the label of the edge e at the node v.
We also decorate the nodes of �.W / with signs C or � corresponding to the sign of the linking number
of two nonsingular fibres in the Seifert fibration (see [46, Section 2] for more details).

Proposition 6.9 Suppose that M1 and M2 are Seifert fibred spaces with incompressible boundaries and
base orbifolds D2.a1; : : : ; as/ and D2.b1; : : : ; bt /, respectively , and that each is the exterior of a knot in
an integer homology sphere. Let W be a graph manifold obtained by gluing M1 and M2 along their torus
boundaries by some orientation-reversing homeomorphism. If gcd.ai ; al/D 1 and gcd.bj ; bk/D 1 for
1� i ¤ l � s and 1� j ¤ k � t , and gcd.ai ; bk/D 1 for all i D 1; : : : ; s and k D 1; : : : t , then �1.W /
is circularly orderable.

Proof With the restrictions on ai and bk as in the statement of the theorem, the manifold W has a
corresponding splice diagram �.W / with two nodes. The edge labels around any node in the diagram are
all pairwise coprime, so, by [46, Corollary 6.3], the universal abelian cover of W is an integer homology
sphere graph manifold. Hence, the commutator group Œ�1.W /; �1.W /� is left-orderable by [20]. Since
H1.W / is cyclic by Lemma 6.8, �1.W / is circularly orderable by Proposition 2.3.

In particular, Proposition 6.9 applies to manifolds W DM1 [�M2 where Mi are torus knot exteriors
whose cone points have relatively coprime orders. Manifolds of this form are not completely covered by
Corollary 6.7 or Theorem 6.6. We can further deal with other special cases of interest not covered by
these theorems.
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Proposition 6.10 Suppose that W DM1 [�M2 where each Mi is a twisted I -bundle over the Klein
bottle. Then �1.W / is circularly orderable.

Proof The fundamental group of W is an amalgamated free product of two Klein bottle groups K1 D
ha; b j a2 D b2i and K2 D hc; d j c2 D d2i, whose peripheral subgroups are ha2; abi and hc2; cd i,
respectively. The amalgamation is with respect to an isomorphism � W ha2; abi ! hc2; cd i. Observe that
K1 admits a lexicographic circular ordering arising from the short exact sequence

1! ha2; abi !K1! Z=2Z! 1;

and that K2 admits a similar lexicographic circular ordering, with the choice of left-ordering on the
subgroup ha2; abi (resp. hc2; cd i) being arbitrary. As such, we can construct circular orderings of K1
and K2 so that the homomorphism � is order-preserving, and the subgroups ha2; abi and hc2; cd i are
convex.4 Then, by [17, Proposition 1.1], �1.W / is circularly orderable.

Proof of Theorem 1.4 Suppose M is such a manifold. By [14, Theorem 1.7(1)], if the boundary of M
is not empty, or M is nonorientable, or M is a torus bundle over the circle, then �1.M/ is left-orderable.
Thus �1.M/ is circularly orderable. By [14, Section 9], the only case which is left to check is when M
is orientable and the union of two twisted I -bundles over the Klein bottle K, which are glued together
along their torus boundaries. Therefore Proposition 6.10 finishes the proof.

It seems, however, that the special case of a graph manifold consisting of two Seifert fibred pieces, each
admitting finite fillings, is out of reach of our current technology. A general notion of “slope detection by
a circular ordering” is likely needed to deal with these last few cases, though our results thusfar contribute
ample evidence for the truth of the following conjecture:

Conjecture 6.11 Suppose W is a rational homology sphere graph manifold. If �1.W / is infinite, then it
is circularly orderable.

7 Cyclic branched covers and Dehn surgery

With respect to certain well-known geometric constructions, left-orderability is conjectured to exhibit
certain predictable behaviours. In this section we contrast the conjectured “predictable behaviours” of left-
orderability with the behaviour of circular-orderability, which is strikingly different and whose expected
behaviour at this time is completely unknown.

7.1 Cyclic branched covers

We recall the standard construction of the cyclic covers and cyclic branched covers of a knot in S3 in
order to establish notation.
4Convexity here means that the quotient group inherits a circular ordering. For a more general definition and discussion of
convexity in the context of circular orderings, see [17].
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Let K be an oriented knot in S3. Let MK be the exterior of K and S be a Seifert surface for K. Isotope
S so that S \ @MK is a longitude of K and let F D S \MK . Let C be a tubular neighbourhood of F
in MK , so that C is homeomorphic to F � Œ�1; 1�.

Set Y DMK nF � .�1; 1/. The boundary of Y contains two copies of F, which we denote by F� Š
F � f�1g and FC Š F � f1g; use these to create a triple .Y; FC; F�/. Consider n copies of this triple,
denoted by .Yi ; FCi ; F

�
i / for i D 0; : : : ; n� 1, and glue them together by identifying FC0 � Y0 with

F�1 �Y1, FC1 �Y1 with F�2 �Y2, : : : , FCn�2�Yn�2 with F�n�1�Yn�1 and FCn�1�Yn�1 with F�0 �Y0.
Call the resulting space Xn.

There is a regular covering map g W Xn ! MK and its group of deck transformations is isomorphic
to Z=nZ. The manifold Xn is called the n-fold cyclic cover of MK and its fundamental group is
isomorphic to ker.�1.MK/! Z=nZ/. To construct the n-fold cyclic branched cover †n.K/, we glue
a solid torus V Š D2 � S1 to Yn by identifying the meridian @D2 � f1g of V with the preimage of
the meridian � of @MK under the map g W Xn ! MK . The manifold †n.K/ that results is a closed,
oriented 3-manifold. For any n 2N, let qn WXn!†n.K/ be the inclusion map. The map qn induces a
homomorphism .qn/� W �1.Xn/! �1.†n.K// and ker.qn/� D hh�nii. Therefore we have a short exact
sequence 1! hh�nii ! �1.Xn/! �1.†n.K//! 1, which identifies the fundamental group of †n.K/
as the quotient of a certain subgroup of the knot group �1.MK/.

IfL�S3 is an oriented link, then the n-fold cyclic branched cover ofL,†n.L/, can be also constructed [7].

Set
LObr.K/D fn� 2 j �1.†n.K// is left-orderableg

and
CObr.K/D fn� 2 j �1.†n.K// is circularly orderableg:

Note that LObr.K/� CObr.K/.

Motivated by the L-space conjecture, in [52, Question 1.8; 7], the authors ask whether or not the set
LObr.K/ is always of the form fn j n�N g for some N � 2, or empty. In contrast, circular-orderability
does not behave this way, with this behaviour being evident upon examining the torus knots. For example,
considering the trefoil, we have the following:

Proposition 7.1 With notation as above , CObr.31/D f2g[ fn j n� 6g.

Proof The double branched cover of 31 is the lens space L.3; 1/, so its fundamental group is circularly
orderable. On the other hand, the 3-, 4- and 5-fold branched cyclic covers of 31 have fundamental group
the quaternion group, the binary tetrahedral group, and the binary icosahedral group, respectively, all of
which are finite and noncyclic. It follows from Proposition 2.5 that none of these groups are circularly
orderable. For n� 6 we know that n 2 LObr.31/� CObr.31/ by [28, Theorem 1.2(i)].

This behaviour is not confined to torus knots.
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Proposition 7.2 With notation as above ,

2 2 CObr.52/ and 3 … CObr.52/; and fn j n� 9g � CObr.52/:

Proof The knot 52 is a two-bridge knot, corresponding to the fraction 7
4

. As such, its double branched
cover is the lens space L.7; 4/, which has fundamental group Z=7Z, and is therefore circularly orderable.

On the other hand, the fundamental group of the Weeks manifold W is not circularly orderable by [16,
Theorem 9.2], yet W is homeomorphic to †3.52/ by [39, Main result].

Last, n 2 LObr.52/� CObr.52/ for all n� 9 by [34].

There are also examples of knots for which LObr.K/ is empty. Notable examples are the two-bridge
knots p=q D 2mC 1=.2k/, or LŒ2k;2m� with k;m > 0 in Conway’s notation [24]. However, for these
knots, CObr.K/ is never empty, because the double branched cover is the lens space L.p; q/, for which
�1.L.p; q//DZ=pZ, and is thus circularly orderable. Indeed, for the figure eight knot 41, which isLŒ2;2�,
we can show that infinitely many of the cyclic branched covers have circularly orderable fundamental
group. We first require a proposition.

Proposition 7.3 Let K be a prime knot in S3. If n � 2 and �1.†n.K// is circularly orderable and
infinite , then �1.†m.K// is circularly orderable for all m divisible by n.

Proof By [28, Lemma 2.11], there exists a surjective group homomorphism

qm;n W �1.†m.K//! �1.†n.K//

for any positive integer m divisible by n. By [47], the manifolds †m.K/ are irreducible and so
Proposition 3.2(2) applies; we conclude that �1.†m.K// is circularly orderable.

Proposition 7.4 If n is divisible by 3, then �1.†n.41// is circularly orderable. In particular , 3N �
CObr.41/.

Proof The manifold†3.41/ is homeomorphic to the Hantzsche–Wendt manifold, which is a Seifert fibred
manifold with infinite fundamental group. Therefore �1.†3.41// is circularly orderable by Theorem 1.2.
The result now follows from Proposition 7.3.

These observations naturally lead to the following questions:

Question 7.5 What subsets of N can occur as CObr.K/ for a knot K in S3?

Question 7.6 Is there a knot K in S3 for which CObr.K/D∅?

7.2 Double branched covers

In this section we study the circular-orderability of the double branched cover of links, in particular the
case of double branched covers of alternating links. We start with the observation that, if the L-space
conjecture is true, then the fundamental group of the double branched cover of a quasialternating knot is
never left-orderable (the double branched cover of a quasialternating link is an L-space [45]).
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In contrast to this, there are alternating Montesinos links whose double branched cover are prism manifolds
by [49; 4], so their fundamental groups are not circularly orderable by Proposition 2.5. Similarly, it turns
out that the Weeks manifold is homeomorphic to †2.949/ [39, Main result], and so the double branched
cover of 949 has non-circularly orderable fundamental group. Yet 949 is a quasialternating knot [35].

On the other hand, there are many examples of alternating and quasialternating knots whose double
branched covers do have circularly orderable fundamental groups, as the next two results show.

7.2.1 Generalized Fibonacci groups Let M.k;m/ denote the double branched cover of the alternating
link which is the closure of the 3-strand braid .�k1 �

�k
2 /m, where m and k are positive integers. By [38,

page 169], the fundamental group of M.k;m/ is isomorphic to the generalized Fibonacci group

F k2m D hx1; : : : ; x2m j xix
k
iC1 D xiC2 for any i D 1; : : : ; 2mi;

where the indices are taken mod 2m.

Proposition 7.7 For any k � 2, the fundamental group of M.k;m/ is circularly orderable.

Proof For any k � 2, M.k;m/ is irreducible by [38, Lemma 6 and page 171]. Moreover we can define
an epimorphism � WF k2m!Zk �Zk by �.x2i / 7! x and �.x2iC1/ 7! y, where x and y are the generators
of Zk � Zk . Since Zk � Zk is circularly orderable by Proposition 2.4(2), �1.M.k;m// is circularly
orderable by Proposition 3.2(2).

Remark 7.8 For k � 2, the manifolds M.k; 2/ are obtained by identifying two Seifert fibred spaces
along a common torus boundary [38, page 171]. Thus M.k; 2/ is a graph manifold. For k � 2 and m� 3,
the manifolds M.k;m/ are irreducible, Haken and atoroidal hyperbolic 3-manifolds by [38, Lemma 6].

7.2.2 Generalized Takahashi manifolds Fix two positive integers n and m and a collection of integers
fpk;j ; qk;j ; rk;j ; sk;j g satisfying gcd.pk;j ; qk;j / D 1, gcd.rk;j ; sk;j / D 1 and pk;j ; rk;j � 0 for all
1� k � n and 1� j �m. The generalized Takahashi manifold Tn;m.pk;j =qk;j I rk;j =sk;j / is the double
branched cover of S3, branched over the closure of the braid appearing in Figure 2 [43, Theorem 3], first
defined in [43, Section 2]. We will denote the closure of this braid by Ln;m.pk;j =qk;j I rk;j =sk;j /.

This family of manifolds contains many well-known 3-manifolds, such as all n-fold cyclic branched
covers of 2-bridge knots, the Weeks manifold, and some graph manifolds. When pk;j D pj , qk;j D qj ,
rk;j D rj and sk;j D sj for all 1 � k � n and 1 � j � m, the manifold Tn;m.pj =qj I rj =sj / is called a
generalized periodic Takahashi manifold; correspondingly, it is the double branched cover of the link
Ln;m.pj =qj I rj =sj /.

Each generalized periodic Takahashi manifold can also be viewed as a cyclic branched cover over a knot
in a connected sum of lens spaces.
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pk�1;1
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:::
:::

:::
:::

� � � � � �

Figure 2: The braid that defines the generalized Takahashi manifold Tn;m.pk;j =qk;j I rk;j =sk;j /.
The fraction used to label each box determines the rational tangle used in that box to create
Ln;m.pk;j =qk;j I rk;j =sk;j /.

Theorem 7.9 [43, Theorem 6] The generalized periodic Takahashi manifold Tn;m.pj =qj I rj =sj / is the
n-fold cyclic branched cover of the connected sum of 2m lens spaces

L.p1; q1/ #L.r1; s1/ # � � � #L.pm; qm/ #L.rm; sm/

branched over a knot which does not depend on n.

We use this as follows:

Theorem 7.10 The fundamental group of a generalized periodic Takahashi manifold Tn;m.pj =qj I rj =sj /
is circularly orderable if the set fpj ; rj j 1� j �mg contains at least two elements different from 1 and
the link Ln;m.pj =qj I rj =sj / is prime.

Proof Since the link Ln;m.pj =qj I rj =sj / is prime, Tn;m.pj =qj I rj =sj / is irreducible by the equivariant
sphere theorem [40] and the positive answer of the Smith conjecture [41]. By Theorem 7.9 and [28,
Lemma 2.11], there exists a surjective homomorphism from the fundamental group of the generalized
periodic Takahashi manifold �1.Tn;m.pj =qj I rj =sj // to the free product Zp1

�Zr1
� � � � �Zpm

�Zrm
.

Therefore, if the set fpj ; rj j 1� j �mg contains at least two elements different from 1, this free product
is infinite, and hence, by Proposition 3.2, �1.Tn;m.pj =qj I rj =sj // is circularly orderable.
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Remark 7.11 The family of generalized Fibonacci manifolds is a subfamily of the family of generalized
periodic Takahashi manifolds.

Question 7.12 Is it possible to characterize the knots K � S3 for which �1.†2.K// is circularly
orderable?

7.3 Dehn surgery

In this brief section, we point out that circular-orderability of manifolds arising from Dehn surgery on a
knot in an integer homology 3-sphere has already appeared in the literature under a different guise, from
which we already observe different behaviour than left-orderability with respect to Dehn surgery.

Recall that, for a knot K in an irreducible integer homology 3-sphere M, the result of p=q Dehn surgery
on M is denoted by Mp=q.K/. The L-space conjecture predicts that, for a knot K in S3, if �1.S3p=q.K//
is non-left-orderable for some p=q > 0, then in fact �1.S3p=q.K// is non-left-orderable precisely when
p=q � 2g.K/� 1, where g.K/ is the genus of K [44, Proposition 2.1; 48, Theorem 1].

To contrast this with circular-orderability, we first observe that, in light of Theorem 1.1:

Proposition 7.13 Suppose that M is a compact , connected , P2-irreducible 3-manifold and H1.M IZ/
is cyclic. Then �1.M/ is circularly orderable if and only if the universal abelian cover of M has
left-orderable fundamental group.

Consequently, for an irreducible integer homology 3-sphereM, since we haveH1.Mp=q.K/IZ/ŠZ=pZ,
we precisely need to investigate the universal abelian covers of these manifolds in order to know whether
or not their fundamental groups are circularly orderable. This is precisely what is done in [13].

When K is fibred, we use h to denote its monodromy and c.h/ the fractional Dehn twist coefficient of h;
see [13, Section 4] for details.

Theorem 7.14 [13] Suppose that K is a fibred hyperbolic knot in an irreducible integer homology
3-sphereM. Given coprime p and q with p� 1, the universal abelian cover ofMp=q.K/ has left-orderable
fundamental group whenever

(1) pc.h/ 2 Z and q ¤ pc.h/, or

(2) pc.h/ … Z and q … fbpc.h/c; bpc.h/cC 1g.

Consequently, for any fibred knot K in an irreducible integer homology 3-sphere M, the result of p=q
surgery is a manifold with circularly orderable fundamental group whenever the surgery coefficient p=q
satisfies either condition (1) or (2) of Theorem 7.14.

Question 7.15 Fix a knot K in an irreducible integer homology 3-sphere M. Is it true that the set
fp=q jMp=q.K/ is not circularly orderableg is always finite?
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On the involutive Heegaard Floer homology of negative semidefinite
plumbed 3-manifolds with b1 D 1

PETER K JOHNSON

Ozsváth and Szabó (2003) used Heegaard Floer homology to define numerical invariants d1=2 and d�1=2
for 3-manifolds Y with H1.Y IZ/Š Z. We define involutive Heegaard Floer theoretic versions of these
invariants analogous to the involutive d invariants Nd and d defined for rational homology spheres by
Hendricks and Manolescu (2017). We prove their invariance under spin integer homology cobordism and
use them to establish spin filling constraints and 0-surgery obstructions analogous to results by Ozsváth
and Szabó for their Heegaard Floer counterparts d1=2 and d�1=2. We then apply calculation techniques of
Dai and Manolescu (2019) and Rustamov (2004) to compute the involutive Heegaard Floer homology
of some negative semidefinite plumbed 3-manifolds with b1 D 1. By combining these calculations with
the 0-surgery obstructions, we are able to produce an infinite family of small Seifert fibered spaces with
weight 1 fundamental group and first homology Z which cannot be obtained by 0-surgery on a knot in S3,
extending a result of Hedden, Kim, Mark and Park (2019).

57K18, 57K31, 57K41

1 Introduction

Involutive Heegaard Floer homology is an extension of Heegaard Floer homology due to Hendricks and
Manolescu [6]. It is constructed by considering the mapping cone of a naturally arising involution on
the Heegaard Floer chain complex associated to a given Heegaard diagram. For certain 3-manifolds,
involutive Heegaard Floer homology contains more information than Heegaard Floer homology. In
particular, it has had success illuminating the structure of the integer homology cobordism group.

Over the past several years there has been significant progress in understanding how to calculate involutive
Heegaard Floer homology. Some of the methods developed include the large surgery formula of Hendricks
and Manolescu [6], the results on almost rational negative definite plumbings by Dai and Manolescu [2],
the connected sum formula of Hendricks, Manolescu and Zemke [7], and most recently the involutive
surgery exact triangle established by Hendricks, Hom, Stoffregen and Zemke [5].

To date, much of the focus of these calculation techniques and applications has been on rational homology
3-spheres. The goals of this paper are to

(1) establish topological applications of involutive Heegaard Floer homology for 3-manifolds with
b1 D 1, and

© 2025 MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons Attribution License 4.0 (CC BY).
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828 Peter K Johnson

(2) find an efficient way to compute the involutive Heegaard Floer homology of a certain class of such
manifolds.

For rational homology spheres, important topological information is encoded by the involutive d invariants
Nd and d defined by Hendricks and Manolescu [6]. These are numerical invariants extracted from the plus

(or equivalently minus) version of involutive Heegaard Floer homology with respect to a self-conjugate
spinc structure.

In this paper, we define analogous involutive d invariants Nd�1=2, Nd1=2, d�1=2, and d1=2 for 3-manifolds
Y with H1.Y IZ/Š Z. These invariants are generalizations of the invariants d�1=2 and d1=2 defined by
Ozsváth and Szabó [16] and also encode important topological information. In particular, they are spin
integer homology cobordism invariants. Moreover, in Section 2, we prove the following theorems, which
generalize [16, Theorem 9.11 and Proposition 4.11].

Theorem A Suppose X is a smooth oriented negative semidefinite spin 4-manifold with boundary a
3-manifold Y with H1.Y IZ/Š Z.

(1) If the restriction H 1.X IZ/!H 1.Y IZ/ is trivial , then

b2.X/� 3� 4d�1=2.Y /:

(2) If the restriction H 1.X IZ/!H 1.Y IZ/ is nontrivial , then

b2.X/C 2� 4d1=2.Y /:

Remark 1.1 Hypothesis (1) implies b2.X/� 1.

Theorem B Let M be an oriented integer homology 3-sphere and let Y and M 0 be the 3-manifolds
obtained via 0 and C1 surgery, respectively, on a knot K in M . Then

(1) d.M/� 1
2
� d�1=2.Y / and Nd.M/� 1

2
� Nd�1=2.Y /;

(2) d1=2.Y /�
1
2
� d.M 0/ and Nd1=2.Y /� 1

2
� Nd.M 0/.

As a consequence of these theorems, we obtain the following two corollaries:

Corollary C Suppose K is a knot in S3 and Y is the result of 0-surgery on K. Then

(1) �1
2
� d�1=2.Y /;

(2) Nd1=2.Y /� 1
2

.

Corollary D Suppose Y is a closed oriented 3-manifold with H1.Y IZ/Š Z. If

d�1=2.Y / < �
1
2

and d1=2.Y / <
1
2

then Y is not the boundary of any negative semidefinite spin manifold.

To put the above results to use, we need a practical way to calculate Nd˙1=2 and d˙1=2. The approach we
take to achieve this is to adapt existing methods for computing Nd and d for rational homology spheres

Algebraic & Geometric Topology, Volume 25 (2025)
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Nj D

.4j � 1/ positive crossings

�4

�1

Figure 1

to the setting of 3-manifolds with b1 D 1. Dai and Manolescu [2] provided a combinatorial method
to compute the involutive Heegaard Floer homology of a certain class of negative definite plumbed
3-manifolds called almost rational (or AR) plumbed manifolds. In particular, their methods provide a
way to compute the invariants Nd and d for rational homology spheres which admit such a plumbing.

Their approach utilizes the framework of lattice cohomology and graded roots introduced by Némethi
[12; 13]. Lattice cohomology itself builds upon earlier work by Ozsváth and Szabó [17] in which they show
how to combinatorially compute the Heegaard Floer homology of a subclass of almost rational plumbings,
namely negative definite plumbings with at most one bad vertex. Rustamov [23] later generalized this
work of Ozsváth and Szabó to the case of negative semidefinite plumbings with b1 D 1 and at most one
bad vertex. Subsequent works have established isomorphisms between Heegaard Floer homology and
lattice (co)homology (using completed coefficients) for more general classes of plumbings, for example
Ozsváth, Stipsicz and Szabó [15] and Zemke [25], the latter of which shows that the completed versions
of Heegaard Floer homology and lattice homology are isomorphic for all plumbing trees.

The setting we will work in for computations of Nd˙1=2 and d˙1=2 is that of negative semidefinite plumbed
3-manifolds with b1D 1 and at most one bad vertex. To cohesively adapt the work of Dai and Manolescu
to this setting, we first recast Rustamov’s results into the language of lattice cohomology and graded
roots. This requires us to slightly modify Némethi’s original definition of lattice cohomology.

After establishing the above computational approach, we carry out a specific calculation of the plus
version of the involutive Heegaard Floer homology of an infinite family fNj gj2N of small Seifert fiber
spaces. For j 2N, we let

Nj D S
2

�
�
2

1
;
�8j C 1

1
;
16j � 2

8j C 1

�
:

Nj can also be realized as surgery on a 2-component link as in Figure 1.

The family fNj gj2N was previously studied by Hedden, Kim, Mark and Park [4]. The manifolds in
this family all have first homology equal to Z and weight 1 fundamental groups, which are necessary
conditions if said manifolds could be obtained by 0-surgery on a knot in S3. However, by using an
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obstruction in terms the Rokhlin invariant, Hedden, Kim, Mark and Park [4, Theorem 7.3] proved that for
all odd positive integers j , Nj cannot be obtained by 0-surgery on a knot in S3. In the same paper, they
also show that if Y is a 3-manifold that is homology cobordant to a Seifert fibered homology S1 �S2,
then Y automatically satisfies the same d1=2 and d�1=2 bounds as a manifold obtained by 0-surgery on a
knot in S3 (see [4, Theorem 5.2]). In other words, the noninvolutive version of Corollary C (see [16,
Proposition 4.11]) cannot obstruct a Seifert fibered homology S1 �S2 from being 0-surgery on a knot
in S3. However, it turns out that the extra information contained in involutive Heegaard Floer homology
can detect Seifert fibered 0-surgery. In particular, as an application of Corollaries C and D, we are able to
prove the following extension of [4, Theorem 7.3]:

Theorem E For all positive integers j , Nj cannot be obtained by 0-surgery on a knot in S3. In fact , Nj
is not the oriented boundary of any smooth negative semidefinite spin 4-manifold.

To provide further context for the above theorem, it is worth noting that there do exist small Seifert fiber
spaces which are obtained by 0-surgery on a knot in S3. For example, by work of Moser [10], 0-surgery
on torus knots are small Seifert fibered spaces. More recently, Ichihara, Motegi and Song [8] discovered
an infinite family of hyperbolic knots fKngn2Z�f0;�1;�2g with small Seifert fibered 0-surgery. These
small Seifert manifolds are different from those obtained by 0-surgery on torus knots.

Interestingly, as we describe in Section 5.4,

HFC.�N1; s0/ŠHF
C.�S30 .K1/; s0/

where S30 .K1/ denotes 0-surgery on K1 and, on each side of the equation, s0 is the unique self-conjugate
spinc structure. However,

HFIC.�N1; s0/©HFI
C.�S30 .K1/; s0/:

This gives a very concrete example of how involutive Heegaard Floer homology detects Seifert fibered
0-surgery whereas regular Heegaard Floer homology does not.

Organization of the paper

In Section 2, we review involutive Heegaard Floer homology and prove Theorems A and B. In Section 3,
we review some basic facts about plumbed manifolds. In Section 4, we define a slightly modified version
of lattice cohomology for negative semidefinite plumbings and describe how it fits with prior work of
Ozsváth and Szabó, Némethi, and Rustamov. At the end of that section, we adapt [2, Theorem 3.1] to
the setting of negative semidefinite plumbings with b1 D 1 and at most one bad vertex. In Section 5,
we compute the involutive Heegaard Floer homology of the manifolds fNj gj2N as well as S30 .K1/. In
particular, these calculations together with the results of Section 2, enable us to prove Theorem E.
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2 Involutive Heegaard Floer homology

In this section, we briefly review the construction of involutive Heegaard Floer homology. We then recall
the involutive d invariants, d and Nd , defined by Manolescu and Hendricks for rational homology spheres
and define analogous invariants, d˙1=2 and Nd˙1=2, for closed oriented 3-manifolds with first homology Z.
We show that d˙1=2 and Nd˙1=2 are spin integer homology cobordism invariants and use them to establish
constraints on the intersection forms of negative semidefinite spin 4-manifolds whose boundary is a
3-manifold with first homology Z. Furthermore, we establish new obstructions to a 3-manifold being
realized as 0-surgery on a knot in an integer homology sphere.

We assume the reader is familiar with Heegaard Floer homology (see for example [19; 18; 21; 22]).

2.1 Notation and conventions
� We use F DZ2 coefficients for all Heegaard Floer and involutive Heegaard Floer homology groups.

� Given a graded F ŒU �-module A, we let AŒr� be the graded F ŒU �-module defined by AŒr�kDAkCr .
The subscripts denote the homogeneous elements of the corresponding grading.

� We let TC D F ŒU; U�1�=.U �F ŒU �/ be the graded F ŒU �-module where gr.U n/D�2n.

� We let TC
d
WDTCŒ�d�. In other words, TC

d
is the F ŒU �-module TC with grading shifted so that

the minimal nonzero grading level is d .

2.2 Review of involutive Heegaard Floer homology

For complete details of the construction of involutive Heegaard Floer homology see [6].

Let Y be any closed, connected, oriented 3-manifold. Fix a spinc structure s on Y and let x! D fs; Nsg
be the orbit of s under the conjugation action. Let HD .H; J / be a Heegaard pair, ie H D .†; ˛; ˇ; z/
is a pointed Heegaard diagram for Y admissible with respect to s and J is a generic family of almost
complex structures on Symg.†/. Given this setup, define

CF ı.H; x!/D
M
t2x!

CF ı.H; t/

where CF ı.H; t/ is the usual Heegaard Floer chain complex associated to .H; t/.
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We call HD .H; J / the conjugate Heegaard pair whereH D .�†;ˇ; ˛; z/ and where J is the correspond-
ing conjugate family of almost complex structures. As shown by Ozsváth and Szabó [18, Theorem 2.4],
there is a canonical isomorphism of chain complexes

� W CF ı.H; s/! CF ı.H; Ns/:

Moreover, H and H both represent the same 3-manifold Y ; swapping the order of the ˛ and ˇ curves
and reversing the orientation of † both have the effect of reversing the orientation on Y and thus cancel
each other out. One may think of H as being obtained from H by flipping the handle decomposition
corresponding to H upside down.

Using naturality results of Juhász, Thurston and Zemke [9], it was observed by Hendricks and Manolescu
[6, Proposition 2.3] that given two Heegaard pairs representing the same 3-manifold there is a chain
homotopy equivalence between their respective Heegaard Floer chain complexes. Furthermore, these
chain homotopy equivalences form a transitive system. In particular, since H and H both represent Y , we
get a chain homotopy equivalence

ˆ.H;H/ W CF ı.H; Ns/! CF ı.H; Ns/:

Taking the composition of � and ˆ, we obtain a map

�Dˆ.H;H/ ı � W CF ı.H; s/! CF ı.H; Ns/

which is uniquely determined up to chain homotopy. By swapping the roles of s and Ns in the above
discussion, we get a second map going in the opposite direction which, by an abuse of notation, we again
call �,

� W CF ı.H; Ns/! CF ı.H; s/:

It is shown in [6] that �2 W CF ı.H; s/! CF ı.H; s/ is chain homotopic to the identity.

By a further abuse of notation, we let � also denote the direct sum of the two � maps above, ie

� W CF ı.H; x!/! CF ı.H; x!/:

We then define the involutive Heegaard Floer complex, CFI ı.H; x!/, to be the mapping cone complex

CF ı.H; x!/
Q.1C�/
����!Q �CF ı.H; x!/Œ�1�:

Here, Q is a formal variable that shifts the grading down by 1. Therefore, as graded F ŒU �-modules,
Q � CF ı.H; x!/Œ�1� Š CF ı.H; x!/ (strictly, these are Z2-graded modules; there is only an absolute
Q-grading lifting the Z2-grading when s is torsion, for example when s is self-conjugate). Introducing the
formal variable Q gives CFI ı.H; x!/ the extra structure of a F ŒQ;U �=.Q2/-module rather than just an
F ŒU �-module. The involutive Heegaard Floer homology,HFI ı.H; x!/, is then defined to be the homology
of CFI ı.H; x!/. It turns out that the isomorphism class of HFI ı.H; x!/ as a graded F ŒQ;U �=.Q2/-
module is independent of the choice of auxiliary data H. Therefore, we will write HFI ı.Y; x!/ rather
than HFI ı.H; x!/. If s is self-conjugate (sD Ns/, we write HFI ı.Y; s/.
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Remark 2.1 Since HFI ı.Y; x!/ is currently only defined up to isomorphism, it is important to highlight
that when one considers elements of (or maps on) HFI ı, one needs to make a choice of auxiliary data.
It is not known whether canonical F ŒQ;U �=.Q2/-modules can be associated to each pair .Y; x!/. For
that, one would need higher order naturality results. See [6, Section 2.4] for more details about this issue.

2.3 Involutive d invariants

Hendricks and Manolescu [6, Section 5] defined involutive d invariants, denoted by Nd and d , for self-
conjugate spinc structures of rational homology spheres. Before recalling their definitions and generalizing
them to 3-manifolds with H1 D Z, we need to review a few basic properties.

Proposition 2.2 [6, Proposition 4.6] Suppose Y is a closed , connected , oriented 3-manifold and
s 2 Spinc.Y / with sD Ns. Then there exists an exact triangle of F ŒU �-modules

HF ı.Y; s/ Q �HF ı.Y; s/Œ�1�

HFI ı.Y; s/

Q.1C��/

gh

where h decreases grading by 1 and the maps Q.1C ��/ and g preserve grading.

Corollary 2.3 With .Y; s/ as in the previous proposition , if HF ır .Y; s/Š 0 or F , then the map

Q.1C ��/ WHF
ı
r .Y; s/!Q �HF ır .Y; s/Œ�1�

is trivial.

Proof Since �2 is chain homotopic to the identity, the induced map �2� D 1. In particular, �� is an
automorphism. Since the only automorphisms of F or 0 are the identity, if r is a grading for which
HF ır .Y; s/Š 0 or F , then �� is the identity. Thus, Q.1C ��/DQ.1C 1/D 0.

Next we recall a structure result for the1-flavor of Heegaard Floer homology. To be consistent with
[18], we phrase the next theorem in terms of Z-coefficients. However, we will only be concerned with
the mod 2 reduction of this result.

Theorem 2.4 [18, Section 10] Let Y be a closed , connected , oriented 3-manifold. If b1.Y /� 2, then
there exists an equivalence class of orientation system over Y such that for any torsion spinc structure s,
we have

HF1.Y; s/Š ZŒU; U�1�˝Zƒ
�H 1.Y IZ/

as ZŒU �˝Zƒ
�.H1.Y IZ/=Tors/-modules.

In Heegaard Floer terminology, HF1 is said to be standard if it satisfies the conclusion of the above
theorem. In other words, Theorem 2.4 says that if b1.Y / 2 f0; 1; 2g, then HF1.Y; s/ is automatically
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standard. In particular, if b1.Y /D 0, ie if Y is a rational homology sphere, thenHF1.Y; s/ŠF ŒU; U�1�.
In this case, as graded F ŒU �-modules, we have the (noncanonical) splitting

HFC.Y; s/Š TC
d
˚HFCred.Y; s/

where d D d.Y; s/ is the usual d invariant of .Y; s/ and TC
d

corresponds to the image of

�� WHF
1.Y; s/!HFC.Y; s/:

Similarly, if H1.Y IZ/ Š Z and s0 is the unique torsion spinc structure on Y , then we have that
HF1.Y; s0/Š F ŒU; U�1�˚F ŒU; U�1� and we get the (noncanonical) splitting

HFC.Y; s0/Š TC
d�1=2

˚TC
d1=2
˚HFCred.Y; s0/

where d�1=2Dd�1=2.Y; s0/ and d1=2Dd1=2.Y; s0/ are the two d invariants for .Y; s0/ and TC
d�1=2

˚TC
d1=2

corresponds to the Im.��/. Recall, d˙1=2 �˙1=2 mod 2.

Remark 2.5 The previous paragraph applies more generally to Y with b1.Y /D1, not justH1.Y IZ/ŠZ,
but to simplify the exposition we will restrict to the case H1.Y IZ/Š Z. Ultimately, we are concerned
with 0-surgery applications, so this restriction suffices for our purposes.

Proposition 2.6 Let Y be a closed , connected oriented 3-manifold with b1.Y /D 0 or H1.Y IZ/Š Z.
If s 2 Spinc.Y / with sD Ns, then we get an exact triangle of F ŒU �-modules:

HF1.Y; s/ Q �HF1.Y; s/Œ�1�

HFI1.Y; s/

0

g1h1

Proof By the above discussion, if r is a grading for which HF1r .Y; s/¤ 0, then HF1r .Y; s/Š F . The
proposition then follows immediately from Corollary 2.3 and Proposition 2.2.

We now analyze the conclusion of Proposition 2.6 in the case b1 D 0 and recall the definition of the
involutive d invariants Nd and d . After this, we consider the case H1.Y IZ/Š Z. To minimize confusion,
for the rest of this section we use the letter M to denote rational homology spheres and the letter Y to
denote 3-manifolds with b1 D 1.

Consider a rational homology sphere M equipped with a self-conjugate spinc structure s. Then the exact
triangle of Proposition 2.6 decomposes into exact sequences

0!Q �HF1r .M; s/Œ�1� ��!HFI1r .M; s/! 0 .if r � d.M; s/ mod 2/;

0!HFI1r .M; s/
��!HF1r�1.M; s/! 0 .if r � d.M; s/C 1 mod 2/:

Since the maps in the exact triangle are U -equivariant, we further get that HFI1 splits as a graded
F ŒU �-module,

HFI1.M; s/ŠQ �HF1.M; s/Œ�1�˚HF1.M; s/Œ�1�:
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This splitting is canonical since HF1r is supported in alternating degrees. Moreover, as graded
F ŒQ;U �=.Q2/-modules (up to possibly an overall grading shift) one can check that

HFI1.M; s/Š F ŒQ;U;U�1�=.Q2/:

Therefore, we may think of HFI1.M; s/ as the direct sum of two doubly infinite towers: one which
is not in the image of Q, and the other which is the image of the first under multiplication by Q. Both
towers have involutive grading congruent to d.M; s/ mod 2Z.

We now recall the definition of the involutive d invariants introduced by Hendricks and Manolescu. To
make sense of the definition, it is useful to recall that

Im.�� WHFI1.M; s/!HFIC.M; s//D Im.U n/

for n� 0 (see [19, Lemma 4.6]).

Definition 2.7 [6, Definition 5.1] Let M be an oriented rational homology 3-sphere and s 2 Spinc.M/

with sD Ns. Define the lower and upper involutive correction terms of .M; s/ to be d.M; s/ and Nd.M; s/,
respectively, where

d.M; s/Dminfr j 9 x 2HFICr .M; s/; x 2 Im.U n/; x … Im.U nQ/ for n� 0g� 1;

Nd.M; s/Dminfr j 9 x 2HFICr .M; s/; x ¤ 0; x 2 Im.U nQ/ for n� 0g:

It is conceptually useful to think of Nd and d in terms of a splitting of HFIC into towers and reducible
elements as follows:

Corollary 2.8 Suppose M is an oriented rational homology 3-sphere and s 2 Spinc.M/ with s D Ns.
Then we get a (noncanonical ) splitting as graded F ŒU �-modules ,

HFIC.M; s/Š TC
Nd
˚TC

dC1
˚HFICred.M; s/:

Here , TC
Nd
˚TC

dC1
corresponds to Im.��/, with TC

Nd
in the image of Q.

The invariants d and Nd satisfy the following basic properties:

Proposition 2.9 [6, Propositions 5.1 and 5.2] With M and s as in Definition 2.7,

(1) d.M; s/� d.M; s/� Nd.M; s/;

(2) d.M; s/D� Nd.�M; s/.

Additionally, Hendricks and Manolescu generalize [16, Theorem 9.6] to the involutive setting to obtain:

Theorem 2.10 [6, Theorem 1.2] With M and s as in Definition 2.7, if X is a smooth negative definite
4-manifold with boundary M and t is a spin structure on X such that tjM D s, then

rank.H 2.X IZ//� 4d.M; s/:
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The method of proof of Theorem 2.10 is used to further show that d and Nd are spin rational homology
cobordism invariants.

Now suppose Y is a closed oriented 3-manifold with H1.Y IZ/ Š Z and let s0 be the unique torsion
spinc-structure on Y . Then the exact triangle of Proposition 2.6 decomposes into short exact sequences

0!Q �HF1r .Y; s0/Œ�1�
g1
�!HFI1r .Y; s0/

h1
�!HF1r�1.Y; s0/! 0:

These short exact sequences are of the form

0! F ! F ˚F ! F ! 0:

Therefore, as vector spaces, we get a splitting

HFI1r .Y; s0/ŠQ �HF
1
r .Y; s0/Œ�1�˚HF

1
r�1.Y; s0/

where each summand is one-dimensional. Unlike in the b1 D 0 case, this splitting is not canonical.
However, we are still able to get the following structure result:

Proposition 2.11 Suppose Y is a closed connected oriented 3-manifold with H1.Y IZ/Š Z and s0 2

Spinc.Y / is the unique spinc structure with s0 D Ns0. Then , as graded F ŒQ;U �=.Q2/-modules ,

HFI1.Y; s0/Š F ŒQ;U;U�1�=.Q2/˚F ŒQ;U;U�1�=.Q2/

where , on the right side of the equation , the first factor has gradings congruent to 1=2 mod 2 and the
second factor has gradings congruent to �1=2 mod 2.

Proof Fix a Heegaard pair HD .H; J / representing Y and admissible with respect to s0. Let @I be the
boundary map on the involutive chain complex. We can compactly write @I as @I D @CQ.1C �/ where
@ is the usual boundary map on the Heegaard Floer chain complex extended by Q-linearity.

By Theorem 2.4, HF1
1=2
.H; s0/ŠHF

1
�1=2

.H; s0/Š F . Let ˛ 2HF1
1=2
.H; s0/ and ˇ 2HF1

�1=2
.H; s0/

be the unique nonzero generators. Let a; b 2 CF1.H; s0/ be representatives of ˛ and ˇ respectively.
Then, the unique nonzero element in the image of

g1 WQ �HF11=2.H; s0/Œ�1�!HFI11=2.H; s0/

is ŒQa�. Similarly, ŒQb� is the unique nonzero element in the image of

g1 WQ �HF1
�1=2.H; s0/Œ�1�!HFI1

�1=2.H; s0/:

As we have observed above, 1 C �� is the zero map on homology. Therefore, there exists some
x; y 2CF1.H; s0/ such that .1C�/aD@x and .1C�/bD@y. Thus, @I .aCQx/D0 and @I .bCQy/D0.
Furthermore, we have that QŒa CQx� D ŒQa� and QŒb CQy� D ŒQb�. Therefore, the first sum-
mand in the decomposition can be taken to be

�
F ŒQ;U;U�1�=.Q2/

�
Œb CQy� and the second to be�

F ŒQ;U;U�1�=.Q2/
�
ŒaCQx�.

The isomorphism in Proposition 2.11 is not canonical with respect to a given Heegaard pair HD .H; J /

because the elements ŒaCQx� and ŒbCQy� depend on our choice of representatives a; b; x; y. Despite
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this, we can still define involutive d invariants in this situation. We only need to know the F ŒQ;U �=.Q2/-
module structure of HFI1, regardless of a canonical isomorphism.

Definition 2.12 Let Y be a closed oriented 3-manifold with H1.Y IZ/Š Z. Let s0 be the unique spinc

structure on Y with s0 D Ns0. Define

d1=2.Y; s0/Dmin
˚
r jr��1

2
mod 2; 9x2HFICr .Y; s0/; x2 Im.U n/; x… Im.U nQ/ for n�0

	
�1;

d�1=2.Y; s0/Dmin
˚
r jr� 1

2
mod 2; 9x2HFICr .Y; s0/; x2 Im.U n/; x… Im.U nQ/ for n�0

	
�1;

Nd1=2.Y; s0/Dmin
˚
r jr� 1

2
mod 2; 9x2HFICr .Y; s0/; x¤0; x2 Im.U nQ/ for n�0

	
;

Nd�1=2.Y; s0/Dmin
˚
r jr��1

2
mod 2; 9x2HFICr .Y; s0/; x¤0; x2 Im.U nQ/ for n�0

	
:

Remark 2.13 Since s0 is unique, we will often just write d˙1=2.Y / and Nd˙1=2.Y /, or d˙1=2 and Nd˙1=2
if Y is clear from context.

As in the b1 D 0 case, it is again useful to think of these invariants in terms of a splitting of HFIC.

Corollary 2.14 Suppose Y is a closed , connected , oriented 3-manifold with H1.Y;Z/ Š Z and
s0 2 Spinc.Y / is the unique Spinc structure with s0 D Ns0. Then there exists a (noncanonical ) splitting

HFIC.Y; s0/Š TC
Nd1=2
˚TC

Nd�1=2
˚TC

d1=2C1
˚TC

d�1=2C1
˚HFICred.Y; s0/

where
TC
Nd1=2
˚TC

Nd�1=2
˚TC

d1=2C1
˚TC

d�1=2C1

corresponds to Im.��/ and TC
Nd1=2
˚TC

Nd�1=2
is contained in the image of multiplication by Q.

Proposition 2.15 The involutive correction terms d˙1=2 and Nd˙1=2 satisfy the basic properties

(1) d˙1=2.Y /� d˙1=2.Y /� Nd˙1=2.Y /;

(2) d˙1=2.Y /D� Nd�1=2.�Y /.

Proof The proof of .1/ follows from the same arguments as the proof of [6, Proposition 5.1]. The proof
of .2/ follows from [6, Proposition 4.4] and the same arguments as in the proof of [6, Proposition 5.2].

2.4 Spin filling constraints, homology cobordism invariance, and 0-surgery obstruction

Ozsváth and Szabó [16, Theorem 9.11] established constraints in terms of d˙1=2 on the intersection
form of a negative semidefinite 4-manifold with boundary a given 3-manifold Y with H1.Y IZ/Š Z.
Furthermore, Ozsváth and Szabó [16, Corollary 9.14, Proposition 4.11] established 0-surgery obstructions
in terms of d˙1=2. In this section, we establish the analogous results in the involutive setting.

Theorem 2.16 Suppose X is a smooth oriented negative semidefinite spin 4-manifold with boundary a
3-manifold Y with H1.Y IZ/Š Z.
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(1) If the restriction H 1.X IZ/!H 1.Y IZ/ is trivial , then

b2.X/� 3� 4d�1=2.Y /:

(2) If the restriction H 1.X IZ/!H 1.Y IZ/ is nontrivial , then

b2.X/C 2� 4d1=2.Y /:

Proof Let s be a spin structure on X . In particular, c21.s/ D 0. We follow the proof strategy of [16,
Theorem 9.11].

(1) Suppose the restriction H 1.X IZ/! H 1.Y IZ/ is trivial. First, surger out all of b1.X/ without
changing the nondegenerate part of the intersection form of X . Then, remove a ball from X to obtain W
which we regard as a cobordism W W S3! Y . As observed in the proof of [16, Theorem 9.11], the map
induced from the cobordism W ,

F1W;sjW WHF
1.S3/!HF1.Y; sjY /;

is injective with image equal to the doubly infinite tower with degrees congruent to �1=2 mod 2 and
shifts degree by `D 1

4
.b2.X/� 3/. Also, by [6, Section 4.5] there exists an induced map

F
I;1
W;sjW ;˛

WHFI1.S3/!HFI1.Y; s0/

which also shifts degree by `D 1
4
.b2.X/�3/. Note that the involutive cobordism map F I;1

W;sjW ;˛
depends

on an additional choice of auxiliary data ˛.

Combining the results in [6, Section 4.5] with Proposition 2.6, we see that for every even integer r , we
have the following commutative diagram with exact horizontal rows:

0 QHF1
rC1C`

.Y; s0/Œ�1� HFI1
rC1C`

.Y; s0/ HF1
rC`

.Y; s0/ 0

0 HFI1rC1.S
3/ HF1r .S

3/ 0

QHFC
rC1C`

.Y; s0/Œ�1� HFIC
rC1C`

.Y; s0/ HFC
rC`

.Y; s0/

QHFCrC1.S
3/Œ�1� HFICrC1.S

3/ HFCr .S
3/

Q.1C��/ g1
Y

�Y

h1
Y

�I
Y

Q.1C��/

�Y

F
I;1
W;sjW ;˛

h1
S3

F1
W;sjW

g
C
Y

h
C
Y

�I
S3

F
I;C
W;sjW ;˛

h
C

S3

�
S3

F
C

W;sjW

By definition of d�1=2.Y /, there exists some yC inHFIC
d�1=2C1

.Y; s0/ such that yC2 Im.U n/ for n�0

and yC … Im.U nQ/ for n� 0. The condition ŒyC 2 Im.U n/ for n� 0� is equivalent to the condition
ŒyC 2 Im.�IY /�. Therefore, there exists some y1 2 HFI1

d�1=2C1
.Y; s0/ such that �IY .y

1/ D yC.
The condition [yC … Im.U nQ/ for n � 0] implies that y1 … Im.g1Y /. Therefore, by exactness,
h1Y .y

1/¤ 02HF1
d�1=2

.Y; s0/. By assumption, the map F1
W;sjW

WHF1
d�1=2�`

.S3/!HF1
d�1=2

.Y; sjY /
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is an isomorphism. Moreover, by exactness, the map h1
S3
WHFI1

d�1=2C1�`
.S3/!HF1

d�1=2�`
.S3/ is

also an isomorphism. Therefore, there exists some x1 2HFI1
d�1=2C1�`

.S3/ such that

.F1W;sjW ı h
1

S3
/.x1/D h1Y .y

1/:

Let z1 D F I;1
W;sjW ;˛

.x1/ 2 HFI1
d�1=2C1

.Y; s0/. By commutativity, h1Y .z
1/ D h1Y .y

1/. Therefore,
z1C y1 2 ker.h1Y /. So, by exactness, there exists some w1 2Q �HF1

d�1=2C1
.Y; s0/Œ�1� such that

g1Y .w
1/D z1Cy1. If �IY .z

1/D 0, then that would imply �IY .g
1.w1//D yC. But this would be

a contradiction because that would imply yC 2 Im.U nQ/ for n� 0. Therefore, �IY .z
1/ ¤ 0. Thus,

.�IY ıF
I;1
W;sjW ;˛

/.x1/¤ 0. So, by commutativity, .F I;C
W;sjW ;˛

ı�I
S3
/.x1/¤ 0. In particular, �I

S3
.x1/¤ 0.

Therefore, the element xC D �I
S3
.x1/ 2HFIC

d�1=2C1�`
.S3/ has the property that xC 2 Im.U n/ for

n� 0 and xC … Im.U nQ/ for n� 0. It follows that

.2.17/ d.S3/C 1� d�1=2.Y /C 1� `:

Observing that d.S3/D 0 and rearranging/canceling the terms, we get

b2.X/� 3� 4d�1=2.Y /:

(2) Now suppose the restriction H 1.X IZ/! H 1.Y IZ/ is nontrivial. Surger out the 1-dimensional
homology of X until b1.X/D 1 and so that the map H 1.X IZ/!H 1.Y IZ/ is still nontrivial. Again,
remove a ball from X to obtain a cobordism W W S3! Y . In this case, the induced map

F1W;sjW WHF
1.S3/!HF1.Y; sjY /

is injective with image equal to the doubly infinite tower with degrees congruent to C1=2 mod 2. The
degree shift of this map is now 1

4
.b2.X/C 2/. We then repeat the analogous diagram chase to establish

the inequality. We leave the details to the reader.

Corollary 2.18 Suppose Y is a closed oriented 3-manifold with H1.Y IZ/Š Z. If

d�1=2.Y / < �
1
2

and d1=2.Y / <
1
2

then Y is not the boundary of any negative semidefinite spin manifold.

Proof Suppose X is a smooth negative semidefinite spin 4-manifold with boundary Y . If the restric-
tion H 1.X IZ/ ! H 1.Y IZ/ is trivial, then the map H 1.Y IZ/ ! H 2.X; Y IZ/ is injective. Since
H 1.Y IZ/ Š H1.Y IZ/ Š Z and H 2.X; Y IZ/ Š H2.X IZ/, it follows that b2.X/ � 1. Hence, by
Theorem 2.16, �1=2� d�1=2.Y /. If instead H 1.X IZ/!H 1.Y IZ/ is nontrivial, then all we can say
about b2.X/ is that b2.X/ � 0. Theorem 2.16 therefore implies 1=2 � d1=2.Y /. The conclusion now
follows.

Proposition 2.19 Suppose Y1 and Y2 are closed oriented 3-manifolds withH1.Yi IZ/ŠZ for i 2 f1; 2g.
If there exists a spin integer homology cobordism .W; s/ W Y1! Y2, then d˙1=2.Y1/D d˙1=2.Y2/ and
Nd˙1=2.Y1/D Nd˙1=2.Y2/.
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Proof The argument is the same as in the proof of [6, Proposition 5.4], using the fact that W induces an
isomorphism

F1W;s;˛ WHFI
1.Y1; sjY1/!HFI1.Y2; sjY2/:

Theorem 2.20 Let M be an oriented integer homology 3-sphere and let Y and M 0 be the 3-manifolds
obtained via 0 and C1 surgery, respectively, on a knot K in M . Then

(1) d.M/� 1
2
� d�1=2.Y / and Nd.M/� 1

2
� Nd�1=2.Y /;

(2) d1=2.Y /�
1
2
� d.M 0/ and Nd1=2.Y /� 1

2
� Nd.M 0/.

Proof First, we prove the inequalities in .1/.

Let .W; s/ be the spin cobordism from M to Y obtained by attaching a 0-framed 2-handle along K and
let s0 be the trivial spinc structure on Y . Then, by [16, Proposition 9.3], the induced map

F1W;s WHF
1.M/!HF1.Y; s0/

shifts grading by �1=2 and is injective with image equal to the doubly infinite tower with gradings
congruent to �1=2 mod 2. The first inequality of (1) now follows by repeating exactly the same argument
as in the proof of Theorem 2.16 where now M assumes the role of S3 and ` D �1=2 (see inequality
(2.17)).

To establish the second inequality in (1), we consider the rightward continuation of the commutative
diagram used in the proof of Theorem 2.16 again replacing S3 with M . Specifically, for r even, we have
the following commutative diagram with exact horizontal rows:

0 QHF1
r�1=2

.Y; s0/Œ�1� HFI1
r�1=2

.Y; s0/ HF1r�1:5.Y; s0/ 0

0 QHF1r .M/Œ�1� HFI1r .M/ 0

QHFC
r�1=2

.Y; s0/Œ�1� HFIC
r�1=2

.Y; s0/ HFCr�1:5.Y; s0/

QHFCr .M/Œ�1� HFICr .M/ HFCr�1.M/

Q.1C��/ g1
Y

�Y

h1
Y

�I
Y

Q.1C��/

�Y

F1
W;s

g1
M

�M

F
I;1
W;s;˛

g
C
Y

h
C
Y

F
C
W;s

g
C
M

�I
M

F
I;C
W;s;˛

Now we get that g1M is an isomorphism, and we again know that F1W;s is an isomorphism. Furthermore,
g1Y is injective with Im.g1Y /D ker.h1Y /. Thus, F I;1W;s;˛ maps HFI1r .M/ isomorphically onto Im.g1Y /.

By definition of Nd�1=2, there exists some nonzero yC 2HFIC.Y; s0/ such that gr.yC/D Nd�1=2 and
yC 2 Im.U nQ/ for n� 0. This implies that there exists some element

y1 2 Im.g1Y /�HFI
1
Nd�1=2

.Y; s0/
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such that �IY .y
1/D yC. Therefore, the unique nonzero element of HFI1

Nd�1=2C1=2
.M/, which we will

call x1, maps to y1 under F I;1W;s;˛. Since .�IY ı F
I;1
W;s;˛/.x

1/ D yC ¤ 0, the commutativity of the
diagram implies �IM .x

1/¤ 0. Additionally, �IM .x
1/ 2 Im.U nQ/ for n� 0. Therefore,

Nd.M/� Nd�1=2.Y /C
1
2
:

The proofs of the inequalities in .2/ follow the same arguments as the proofs of .1/, except that now we
consider the maps

F ıW 0;s0 WHF
ı.Y; s0/!HF ı.M 0/

and
F
I;ı
W 0;s0;˛0 WHFI

ı.Y; s0/!HFI ı.M 0/

induced by the spin cobordism .W 0; s0/ W Y !M 0 obtained by attaching a 2-handle to the dual of K in Y
with framing so that the resulting space is M 0. Analyzing the corresponding commutative diagrams and
using the fact that for all r even,

F1W 0;s0 WHF
1
rC1=2.Y; s0/!HF1r .M 0/

is an isomorphism, we get statement .2/. We leave the details to the reader.

Corollary 2.21 Suppose K is a knot in S3 and Y is the result of 0-surgery on K. Then

(1) �1
2
� d�1=2.Y /;

(2) Nd1=2.Y /� 1
2

.

Proof Note that 0D d.S3/D d.S3/D Nd.S3/. Therefore, .1/ follows immediately from Theorem 2.20.
For .2/, let K be the mirror of K. Then 0-surgery on K is �Y . Thus, we have �1

2
� d�1=2.�Y; s0/.

Now by Proposition 2.15, d�1=2.�Y; s0/D� Nd1=2.Y; s0/. Therefore, Nd1=2.Y; s0/� 1
2

.

3 Plumbings

We now make a digression from our discussion of involutive Heegaard Floer homology to review basic
properties of plumbed 3- and 4-manifolds.

Notation 3.1 Given a graph � , we denote the set of vertices of � by V.�/ and the set of edges by E.�/.

Definition 3.2 A weighted graph is a graph � together with a function m W V.�/! Z, called a weight
function. Given a vertex v 2 V.�/, we call m.v/ the weight of v. Usually we will refer to a weighted
graph as � and not explicitly write the weight function associated to it.

For the purposes of this paper, we will use the term plumbing graph to mean a weighted graph � such
that jV.�/j<1 and � is a forest (ie a disjoint union of trees). Plumbing graphs in general can be more
complicated, however for simplicity we only consider plumbing graphs of the type just described.
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plumbing diagram

�2 �3 �2 �5 �4

�3

�8

Kirby/surgery diagram
�2

�3
�2

�5
�4

�3

�8

Figure 2

Given a connected plumbing graph � , we let X.�/ denote the 4-manifold obtained by plumbing disk
bundles over 2-spheres according to � (see [3, Example 4.6.2] for details of this construction). If � is not
connected, then we let X.�/ be the boundary connected sum of the plumbed 4-manifolds corresponding
to the connected components of � . Regardless of whether � is connected or not, we let Y.�/ be the
boundary of X.�/ and call it the plumbed 3-manifold associated to � .

Remark 3.3 In general, a given plumbed 3-manifold Y may bound many different plumbed 4-manifolds.
Neumann [14] described a calculus for passing between different plumbing graphs that describe the same
3-manifold.

Given a plumbing graph � , a Kirby diagram for X.�/ (which is also a surgery diagram for Y.�/) is
given by an m.v/-framed unknot for each v 2 V.�/ such that any pair of these unknots is either Hopf
linked or unlinked depending on whether or not there is an edge between the vertices with which the
unknots correspond. See Figure 2.

3.1 Algebraic topological properties of plumbings

Fix a plumbing graph � and let X DX.�/ and Y D Y.�/ be the associated plumbed 4- and 3-manifolds.
Label the vertices of � by V.�/Dfv1; : : : ; vsgwhere sDjV.�/j. For each vj 2V.�/, let Œvj �2H2.X IZ/
be the homology class of the 2-sphere corresponding to the 0-section of the D2-bundle associated to vj .
Equivalently, Œvj � is represented by the capped-off core of the corresponding 2-handle. In particular, it is
easy to see that H2.X IZ/Š

Ls
jD1ZŒvj �. Given x D

P
aj Œvj � 2H2.X IZ/, we write x � 0 if aj � 0

for all j . If in addition, x ¤ 0, we write x > 0. Given two elements x; y 2H2.X IZ/, we write x � y
(resp. x > y) if x�y � 0 (resp. x�y > 0).

Denote the intersection form of X by

. � ; � / WH2.X;Z/�H2.X IZ/! Z:

By construction,

.Œvi �; Œvj �/D

8<:
m.vi / if i D j;
1 if i ¤ j and there is an edge Œvi ; vj � connecting vi and vj ;
0 otherwise:
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Let B be the matrix of the intersection form with respect to the ordered basis .Œv1�; : : : ; Œvs�/. Notice, B
is the incidence matrix of the graph � with the i th diagonal entry equal to m.vi /.

Definition 3.4 We define the definiteness type of a plumbing graph � to be the definiteness type of its
associated intersection form . � ; � /, or equivalently the definiteness type of B . For example, we say � is
negative semidefinite if . � ; � / is negative semidefinite.

By an abuse of notation, we will also refer to the corresponding intersection pairing on cohomology as
. � ; � / WH 2.X; Y IZ/�H 2.X; Y IZ/! Z. It will be useful to, in addition, consider the slightly modified
intersection pairing . � ; � /0 WH 2.X IZ/�H 2.X; Y IZ/! Z with a different domain, but still defined by
the usual formula: .˛; ˇ/0 D .˛[ˇ/ŒX�.

Recall the set of characteristic vectors of X , denoted by Char.X/, is defined by

Char.X/D f˛ 2H 2.X IZ/ j .˛; ˇ/0 � .ˇ; ˇ/ mod 2 for all ˇ 2H 2.X; Y IZ/g

D f˛ 2H 2.X IZ/ j ˛.x/� .x; x/ mod 2 for all x 2H2.X IZ/g:

We now recall the relationship between the spinc structures on X and Y and the characteristic vectors
of X . The first observation is that we have a commutative diagram

Spinc.X/ Spinc.Y /

Char.X/ H 2.Y IZ/

c1

jY

c1

@�

where c1 denotes the first Chern class of the determinant line bundle of the spinc structure, the top
horizontal map is restriction to Y and the bottom horizontal map is the restriction of the map

@� WH 2.X IZ/!H 2.Y IZ/

in the long exact sequence in cohomology of the pair .X; Y /. The left vertical map is a bijection since
H1.X;Z/ has no 2-torsion (see [3, page 56] for details). Therefore, c1 provides a canonical identification
of Spinc.X/ with Char.X/. Furthermore, since X is simply connected, we have the commutative diagram

0 H 1.Y IZ/ H 2.X; Y IZ/ H 2.X IZ/ H 2.Y IZ/ 0

0 H2.Y IZ/ H2.X IZ/ H2.X; Y IZ/ H1.Y IZ/ 0

i� j� @�

i�

Š

j�

Š

@�

Š Š

with exact rows coming from the long exact sequences in homology and cohomology of the pair .X; Y /
and with vertical isomorphisms given by Poincaré/Lefschetz duality.

We have yet another commutative diagram

Hom.H2.X IZ/;Z/ H 2.X IZ/

H2.X IZ/ H2.X; Y IZ/

Š

Š

j�

�
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where the top row is the isomorphism coming from the universal coefficient theorem, the right vertical
map is the Lefschetz duality isomorphism, and the map � is defined by �.x/D .x; � /.

Combining the three previous diagrams we get the following commutative diagram:

Spinc.X/ Spinc.Y /

Char.X/

0 H 1.Y IZ/ H 2.X; Y IZ/ H 2.X IZ/ H 2.Y IZ/ 0

Hom.H2.X IZ/;Z/

0 H2.Y IZ/ H2.X IZ/ H2.X; Y IZ/ H1.Y IZ/ 0

�c1

jY

c1

i� j� @�

�

i�

�

j�

�

�

@�

� �

In addition, there is a free and transitive action of H 2.X IZ/ on Char.X/, defined by .˛; k/ 7! kC 2˛

for all ˛ 2H 2.X IZ/ and k 2 Char.X/. Restricting this action to j �.H 2.X; Y IZ//, we get an action of
j �.H 2.X; Y IZ// on Char.X/. Let Char.X/=2j �.H 2.X; Y IZ// denote the set of orbits of this action
and denote the orbit kC 2j �.H 2.X; Y IZ// of an element k by Œk�.

Proposition 3.5 The map ‰ W Char.X/=2j �.H 2.X; Y IZ//! Spinc.Y / given by

‰.Œk�/D c�11 .k/jY

is well defined and is a bijection.

Notation 3.6 Justified by the above proposition, we will use Œk� to denote both the orbit

kC 2j �.H 2.X; Y IZ//

as well as the corresponding spinc structure ‰.Œk�/.

Remark 3.7 From the above diagram, one can see that if k is a characteristic vector, then Œk� is a torsion
spinc structure on Y if and only if some integer multiple of k is in the image of j �. Equivalently, Œk� is
torsion if and only if there exists some zk 2H2.X IZ/˝Q such that k.x/D .zk; x/ for all x 2H2.X IZ/.

3.2 Rationality and weight conditions

We now recall some terminology that will be useful later when we discuss lattice cohomology and
Heegaard Floer homology of plumbings.

If � is a negative definite plumbing tree, then there is a special characteristic vector Kcan which is called
the canonical characteristic vector. It is defined by the equation Kcan.v/D�m.v/� 2 for all v 2 V.�/.

Algebraic & Geometric Topology, Volume 25 (2025)



On the involutive Heegaard Floer homology of negative semidefinite plumbed 3-manifolds with b1 D 1 845

Definition 3.8 A plumbing graph � is called rational if it is a negative definite tree which satisfies the
following condition: if x 2H2.X.�/IZ/ and x > 0, then

�
Kcan.x/� .x; x/

2
� 1:

Némethi [12] introduced the following generalization of rational plumbings:

Definition 3.9 [12, Definition 8.1] A negative definite plumbing tree � is almost rational if there exists
a vertex v 2V.�/ and some integer r �m.v/ such that if you replace the weight of v with r , � becomes
rational.

A further generalization of this notion is the following:

Definition 3.10 [15, Definition 2.1] A plumbing tree � is type n if there exist n vertices of � such that
if we reduce their weights sufficiently, the plumbing becomes rational.

Remark 3.11 A type n plumbing is not required to be negative definite.

Recall the degree, denoted by ı.v/, of a vertex v 2V.�/ is the number of edges adjacent to v. Following
the terminology introduced in [17], we say a vertex is bad if m.v/ >�ı.v/. In particular, it can be shown
that a negative definite plumbing with at most one bad vertex is almost rational.

4 Heegaard Floer homology and lattice cohomology of plumbings

In this section, we review some of the key developments in the Heegaard Floer homology and lattice
cohomology of plumbed 3-manifolds. We then present a modified version of lattice cohomology that
involves passing to a quotient lattice. This presentation enables us to readily adapt and combine the
work of Rustamov [23] and the work of Dai and Manolescu [2] to compute HFIC of certain negative
semidefinite plumbed 3-manifolds with b1 D 1 and at most one bad vertex.

4.1 Ozsváth–Szabó description of HF C of negative definite plumbed 3-manifolds with at
most one bad vertex

In an early paper on Heegaard Floer homology, Ozsváth and Szabó [17] provided a combinatorial
description of the Heegaard Floer homology of 3-manifolds plumbed along negative definite forests with
at most one bad vertex. We briefly review their description.

Given a plumbing presentation � of a 3-manifold Y , there is a naturally associated cobordism from
S3 to Y via attaching two handles to S3 � Œ0; 1� according to the plumbing graph � . One can turn this
cobordism around and use the fact that there is an orientation-preserving diffeomorphism from �S3 to
S3 to yield a cobordism W� W �Y ! S3. For each spinc structure s on W� , we get a U -equivariant map

FCW� ;s WHF
C.�Y; sjY /!HFC.S3/:
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It is easy to see that the spinc structures on W� correspond in a direct way to spinc structures on the
plumbed 4-manifold X.�/ since W� is diffeomorphic to X.�/�D4. Because of this we will work with
spinc structures on X.�/ rather than on W� .

Now by the basic facts about spinc structures and characteristic vectors described in the previous section
and the fact that HFC.S3/Š TC as a graded F ŒU �-module, we can define a map

TC WHFC.�Y /!Map.Char.X.�/;TC/

via the formula
TC.�/.c1.s//D F

C

W� ;s
.�/:

Here Map.Char.X.�/;TC/ simply denotes the set of functions from Char.X.�// to TC.

Let HC.�/ � Map.Char.X.�/;TC/ be the functions � of finite support which satisfy the following
adjunction relations: For each k 2 Char.X.�// and vi 2 V.�/, let 2ni D k.Œvi �/C .Œvi �; Œvi �/. Then,

(1) if ni � 0, we require U ni�.kC 2PDj�Œvi �/D �.k/;

(2) if ni < 0, we require U�ni�.k/D �.kC 2PDj�Œvi �/.

The set HC.�/ naturally inherits an F ŒU �-module structure from TC. One can also introduce a grading on
HC.�/ by defining � 2HC.�/ to be a homogeneous element of degree d if �.k/2TC is a homogeneous
element of degree d C 1

4
.k2CjV.�/j/ for all k 2 Char.X.�//. Furthermore, we can decompose HC.�/

into a direct sum over spinc structures of Y by defining HC.�; Œk�/ to be the elements of HC.�/ which are
supported on the set Œk�. Recall Œk� denotes both a spinc structure on Y as well as a subset of Char.X.�//
(see Notation 3.6).

Remark 4.1 In [17], HC.�/ is instead denoted by HC.�/. We have changed the notation in this paper
to HC.�/ to avoid confusion with lattice cohomology which is denoted by H�.�/.

The main result (Theorem 1.2) in [17] states that if � is a negative definite plumbing with at most one
bad vertex, then TC WHFC.�Y.�/; Œk�/! HC.�; Œk�/ is an isomorphism of graded F ŒU �-modules for
all spinc structures Œk� on Y.�/. Moreover, HC.�; Œk�/ can be computed combinatorially from the data
encoded by the plumbing graph. Therefore, this result enables one to compute HFC.�Y.�/; Œk�/ without
having to count holomorphic disks. In particular, Ozsváth and Szabó provide a relatively simple algorithm
to compute ker.U /� HC.�; Œk�/.

4.2 Némethi’s graded roots and lattice cohomology

Building upon the work of Ozsváth and Szabó, Némethi [12] provides an algorithm to compute the entire
F ŒU �-module HC for almost rational plumbings by adapting methods of computation sequences used in
the study of normal surface singularities. On the way to computing HC, Némethi’s algorithm first computes
an intermediate object called a graded root whose definition we review below (see Definition 4.19). For
now, we will just mention that a graded root is weighted graph associated to Y.�/ from which one can
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easily calculate HC and therefore HFC. Furthermore, by using the language of graded roots, Némethi
shows that [17, Theorem 1.2] holds for almost rational plumbed manifolds, a strictly larger class of
plumbed 3-manifolds than the class of negative definite trees with at most one bad vertex.

Remark 4.2 We say trees in the previous sentence because strictly speaking almost rational plumbings
are typically assumed to be connected. This assumption, however, is not important. The same methods
apply to yield the isomorphism if you drop the connectedness assumption in the definition of almost
rational.

Motivated by questions involving complex analytic normal surface singularities and the Seiberg–Witten
invariant, Némethi [13] further generalized his work on negative definite plumbed 3-manifolds by
introducing the broader framework of lattice cohomology. Lattice cohomology assigns to any negative
definite plumbed 3-manifold and spinc structure a graded F ŒU �-module, which we denote by H�.

Némethi’s original definition provides two different, but equivalent, realizations of lattice cohomology.
One realization is constructed by first decomposing Euclidean space Rs D R ˝ H2.X.�/IZ/ into
cubes using the Z-lattice H2.X.�/IZ/ with basis Œv1�; : : : ; Œvs�. Then, one considers the usual cellular
cohomology of Rs , except with the differential modified by a set of weight functions which encode
information about the intersection form of X.�/. The other realization is built by taking the cellular
cohomology of certain sublevel sets of these weight functions on cubes.

Lattice cohomology also comes equipped with an extra Z-grading. Namely H� decomposes as

H� D
1M
qD0

Hq

such that each Hq is itself a Z-graded F ŒU �-module. In particular, together with his work in [12], Némethi
showed that for a negative definite almost rational plumbed 3-manifold, Y.�/, and s 2 spinc.Y.�//,
H0.Y.�/; s/ is isomorphic to HFC.�Y.�/; s/ as graded F ŒU �-modules (up to an overall grading shift),
and, moreover, Hq.Y; s/Š 0 for q � 1. In general, however, it is not the case that for arbitrary negative
definite plumbed 3-manifolds Hq Š 0 for all q � 1. For example, Némethi [13, Example 4.4.1] showed
the existence of a negative definite plumbed rational homology sphere with nontrivial H1. Of course
though, this plumbing is not almost rational.

4.3 Modified formulation of lattice cohomology

In this section, we construct a modified version of lattice cohomology in order to deal with negative
semidefinite plumbings. Before defining this modified version, it is important to point out that subsequent
to Némethi’s original definition of lattice cohomology, other variants have been defined which apply to
broader classes of plumbings than those which are negative definite. In particular, Ozsváth, Stipsicz and
Szabó [15] consider lattice (co)homology with completed coefficients which apply to arbitrary plumbing
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trees/forests including those with negative semidefinite intersection forms. The modified construction
we provide is very similar to the formulation in [15]; the main difference is that we handle degenerate
plumbings by passing to a certain quotient lattice rather than using completed coefficients. As in [13], we
begin by giving the constructions in general terms, without reference to plumbings.

4.3.1 Construction 1 Let A be a free finitely generated Z-module with a specified ordered basis
.e1; : : : ; en/. Let A be a quotient of A with the property that A is itself a free finitely generated Z-module.
Given a 2 A, we write Na for the corresponding element of A.

We define a chain complex as follows. For each 0 � q � n, let Cq be the free F-module generated by
the set Qq D A� fI � f1; : : : ; ng j jI j D qg. Because later we will want to think of these generators as
cubes in a cube complex (see Construction 2), we denote the generator of Cq and the element of Qq

corresponding to . Na; I / by �. Na; I /. We define a differential @ W Cq! Cq�1 by the formula

@�. Na; I /D
X
i2I

�
�. Na; I �fig/C�. NaC Nei ; I �fig/

�
:

Remark 4.3 Intuitively, it may be helpful to think of this differential as a cellular boundary map on
cubes. We make this point of view precise in Construction 2.

Proposition 4.4 @2 D 0.

Proof We have

@2�. Na; I /D
X
i2I

X
j2I�fig

�
�. Na; I �fi; j g/C�. NaC Nej ; I �fi; j g/

�
C

X
i2I

X
j2I�fig

�
�. NaC Nei ; I �fi; j g/C�. NaC Nei C Nej ; I �fi; j g/

�
:

Now observe that the terms of the form �. Na; I �fi; j g/ cancel in pairs as i and j vary, as do the terms
of the form �. NaC Nei C Nej ; I �fi; j g/. Finally, the cross terms also cancel. Therefore, @2 D 0.

Remark 4.5 If one wanted to work over the coefficient ring Z instead of F , then signs could be introduced
as follows: Given a nonempty subset I of f1; : : : ; ng with jI j D q, let gI W I ! f1; : : : ; qg be the unique
order-preserving bijection. Define the differential via the formula

@�. Na; I /D
X
i2I

.�1/gI .i/
�
�. Na; I �fig/��. NaC Nei ; I �fig/

�
:

One can check that we still have @2 D 0. For the purposes of this paper, we will stick with the coefficient
ring F .

For each 0� q � s, define Fq D HomF .Cq;T
C/. We endow Fq with an F ŒU �-module structure by the

formula .U n ��/.�q/D U
n�.�q/ for all �q 2 Qq . Our goal now is to define a differential, ıw , on our

cochain modules Fq by modifying the usual coboundary map by a set of weight functions w.
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Definition 4.6 [13, Definition 3.1.4] A set of functions wq W Qq! Z, for 0� q � n, is called a set of
compatible weight functions if the following hold:

(1) For any integer k 2 Z, the set w�10 ..�1; k�/ is finite.

(2) For any �. Na; I / 2 Qq and any i 2 I ,

wq.�. Na; I //� wq�1.�. Na; I �fig// and wq.�. Na; I //� wq�1.�. NaC Nei ; I �fig//:

Fix a set of compatible weight functions w (we drop the subscript for simplicity). By using w, we are
able to define a Z-grading on our cochain modules Fq . Specifically, we say that � 2 Fq is homogeneous
of degree d 2Z if �.�q/ is a homogeneous element of TC of degree d �2w.�q/ whenever �.�q/¤ 0.

4.3.2 The differential Mimicking the formula for the differential given in [13, Definition 3.1.4], we
define ıw W Fq! FqC1 as follows:

� Let �qC1 2 QqC1 and write @�qC1 D
P
k �k

q .

� Given � 2 Fq , let

.ıw�/.�qC1/D
X
k

Uw.�qC1/�w.�
k
q /�.�k

q/:

Proposition 4.7 ı2w D 0.

Proof This follows directly from the definition and the fact that @2 D 0.

Definition 4.8 The homology of the cochain complex .F�; ıw/ is called the lattice cohomology of the
triple .A; .e1; : : : ; en/; w/ and is denoted by H�.A; .e1; : : : ; en/; w/.

Remark 4.9 (1) For each q, the Z-grading on Fq induces a Z-grading on Hq . Therefore, Hq is a
Z-graded F ŒU �-module.

(2) If AD A, then we recover the usual lattice cohomology defined by Némethi [13].

4.3.3 Construction 2 We now give a more geometric, but equivalent formulation of the lattice coho-
mology theory we defined in Construction 1. This is analogous to [13, Definition 3.1.11].

First, we give a geometric realization of the chain complex Cq . For each 1� q � s, let cq be denote the
q-dimensional cube Œ0; 1�q oriented in the standard way. Additionally, let c0 be a fixed 0-dimensional
cube (ie point) oriented positively. To each �. Na; I / 2 Qq we associate a distinct copy of cq . By an abuse
of notation, from now on we will regard each �. Na; I / 2 Qq as both a distinct copy of cq and a generator
of Cq depending on which point of view is more convenient in a given context.

We now construct a cube complex C whose q-dimensional cubes are precisely the elements of Qq with
attaching maps defined as follows:
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� First, we prescribe a method for identifying each .q�1/-dimensional face of cq with cq�1. Let
fxj g

q
jD1 be the standard coordinate functions on cq D Œ0; 1�

q . Each .q�1/-dimensional face of
cq is defined by an equation xi D � for some � 2 f0; 1g. Denote this face by fi;�. For q � 2, we
identify fi;� with cq�1 via the map .x1; : : : ; xq/ 7! .x1; : : : ; Oxi ; : : : ; xq/. For q D 1, we send the
point fi;� to the point c0.

� Given �. Na; I / 2 Qq , the face fi;� of �. Na; I / gets glued to the cube �. NaC � Nei ; I � fig/ via the
map defined in the first bullet point.

By construction the q-dimensional cellular chain group of the cube complex C is equal to Cq and the
cellular boundary map is equal to the differential @ W Cq! Cq�1 defined in Construction 1.

Again, fix a set of compatible weight functions w. For every integer n� 1, let Sn be the subcomplex of
C consisting of all cubes � such that w.�q/� n where q ranges over all dimensions. Let

mw Dminfw.�q/ j�q 2 Qq; 0� q � ng:

Define
Sq.A; .e1; : : : ; en/; w/D

M
n�mw

H q.SnIF/

where H q denotes the qth-cellular cohomology. For each fixed q, we give Sq.A; .e1; : : : ; en/; w/ the
structure of an F ŒU �-module by defining the U action to be the restriction map

U WH q.SnC1IZ/!H q.SnIZ/:

We additionally put a Z-grading on Sq.A; .e1; : : : ; en/; w/ by declaring the elements of H q.Sn;Z/ to
be homogeneous of degree 2n.

Proposition 4.10 As graded F ŒU �-modules , H�.A; .e1; : : : ; en/; w/Š S�.A; .e1; : : : ; en/; w/.

Proof This is proved in exactly the same way as [13, Theorem 3.1.12(a)].

Notation 4.11 From now on we will denote lattice cohomology by H� regardless of which construction
we are using.

4.3.4 Lattice cohomology associated to negative semidefinite plumbings Fix a negative semidefinite
plumbing graph � and let k be a characteristic vector of X.�/ such that Œk� is a torsion spinc structure
on Y.�/.

We now show how to associate a lattice cohomology module to the pair .�; k/. Let LDH2.X.�/IZ/ and
LDH2.X.�/IZ/= ker.j�/. By the long exact sequence in homology, L is isomorphic to a submodule
of the free finitely generated Z-module H2.X; Y IZ/ and therefore is itself free and finitely generated.
As in Section 3, let s D rank.H2.X IZ//. Also, let � D s � b1.Y /. With this notation, we have that
LŠ Z� . Furthermore, after choosing an ordering on the vertices, the plumbing gives us an ordered basis
.Œv1�; : : : ; Œvs�/ of L.
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We now have almost all the data we need in order to get lattice cohomology. It remains to define a set of
weight functions. To do this, we rely on our choice of characteristic vector k.

4.3.5 Weight functions Let �k W L! Z be the function defined by �k.x/D�12.k.x/C .x; x//.

Proposition 4.12 �k W L! Z descends to a well-defined function N�k W L! Z.

Proof Since Œk� is assumed to be a torsion spinc structure on Y there exists, by Remark 3.7, some
zk 2 L˝Q such that k.x/D .zk; x/ for all x 2 L. Now suppose x 2 L and x0 2 ker.j�/. Then

�k.xC x
0/D�

k.xC x0/C .xC x0; xC x0/

2

D �k.x/�
k.x0/C 2.x; x0/C .x0; x0/

2

D �k.x/�
1
2
.zkC 2xC x

0; x0/

D �k.x/�
1
2
PDŒj�.x

0/�.zkC 2xC x
0/

D �k.x/:

To make it easier to state some qualitative properties of N�k , we now consider the extension of N�k by scalars
to the function N�R

k
WL˝R!R. Notice that the negative semidefinite intersection form . � ; � / WL�L!Z

descends to a negative definite symmetric bilinear pairing on L which we denote by . � ; � /L. Extending
by scalars, we get a negative definite intersection form . � ; � /L˝R W .L˝R/� .L˝R/!R. Therefore,

N�R
k . Nx/D�

1
2

�
k.x/C . Nx; Nx/L˝R

�
D�

1
2
. NzkC Nx; Nx/L˝R:

In particular, we see that N�R
k

is a positive definite quadratic form plus a linear shift. Putting these
observations together yields the following proposition.

Proposition 4.13 (1) N�R
k

is bounded below.

(2) Let f Nx1; : : : ; Nx�g be any R-basis of L˝R. Identify L˝R with R� via L˝R D
L�
jD1R Nxj .

Then the level sets of N�R
k
W R� ! R are .��1/-dimensional ellipsoids and the sublevel sets are

� -dimensional balls bounded by these ellipsoids.

Corollary 4.14 N�k W L! Z is bounded below and its sublevel sets are finite.

Definition 4.15 Define wq W Qq! Z by

w.�. Nl ; I //Dmax
�
N�k. Nx/

ˇ̌̌
Nx D Nl C

X
j2J

Œvj �; J � I

�
:

Note, w W Q0! Z is simply N�k .

By Corollary 4.14, w is a valid set of weight functions.

Definition 4.16 Define H�.�; k/DH.L; .Œv1�; : : : ; Œvs�/; w/.

Algebraic & Geometric Topology, Volume 25 (2025)



852 Peter K Johnson

As in the case with negative definite plumbings, different choices of representatives for Œk� yield isomorphic
lattice cohomology up to an overall grading shift. More specifically,

Lemma 4.17 [12, Lemma 3.3.2] If k0 D kC 2PDŒj�.l/� for some l 2 L, then

H�.�; k/DH�.�; k0/Œ2 N�k. Nl/�:

Remark 4.18 Némethi uses the opposite convention for grading shifts. Hence, [12, Lemma 3.3.2] is
stated as H�.�; k/DH�.�; k0/Œ�2 N�k. Nl/�.

4.4 Graded roots associated to negative semidefinite plumbings

Definition 4.19 [12, Definition 3.2] (1) Let R be an infinite tree with vertices V and edges E. We
denote by Œu; v� the edge with endpoints u and v. We say that R is a graded root with grading
� W V! Z if
(a) �.u/��.v/D˙1 for any Œu; v� 2 E,
(b) �.u/ >minf�.u/; �.w/g for any Œu; v�; Œu; w� 2 E with v ¤ w,
(c) � is bounded below, ��1.k/ is finite for any k 2 Z, and #��1.k/D 1 if k is sufficiently large.

(2) We say that v 2V is a local minimum point of the graded root .R; �/ if �.v/ < �.w/ for any edge
Œv; w�.

(3) If .R; �/ is a graded root, and r 2Z, then we denote by .R; �/Œr� the same R with the new grading
�Œr�.v/ WD �.v/C r . (This can be generalized for any r 2Q as well.)

Example 4.20 Figure 3 shows an example of a graded root.

We now show how to associate a graded root to a pair .�; k/ where 
 is a negative semidefinite plumbing
and k is a characteristic vector of X.�/ such that Œk� is a torsion spinc structure on Y.�/. For each n 2Z,
let Lk;�n be the graph whose vertex set is V.Lk;�n/D f Nx 2 L j N�k. Nx/ � ng and such that there is an
edge between two vertices Nx1; Nx2 if and only if Nx1� Nx2 D˙Œvj � where the vj are as in Section 3.1. Now
let �0.Lk;�n/ denote the set of connected components of the graph Lk;�n.

The graded root .Rk; N�k/ associated to � and k is constructed as follows:

� The vertex set is V.Rk/ D
F
n2Z �0.Lk;�n/. By an abuse of notation, we denote the grading

V.Rk/! Z by N�k where now N�kj�0.Lk;�n/ D n.

� There is an edge between two vertices v; v0 2 V.Rk/, which correspond to connected components
Cv and Cv0 , if and only if after possibly reordering v and v0, we have N�k.v0/ D N�k.v/C 1 and
Cv � Cv0 .

Remark 4.21 When � is negative definite, .Rk; N�k/ is precisely the graded root, .Rk; �k/, defined by
Némethi [12, Section 4].
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Figure 3

Remark 4.22 The graph Lk;�n is the 1-skeleton of the space Sn considered above in Construction 2 of
lattice cohomology. In particular, we can think of �0.Lk;�n/ equivalently as �0.Sn/.

Proposition 4.23 [12, Proposition 4.3] .Rk; N�k/ is a graded root.

Proof This proof is essentially identical to the proof of [12, Proposition 4.3]. Condition (a) of
Definition 4.19(1) follows immediately from the construction of .Rk; N�k/. The proof of condition (b) is
the same as in [12, Proposition 4.3]. The first two conditions of (c) follow from Corollary 4.14. The last
condition of (c) follows the same argument as Némethi’s proof, with mild modification. Essentially just
replace the function �k in Némethi’s proof with N�k and use that N�k has a (not necessarily unique) global
minimum and that . � ; � /L is negative definite.

Again, as in the case with negative definite plumbings, the graded roots, .Rk; N�k/ and .Rk0 ; N�k0/ corre-
sponding to two characteristic vectors k and k0, which restrict to the same torsion spinc structure on Y ,
are equal up to an overall grading shift. More specifically:

Proposition 4.24 [12, Proposition 4.4] If k0 D kC 2PDŒj�.l/� for some l 2 L and k 2 Char.X.�//
with Œk� torsion , then

.Rk0 ; N�k0/D .Rk; N�k/Œ N�k. Nl/�:

4.5 The relationship between lattice cohomology, HC, and graded roots

In Section 4.1, we recalled the definition of the F ŒU �-module HC.�; Œk�/ introduced by Ozsváth and
Szabó where � is a negative definite plumbing and Œk� is a spinc structure on Y.�/. The same definition
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makes sense for negative semidefinite plumbings and Œk� torsion except that we adjust the grading as
follows: we say � 2HC.�; Œk�/ is a homogeneous element of degree d if for each k0 2 Œk� with �.k0/¤ 0,
we have that �.k0/ 2 TC is a homogeneous element of degree

d C
.k0/2CjV.�/j � 3b1.Y.�//

4
:

Proposition 4.25 As graded F ŒU �-modules ,

HC.�; Œk�/ŠH0.�; k/

�
k2CjV.�/j � 3b1.Y /

4

�
:

Proof The isomorphism is induced by the map Z W HC.�; Œk�/! F0 defined by

Z.�/.�. Nl ;∅//D �.kC 2PDj�.l//:

We leave the details to the reader.

As described in [17; 23], for calculation purposes it is convenient to consider the “dual space” of
HC.�; Œk�/, which we denote by KC.�; Œk�/. To recall their definition of KC.�; Œk�/, first consider the
set Z�0 � Œk�. Write elements .m; k0/ 2 Z�0 � Œk� as Um˝ k0. Define an equivalence relation � on
Z�0 � Œk� in the following way: for each k0 2 Œk� and vi 2 V.�/, let 2ni D k0.Œvi �/C .Œvi �; Œvi �/. Then

(1) if ni � 0, we require U niCm˝ .k0C 2PDj�Œvi �/� Um˝ k0;

(2) if ni < 0, we require Um˝ .k0C 2PDj�Œvi �/� Um�ni ˝ k0.

In other words, two elements Um˝ k0 and U n˝ k00 are equivalent if and only if there exists a finite
sequence of elements Um0 ˝ k1; : : : ; Um` ˝ k` such that Um0 ˝ k1 D Um˝ k0, Um` ˝ k` D U n˝ k00

and each adjacent pair in the sequence is related by a relation of type (1) or (2) as given above. We call
such a sequence a path connecting Um˝ k0 and U n˝ k00.

Remark 4.26 In general, there are many different paths connecting a given pair of elements Um˝ k0

and U n˝ k00.

Write the equivalence class containing Um˝ k0 as Um˝ k0 and define KC.�; Œk�/ to be the set of these
equivalence classes. KC.�; Œk�/ is the dual of HC.�; Œk�/ (or maybe more naturally HC.�; Œk�/ is the dual
of KC.�; Œk�/) in the following sense:

� Define KC.�; Œk�/� to be the set of finitely supported functions � W KC.�; Œk�/! TC such that
�.U nCm˝ k0/DU n�.Um˝ k0/ for all n;m�0 and k02 Œk�. Endow .KC/� with an F ŒU �-module
structure by inheriting that of TC.

� Define a map F W HC.�; Œk�/! KC.�; Œk�/� by

F.�/.Um˝ k0/D Um�.k0/:

It is straightforward to check that F is a well-defined F ŒU �-module isomorphism.
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We can put more structure on KC.�; Œk�/ by thinking of it as a graph. Specifically, define gKC.�; Œk�/ to
be the graph whose vertices are the elements of KC.�; Œk�/ and such that there is an edge between to
vertices Um˝ k0 and U n˝ k00 if and only if either UmC1˝ k0 D U n˝ k00 or Um˝ k0 D U nC1˝ k00.

Proposition 4.27 As graphs , gKC.�; Œk�/ is isomorphic to the graded root .Rk; N�k/.

Proof This proof is essentially the same as Némethi [12, Proof of Proposition 4.7]. For completeness,
we provide the details here.

By definition each element k0 2 Œk� can be written as k0DkC2PDŒj�.l/� for some l 2L. Let Nlk0 WD Nl 2L.
Define a map p W KC.�; Œk�/! V.Rk/ as follows:

p.Um˝ k0/D the connected component of L
k;� N�k. Nlk0 /Cm

containing Nlk0 :

To show that p is well defined, let 2ni D k0.Œvi �/C .Œvi �; Œvi �/. Suppose first that ni � 0 so that we have
U niCm˝ .k0C 2PDj�Œvi �/� U

m˝ k0. Let k00 D k0C 2PDj�Œvi �. Then, Nlk00 D Nlk0 C Œvi �. Thus,

N�k. Nlk00/Cni CmD N�k. Nlk0/C N�k0.Œvi �/Cni Cm

D N�k. Nlk0/�ni Cni Cm

D N�k. Nlk0/Cm:

Therefore, Lk;� N�k. Nlk0 /Cm D Lk;� N�k. Nlk00 /CniCm and Nlk0 and Nlk00 are in the same connected component
since they differ by Œvi �. The case when ni < 0 is similar. This establishes that p is well defined.

Next we define a map q WV.Rk/!KC.�; Œk�/which we will show is the inverse of p. Suppose v2V.Rk/.
Let Cv be the corresponding connected component in Lk;� N�k.v/ and let Nlv be some element in L\Cv.
Define

q.v/D U N�k.v/� N�k.
Nlv/˝ .kC 2PDj�.lv//:

To show q is well defined, suppose Nl 0 is some other element in L\Cv. It suffices to consider the case
that Nl 0 D NlvC Œvi � for some i . First note,

N�k. Nl
0/D N�k. NlvC Œvi �/D N�k. Nlv/C N�k.Œvi �/� .Œvi �; lv/:

Also,

.kC 2PDj�.lv//.vi /C .vi ; vi /D k.vi /C .vi ; vi /C 2.vi ; lv/D�2Œ N�k.Œvi �/� .vi ; lv/�:

Hence, if �Œ N�k.Œvi �/� .vi ; lv/�� 0, then

U N�k.v/� N�k.
Nlv/˝ .kC 2PDj�.lv//� U

N�k.v/� N�k. Nlv/� N�k.Œvi �/C.vi ;lv/˝ .kC 2PDj�.lvC Œvi �//

D U N�k.v/� N�k.
Nl 0/
˝ .kC 2PDj�.l

0//:

Similarly, if �Œ N�k.Œvi �/� .vi ; lv/� < 0, then

U N�k.v/� N�k.
Nl 0/
˝ .kC 2PDj�.l

0//� U N�k.v/� N�k.
Nl 0/C N�k.Œvi �/�.vi ;lv/˝ .kC 2PDj�.lv//

D U N�k.v/� N�k.
Nlv/˝ .kC 2PDj�.lv//:

Therefore, q is well defined.
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Now consider qp.Um˝ k0/ where k0 D kC 2PDj�. Nlk/. Let v D p.Um˝ k0/ and Cv be the connected
component of L

k;� N�k. Nlk0 /Cm
containing Nlk0 . Then, by definition,

q.v/D U N�k.
Nlk0 /Cm� N�k.

Nlk0 /˝ kC 2PDj�. Nlk0/D U
m
˝ k0:

Hence, qp D Id. The other direction, ie that pq D Id, is tautological. Therefore, p is a bijection. To see
that p takes edges to edges bijectively, let v1D p.Um˝ k0/ and v2D p.UmC1˝ k0/. It follows directly
from the definition that Cv1 � Cv2 and N�k.v2/� N�k.v1/D 1.

Remark 4.28 It is useful to point out that under the isomorphism p constructed in the above proof, we
have that

gr.p.Um˝ k0//Dm� 1
8
..k0/2� k2/:

4.6 A quick review of Rustamov’s results on negative semidefinite plumbings with b1 D 1

Rustamov [23] generalizes the setting in which the isomorphism TC, described in Section 4.1, holds. In
particular, Rustamov proves the following theorem:

Theorem 4.29 [23, Theorem 1.2] Let � be a negative semidefinite plumbing with at most one bad
vertex and with b1.Y.�//D 1. Further , let Œk� be a torsion spinc structure. Then

(1) TC WHFCodd.�Y.�/; Œk�/! HC.�; Œk�/ is an isomorphism of graded F ŒU �-modules;

(2) HFCeven.�Y.�/; Œk�/Š TC
d

where d D d�1=2.�Y.�/; Œk�/.

Here HFCodd.�Y.�/; Œk�/ and HFCeven.�Y.�/; Œk�/ refer to the submodules generated by elements of
HFC.�Y.�/; Œk�/ of degrees congruent to 1=2 mod 2 and �1=2 mod 2 respectively.

Combining Rustamov’s result with the observations of the previous section, we get:

Corollary 4.30 With � as above ,

HFCodd.�Y.�/; Œk�/ŠH0.�; k/

�
k2CjV.�/j � 3

4

�
as graded F ŒU �-modules. In particular , up to an overall grading shift , H0.�; k/ is a topological invariant
of Y.�/.

Remark 4.31 It is likely possible that one can prove

H0.�; k/

�
k2CjV.�/j � 3

4

�
is a topological invariant without appealing to Heegaard Floer homology, by showing invariance under
Neumann moves as in the proof of [12, Proposition 4.6].
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4.7 Involutions on lattice cohomology and Heegaard Floer homology

Let � be a negative semidefinite plumbing with at most one bad vertex and b1.Y.�//D 1. Let Œk� be a
self-conjugate spinc structure on Y.�/. In other words, Œk�D Œ�k� or, equivalently, k D PDŒj�.l/� for
some l 2 L. Note that by identifying Nl with k, we can think of k as an element of L.

As in [2, Section 2], define J0 W L! L by J0. Nx/ D �Nx � Nl . Clearly, J 20 D Id. We can extend J0 to a
cubical involution on the cube complex C considered in Construction 2 of lattice cohomology via the
formula

J0�. Na; I /D�
�
J0

�
NaC

X
i2I

Œvi �

�
; I

�
:

It is straightforward to check that J0 is compatible with the gluing of the cells. Moreover, since
N�k.J0. Nx//D N�k. Nx/ for all Nx 2 L, J0 maps the subcomplex Sn of C to itself. Therefore, J0 induces an
involution on H q.SnIZ/ for each n and q, and hence on lattice cohomology. By an abuse of notation,
we denote the involution on lattice cohomology again by J0. In a similar manner, one could alternatively
define J0 by using Construction 1, but we leave the details to the reader.

Focusing our attention on the 0th level of lattice cohomology, we can think of the action of J0 on H0 from
the dual perspective by realizing an involution on the associated graded root. More specifically, since J0
acts continuously on Sn, J0 also induces an involution on the connected components of Sn. Hence, J0
induces an involution on the graded root .Rk; N�k/. From another perspective, under the identification of
.Rk; N�k/ with gKC.�; Œk�/ given in Proposition 4.27, the involution J0 sends Um˝ k0 to Um˝�k0.

Dai and Manolescu [2, Theorem 3.1] showed that for negative definite almost rational plumbings, the
involution J0 on lattice cohomology is identified with the involution �� on Heegaard Floer homology
under the isomorphism TC described in Section 4.1. We now show that their theorem also holds in the
setting of negative semidefinite plumbed manifolds with at most one bad vertex and b1 D 1.

Theorem 4.32 [2, Theorem 3.1] Let � be a negative semidefinite plumbing with at most one bad vertex
and b1.Y.�//D 1. If Œk� is a self-conjugate spinc structure , then under the isomorphism TC given in
Theorem 4.29(1), the maps J0 and the restriction of �� to HFCodd.�Y.�/; Œk�/ are identified.

Proof First note that the isomorphism TC WHFCodd.�Y.�/; Œk�/! HC.�; Œk�/ for negative semidefinite
plumbed manifolds with at most one bad vertex and b1 D 1 is defined in precisely the same way as
the isomorphism TC WHFC.�Y.�/; Œk�/! HC.�; Œk�/ for negative definite almost rational plumbed
manifolds. Therefore, as in the proof of [2, Theorem 3.1], to show that J0 and �� are identified under TC,
one must show that FC

W;k
D FC

W;�k
ı ��. As noted in the proof of [2, Theorem 3.1], this equation follows

from [20, Theorem 3.6].

For negative semidefinite plumbed manifolds with at most one bad vertex and b1 D 1, the action of �� on
the even part of HFC is less interesting. Since �� is U -equivariant and HFCeven.�Y.�/; Œk�/ŠTd for Œk�
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self-conjugate, the restriction of �� to the even part must be the identity. Moreover, if one knows HFC

and ��, then by using the mapping cone exact triangle in Proposition 2.2, one can completely determine
HFIC as a graded F -vector space.

In the context of negative definite almost rational plumbings, Dai and Manolescu [2, Sections 4 and 5].
showed that one can actually determine the entire F ŒU;Q�=.Q2/-module structure of HFIC just from
knowing J0. However, one encounters issues when trying to extrapolate their methods to the case of
negative semidefinite plumbings with at most one bad vertex. The main difficulty is that in the negative
definite almost rational case, HFC is supported in even gradings, whereas in the negative semidefinite
case, HFC has both even and odd gradings which allows for the possibility of a more complicated action
of � at the chain level. Despite this issue, for negative semidefinite plumbings with at most one bad
vertex whose HFC and �� are sufficiently simple, it is still possible to compute much, if not all, of the
F ŒU;Q�=.Q2/-module structure of HFIC as well as the involutive d invariants just from the mapping
cone exact triangle. We illustrate this via the examples in Section 5.

5 Small Seifert fibered space examples

In this section, we compute HFIC.�Nj ; s0/ for the infinite family of small Seifert fiber spaces
fNj gj2N described in the introduction. As an application, we prove Theorem E. We also compute
HFIC.�S30 .K1/; s0/ where S30 .K1/ is the manifold obtained by 0-surgery on the Ichihara–Motegi–
Song knot K1 from [8]. We then compare HFIC.�S30 .K1/; s0/ and HFIC.�N1; s0/.

Before computing HFIC of these specific manifolds, we give a brief outline in Section 5.1 of a general
strategy for computing the graded root .Rk; N�k/, which forms a key part of our computation of HFIC.
We also, in Section 5.2, describe some combinatorial moves that will aid in the computations.

5.1 Computing the graded root

Let � be a negative semidefinite plumbing with at most one bad vertex and b1.Y.�//D 1. Let Œk� be a
self-conjugate spinc structure on Y.�/. To compute .Rk; N�k/, the first and main step is to determine the
set

L.�; Œk�/ WD fx 2 KC.�; Œk�/ j x has no representative of the form U n˝ k0 for n > 0g:

It is easy to see that the elements of L.�; Œk�/ correspond to the leaves of the graded root .Rk; N�k/ under
the isomorphism in Proposition 4.27. Moreover, from the results in Section 4.6, it follows that the leaves
of .Rk; N�k/ correspond to a basis of the F -vector space

ker.U /\HFCodd.�Y.�/; Œk�/:

Rustamov [23, Section 3] provides an algorithm to compute L.�; Œk�/ which builds on the Ozsváth and
Szabó [17, Section 3] algorithm for negative definite plumbings. For our computations, rather than use
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Rustamov’s algorithm directly, we instead will use a simple criterion (see Proposition 5.1 below) which
characterizes the elements of L.�; Œk�/.

To explain this criterion, first recall from Section 4.5 that two elements Um ˝ k0 and U n ˝ k00 are
equivalent (ie represent the same element of KC.�; Œk�/) if and only if there is a path between them.
In particular, every element of L.�; Œk�/ is represented by an element of the form U 0˝ k0 and every
element of a path connecting U 0˝ k0 to another representative must also have 0 as the exponent on the
U term. Therefore, when discussing representatives or paths for elements in L.�; Œk�/, we can drop the
U 0 term and instead think of a representative as an element k0 2 Œk� and a path as a sequence of vectors
k1; : : : ; kj 2 Œk�. Furthermore, the relations defining such a path imply that for adjacent elements ki and
kiC1 we have that kiC1D ki˙2PDŒv� for some v 2V.�/ with ki .v/D�m.v/. Additionally, it follows
from the definition that a representative k0 of an element in L.�; Œk�/ must satisfy

m.v/� k0.v/� �m.v/

for all v 2 V.�/. We refer to this property as ? and we let ?Œk�D fk0 2 Œk� j k0 satisfies ?g.

Combining these observations, we get the following proposition:

Proposition 5.1 An element k0 2 Œk� represents an element of L.�; Œk�/ if and only if k0 satisfies ? and
every element on every path containing k0 also satisfies ?.

After using Proposition 5.1 to find elements k1; : : : ; kn 2 Œk� which represent the distinct elements of
L.�; Œk�/, it then follows that every other vertex of .Rk; N�k/ corresponds to an element of the form
Um˝ ki for some m and i . Of course, there could be relations of the form Um1 ˝ ki D U

m2 ˝ kj .
To determine these relations, in principle, one can write down the elements of the equivalence classes
Um1 ˝ ki and Um2 ˝ kj and see whether they are equal. However, this can be quite tedious to do by
hand and, in simple enough situations, there are shortcuts one can take by leveraging properties of HFC.
For example, we will use the relationship between Turaev torsion and HFC established in [18, Theorem
10.17] to complete the computation of .Rk; N�k/ for the manifolds Nj .

5.2 Moves between equivalent vectors

Let � be a negative semidefinite plumbing with at most one bad vertex and with b1 D 1. Suppose �
contains a linear subgraph ƒ with framing �2 at each vertex, as shown below:

ƒD
�2 �2 �2

v1 v2 vm

Let Œk� be a self-conjugate spinc structure on Y.�/. Given a characteristic vector k0 2 Œk�, let

k0ƒ D .a1; : : : ; am/

be the subvector corresponding to the vertices v1; : : : ; vm. We call k0ƒ the ƒ-subvector of k0.
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Note, if k0 2 Œk� and satisfies ?, then we must have ai 2 f�2; 0; 2g for each 1 � i � m. If there exists
some i such that ai D˙2, then k00 D k0˙ 2PDŒvi � is an equivalent vector. In particular,

k00ƒ D .a1; : : : ; ai�1˙ 2;�2; aiC1˙ 2; : : : ; am/:

Of course, other entries of k00 not contained in k00ƒ may also differ from those of k0. Specifically, any entry
a of k0 corresponding to a vertex adjacent to vi will change from a to a˙ 2. We call the replacement of
k0 with k00 D k0˙ 2PDŒvi � where k0.vi /D˙2 a move of type˙2.

Next suppose k0ƒ D .a1; : : : ; ai ; 0; : : : ; 0; 2;�2; aj ; : : : ; am/. Then, by iteratively applying type C2
moves to the C2-entry, we can convert k0 into an equivalent vector k00 with

k00ƒ D .a1; : : : ; ai ; 2;�2; 0; : : : ; 0; aj ; : : : ; am/:

We call the replacement of k0 with k00 or k00 with k0 a .2;�2/-slide. We define a .�2; 2/-slide analogously.

Lemma 5.2 Let k0 2 Œk� be a vector with k0ƒ D .a1; : : : ; ai ; 0;˙2; 0; : : : ; 0;�2; aj ; : : : ; am/. Then k0

is equivalent to a vector k00 with k00ƒ D .a1; : : : ; ai ;˙2; 0; : : : ; 0;�2; 0; aj ; : : : ; am/.

Proof Apply a type ˙2 move to the ˙2-entry to get an equivalent vector h0 with

h0ƒ D .a1; : : : ; ai ;˙2;�2;˙2; 0; : : : ; 0;�2; aj ; : : : ; am/:

Now do a rightward .�2;˙2/-slide to h0 to convert h0 into an equivalent vector h00 with

h00ƒ D .a1; : : : ; ai ;˙2; 0; : : : ; 0;�2;˙2;�2; aj ; : : : ; am/:

Finally apply a type ˙2 move to the rightmost ˙2-entry to get an equivalent vector k00 with

k00ƒ D .a1; : : : ; ai ;˙2; 0; : : : ; 0;�2; 0; aj ; : : : ; am/:

By iterating the sequence of moves described in the above proof, we can now convert any vector k0 2 Œk�
with

k0ƒ D .a1; : : : ; ai ; 0; : : : ; 0;˙2; 0; : : : ; 0;�2; aj ; : : : ; am/

into an equivalent vector k00 with

k00ƒ D .a1; : : : ; ai ;˙2; 0; : : : ; 0;�2; 0; : : : ; 0; aj ; : : : ; am/:

By an abuse of notation, we also call the replacement of k0 with k00 or k00 with k0 via the above sequence
of moves a .˙2;�2/-slide.

Lemma 5.3 Suppose k0 2 Œk� represents an element of L.�; Œk�/. Then either k0ƒ is the zero vector or it
has entries which alternate between 2 and �2 with possibly 0’s in between.

Proof Suppose k0 represents an element of L.�; Œk�/ and k0ƒ contains a subvector of the form

.2; 0; : : : ; 0„ ƒ‚ …
j

; 2/
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where j � 0. Then, by doing a typeC2 move on the leftmostC2-entry, k0 is equivalent to a vector whose
corresponding subvector is

.�2; 2; 0; : : : ; 0„ ƒ‚ …
j�1

; 2/

if j � 1 or .�2; 4/ if j D 0. In the latter case, the vector fails to satisfy ? and thus we get a contradiction
by Proposition 5.1. So we can assume the subvector is

.�2; 2; 0; : : : ; 0„ ƒ‚ …
j�1

; 2/

with j � 1. Now do a rightward .�2; 2/-slide to produce an equivalent vector whose corresponding
subvector is

.0; : : : ; 0„ ƒ‚ …
j�1

;�2; 2; 2/:

Next apply a type C2 move to get an equivalent vector whose corresponding subvector is

.0; : : : ; 0„ ƒ‚ …
j

;�2; 4/:

We again get a contradiction for the same reason as before. Therefore, k0ƒ cannot contain a subvector of
the form

.2; 0; : : : ; 0„ ƒ‚ …
j

; 2/; j � 0:

By an analogous argument, k0ƒ also cannot contain a subvector of the form

.�2; 0; : : : ; 0„ ƒ‚ …
j

;�2/; j � 0:

Lemma 5.4 Suppose k0 2 Œk� represents an element of L.�; Œk�/. Then k0 is equivalent to a vector k00

such that k00ƒ is the zero vector except for possibly one nonzero entry equal to˙2.

Proof We induct on the number of nonzero entries of k0ƒ. Obviously the statement is true if k0ƒ is the
zero vector or has only one nonzero entry. So suppose k0ƒ has n� 2 nonzero entries. Let ai and aiCj be
the leftmost nonzero entries. Then by the Lemma 5.3, ai D˙2 and aiCj D�2. For simplicity, assume
ai D 2. (The argument when ai D�2 is identical up to sign changes.) We can write k0ƒ as

k0ƒ D .0; : : : ; 0; 2; 0; : : : ; 0;�2; aiCjC1; : : : ; am/

where there are possibly no initial 0 entries and no 0 entries between ai and aiCj . If there are initial 0
entries, then by doing a leftward .2;�2/-slide, k0 is equivalent to a vector whose ƒ-subvector is

.2; 0; : : : ; 0;�2; 0; : : : ; 0; aiCjC1; : : : ; am/:
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Now apply a type C2 move to the leftmost C2-entry to get an equivalent vector whose ƒ-subvector is

.�2; 2; 0; : : : ; 0;�2; 0; : : : ; 0; aiCjC1; : : : ; am/

if j > 1, or
.�2; 0; : : : ; 0; aiC2; : : : ; am/

if j D 1. In the latter case, we have reduced the number of nonzero entries in the ƒ-subvector by 1.
Hence, we can assume j > 1. In this case, if we do a rightward .�2; 2/-slide on leftmost .�2; 2/-pair,
we get an equivalent vector whose ƒ-subvector is

.0; : : : ; 0;�2; 2;�2; 0; : : : ; 0; aiCjC1; : : : ; am/:

Finally apply a type C2 move to produce an equivalent vector whose ƒ-subvector is

.0; : : : ; 0; 0;�2; 0; 0; : : : ; 0; aiCjC1; : : : ; am/:

We have reduced the number of nonzero entries by 1. Therefore, by induction the result follows.

Lemma 5.5 Suppose k0 2 Œk� with

k0ƒ D .0; : : : ; 0„ ƒ‚ …
j

; 2; 0; : : : ; 0„ ƒ‚ …
m�j�1

/:

Then k0 is equivalent to a vector k00 with

k00ƒ D .0; : : : ; 0„ ƒ‚ …
m�j�1

;�2; 0; : : : ; 0„ ƒ‚ …
j

/:

Proof We list the sequence of moves needed to obtain the relevant vector. In each move, we only write
the resulting ƒ-subvector.

(1) Type C2 move:
.0; : : : ; 0„ ƒ‚ …

j�1

; 2;�2; 2 0; : : : ; 0„ ƒ‚ …
m�j�2

/:

(2) Leftward .2;�2/-slide:
.2;�2; 0; : : : ; 0„ ƒ‚ …

j�1

; 2; 0; : : : ; 0„ ƒ‚ …
m�j�2

/:

(3) Type C2 move:
.�2; 0; : : : ; 0„ ƒ‚ …

j

; 2; 0; : : : ; 0„ ƒ‚ …
m�j�2

/:

(4) Rightward .�2; 2/-slide:
.0; : : : ; 0„ ƒ‚ …
m�j�2

;�2; 0; : : : ; 0„ ƒ‚ …
j

; 2/:

(5) Type C2 move:
.0; : : : ; 0„ ƒ‚ …
m�j�2

;�2; 0; : : : ; 0„ ƒ‚ …
j�1

; 2;�2/:
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Nj D

.4j � 1/ positive crossings

�4

�1

Figure 4

(6) Leftward .2;�2/-slide:
.0; : : : ; 0„ ƒ‚ …
m�j�2

;�2; 2;�2; 0; : : : ; 0„ ƒ‚ …
j�1

/:

(7) Type C2 move:
.0; : : : ; 0„ ƒ‚ …
m�j�1

;�2; 0; : : : ; 0„ ƒ‚ …
j

/:

Remark 5.6 If one traces through the above sequence of moves, it is easy to see that if v is a vertex not
in ƒ, but is adjacent to the initial vertex v1 or terminal vertex vm of ƒ, then k00.v/D k0.v/C 2.

5.3 Computation of HFIC.�Nj ; s0/

Recall, the 3-manifold Nj for j � 1 is given by the surgery diagram in Figure 4.

In [4, Section 7], it is shown via Kirby calculus that Nj can be represented as a plumbing as follows:

Nj D
�8j C 1 �1 �2 2j � 1 �4

�2

By performing two slam dunks on the rightward stem, we get:

Nj D
�8j C 1 �1

�16jC2
8j�3

�2

One can further check that

�16j C 2

8j � 3
D�3�

1

�2�
1

: : : � 2�
1

�8jC3C4r
8j�7�4r
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where there are r copies of �2 along the diagonal. In particular, setting r D 2j �2, the last term becomes

�8j C 3C 4.2j � 2/

8j � 7� 4.2j � 2/
D�5:

Hence, by performing the corresponding slam dunks, we get:

Nj D
�8j C 1 �1 �3 �2 �2 �5

�2
2j�2 times

Let �j be the above plumbing graph with vertices labeled as follows:

v3 v1 v4 v5 v2jC2 v2jC3

v2
2j�2 times

With respect to the ordered basis .Œv1�; : : : ; Œv2jC3�/, the matrix for the intersection form of X.�j / is

Bj D

0BBBBBBBBBBBBBB@

�1 1 1 1

1 �2

1 �8j C 1

1 �3 1

1 �2 1

1 �2 1
: : :

1 �2 1

1 �5

1CCCCCCCCCCCCCCA
:

It is straightforward to check that Bj is negative semidefinite and H1.Nj IZ/Š Z, we leave this to the
reader.

Note, the Z-kernel of Bj is generated by the vector

x D .16j � 2; 8j � 1; 2; 8j � 3; 8j � 7; 8j � 11; : : : ; 1/:

Therefore, the unique self-conjugate spinc-structure s0 on Nj can be thought of as

Œk�D fk0 2 Char.X.�j // j k0 � x D 0g:

Let ƒj be the linear subgraph of �j given by:

ƒj D
�2 �2

v5 v2jC2

We write vectors k0 2 Œk� as

k0 D .a1; a2; a3; a4; b5; : : : ; b2jC2; c2jC3/

where k0ƒj D .b5; : : : ; b2jC2/.
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Lemma 5.7 If k0 2 Œk� represents an element of L.�j ; Œk�/, then k0 is equivalent to a vector whose
ƒj -subvector is not equal to the zero vector.

Proof Suppose k0 2 Œk� represents an element of L.�j ; Œk�/. For the purpose of contradiction, suppose the
ƒj -subvector of every representative of every element of L.�j ; Œk�/ is zero. Then, in particular, k0ƒj D 0.
Also, since k0 represents an element of L.�j ; Œk�/, it must satisfy ?. So we must have a4 2 f�3;�1; 1; 3g.
If a4 D ˙3, then by adding ˙2PDŒv4� to k0 we would obtain an equivalent vector with a nonzero
ƒj -subvector. Thus, a4 2 f�1; 1g.

Since k0 must satisfy ?, we also have a1 D˙1. If a1 D 1 and a4 D 1, then by adding 2PDŒv1� to k0, a4
becomes 3. But we just showed that a4 cannot be equal to 3. Similarly, if a1 D�1 and a4 D�1, then by
adding �2PDŒv1� to k0, a4 becomes �3, which is again a contradiction. Hence, a1 D˙1 and a4 D�1.
By adding �2PDŒv1� if necessary, we may assume a1 D 1 and a4 D �1. Again, by ?, we must have
a2 2 f�2; 0; 2g. If a2D 2, then by adding 2PDŒv1� to k0, we get an equivalent vector with a2D 4, which
contradicts Proposition 5.1. Therefore, a2 2 f0;�2g. If a2 D �2, then by adding �2PDŒv2� to k0 we
obtain an equivalent vector with a1 D �1 and a4 D �1, which we already determined cannot happen.
Therefore, a2 D 0. Now add 2PDŒv1� to k0. The result is an equivalent vector with a1 D �1, a2 D 2,
and a4 D 1. Since a2 D 2, we can add 2PDŒv2� to get an equivalent vector with a1 D 1; a2 D�2, and
a4 D 1, but we have already shown that we cannot have both a1 D 1 and a4 D 1. Therefore, we get a
contradiction and hence k0 must be equivalent to some vector whose ƒj -subvector is not equal to the
zero vector.

Somewhat counterintuitively, we are now going to use the previous lemma to find a small finite set of
possible representatives of L.�j ; Œk�/, all of whose ƒj -subvectors are all equal to the zero vector.

Lemma 5.8 If k0 2 Œk� represents an element of L.�j ; Œk�/, then k0 is equivalent to a vector of the form

k00 D .�1; 0; a3; 3; 0; : : : ; 0; c2kC3/

where a3 2 f�8kC 1;�8kC 3; : : : ; 8kC 1g and c2jC3 2 f�5;�3;�1; 1; 3g.

Proof Suppose k0 represents an element of L.�j ; Œk�/. Then, by combining Lemmas 5.4, 5.5, and 5.7,
we may assume

k0ƒj D .0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

/

for some 0 � ` � 2j � 3. By ?, a1 D ˙1. If a1 D �1, then we can add �2PDŒv1� from k0 to get an
equivalent vector with a1 D 1. This addition does not effect any of the entries in k0ƒj . Thus, we may
assume a1 D 1.

Next, by ?, a2 2 f�2; 0; 2g. If a2D 2, then adding 2PDŒv1� to k0 yields an equivalent vector with a2D 4,
which violates ?. Therefore, a2 2 f�2; 0g. Suppose a2 D �2. Then, by adding �2PDŒv2�, we get an
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equivalent vector with a2 D 2 and a1 D�1. k0ƒj is unaffected by this move. If we then add �2PDŒv1�,
we get an equivalent vector with a1D 1 and a2D 0. Again k0ƒj is unaffected. Therefore, we may assume
a2 D 0.

Next, with
k0 D .1; 0; a3; a4; 0; : : : ; 0„ ƒ‚ …

`

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

; c2jC3/

add 2PDŒv1� to k0 to get the equivalent vector

.�1; 2; a3C 2; a4C 2; 0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

; c2jC3/:

Next, add 2PDŒv2� to get

.1;�2; a3C 2; a4C 2; 0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

; c2jC3/:

Then add another 2PDŒv1�, to get

.�1; 0; a3C 4; a4C 4; 0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

; c2jC3/:

Now, if we apply the move in Lemma 5.5 and take into account Remark 5.6, one can check that we get
an equivalent vector whose 4th entry is a4C 6. Since we assumed k0 represents an element of L.�j ; Œk�/,
we must therefore have that a4 2 f�3;�1; 1; 3g and a4C 6 2 f�3;�1; 1; 3g. Hence, we must have had
a4 D�3. To summarize, we have now shown that we can assume

k0 D .1; 0; a3;�3; 0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

; c2jC3/:

Next, by ?, c2jC3 2 f�5;�3;�1; 1; 3; 5g. If c2jC3 D 5, then again by applying the move from
Lemma 5.5, one can check that we transform c2jC3 into 7, which violates ?. Therefore, we must
have had c2jC3 2 f�5;�3;�1; 1; 3g.

Now add �2PDŒv4� to get an equivalent vector (which we again call k0) with a1 D�1, a2 D 0, a4 D 3
and k0ƒj unchanged except for the first entry which decreases by 2. Also, c2kC3 remains unchanged. If
`D 0, then k0ƒj is now the zero vector, so we are done. Thus, suppose ` > 0. Then

k0 D .�1; 0; a3; 3;�2; 0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
2j�3�`

; c2jC3/:

Now consider the following sequence of moves:

(1) Rightward .�2; 2/-slide:

.�1; 0; a3; 3; 0; : : : ; 0„ ƒ‚ …
2j�3�`

;�2; 0; : : : ; 0„ ƒ‚ …
`�1

; 2; c2jC3/:
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(2) Type C2 move:

.�1; 0; a3; 3; 0; : : : ; 0„ ƒ‚ …
2j�3�`

;�2; 0; : : : ; 0„ ƒ‚ …
`�2

; 2;�2; c2jC3C 2/:

(3) Leftward .2;�2/-slide:

.�1; 0; a3; 3; 0; : : : ; 0„ ƒ‚ …
2j�3�`

;�2; 2;�2 0; : : : ; 0„ ƒ‚ …
`�2

; c2jC3C 2/:

(4) Type C2 move:

.�1; 0; a3; 3; 0; : : : ; 0„ ƒ‚ …
2j�2�`

;�2; 0; : : : ; 0„ ƒ‚ …
`�1

; c2jC3C 2/:

(5) Apply Lemma 5.5 and Remark 5.6:

.�1; 0; a3; 1; 0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
2j�2�`

; c2jC3/:

(6) Add �2PDŒv1�:

.1;�2; a3� 2;�1; 0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
2j�2�`

; c2jC3/:

(7) Add �2PDŒv2�:

.�1; 2; a3� 2;�1; 0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
2j�2�`

; c2jC3/:

(8) Add �2PDŒv1�:

.1; 0; a3� 4;�3; 0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
2j�2�`

; c2jC3/:

The net effect of this sequence of moves is that the C2-entry in k0ƒj shifts one space to the left while
every other entry, excluding a3, remains the same. So now we can repeat the above process untilC2-entry
is in the first position of k0ƒj . Then add �2PDŒv4� to get

.�1; 0; a03; 3; 0; : : : ; 0; c2jC3/

with cjkC3 2 f�5;�3;�1; 1; 3g and, by ?, a03 2 f�8j C 1;�8j C 3; : : : ; 8j C 1g.

Proposition 5.9 If k0 represents an element of L.�j ; Œk�/, then k0 is equivalent to

k1 D .�1; 0; 5� 4j; 3; 0; : : : ; 0;�3/ or k2 D .�1; 0; 3� 4j; 3; 0; : : : ; 0; 1/:

In particular , jL.�j ; Œk�/j � 2.
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Proof Up to this point, we have not used the fact that k0 � x D 0 where x is a generator of kerZ.Bj / as
above. So assume k0 is of the form in the previous lemma. Then

0D k0 � x D 8j � 7C 2a3C c2jC3

where a3 2 f�8j C 1;�8kC 3; : : : ; 8j C 1g and c2jC3 2 f�5;�3;�1; 1; 3g. The only solutions to this
equation with the given constraints are .a3; c2jC3/D .5� 4j;�3/ and .3� 4j; 1/, corresponding to k1
and k2, respectively.

We have not yet proved that k1 and k2 represent different elements of L.�j ; Œk�/. To do this we will do a
similar analysis for �Nj and then use Turaev torsion. However, before we undertake this task, we first
compute the HFC grading associated to the vectors k1 and k2.

Corollary 5.10 d1=2.�Nj I s0/D
1
2

.

Proof Let
˛1 D .�12j C 6;�6j C 3;�1;�6j C 3;�6j;�6j � 3; : : : ; 2; 1; 0/;

˛2 D .4j C 2; 2j C 1; 1; 2j � 1; 2j � 2; 2j � 3; : : : ; 2; 1; 0/:

Then ˛1Bj D k1 and ˛2Bj D k2. Thus,

k21 D k1 �˛1 D�2j � 2;

k22 D k2 �˛2 D�2j � 2:

Hence, under the isomorphism from Corollary 4.30, the elements of HFC.�Nj ; s0/ corresponding to k1
and k2 have gradings

gr.k1/D gr.k2/D�
k22 CjV.�j /j � 3

4
D�
�2j � 2C 2j C 3� 3

4
D
1

2
:

We now find a plumbing representation of�Nj and then do Kirby calculus to make it negative semidefinite,
as shown in Figure 5.

Now do slam dunks on the left and right vertices to get:

�Nj D
�2 �2 �2 �2 �2j�1 �2 �2 �2

8j�2 times
�2

Let � 0j be the above plumbing graph with vertices labeled as follows:

v1 v8j�2 v8j�1 v8j v8jC1 v8jC2 v8jC3 v8jC4

8j�2 times
v8jC5
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Nj D
�8j C 1 �1

�16jC2
8j�3

�2

reverse orientation
�Nj D

8j � 1 1
16j�2
8j�3

2

.�1/-Rolfsen twist
bottom vertex

�Nj D
8j � 1 0

16j�2
8j�3

�2

.�1/-Rolfsen twist
left vertex

�Nj D

8j�1
�8jC2 �1

16j�2
8j�3

�2

.�1/-Rolfsen twist
right vertex

�Nj D

8j�1
�8jC2 �2

16j�2
�8j�1

�2

Figure 5

With respect to the ordered basis (Œv1�; : : : ; Œv8jC5�/, the matrix for the intersection form of X.� 0j / is

B 0j D

0BBBBBBBBBBBBBBBBBB@

�2 1

1 �2 1
: : :

1 �2 1

1 �2 1 1

1 �2 1

1 �2j � 1 1

1 �2 1

1 �2 1

1 �2

1 �2

1CCCCCCCCCCCCCCCCCCA

:

Again, it is straightforward to check that B 0j is negative semidefinite. Also, the Z-kernel of B 0j is generated
by the vector

x0 D .2; 4; 6; : : : ; 16j � 2; 8j C 1; 4; 3; 2; 1; 8j � 1/:

Let t denote a characteristic vector representing the trivial spinc structure s0. Then again, we can think of
s0 as

Œt �D ft 0 2 Char.X.� 0j // j t
0
� x0 D 0g:
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Let ƒ0j be the linear subgraph of � 0j given by:

ƒ0j D
�2 �2

v1 v8j

We write vectors t 0 2 Œt � as

t 0 D .a1; a2; : : : ; a8j ; b8jC1; c8jC2; c8jC3; c8jC4; d8jC5/

where t 0
ƒ0
j

D .a1; a2; : : : ; a8j /.

Lemma 5.11 If t 0 2 Œt � represents an element of L.� 0j ; Œt �/, then t 0 is equivalent to a vector whose
ƒ0j -subvector is of the form

.0; : : : ; 0; a8j /

where a8j 2 f0; 2g.

Proof Suppose t 0 represents and element of L.� 0j ; Œt �/. By Lemmas 5.4 and 5.5, it suffices to consider
the case when

t 0
ƒ0
j

D .0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
8j�1�`

/

for some 0 � ` � 8j � 2. Furthermore, by considering the linear subgraph of � 0j whose endpoints are
v`C1 and v8jC5, it follows from Lemma 5.3 that d8jC5 2 f0;�2g.

Case 1 Suppose d8jC5 D�2 and `D 8j � 2. If we add �2PDŒv8jC5�, then the ƒ0j -subvector of the
resulting vector is zero, so we are done.

Case 2 Suppose d8jC5 D�2 and `� 8j � 3. Consider the following sequence of moves:

(1) Add �2PDŒv8jC5�:

.0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
8j�3�`

;�2; 0; b8jC1; c8jC2; c8jC3; c8jC4; 2/:

(2) Rightward .2;�2/-slide:

.0; : : : ; 0„ ƒ‚ …
`C1

; 2; 0; : : : ; 0„ ƒ‚ …
8j�3�`

;�2; b8jC1; c8jC2; c8jC3; c8jC4; 0/:

Note, the rightmost entry of the vector changes from 2 to 0.

(3) Type �2 move on the leftmost �2:

.0; : : : ; 0„ ƒ‚ …
8j�1

; 2; b8jC1� 2; c8jC2; c8jC3; c8jC4; 0/ if `D 8j � 3;

.0; : : : ; 0„ ƒ‚ …
`C1

; 2; 0; : : : ; 0„ ƒ‚ …
8j�4�`

;�2; 2; b8jC1� 2; c8jC2; c8jC3; c8jC4; 0/ if `� 8j � 4:
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If `D 8j �3 we are done. If `D 8j �4, then by applying a type �2 move on the leftmost �2, we
get

.0; : : : ; 0„ ƒ‚ …
8j�2

; 2; 0; b8jC1� 2; c8jC2; c8jC3; c8jC4;�2/:

Hence, we are back to case 1. Therefore, we may assume `� 8j � 5. We now continue as follows:

(4) Leftward .�2; 2/-slide:

.0; : : : ; 0„ ƒ‚ …
`C1

; 2;�2; 2 0; : : : ; 0„ ƒ‚ …
8j�4�`

; b8jC1� 2; c8jC2; c8jC3; c8jC4;�2/:

Note, the rightmost entry of the vector now changes back to �2.

(5) Type �2 move on the leftmost �2:

.0; : : : ; 0„ ƒ‚ …
`C2

; 2; 0; : : : ; 0„ ƒ‚ …
8j�3�`

; b8jC1� 2; c8jC2; c8jC3; c8jC4;�2/:

We are now back to the vector we started with at the beginning of case 2, except that the C2 entry of the
ƒ0j -subvector has shifted two positions to the right. Therefore, we can iterate this process until `D 8j �3
or 8j � 4, and we have already dealt with both of those cases.

Case 3 Suppose d8jC5 D 0 and `D 8j � 2. Add 2PDŒv8j�1� to get the equivalent vector

.0; : : : ; 0„ ƒ‚ …
8j�3

; 2;�2; 2; b8jC1; c8jC2; c8jC3; c8jC4; 2/:

Now add 2PDŒv8jC5� to get

.0; : : : ; 0„ ƒ‚ …
8j�3

; 2; 0; 2; b8jC1; c8jC2; c8jC3; c8jC4;�2/:

This vector violates Lemma 5.3 and hence cannot be a representative of L.� 0j ; Œt �/.

Case 4 Suppose d8jC5 D 0 and `� 8j � 3, so that we start with a vector of the form

.0; : : : ; 0„ ƒ‚ …
`

; 2; 0; : : : ; 0„ ƒ‚ …
8j�1�`

; b8jC1; c8jC2; c8jC3; c8jC4; 0/:

Now consider the following sequence of moves:

(1) Type C2 move:

.0; : : : ; 0„ ƒ‚ …
`�1

; 2;�2; 2; 0; : : : ; 0„ ƒ‚ …
8j�2�`

; b8jC1; c8jC2; c8jC3; c8jC4; 0/:

(2) Rightward .�2; 2/-slide:

.0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
8j�3�`

;�2; 2; 0; b8jC1; c8jC2; c8jC3; c8jC4; 0/:
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(3) Add 2PDŒv8j�1�:

.0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
8j�2�`

;�2; 2; c8jC2; c8jC3; c8jC4; 2/:

(4) Add 2PDŒv8jC5�:

.0; : : : ; 0„ ƒ‚ …
`�1

; 2; 0; : : : ; 0„ ƒ‚ …
8j�1�`

; 2; c8jC2; c8jC3; c8jC4;�2/:

Again, this vector violates Lemma 5.3 and hence cannot be a representative of L.� 0j ; Œt �/.

Proposition 5.12 If t 0 2 Œt � represents an element of L.� 0j ; Œt �/, then t 0 is equivalent to

t1 D .0; : : : ; 0;�1; 0; 2; 0; 0/ or t2 D .0; : : : ; 0; 2;�1; 0; 0; 0;�2/:

Proof Suppose t 0 2 Œk� represents an element of L.� 0j ; Œt �/. By the previous lemma, we can assume

t 0 D .0; : : : ; 0; a8j ; b8jC1; c8jC2; c8jC3; c8jC4; d8jC5/

where a8j 2 f0; 2g, b8jC1 2 f�2j � 1;�2j C 1; : : : ; 2j � 1; 2j C 1g, c8jC2; c8jC3; c8jC4 2 f�2; 0; 2g,
and d8jC5 2 f�2; 0; 2g.

Since we are assuming t 0 represents an element of L.� 0j ; Œt �/, we must have

.5.13/ 0D t 0 � x0 D .8j C 1/a8j C .8j � 1/d8jC5C 4b8jC1C 3c8jC2C 2c8jC3C c8jC4:

By Lemmas 5.4 and 5.5, we can assume .c8jC2; c8jC3; c8jC4/ is the zero vector or has exactly one
nonzero entry equal to C2. In particular, we can assume

3c8jC2C 2c8jC3C c8jC4 2 f0; 2; 4; 6g:

Note the moves required to put the subvector .c8jC2; c8jC3; c8jC4/ into this form only effect the entry
b8jC1 and leave all of the others unchanged.

Now suppose a8j D 2 and b8jC1 D 2j C1. Then by adding 2PDŒv8jC1� we would obtain an equivalent
vector with a8j D 4. But this violates ?. Hence, if a8j D 2, we can assume b8jC1 � 2j � 1.

Now suppose a8j D 0 and b8jC1 D 2j C 1. If .c8jC2; c8jC3; c8jC4/ is not the zero vector, but rather a
vector with precisely one nonzero entry equal to C2, then by applying the move in Lemma 5.5 and taking
into account Remark 5.6, we would obtain an equivalent vector with b8jC1 D 2j C 3, which violates ?.
Therefore, if a8j D 0 and b8jC1 D 2j C 1, we must have that .c8jC2; c8jC3; c8jC4/ is the zero vector.
Plugging this into (5.13) yields

.8j � 1/d8jC5 D�8j � 4:

This clearly has no solutions with the given constraints. Therefore, we can assume b8jC1 � 2j � 1,
regardless of whether a8j D 0 or 2. In particular,

�8j � 4� 4b8jC1C 3c8jC2C 2c8jC3C c8jC4 � 8j C 2:
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Case 1 Suppose a8j D 0 and d8jC5 D�2. Then

0D t 0 � x0 D�16j C 2C 4b8jC1C 3c8jC2C 2c8jC3C c8jC4 � �8j C 4 < 0

which is a contradiction.

Case 2 Suppose a8j D 0 and d8jC5 D 0. Then

0D t 0 � x0 D 4b8jC1C 3c8jC2C 2c8jC3C c8jC4:

The only solution to this equation given the constraints we have established is

.b8jC1; c8jC2; c8jC3; c8jC4/D .�1; 0; 2; 0/

which corresponds to t1.

Case 3 Suppose a8j D 0 and d8jC5 D 2. Then

0D t 0 � x0 D 16j � 2C 4b8jC1C 3c8jC2C 2c8jC3C c8jC4 � 8j � 6 > 0

which again is a contradiction.

Case 4 Suppose a8j D 2 and d8jC5 D�2. Then

0D t 0 � x0 D 4C 4b8jC1C 3c8jC2C 2c8jC3C c8jC4:

The only solution to this equation given the constraints we have established is

.b8jC1; c8jC2; c8jC3; c8jC4/D .�1; 0; 0; 0/

which corresponds to t2.

Case 5 Suppose a8j D 2 and d8jC5 D 0. Then

0D t 0 � x0 D 16j C 2C 4b8jC1C 3c8jC2C 2c8jC3C c8jC4 � 8j � 2 > 0

which again is a contradiction. Finally:

Case 6 Suppose a8j D 2 and d8jC5 D 2. This case is ruled out by Lemma 5.3.

Again, we have not yet proved that t1 and t2 represent different elements of L.� 0j ; Œt �/; however, we do
have:

Corollary 5.14 d1=2.Nj ; s0/D�2j C
1
2

.

Proof Let

ˇ1 D .2; 4; 6; : : : ; 16j � 2; 8j C 1; 4; 2; 0; 0; 8j � 1/ and ˇ2 D .0; : : : ; 0;�1; 0; 0; 0; 0; 1/:
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Then ˇ1B 0j D t1 and ˇ2B 0j D t2. Thus,

t21 D t1 �ˇ1 D�4 and t22 D t2 �ˇ2 D�4:

Hence, under the isomorphism in Corollary 4.30, the elements of HFC.Nj ; s0/ corresponding to t1 and
t2 have gradings

gr.t1/D gr.t2/D�
t22 CjV.�

0
j /j � 3

4
D�
�4C 8j C 5� 3

4
D�2j C

1

2
:

Now combining Corollaries 5.10 and 5.14, and the basic fact that d˙1=2.�Y /D�d�1=2.Y / (see [16,
Proposition 4.10]), we have

d1=2.�Nj /D
1
2

and d�1=2.�Nj /D 2j �
1
2
:

In particular, by Theorem 4.29, HFCeven.�Nj ; s0/D TC
2j�1=2

.

We have yet to completely determine HFCodd.�Nj ; s0/. So far, from Proposition 5.9, we know that
dimF Œker.U /\HFCodd.�Nj ; s0/�D 1 or 2 depending on whether k1 and k2 represent the same element
or not in L.�j ; Œk�/. Therefore, as graded F ŒU �-modules, we have one of the equivalences in Figure 6.
Here, hj is some positive integer depending on j which we have not yet determined.

A word of explanation is in order since on the left side of the above isomorphism we have an F ŒU �-module
and on the right we have one of two possible graphs. The right side is to be interpreted as follows:

� Each vertex at grading r corresponds to a basis element of the F -vector space HFCr .�Nj ; s0/.

� If the edges emanating from a vertex y are of the form

y

U
U U

U

x1 x2 xn�1 xn

then Uy D x1C x2C � � �C xn�1C xn. In particular, if there are no edges emanating from y, then
Uy D 0.

We now utilize Turaev torsion. Combining our computations thus far with [18, Theorem 10.17], we see
that

TNj .s0/D

�
hj C j if k1 ¤ k2 2 L.�j ; Œk�/;

j otherwise;

where TNj is the Turaev torsion function associated to Nj (see [24, page 119]). Therefore, to precisely
determine HFCodd.�Nj ; s0/, it suffices to compute TNj .s0/.

There are many standard ways to compute TNj .s0/. For example, Turaev [24] provided a formula in
terms of a surgery description. We will now give a brief outline of how to carry out the calculation using
this method, but we leave the details to the reader.
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HFCodd.�Nj ; s0/Š U

U

2hj C
1
2

U U

U U

2:5

U U

1
2

if k1 ¤ k2 2 L.�j ; Œk�/

or

U

U

U

U

U

U

U

2:5

U

1
2

if k1 D k2 2 L.�j ; Œk�/

Figure 6

(1) Let H D H1.Nj IZ/. Consider the group ring ZŒH �. Since H Š Z, we can think of ZŒH � as
ZŒt; t�1�, the ring of Laurent polynomials in the indeterminate t . Let Q.H/ denote the field of
fractions of ZŒH �. The first step is to compute the Turaev torsion �.Nj ; s0/ 2Q.H/. For this, we
use the formula given in [24, VII.2, Theorem 2.2]. To apply this formula, we need to choose a
surgery diagram for Nj and orient the underlying link. We use the surgery diagram in Figure 7
with underlying link Lj oriented as indicated by the arrows.
The bulk of the work in computing �.Nj ; s0/ using [24, VII.2, Theorem 2.2] is calculating
the multivariable Alexander–Conway function r.Lj /. Again, there are various approaches to
computing r.Lj /. For example, Murakami [11] provided a skein formula for r. Using this
formula, we find that r.Lj / D yx4j�1C y�1x�4jC1 where the variable x corresponds to the
torus knot component and the variable y corresponds to the unknot component. Plugging this into
the formula for �.Nj ; s0/, we get

�.Nj ; s0/D
t8j�1C 1

t4j�2.t � 1/2.t C 1/
:
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Nj D

.4j � 1/ positive crossings

�4

�1

Figure 7

(2) Next, we compute Œ�.Nj ; s0/� which is a Laurent polynomial obtained by truncating �.Nj ; s0/ in
a certain way (see [24, page 22]). We find that

Œ�.Nj ; s0/�D
t8j�1C 1

t4j�2.t � 1/2.t C 1/
�

t

.t � 1/2

D

�4j�4X
iD0

t i�4jC2
��2j�1X

iD1

t2i
�
C

8j�4X
iD0

t i�4jC2

D 2j C nonconstant terms:

(3) By definition, TNj .s0/ is the constant term of Œ�.Nj ; s0/�. Hence, TNj .s0/D 2j .

Thus, we have the isomorphism of graded F ŒU �-modules in Figure 8.

We now compute the involution �� on homology. This amounts to determining whether �k1 is equivalent
to k1 or k2. If �k1 is equivalent to k2, then the involution swaps the two legs of the left-hand graph of
the above figure and leaves the right-hand graph fixed. If �k1 is equivalent to k1, then �� is the identity.
We know show that, in fact, �k1 is equivalent to k2.

Recall, �k1 D .1; 0;�5 C 4j;�3; 0; : : : ; 0; 3/ and k2 D .�1; 0; 3 � 4j; 3; 0; : : : ; 0; 1/. Consider the
following sequence of moves from �k1 to k2:

(1) Add 2PDŒv4�:
.�1; 0;�1; 3; 1/D k2 if j D 1;

.�1; 0;�5C 4j; 3;�2; 0; : : : ; 0„ ƒ‚ …
2j�3

; 3/ if j � 2:

So we can assume for the subsequent moves that j � 2.

(2) Apply Lemma 5.5 and Remark 5.6:

.�1; 0;�5C 4j; 1; 0; : : : ; 0„ ƒ‚ …
2j�3

; 2; 1/:
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HFC.�Nj ; s0/Š U

U

2j C 1
2

U U

U U

U U

2:5

1
2

U

U

U

2j � 1
2

Figure 8

(3) Add �2PDŒv1�:

.1;�2;�5C 4j � 2;�1; 0; : : : ; 0„ ƒ‚ …
2j�3

; 2; 1/:

(4) Add �2PDŒv2�:

.�1; 2;�5C 4j � 2;�1; 0; : : : ; 0„ ƒ‚ …
2j�3

; 2; 1/:

(5) Add 2PDŒv1�:

.1; 0;�5C 4j � 4;�3; 0; : : : ; 0„ ƒ‚ …
2j�3

; 2; 1/:

(6) Add �2PDŒv4�:

.�1; 0;�5C 4j � 4; 3;�2; 0; : : : ; 0„ ƒ‚ …
2j�4

; 2; 1/:

(7) Add �2PDŒv5�:

.�1; 0;�5C 4j � 4; 1; 2;�2 0; : : : ; 0„ ƒ‚ …
2j�5

; 2; 1/:
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(8) Rightward .2;�2/-slide:

.�1; 0;�5C 4j � 4; 1; 0; : : : ; 0„ ƒ‚ …
2j�5

; 2;�22; 1/:

(9) Type �2 move:
.�1; 0;�5C 4j � 4; 1; 0; : : : ; 0„ ƒ‚ …

2j�4

; 2; 0; 1/:

Now notice that we are back to the same vector as in (2), except we have decreased the 3rd entry by 4 and
shifted the C2 entry one slot to the left. Therefore, if we iterate this sequence of moves .2j�4/ more
times, we get the vector

.�1; 0; 7� 4j; 1; 2; 0; : : : ; 0„ ƒ‚ …
2j�3

; 1/:

Now consider the sequence of moves:

(1) Add �2PDŒv1�:
.1;�2; 5� 4j;�1; 2; 0; : : : ; 0„ ƒ‚ …

2j�3

; 1/:

(2) Add �2PDŒv2�:
.�1; 2; 5� 4j;�1; 2; 0; : : : ; 0„ ƒ‚ …

2j�3

; 1/:

(3) Add �2PDŒv1�:
.1; 0; 3� 4j;�3; 2; 0; : : : ; 0„ ƒ‚ …

2j�3

; 1/:

(4) Add �2PDŒv4�:
.�1; 0; 3� 4j; 3; 0; : : : ; 0; 1/D k2:

Theorem 5.15 We have the isomorphism of graded F ŒU;Q�=.Q2/-modules given in Figure 9.

Remark 5.16 The graph on the right-hand side of the isomorphism in Figure 9 should be interpreted
as a graded F ŒU;Q�=.Q2/-module in a manner similar to what was described earlier in the context of
F ŒU �-modules, except now there are additional arrows labeled with Q to indicate the action of Q.

Proof For simplicity of exposition, we prove the statement for j D 1. The proof for j � 2 is completely
analogous and is left to the reader.

Fix an admissible Heegaard pair H D .H; J / for .�N1; s0/. We can choose representative cycles
a; b; c 2 CFC.H; s0/ such that

ŒaC b�; Œc� 2 ImŒ�� WHF1.H; s0/!HFC.H; s0/�

and the corresponding HFC homology generators are given in Figure 10.
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HFIC.�Nj ; s0/Š U

U

2j C 1
2

U

U

1
2

Q

Q

Q

U

U

U

U

U

1:5

U

U

U

2j � 1
2

Q

Q

Q

Q

U

U

U

2j C 1
2

Figure 9

Since ��.Œa�/D ��.Œb�/, we have that .1C ��/.ŒaCb�/D 0. Therefore, there exists some d 2CFC.H; s0/
such that @d DaCbC�.aCb/. Similarly, since .1C��/.Œc�/D 0, there exists some e 2CFC.H; s0/ such
that @eD cC �.c/. It then follows from Proposition 2.2, that as graded F -vector spaces, HFIC.�N1I s0/
is isomorphic to that given in Figure 11.

ŒU�3.aC b/�

ŒU�2.aC b/�

ŒU�1.aC b/�

U

Œa�

6:5

U

4:5

U

2:5

U

Œb� 1
2

ŒU�3c�

ŒU�2c�

ŒU�1c�

Œc�

7:5

U

5:5

U

3:5

U

1:5

Figure 10
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ŒQU�3.aC b/� 6:5

ŒQU�2.aC b/� 4:5

ŒQU�1.aC b/� 2:5

ŒQa� 1
2

7:5 ŒU�3.aC b/CQU�3d�

5:5 ŒU�2.aC b/CQU�2d�

3:5 ŒU�1.aC b/CQU�1d�

1:5 ŒaC bCQd�

ŒQU�3c� 7:5

ŒQU�2c� 5:5

ŒQU�1c� 3:5

ŒQc� 1:5

8:5 ŒU�3cCQU�3e�

6:5 ŒU�2cCQU�2e�

4:5 ŒU�1cCQU�1e�

2:5 ŒcCQe�

Figure 11

From this explicit description of generators, we see that for n� 2,

U � ŒQU�n.aC b/�D ŒQU�nC1.aC b/�;

and for n� 1,
U � ŒU�n.aC b/CQU�nd�D ŒU�nC1.aC b/CQU�nC1d�;

U � ŒQU�nc�D ŒQU�nC1c�;

U � ŒU�ncCQU�ne�D ŒU�nC1cCQU�nC1e�:

Next, we have
U � ŒQU�1.aC b/�D ŒQ.aC b/�D Œ@Ia�D 0:

Moreover, by grading considerations, we must have

U � ŒQa�D 0;

U � ŒaC bCQd�D 0;

U � ŒQc�D 0:

Also, either U � ŒcCQe�D 0 or U � ŒcCQe�D ŒQa�. In the former case, we would have

dimF Œker.U WHFIC.�Nj ; s0/!HFIC.�Nj ; s0//�D 5;

dimF Œcoker.U WHFIC.�Nj ; s0/!HFIC.�Nj ; s0//�D 1;

whereas in latter we would have

dimF Œker.U WHFIC.�Nj ; s0/!HFIC.�Nj ; s0/�D 4;

dimF Œcoker.U WHFIC.�Nj ; s0/!HFIC.�Nj ; s0//�D 0:

Thus, by [6, Proposition 4.1], we would have either

dimF .1HFI.�Nj ; s0//D 6 or 4:
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HFIC.�N1; s0/Š U

U

2:5

1
2

Q

Q

Q

U

U

U

1:5

U

U

U

1:5

Q

Q

Q

Q

U

U

U

2:5

Figure 12

But by [6, Corollary 4.7] we see that

dimF .1HFI.�Nj ; s0//D dimF Œker.Q.1C ��/ WbHF .�Nj ; s0/!Q �bHF .�Nj ; s0//�
C dimF Œcoker.Q.1C ��/ WbHF .�Nj ; s0/!Q �bHF .�Nj ; s0//�

D 3C 3

D 6:

Hence, we must have had U � Œc CQe� D 0. We have now completely determined the U -action on
HFIC.�Nj ; s0/.

Next, for the Q-action, it follows from the explicit description of the generators that for n� 1,

Q � ŒU�n.aC b/CQU�1d�D ŒQU�n.aC b/�;

and for n� 0,
Q � ŒU�ncCQU�ne�D ŒQU�nc�:

Also,
Q � ŒaC bCQd�D ŒQ.aC b/�D Œ@Ia�D 0:

It is clear that the action of Q on all of the other generators is zero. Thus, we have the isomorphism given
in Figure 12.

Theorem 5.17 For all positive integers j , Nj cannot be obtained by 0-surgery on a knot in S3. In fact ,
Nj is not the oriented boundary of any smooth negative semidefinite spin 4-manifold.

Proof From previous theorem, we have

Nd1=2.�Nj /D 2j C
1
2
; Nd�1=2.�Nj /D 2j �

1
2
;

d1=2.�Nj /D
1
2
; d�1=2.�Nj /D 2j �

1
2
:
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Equivalently,
d�1=2.Nj /D�2j �

1
2
; d1=2.Nj /D�2j C

1
2
;

Nd�1=2.Nj /D�
1
2
; Nd1=2.Nj /D�2j C

1
2
:

The conclusion now follows immediately from Corollaries 2.18 and 2.21.

5.4 HFIC.�S 3
0

.K1/; s0/

As mentioned in the introduction, Ichihara, Motegi and Song [8] discovered an infinite family of hyperbolic
knots which admit small Seifert fibered 0-surgery. In particular, for the knot K1 in their family, they show
that

S30 .K1/D S
2
�
3
2
;�5

2
;�15

4

�
:

Since, by definition, S30 .K1/ is 0-surgery on a knot in S3, we know from Corollary 2.21 that

�
1
2
� d�1=2.S

3
0 .K1// and Nd1=2.S

3
0 .K1//�

1
2
:

We now verify these bounds directly by computing HFIC.�S30 .K1/; s0/ and then we compare this to
HFIC.�N1; s0/. In the interest of brevity, we are only going to give an outline of the calculation and
leave the details to the reader.

5.4.1 Step 1 We use Kirby calculus and the fact that S30 .K1/ is a small Seifert fibered space to find
negative semidefinite plumbing representations of S30 .K1/ and �S30 .K1/:

S30 .K1/D
�3 �1 �4 �4

�3

�2

�S30 .K1/D
�2 �2 �2 �2 �2 �3 �2 �2

�2

�3

Label the vertices of the above left plumbing graph as:
v1 v2 v3 v4

v5

v6

Using the methods of the previous section, one can show that as graded F ŒU �-modules, we have the
isomorphism in Figure 13, where the two leaves on the left graph correspond to the representative vectors

z1 D .�1;�1; 4;�2; 1; 0/ and z2 D .1;�1; 0; 4; 1; 0/:

Note that HFC.�S0.K1/; s0/ŠHFC.�N1; s0/.
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HFC.�S30 .K1/; s0/Š
6:5

U

4:5

U

2:5

U U

1
2

7:5

U

5:5

U

3:5

U

1:5

Figure 13

5.4.2 Step 2 To determine ��, consider the following sequence of moves starting with the vector
�z1 D .1; 1;�4; 2;�1; 0/:

(1) Add �2PDŒv3�: .1;�1; 4; 0;�1; 0/.

(2) Add �2PDŒv2�: .�1; 1; 2; 0;�3; 0/.

(3) Add �2PDŒv5�: .�1;�1; 2; 0; 3;�2/.

(4) Add �2PDŒv6�: .�1;�1; 2; 0; 1; 2/.

(5) Add �2PDŒv2�: .�3; 1; 0; 0;�1; 2/.

(6) Add �2PDŒv1�: .3;�1; 0; 0;�1; 2/.

(7) Add �2PDŒv2�: .1; 1;�2; 0;�3; 2/.

(8) Add �2PDŒv5�: .1;�1;�2; 0; 3; 0/.

(9) Add �2PDŒv2�: .�1; 1;�4; 0; 1; 0/.

(10) Add �2PDŒv3�: .�1;�1; 4;�2; 1; 0/D z1.

Therefore, �� is the identity. In particular, unlike for HFC.�N1; s0/, J0 does not swap the two legs of
the graded root corresponding to the odd part of HFC. It is worth noting that this behavior of J0 is
not seen for negative definite almost rational plumbings. Specifically, in [1, Lemma 2.1] (see also [2,
Section 2]) it is shown that for negative definite almost rational plumbings, the involution J0 on the graded
root of a self-conjugate spinc structure cannot fix more than one vertex of the graded root at a given
grading level. The proof of this fact relies on the result that the lattice cohomology of almost rational
plumbings is concentrated in homological degree 0. However, for negative semidefinite plumbings the
lattice cohomology in general will not be concentrated in homological degree 0 and hence the action of
J0 need not behave as in the almost rational case, as illustrated by this example.

5.4.3 Step 3 Applying the same methods as in the proof of Theorem 5.15, we get:
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HFIC.�S30 .K1/; s0/Š U

U

2:5

U

1
2

Q

Q

Q

Q

U

U

U

1:5
1
2

Q 1:5

U

U

U

1:5

Q

Q

Q

Q

U

U

U

2:5

Figure 14

Theorem 5.18 As graded F ŒU;Q�=.Q2/-modules , we have the isomorphism in Figure 14. In particular ,

Nd1=2.�S
3
0 .K1//D

1
2
; Nd�1=2.�S

3
0 .K1//D 1:5;

d1=2.�S
3
0 .K1//D

1
2
; d�1=2.�S

3
0 .K1//D 1:5:

In summary, even though

HFC.�N1; s0/ŠHF
C.�S30 .K1/; s0/;

we see that

HFIC.�N1; s0/©HFI
C.�S30 .K1/; s0/:
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Localization of a KO�.pt/-valued index
and the orientability of the Pin�.2/ monopole moduli space

JIN MIYAZAWA

It is known that the Dirac index of a Spinc structure is localized to the characteristic submanifold. We
introduce the notion of G˙.n; sC; s�/ structure on a manifold as a common generalization of the Spinc

structure and the Hn.s/ structure defined by D Freed and M Hopkins, and formulate a version of charac-
teristic submanifold for the G˙.n; sC; s�/ structure. We show that the KO�.pt/-valued index associated
with the G˙.n; sC; s�/ structure is localized to the characteristic submanifold. As an application, we
give a topological sufficient condition for the moduli space of Pin�.2/ monopoles to be orientable.
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1 Introduction

In this paper, we introduce the notion of G˙.n; sC; s�/ structure, which is a generalization of the Spin
structure, the Spinc structure, the Pin˙ structure, and the Hs.n/ structure due to Freed and Hopkins [5].
We construct an elliptic differential operator associated with the G˙.n; sC; s�/ structure s, and we have
its index ind.s/with values in KOs��sC˙n.pt/. The index ind.s/ is a generalization of the Atiyah–Milnor–
Singer invariant which is defined by the Dirac type operator with the Clifford action for a Spin manifold.
The index ind.s/ is also a generalization of the index of the Hs.n/ structure with values in KO�n�s.pt/
defined by Freed and Hopkins.

Our main theorem is that the index above is localized to a certain submanifold which is a generalization
of a characteristic submanifold of the Spinc structure.
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Main Theorem There exists a homomorphism f such that the diagram

�
GC.n;sC;s�/
n .pt/ �

GC.n�s�;sC;0/
n�s� .pt/

KO�n�sCCs�.pt/

f

commutes, where the morphisms to the KO group are defined by the indices.

The map f in the statement of Main Theorem is given by the localization.

Many people give generalizations of the localization of the index of the Spinc structure to the characteristic
submanifolds, for example W Zhang [18], J L Fast and S Ochanine [4], M Furuta and Y Kametani [8],
and S Hayashi [9]. The methods of the localization of the index in the works of [4; 9] are to localize
the topological index by using the excision theorem of K or KO theory, respectively. Our method of
the localization is based on a version of the Witten deformation, which is introduced by E Witten [17]
in 1982. The Witten deformation is an analytical counterpart of the excision.

The main application of the main theorem is to give a sufficient condition for the Pin�.2/ monopole
moduli space to be orientable, which enables us to refine the Pin�.2/ monopole invariant. The Pin�.2/
monopole invariant is a variant of the Seiberg–Witten invariant introduced by N Nakamura [14; 15]. The
orientability of the moduli spaces in gauge theory was originally studied for instanton by Donaldson [2; 3].
Donaldson’s argument can be applied in the case of the singular instantons introduced by P B Kronheimer
and T S Mrowka [12] and in the case of the U.n/ instantons introduced by Kronheimer [11]. In these
cases, the moduli spaces are orientable. On the other hand, we show that the Pin�.2/ monopole moduli
space may be nonorientable. Strictly speaking, we have an explicit example of a 4-manifold for which the
determinant bundle on the ambient space of the moduli space is nontrivial (Corollary 5.20). We expect
that our new method using the Witten deformation could be applied to other moduli spaces in gauge
theory. Recently, Joyce, Tanaka and Upmeier [10] gave a new framework to deal with the orientation of
moduli spaces. It is an interesting problem to understand the relation between their argument and ours.

This paper is organized as follows. In Section 2, we establish our conventions and define the index of the
G˙.n; sC; s�/ structure. In Section 3, we first formulate the main theorem and give a proof in the rest of
the section. The proof of the analytical details of the key localization is postponed to the appendix. In
Section 4, we describe two examples in detail: the Freed–Hopkins Hs.n/ structure, and the GC.5; 0; 4/

structure which we use in the next section. In Section 5, as an application, we give a topological sufficient
condition for the Pin�.2/monopole moduli space to be orientable and we give an example of a 4-manifold
for which the determinant bundle on the ambient space which contains the Pin�.2/ monopole moduli
space is nontrivial.

Algebraic & Geometric Topology, Volume 25 (2025)
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2 Definition of the index

2.1 The G˙.n; sC; s�/ structures

Our purpose here is to establish our notation and conventions. We follow the notation of [13] for Clifford
algebras and follow the definition of [1] for KO groups.

� Let Qr denote the standard metric on Rr . Let Q denote the quadratic form on Rl ˚Rm defined by

QDQl �Qm:

We will denote by Cl.l;m/ the Clifford algebra generated by fv 2Rl ˚Rmg subject to v2 DQ.v/. We
abbreviate Cl.n;0/ and Cl.0;n/ to Cln and Cl�n, respectively. We write �1; : : : ; �l ; e1; : : : ; em for the
standard generators of Cl.l;m/.

� Note that Cl.l;m/ is naturally a Z=2-graded algebra. Let

.Cl.l;m//
0
D fa1a2 � � � a2k j 8i D 1; : : : ; 2k; 0¤ ai 2Rl

˚Rm
g

be the even part of Cl.l;m/ and

.Cl.l;m//
1
D fa1a2 � � � a2k�1 j 8i D 1; : : : ; 2k � 1; ; 0¤ ai 2Rl

˚Rm
g

be the odd part of Cl.l;m/. Here y̋ denotes the Z=2Z-graded tensor product. Then there is an isomorphism
Cl.l1;m1/

y̋ Cl.l2;m2/ Š Cl.l1Cl2;m1Cm2/.

� Let X be a compact Hausdorff space. A representative element of KO.b;a/.X / is given by a four-tuple:

(1) The Clifford algebra Cl.b;a/.

(2) A separable Z=2-graded Hilbert space H with a left Cl.b;a/ Z=2-graded action. We denote
by � W Cl.b;a/ ! hom.H;H / the representation of the Z=2-graded algebra. We assume this is
continuous with respect to the norm topology of hom.H;H / which is a space of bounded operators
on the Hilbert space H .

Algebraic & Geometric Topology, Volume 25 (2025)
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(3) Let us denote grading map by � WH !H . Note that �2 D 1.

(4) A continuous map s WX ! hom.H;H / (the topology of hom.H;H / is given by the operator norm)
such that s.x/ is a bounded skew adjoint, odd and Fredholm operator which graded commutes
with the Cl.b;a/ action for all x 2X .

We will write .s; �;Cl.b;a/; .�;H // for this four-tuple. In cases where clarity permits, we use H as an
abbreviation for .�;H /.

� We define .s; �;Cl.b;a/;H / and .s0; �0;Cl.b;a/;H 0/ as equivalent if they satisfy the following properties:

– There exist four-tuples .s0; �0;Cl.b;a/;H0/ and .s1; �1;Cl.b;a/;H1/ such that both ker.s0.x// and
ker.s1.x// are trivial for all x 2X . Note that this implies s0.x/ and s1.x/ are isomorphisms for
all x 2X .

– There exists an isometric linear map f W H ˚H0 ! H 0 ˚H1 such that f ı .� ˚ �0/f
�1 D

.�0˚ �1/ and f ı .s˚ s0/ ıf
�1 and s0˚ s1 are homotopic through continuous maps from X to

hom.H 0˚H1;H
0˚H1/ which anticommute with �0˚ �1 and the Cl.b;a/ action.

– The homotopy above anticommutes with �0˚ �1 and Clifford action.

� We define KO.b;a/.X / by the set of the equivalence classes of four tuples .s; �;Cl.b;a/; .�;H //. We
define

Œ.s; �;Cl.b;a/; .�;H //�C Œ.s0; �0;Cl.b;a/; .�;H
0//� WD

�
.s˚ s0; �˚ �0;Cl.b;a/; .�˚ �

0;H ˚H 0//
�

and it is easy to check that this operation is well defined. We can check that KO.b;a/.X / is an abelian
group under this operation C. Note that Œ.s; �;Cl.b;a/; .�;H //�C Œ.�s;��;Cl.b;a/; .��;H //�D 0, since
we can deform s˚�s to an odd, skew-adjoint, and isomorphic operator on H˚H that graded commutes
with Cl.b;a/.

� If s is an unbounded skew-adjoint Fredholm operator and

Qs D
s

p
1C ss�

satisfies the above properties, we write .s; �;Cl.b;a/;H / instead of .Qs; �;Cl.b;a/;H /.

� We will denote by .�1;V1/ the Z=2Z graded representation of Cl.1;1/ which is given as follows. Let
V 0

1
D V 1

1
DR, V1 D V 0

1
˚V 1

1
and

�.�/D

�
1

1

�
; �.e/D

�
�1

1

�
;

where �; e .�2 D 1; e2 D�1/ are the generators of Cl.1;1/.

� We will let Vn WD V n y̋

1
and define .�n;Vn/ to be the representation introduced by the natural isomor-

phism Cl.n;n/ Š Cln y̋
.1;1/

. Let V �n denote the dual space of Vn which has a natural right Cl.n;n/ module.
We will denote by �n the grading operator.

Algebraic & Geometric Topology, Volume 25 (2025)
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� Let v0
1
WD 1 2 V 0

1
and we set v0

n WD v
0
1

n˝
2 Vn. Then we see that

f�i1
�i2
� � � �ik

v0
n 2 Vn j i1 < i2 < � � �< ik ; 0� k � ng

is basis of Vn. Also
˚
v0

n

�
ı �ik
ı �ik�1

ı � � � ı �i1
2 V �n j i1 < i2 < � � �< ik ; 0� k � n

	
is a basis of V �n .

Definition 2.1 If H is a left Cl.b;a/ module, we define the right Cl.a;b/ module structure as follows:
Let � be the grading operator on H and � W Cl.b;a/ ! hom.H;H / be the representation that is given
by the left Cl.b;a/ module structure. Let �1; : : : ; �b and e1; : : : ; ea be orthonormal bases of Rb and Ra,
respectively. Then we define the right action �0 W Clop

.a;b/
! hom.H;H / by

� � �0.�i1
� � � �ik

/ WD �.eik
� � � ei1

/.�k�/; � � �0.ej1
� � � ejl

/ WD �.�jl
� � � �j1

/.�l�/:

This is well-defined and independent of the choice of the orthonormal bases of Rb and Ra. If H� is a
right Cl.a;b/ module, we can define a right Cl.b;a/ structure on H� in the same way.

Lemma 2.2 Assume a� b. Let .s; �;Cl.b;a/;H / be a representative element of KO.b;a/.X /. Then there
exists an element .s0; �0;Cl.0;a�b/;H

0/ of KO.0;a�b/.X / which satisfies the following properties: There
is an isomorphism between the Hilbert spaces

f WH !H 0 y̋ V �b

such that
s D f �1

ı s0˝ �b
ıf;

� D f �1
ı �0˝ �b

ıf;

�i D f
�1
ı 1˝ �i ıf (for i D 1; : : : ; b);

ei D f
�1
ı 1˝ ei ıf (for i D 1; : : : ; b);

ebCi D f
�1
ı e0i ˝ �

b
ıf (for i D 1; : : : ; a� b);

where e0
1
; : : : ; e0

a�b
are the generators of Cl.0;a�b/ and �1; : : : ; �b; e1; : : : ; eb; ebC1; : : : ; ea are the gener-

ators of Cl.b;a/. Note that Cl.b;b/ action on V �n is the left action that is defined in Definition 2.1 by using
the right Cl.b;b/ module.

Proof The subspace H 0 � H is given by the intersection of C1-eigenspaces of �1e1; : : : ; �beb . The
actions of s; � and Cl.0;a�b/ preserve H 0. We write s0; �0; e0i .i D 1; : : : ; a� b/ for restriction of the
actions of them to H 0. Let us define a map g by

g WH 0 y̋ V �b !H; �0˝ �i1
�i2
� � � �ik

v0
n

�
7! �i1

�i2
� � � �ik

�0:

We can check that this is a map of the Cl.b;a/ Š Cl.0;a�b/ y̋ Cl.b;b/ module. For example,

s˝ �b
��0˝ �i1

�i2
� � ��ik

v0
n

�
D .�1/ks�0˝ �i1

�i2
� � ��ik

v0
n

�
7! .�1/k�i1

�i2
� � ��ik

s�0 D s�i1
�i2
� � ��ik

�0;

1˝ �j ��
0
˝ �i1

�i2
� � ��ik

v0
n

�
D �0˝ �j�i1

�i2
� � ��ik

v0
n

�
7! �j�i1

�i2
� � ��ik

s�0:

We set f D g�1 and this proves the lemma.
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Remark 2.3 We have the option to substitute Vn for V �n in the assertion of Lemma 2.2. Nevertheless, in
Proposition 3.11, the natural appearance is that of V �n . Therefore, we formulate Lemma 2.2 in the context
of V �n .

Definition 2.4 We define a group G˙.n; sC; s�/ as

G˙.n; sC; s�/D
˚
g 2 Cl˙n y̋ Cl.sC;s�/ j g D vi1

� � � vi2k
; vij 2Rn or RsC or Rs� ; jvij j D 1

	
:

Definition 2.5 Let

S.O.n/�O.sC/�O.s�//D
˚
.A;BC;B�/ 2O.n/�O.sC/�O.s�/ j det A det BC det B� D 1

	
:

The two-to-one homomorphism

p WG˙.n; sC; s�/! S.O.n/�O.sC/�O.s�//

is defined by

p.g/v WD gvg�1

for g 2G˙.n; sC; s�/, v 2Rn˚RsC ˚Rs� .

We denote by pn;psC and ps� the compositions of p with the projections from S.O.n/�O.sC/�O.s�//

to each component O.n/;O.sC/ and O.s�/, respectively.

Definition 2.6 Let Y be an n dimensional Riemannian manifold. Let us denote by PY the orthogonal
frame bundle of T Y . A G˙.n; sC; s�/ structure is a tuple . zP ;P; �; o;EC;E�/ such that:

� E˙ is an s˙ dimensional real vector bundle such that their structure group is O.s˙/, respectively.
We will denote by PE˙

its frame bundle.

� o is an orientation of T Y ˚EC˚E�.

� P is a principal S.O.n/�O.sC/�O.s�// bundle defined as the subbundle of PY �Y PEC�Y PE� :

P D
˚
.fn; fC; f�/ 2 PY �Y PEC �Y PE� j fn; fC; f� are compatible with

the orientation o in this order
	
:

� We denote by zP a principal G˙.n; sC; s�/ bundle and � W zP ! P is a smooth map which satisfies
the following commutative diagram:

zP zP

P P

�

�g

�

�p.g/

for all g 2G˙.n; sC; s�/.
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Definition 2.7 Let . zP ;P; �; o;EC;E�/ and . zP 0;P 0; � 0; o0;E0C;E
0
�/ be G˙.n; sC; s�/ structures on Y .

We say that they are isomorphic if there exist isomorphisms of principal bundles f WP!P 0 and Qf W zP! zP 0

such that the following diagram commutes:

zP zP 0

P P 0

PY PY

Qf

� � 0

f

pn pn

id

2.2 Definition of spinor bundles

Definition 2.8 A generalized Z=2Z graded spinor representation of GC.n; sC; s�/ is a pair .˛;S/ such
that:

� S is a real vector space with a metric and a Z=2Z grading S D S0˚S1.

� ˛ is a representation ˛ WG˙.n; sC; s�/!O.S/ such that for all g2G˙.n; sC; s�/, ˛.g/ preserves
the Z=2Z grading of S .

� The representation space S has a G˙.n; sC; s�/ equivariant products

c0n WR
n
�S ! S; c0

sC
WRsC

�S ! S; c0s� WR
s�
�S ! S;

such that they are anticommutative each other and odd. Here, the action of G˙.n; sC; s�/ on
Rn;RsC ;Rs� is the left adjoint representations pn;pC;p� as defined in Definition 2.4. Note that
pn.g/v WD gvg�1 for g 2GC.n; sC; s�/ and v 2Rn. We have similar formula for pC and p�.

� The multiplications above give a Cl˙n y̋ Cl.sC;s�/ module structure on S .

Moreover, if S has an additional left Clifford action of Cl.b;a/ and its generators anticommutes with
c0n; c

0

sC
; c0s� , we call .˛;S/ a generalized Z=2Z graded spinor representation with Cl.b;a/ action.

Definition 2.9 We define .�;Cl˙n y̋ Cl.sC;s�// to be the generalized Z=2Z graded spinor representation
with left Cl�n y̋ Cl.s�;sC/ action as follows: Take g 2 G˙.n; sC; s�/ and � 2 Cl˙n y̋ Cl.sC;s�/. We
define �.g/� WD g�, where the right hand side is a multiplication of Cl˙n y̋ Cl.sC;s�/. The representation
� preserves the Z=2Z grading of Cl˙n y̋ Cl.sC;s�/. We define

c0n WR
n
�Cl˙n y̋ Cl.sC;s�/! Cl˙n y̋ Cl.sC;s�/

by c0n.v/� D v�. Replacing Rn with Rs˙ , we define c0sC ; c
0
s�

similarly. We define the additional left
Cl�n y̋ Cl.s�;sC/ action in the following way. Let � be the Z=2Z grading operator of Cl˙n y̋ Cl.sC;s�/.
We define v � � WD .��/v for v 2 Rn ˚RsC ˚Rs� , where the right hand side is a multiplication of
Cl˙n y̋ Cl.sC;s�/. This defines a left Cl�n y̋ Cl.s�;sC/ action because the right Cl˙n y̋ Cl.sC;s�/ action
is odd and v anticommutes with �.
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Definition 2.10 Let s D . zP ;P; �; o;EC;E�/ be a G˙.n; sC; s�/ structure on Y and let .˛;S/ be a
generalized Z=2Z graded spinor representation of GC.n; sC; s�/. Then they define the vector bundle

=S D zP �˛ S:

Let =S0 and =S1 be subbundles of =S defined by S0 and S1, respectively. We define the Clifford multiplication
on =S using c0n; c

0

sC
; c0s� :

cT Y W T Y � =S ! =S ; cE˙
WE˙ � =S ! =S :

We call =S a generalized Z=2 graded spinor bundle. If .˛;S/ is a generalized Z=2Z graded spinor
representation with Cl.b;a/ action, we call =S a generalized Z=2 graded spinor bundle with Cl.b;a/ action.

Remark 2.11 From Definition 2.1, if =S has a left Cl.b;a/ action, we have a right Cl.a;b/ action on =S as
we defined in Definition 2.1. Note that this right action commutes with cT Y ; cE˙

even if odd elements
in Cl.a;b/.

Definition 2.12 Let sD . zP ;P; �; o;EC;E�/ be a G˙.n; sC; s�/ structure on Y . We will denote by
=SD =S0˚ =S1 the generalized Z=2 graded spinor bundle with Cl�n y̋ Cl.s�;sC/ action defined by the
generalized Z=2Z graded spinor representation with Cl�n y̋ Cl.s�;sC/ action .�;Cl˙n y̋ Cl.sC;s�//. We
call =S the standard spinor bundle of s.

Definition 2.13 Let sD . zP ;P; �; o;EC;E�/ be a G˙.n; sC; s�/ structure on Y and =S the standard
spinor bundle of s. We define a Dirac type operator =D on �.=S/ by using the Clifford multiplication cT Y .
We will denote by � the Z=2Z grading operator on =S.

Let us denote by ind.s/ the element in KO�n˙.s��sC/.pt/ defined by the representative element

. =D; �;Cl�n˝Cl.s�;sC/;L
2.Y; =S//:

We call ind.s/ the index of the G˙.n; sC; s�/ structure s.

Remark 2.14 The index defined above coincides with the so called Atiyah–Milnor–Singer invariant index
of Spin structures when sCDs�D0. This index is a generalization of the mod 2 index of Spin structures on
a riemannian surface and the OA genus. This is defined explicitly by Lawson and Michelsohn [13, Chapter II,
Section 7]. In some cases, the index coincides with the index of Hs.n/ structure introduced in [5].

3 Proof of Main Theorem

3.1 Statement of Main Theorem

Main Theorem There exists a homomorphism f such that the diagram

�
GC.n;sC;s�/
n .pt/ �

GC.n�s�;sC;0/
n�s� .pt/

KO�n�sCCs�.pt/

f

commutes, where the morphisms to the KO group are defined by the indices.
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Remark 3.1 We can find a similar commutative diagram of G� bordism groups. In this case, the
codomain target of f is �G�.n�sC;0;s�/

n�sC
.pt/ instead of �GC.n�s�;sC;0/

n�s� .pt/. The proof is parallel to that
of the GC cases. Moreover, we can prove GC.n; sC; s�/ŠG�.n; s�; sC/ and hence we will study only
the GC cases.

First, we will construct the morphism f in the main theorem in this subsection. Second, we will prove a
localization theorem of the indices in Section 3.2. Some analytic lemmas are proved in the appendix.
Finally, we prove the commutativity of the diagram using the localization theorem in the final part of this
section and we will complete the proof of the main theorem.

Lemma 3.2 Let s D . zP ;P; �; o;EC;E�/ be a G˙.n; sC; s�/ structure on Y . Then there exists a
canonical Spin structure of the vector bundle

.det T Y ˝ det EC/˚T Y ˚EC˚ det E�˚E�

induced by s. Conversely, if the vector bundle above has an Spin structure , it gives a canonical
GC.n; sC; s�/ structure on Y .

Proof Let �1; : : : ; �nCsC is a standard basis of Rn˚RsC and e0
0
; e0; e1; : : : ; enCsCCs� are the generators

of Cl.0; .nC1/C.sCC1/Cs�/. There is an embedding Cl.nCsC; s�/!Cl.0; .nC1/C.sCC1/Cs�/

given by mapping �1; : : : ; �nCsC to e0
0
e0e1; : : : ; e

0
0
e0enCsC . Restricting this map, we have an embedding

GC.n; sC; s�/! Spin.1C nC sCC 1C s�/. Let � be the projection Spin.1C nC sCC 1C s�/!

SO.1C nC sCC 1C s�/. The image �.GC.n; sC; s�// is isomorphic to S.O.n/�O.sC/�O.s�//.
This image gives the representation of S.O.n/�O.sC/�O.s�// whose associated vector bundle is
det T Y ˝ det EC˚T Y ˚EC˚ det E�˚E�. Here we define that

he0i; he1; : : : ; eni; henC1; : : : ; enCsCi; he
0
0i and henCsCC1; : : : ; enCsCCs�i

are the representations such that the associated vector bundle of the representations are det T Y ˝ det EC,
T Y , EC, det E� and E� respectively. Then we construct a Spin structure as desired. We have the second
half of the statement by reversing the proof above.

Remark 3.3 The isomorphism class of the GC.n; sC; s�/ structure given by the second half of the
Lemma 3.2 uniquely determined by the isomorphism class of the Spin structure of the vector bundle
.det T Y ˝ det EC/˚T Y ˚EC˚ det E�˚E�. On the other hand, if we change the GC.n; sC; s�/

structure s by an isomorphism of the GC.n; sC; s�/ structure, the isomorphism class of the Spin structure
given by the first half of Lemma 3.2 may change because there may exist an automorphism of the
GC.n; sC; s�/ structure s which covers a nontrivial isomorphism of E˙. We use this lemma to define
the cobordism class of the GC.n� s�; sC; 0/ structure sC . If two GC.n; sC; s�/ structures s and s0 are
isomorphic they are cobordant. From the Lemma 3.9, sC and s0

C
are cobordant therefore this ambiguity

does not matter to define the map f in the statement of the main theorem.
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We will prove some lemmas in a general setting. In the following three lemmas, let M be a manifold and
F;E0;E1 be oriented real vector bundles on M with fiber metrics.

Lemma 3.4 An orientation preserving isometry ˛ WE0!E1 determines a canonical Spin structure on
E0˚E1.

Proof Let n be the rank of E0. The structure group of the subbundle

f.f; ˛.f // j f is an oriented orthonormal frame of E0g

of the frame bundle of E0˚E1 is a subgroup of SO.2n/ which is the image of the diagonal embedding
j W SO.n/! SO.n/�SO.n/ ,! SO.2n/. The map j� W �1.SO.n//! �1.SO.2n// is trivial, and therefore
there exists a homomorphism Qj W SO.n/! Spin.2n/ which covers j . Letfg˛ˇg be the transition functions
of E0˚E1. We define the Spin structure on E0˚E1 by using f Qj .g˛ˇ/g as transition functions. It is
easy to check that this Spin structure does not depend on how to take transition functions of E0˚E1.

Lemma 3.5 Let F;F 0 denote oriented real vector bundles on M with metrics. If there are Spin structures
on F ˚F 0 and F 0, these Spin structures determine a canonical Spin structure on F .

Proof We will denote by fg˛ˇg; fg0˛ˇg transition functions of F and F 0, respectively. Let f Qg0
˛ˇ
g be the

lifts of fg0
˛ˇ
g to the Spin group defined by the Spin structure on F 0. The lift of .g˛ˇ;g0˛ˇ/ defined by the

Spin structure of F ˚F 0 is expressed by Œ. Qg˛ˇ; Qg0˛ˇ/� 2 Spin.n/�Spin.m/=.Z=2Z/, where Qg˛ˇ is a lift
of g˛ˇ. The lift Qg˛ˇ is unique because the second component is fixed to be Qg0

˛ˇ
.

The lift of the transition functions f Qg˛ˇg satisfy the cocycle condition because fŒ. Qg˛ˇ; Qg0˛ˇ/�g and f Qg0
˛ˇ
g

do. We define the Spin structure on F by using f Qj .g˛ˇ/g as transition functions. Again it is easy to check
that this Spin structure does not depend on how to take transition functions of F .

The lemma below is clear from Lemmas 3.4 and 3.5.

Lemma 3.6 Let F ˚E0˚E1 be a vector bundle with orientation o and Spin structure zP . We assume
that E1 is oriented and there is an isometry � W E0! E1. We will denote by oE the orientation of E0.
Then F has a natural orientation and a Spin structure defined by o; oE ; zP and �.

We use the lemmas above in our setting.

Definition 3.7 Let Y be an n dimensional Riemannian manifold and s D . zP ;P; �; o;EC;E�/ be a
GC.n; sC; s�/ structure on Y . We will denote by h 2 �.E�/ an transverse section. Let C D h�1.0/. We
call C a characteristic submanifold of s.

The theorem below is a generalization of the theorem that is an existence of a canonical Spin structure on
a characteristic submanifold of Spinc structure.
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Theorem 3.8 Let Y be an n dimensional Riemannian manifold and s D . zP ;P; �; o;EC;E�/ be a
GC.n; sC; s�/ structure on Y and C be a characteristic submanifold of s. Then we have a natural
GC.n� s�; sC; 0/ structure on C .

Proof We restrict the vector bundle

det T Y ˝ det EC˚T Y ˚EC˚ det E�˚E�

to C . This is naturally isomorphic to the vector bundle

det T Y jC ˝ det ECjC ˚T C ˚N ˚ECjC ˚ det E�jC ˚E�jC ;

where N is the normal bundle of C . We define the isomorphism  W N ! E� by using dh. By the
definition of GC.n; sC; s�/ structure, there exists an isomorphism i W det T Y jC ˝ det ECjC Š det E�jC .
Let F DT C˚ECjC , E0D det T Y jC ˝det ECjC ˚N , E1D det E�jC ˚E�jC , and �D i˚ . They
satisfy the assumption of Lemma 3.6, and hence we have the Spin structure of T C ˚ECjC as desired.
From the latter statement of Lemma 3.2, this Spin structure defines the GC.n� s�; sC; 0/ structure on C

as desired.

Lemma 3.9 As an element of bordism group �GC.n�s�;sC;0/
n�s� .pt/, Œ.C; sC .h//� is independent of h.

Moreover , if the GC.n; sC; s�/ structure s0 on a closed manifold Y0 and s1 on a closed manifold Y1 are
GC.n; sC; s�/ cobordant , GC.n� s�; sC; 0/ bordism class of Œ.C; sC .h//� given by s0 and s1 are same.

Proof We first prove the first half of the statement. Let h; h0 be transverse sections of E� and let
C D h�1.0/, C 0 D h�1.0/. We define a natural GC.nC 1; sC; s�/ structure on Y � Œ0; 1� by using
GC.n; sC; s�/ structure on Y . Let Qh be a transverse section on Y � Œ0; 1� such that QhjY �f0g D h,
QhjY �f1g D h0. Then Qh�1.0/ has a GC.nC 1� s�; sC; 0/ structure by Theorem 3.8. This manifold with
GC.nC1� s�; sC; 0/ structure gives the cobordism from Œ.C; sC .h//� to Œ.C 0; s0

C
.h0//�. A slight change

to the above proof actually shows the second half of the statement.

We now define the map f of Main Theorem.

Definition 3.10 Let Y be an n dimensional closed manifold with GC.n; sC; s�/ structure given by
sD . zP ;P; �; o;EC;E�/. Set

f .ŒY; s�/D ŒC; sC �:

3.2 Localization by Witten deformation

In this subsection, we will prove the commutativity of the diagram in Main Theorem. We prove it by using
Witten deformation. We prove some lemmas in a more general setting than the setting in Main Theorem.
The proofs in this section and in the appendix are based on the localization argument of Furuta [7] and
Fukaya, Furuta, Matsuo, Onogi, Yamaguchi, Yamashita [6]. We simplify and modify these arguments to
suit the situation in this paper.

Algebraic & Geometric Topology, Volume 25 (2025)



898 Jin Miyazawa

In the previous subsection, we define the GC.n� s�; sC; 0/ structure sC on a characteristic submanifold
C D h�1.0/ from a GC.n; sC; s�/ structure s on Y in Theorem 3.8. Now we consider the relation
between the standard spinor bundle of sC and the restriction of the standard spinor bundle =S of s to C .
First, we consider =SjC , the restriction of the standard Z=2Z graded spinor bundle of s to C .

Proposition 3.11 Let Y be an n dimensional manifold with GC.n; sC; s�/ structure s. We will denote
by =S the standard Z=2Z graded spinor bundle of s. Let C D h�1.0/ and let sC be the GC.n� s�; sC; 0/

structure on C defined in Theorem 3.8. We define a Clifford action on =SjC by restricting the Clifford
action .cT Y ; cEC/ W .T Y ˚EC/˝ =S! =S to the vector bundle .T C ˚ECjC /˝ =SjC on C . We will
denote by . QcT C ; QcEC/ this restricted Clifford action. Note that the image of . QcT C ; QcEC/ is =SjC . Then
there exists an isomorphism ˆ which has following properties: Let =SC be the standard Z=2Z graded
spinor bundle of sC . The isomorphism

ˆ W =SjC ! ClC.N.C // y̋ =SC y̋ V �s�

preserves the Clifford action of T C ˚ECjC when we define a Clifford action to right hand side by

cT C .x/ �!˝�˝ v WD .�1/j!j!˝ QcT C .x/�˝ v;

cEC.w/ �!˝�˝ v WD .�1/j!j!˝ QcEC.w/�˝ v

for !˝ �˝ v 2 ClC.N.C // y̋ =SC y̋ V �s� , x 2 T C and w 2 ECjC . Moreover , ˆ preserves the right
Cl.nCsC;s�/ action if we define the right Cl.nCsC;s�/ action to ClC.N.C // y̋ =SC y̋ V �s� by

!˝�˝ v � a˝ b WD .�1/jajjvj!˝� � a˝ vb

for !˝�˝ v 2 ClC.N.C // y̋ =SC y̋ V �s� and a˝ b 2 Cl.nCsC�s�;0/
y̋ Cl.s�;s�/.

Proof From the proof of Theorem 3.8, we see the structure group of the Spin structure of

det N.C /˚ det E�˚N.C /˚E�

reduces the subgroup of Spin.2s�C2/ which is isomorphic to O.s�/. If we write O.s�/ for the subgroup,
then the structure group of =SjC is GC.n� s�; sC; 0/�O.s�/. Write G DGC.n� s�; sC; 0/�O.s�/.

Let us denote by S D Cl.nCsC;s�/ a representation space whose associated vector bundle is =S. We
describe the action of G on S . We define Qgv 2 O.s�/ to be the natural lift of gv to Spin.2s� C 2/

given in Lemma 3.4 where gv is the composition of the reflections of vectors.e; 0; e; 0/; .0; v; 0; v/ 2
det Rs� ˚Rs� ˚ det Rs� ˚Rs� .jej D jvj D 1/. The element gv is independent of the choice of e.
Elements in the group O.s�/� Spin.2s�C 2/ are the products of finitely many elements of the form Qgv
for some v and ˙1. The Clifford multiplications c0n; c

0
� are G equivariant and hence the action of Qgv is

given by ˙c0n.v/c
0
�.v/.

The sign of Qgv D ˙c0n.v/c
0
�.v/ is determined by how to embed the group GC.n; sC; s�/ to a Spin

group. In our convention of Lemma 3.2, the image of c0n.ei/c
0
�.ei/ of the embedding is e0eie

0
0
e0i and this

coincides with Qgei
which is a lift of gv given in Lemma 3.4. Thus we have Qgv D c0n.v/c

0
�.v/.
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We will denote by SC a subspace of S which is the intersection of C1-eigenspaces of Qgv D c0n.v/c
0
�.v/

for all v 2 S.Rs�/. The subspace SC coincides with the intersections of C1-eigenspaces of c0n.ei/c
0
�.ei/

(i D 1; : : : ; s�), where fe1; : : : ; es�g is an orthonormal basis of Rs� . The action of GC.n� s�; sC; 0/

preserves SC because this action commutes with c0n.v/c
0
�.v/ for all v. The definition of SC immediately

implies that the action of O.s�/ on SC is trivial.

Let us show that SC coincides with Cl.nCsC�s�;0/ � S . Recall that the standard spinor bundle =S is
the associated bundle with the representation Cl.nCsC;s�/ D Cl.n�s�CsC;0/

y̋ Cl.s�;s�/. An element
Qgv D c0n.v/c

0
�.v/ acts on Cl.n�s�CsC;0/ trivially and on Cl.s�;s�/ by left multiplication of Cl.s�;s�/. We

will denote by zV the intersection of the C1-eigenspaces of c0n.v/c
0
�.v/ in Cl.s�;s�/ for all v 2 S.Rs�/.

The dimension of zV is 2s� . The action of c0n.v/c
0
�.v/ commutes with the right Cl.s�;s�/ action. The only

irreducible representation of Cl.s�;s�/ is Vs� and its dimension is 2s� . Hence there is an isomorphism
 W V �s�!

zV . Using  , we have the isomorphism Cl.nCsC�s�;0/
y̋ V �s�! SC by �˝v 7! � .v/. If we

give the G action on Cl.s�;0/ by g �x 7! gxg�1, we have the G equivariant isomorphism

‰0 W Cl.s�;0/ y̋ Cl.nCsC�s�;0/
y̋ V �s� ! Cl.nCsC;s�/; x˝ �˝ v 7! x � � � .v/:

The associated vector bundles of Cl.s�;0/;Cl.nCsC�s�;0/ and V �s� is ClC.N.C //, =SC and the trivial
bundle V �s� , respectively. Thus we have the map

‰ W ClC.N.C // y̋ =SC y̋ V �s� ! =SjC :

We define the map ˆ to be the inverse of the map ‰. It is easy to check to see that ˆ preserves the
Clifford action of T C ˝ECjC and right Cl.nCsC;s�/ action.

In this section we identify =SjC with ClC.N.C // y̋ =SC y̋ V �s� by the map ˆ.

Next we prove the localization of analytic index in Proposition 3.22. We identify a tubular neighborhood
of C , denoted by U.C /, with the open disk bundle of the normal bundle of C ,

B.N.C //D fv 2N.C / j jvj< 1g:

We will denote by � W N.C /! C the projection of the normal bundle. Let us outline the proof of the
localization.

Step 1 We first formulate the index of a Dirac type operator acting on the sections of the vector bundle
��.=SjC / over N.C /. Since N.C / is not closed, we need behavior of its end. We will see the index of
N.C / coincides with the index of the GC.n; s�; sC/ structure sC on C .

Step 2 The analytic index of the GC.n; sC; s�/ structure s on Y coincides with the index of Step 1. In
this argument we deform the Dirac type operator in Definition 2.13. We prove some analytic lemmas and
propositions of this step in the appendix.
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3.2.1 We begin with Step 1 First, we consider the trivial GC.n; 0; n/ structure on Rn. This structure
appears in a fiberwise way when we consider the operator on N.C /. Let s0 be a trivial GC.n; 0; n/

structure on Rn. We will denote by h.x/D x the section of E�DRn�Rn and we have the isomorphism
from T Rn to E� by using dh. We have the reduction of the structure group of s0 to the subgroup
G � G�.n; 0; n/ which is naturally isomorphic to O.n/ by using Lemma 3.4. Let =Sf denote the
standard Z=2 graded spinor bundle of s0. Let C D h�1.0/D f0g, be a characteristic submanifold. From
Proposition 3.11 we identify =Sf jC with ClC.Rn/ y̋ R y̋ V �n . Note that =SC Š C �RD R is a vector
bundle on a point. Let L be a trivial vector bundle on Rn.

Lemma 3.12 We will denote by S a set of rapidly decreasing sections of =Sf ˝L. We will denote by
D0m a differential operator acting on sections of �.=Sf ˝L/ given by

D0m D

nX
iD1

�
cT Rn.dxi/

@

@xi
CmcE�.ei/x

i
�
:

Note that D0m preserves the subspace S � �.=Sf ˝L/. The operator D0m is independent of the choice
of the orthonormal basis of Rn. This operator commutes with the right Cl.n;n/ action , and there is an
isomorphism between ker D0m\S and R y̋ V �n ˝L as right Cl.n;n/ modules.

Proof We see at once that D0m is independent of choice of the orthonormal basis of Rn by direct
calculation.

Let � be a rapidly decreasing section. We have D0m� D 0 if and only if .D0m/
2� D 0 because D0m is a

skew-symmetric operator. We have

.D0m/
2
D

nX
iD1

�� @

@xi

�2
�m2.xi/2CmcT Rn.dxi/cE�.ei/

�
D�H C

nX
iD1

.mcT Rn.dxi/cE�.ei//;

where H is a harmonic oscillator acting on smooth functions Rn!R. It is well known that H has only
discrete spectrum and each eigenspace is 1-dimensional. The eigenvalues are nm; 2nm; 3nm; : : : and
each eigenfunction is rapidly decreasing. In particular, the eigenfunction of nm is e�mjxj2=2 and this does
not depend on the choice of orthonormal basis of Rn. The eigenvalues of mcT Rn.dxi/cE�.ei/ are ˙m

for all i . Hence the kernel of .D0m/
2 is in the intersection of the C1 eigenspace of cT Rn.dxi/cE�.ei/

and nm eigenspace of H . The intersection of theC1 eigenspace of cT Rn.dxi/cE�.ei/ for all i coincides
with R y̋ V �n ˝L from the construction of the map ˆ on Proposition 3.11. Thus we have

ker D0m\S DR y̋ V �n ˝L � e�mjxj2=2:

Definition 3.13 We will denote by Qu0 a function on Rn given by

e�mjxj2=2

ke�mjxj2=2kL2.Rn/

:
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Definition 3.14 We will follow the notation of the statement and the proof of Proposition 3.11. We
deform a metric of Y if necessary and we identify a tubular neighborhood U.C / of C with B.N.C //D

fv 2 N.C / j jvj < 1g as a Riemannian manifold. Let us denote by � W N.C /! C the projection. We
define a GC.n; sC; s�/ structure on B.N.C // by restricting the GC.n; sC; s�/ structure s on Y . By
abuse of notation, we use the same letter s for this GC.n; sC; s�/ structure on B.N.C // and we write
=S instead of =SjU.C /. The structure group of s reduces to G DGC.n� s�; sC; 0/�O.s�/ by using the
isomorphism dh WN.C /ŠE�. Let =DmD =DCmc�.h/ where =D is a Dirac operator of =S. We abbreviate
c�.h/ to h. Note that =Dm is an antisymmetric operator. Let A be a connection such that cT Y ıAD =D.
Perturbing A, we may assume that ��.AjC /DA on B.N.C //.

Lemma 3.15 Let =D0C be the Dirac operator defined by the Clifford action cT C W T C ˝ =SjC ! =SjC .
Then we have a decomposition

=D DDC CDf

with the following property:

� On U �Rs� , which is a trivialization of N.C /,

DC D =D
0

C jU ; Df D

s�X
kD1

cT Y .d�i/
@

@�i
:

Here cT Y is the restriction of the Clifford multiplication of s to ��N.C /�TN.C / and .�1; : : : ; �s�/
are coordinates of Rs� , which is a fiber of N.C /.

� DC and Df anticommute.

� Both DC and Df are antisymmetric with respect to the L2 inner product on N.C /.

Proof It is easy to see that we have the decomposition of =D on each trivialization of N.C /. The operator
s�X

kD1

cT Y .d�i/
@

@�i

is O.n/ invariant. Hence the operator above on each trivialization coincides with the corresponding one on
another trivialization. Thus we have the operator Df on the whole of N.C /. Let DC WD =D�Df . On each
trivialization, the operator Df coincides with

Ps�

kD1 cT Y .d�i/
@
@�i

and DC coincides with =D0C jU . We will
see at once anticommutativity of these operators on each trivialization on N.C /. We see these operators are
antisymmetric with respect to inner product L2. It is sufficient to prove that Df is antisymmetric because
the operator =D is antisymmetric. To see this, we decompose an integral on N.C / by

R
N.C / D

R
C

R
fiber,

where
R

fiber is the integration on each fiber. The operator Df is antisymmetric with respect to the L2

inner product on each fiber and we have Df is antisymmetric with respect to the L2 norm on N.C /.

Definition 3.16 We will denote by u0 the function on N.C / whose restriction to each fiber of N.C /

coincides with the function Qu0.
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Lemma 3.17 We will denote by h 2 �.��E�/ the tautological section of ��E� Š ��N.C /. Let =DC

be a Dirac operator on =SC y̋ V �s� . Let m be a positive real number and let a 2 �.=SC y̋ V �s�/. We have

. =DCmh/��a �u0 D �
�. =DC a/ �u0:

Proof Recall the decomposition =DDDCCDf . The restriction of DfCmh to each trivialization of N.C /

coincides with the operator D0m in Lemma 3.12. Thus we have .Df Cmh/.��a �u0/D 0. It is sufficient
to consider the operator DC . The operator DC coincides with the operator =D0C on each trivialization and
this operator is a pullback of an operator on C . Hence we have DC .�

�a �u0/D �
�. =DC a/ �u0:

Lemma 3.18 Let H D f��a � u0 2 �.=S/ j a 2 �.=SC y̋ V �s�/; =DC aD 0g. We will denote by �C the
minimum of the absolute value of nonzero eigenvalues of =DC . Let m be a positive number such that
m� j�C j. Let � 2 �.N.C /; =S/ be a section whose restriction to each fiber of N.C / is rapidly decreasing
function. If � is orthogonal to H in the L2 inner product , We have k=Dm�k � �C k�k, where k�k is the
L2 norm on N.C /.

Proof We decompose � into � D �0C�
�b �u0, where b 2 �.=SC / y̋ V �s� and �0 is a fiberwise rapidly

decreasing section such that
R

N.C /x
h�0; �

�a �u0iD 0 for all x 2C; a2 .=SC y̋ V �s�/x . From Lemma 3.12
and for L to be .=SC /x , �0 is orthogonal to the kernel of Df Cmh on each fiber. The section b is
orthogonal to ker =DC in the L2 inner product on C because � is orthogonal to H . From the above
decomposition, we have

. =DCmh/� D . =DCmh/�0C�
�. =DC b/ �u0:

It is easy to see thatZ
N.C /

˝
. =DCmh/�0; �

�. =DC b/ �u0

˛
D 0 and k. =DCmh/�k2Dk. =DCmh/�0k

2
Ck��. =DC b/ �u0k

2:

It is straightforward to see DC and Df Cmh are anticommutative.

Thus we haveZ
N.C /

j. =DCmh/�0j
2
D

Z
N.C /

jDC�0j
2
C

Z
N.C /

j.Df Cmh/�0j
2

�

Z
C

Z
fiber
j.Df Cmh/�0j

2
�

Z
C

m2

Z
fiber
j�0j

2
�

Z
C

�2
C

Z
fiber
j�0j

2

and Z
N.C /

j��. =DC b/ �u0j
2
D

Z
N.C /

j��. =DC b/ �u0j
2
� �2

C

Z
N.C /

j��b �u0j
2:

Hence we have the inequality k=Dm�k � �C k�k as desired.

Definition 3.19 The finite-dimensional vector space H has a natural Z=2Z grading and a left Cl.nCsC;s�/

action induced by =S. Let � be the Z=2Z grading operator. The four-tuple .0; �;Cl.nCsC;s�/;H / defines
an element of KOs��n�sC.pt/. We write ind.N.C /; =S/ for this element in KOs��n�sC.pt/.
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Remark 3.20 By the definition of H and from Lemma 2.2, we have

ind.sC /D
�
. =DC ; �;Cl.nCsC;s�/;L

2.C; =SC y̋ V �s�//
�
D ind.N.C /; =S/ 2 KOs��n�sC.pt/:

Remark 3.21 The notion of the index of open manifold is introduced by Mikio Furuta in [7]. When the
index ind.N.C /; =S/ values in KO0.pt/, it coincides with the index of the pair .N.C /; Œh�/.

3.2.2 Now Step 2 We prove ind.s/, an analytic index of GC.n; sC; s�/ structure on Y , is equal to
ind.N.C /; =S/.

We introduce some notation.

� If necessary we perturb h so that h satisfies jhj< 1 on U.C / and jhj D 1 on the complement set of
U.C /.

� We will denote by H�m the direct sum of eigenspaces of =Dm W �.Y; =S/! �.Y; =S/ such that the
absolute value of each eigenvalue is less than �2. This is a finite-dimensional subspace of L2.Y; =S/.
H�m has a natural Z=2Z grading and a left Cl.nCsC;s�/ action.

� Let � be a smooth function on Y supported in U.C / such that

�.z/D

�
1 if jzj � 1

2
;

0 if jzj � 2
3

for z 2 U.C /Š B.N.C //�N.C / and monotone decreasing on 1
2
< jzj< 2

3
in jzj, where j � j is a

norm of N.C /. (We identify U.C / and B.N.C //.)

The following proposition is proved by the general theory of Witten deformation. We prove this proposition
in the appendix.

Proposition 3.22 Assume that a positive constant � is smaller than a constant determined by the principal
symbol of D and the differential of � and suppose that m> �. Let …0 be the orthogonal projection from
L2.N.C /; =S/ to H . Then the map

H�m!H; � 7!…0.��/

is an isomorphism and preserves the Z=2 grading and the Cl.nCsC;s�/ action.

Proof of Main Theorem From the definition of the index of s,

ind.s/D Œ. =Dm; �;Cl.s�;sCCn/;H
�
m/�

and we see

Œ.0; �;Cl.s�;sCCn/;H /�D Œ. =Dm; �;Cl.s�;sCCn/;H
�
m/� 2 KOs��n�sC.pt/

from Proposition 3.22. We have Œ.0; �;Cl.s�;sCCn/;H /�D ind.sC / from Remark 3.20. Thus we have
proved Main Theorem.
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4 Examples

4.1 Freed–Hopkins Hn.s/

In this subsection, we consider a family of groups Hn.s/ defined by Freed and Hopkins [5]. The group
Hn.s/ is given in Table 1.

Lemma 4.1 In the case s D 0; 1; 2; 3, we have Hn.s/ŠGC.n; s; 0/ and in the case s D�1;�2;�3, we
have Hn.s/ŠGC.n; 0;�s/.

Proof It is obvious for the case s D 0 therefore it is sufficient to prove the case of jsj D 1; 2; 3. First we
consider the case jsj D 3. We use the identification Spin.3/Š SU.2/ and .ClCn y̋ .R˚R�//0 Š Cl˙n,
where � D e1e2e3 2 Cls and ˙ is the sign of s. We have an isomorphism GC.n; s; 0/! Hn.s/ (or
GC.n; 0;�s/!Hn.s/) given by

gu 7!

�
Œg;u� if g 2 Spin.n/; u 2 Spin.3/;
Œg˝�; ��1u� otherwise

for g 2 PinC.n/, u 2 Pin˙.3/.

We consider the case jsj D 1; 2. We will denote by e a generator of Cls with jej D 1. We use the identifica-
tion ClCn y̋ .R˚Re/Š Cl˙n where ˙ is the sign of s. We have an isomorphism GC.n; s; 0/!Hn.s/

(or GC.n; 0;�s/!Hn.s/) given by

gu 7!

�
Œg;u� if g 2 Spin.n/; u 2 Spin.jsj/;
Œg˝ e; e�1u� otherwise

for g 2 PinC.n/, u 2 Pin˙.jsj/.

Remark 4.2 An index of Hn.s/ structure is defined in [5]. From the lemma above, we see the index of
Hn.s/ coincides with our index of GC.n; s; 0/ (or GC.n; 0;�s/) structure.

s Hn.s/

0 Spin.n/
�1 PinC.n/
�2 PinC.n/ËZ=2Z U.1/

�3 Pin�.n/�Z=2Z SU.2/
4 Spin.n/�Z=2Z SU.2/
3 PinC.n/�Z=2Z SU.2/
2 Pin�.n/ËZ=2Z U.1/

1 Pin�.n/

Table 1: Groups Hn.s/ defined by Freed and Hopkins [5].
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Remark 4.3 In the case s D 4, Hn.4/ is isomorphic to a subgroup of GC.n; 0; 4/ and we can see the
index of Hn.4/ structure defined in [5] coincides with our index if the structure group of a GC.n; 0; 4/

structure reduces to Hn.4/.

We identify Spin.4/ with SU.2/�SU.2/. We give an embedding of Hn.4/ to GC.n; 0; 4/ by

Spin.n/�Z=2Z SU.2/ 3 Œg;u� 7! Œg; diag.u;u/� 2 Spin.n/�Z=2Z Spin.4/�GC.n; 0; 4/:

The following proposition is a consequence of Main Theorem, Lemma 4.1 and the above remarks.

Proposition 4.4 We assume s D �1;�2;�3, or 4. Then there exists an isomorphism f such that the
following diagram commutes:

�
Hn.s/
n .pt/ �

Spin
n�jsj

.pt/

KO�n�s.pt/

f

4.2 The case of GC.5; 0; 4/ structure

We consider the index of the GC.5; 0; 4/ structure especially because it is important to see the orientability
of Pin�.2/ monopole moduli space in the next section. The following arguments can be easily generalized
to the case of the index of the GC.8kC5; 0; 4/ structure. We use only the k D 0 case in the next section;
therefore we only consider this case to avoid complications.

Definition 4.5 Let Z be a 5 dimensional closed manifold and s be a GC.5; 0; 4/ structure on Z. Let
=S be the standard spinor bundle of s. Note that =S has a natural right Cl.5;4/ action. Let �0; �1; : : : ; �4

be generators of ClC5. and let e1; : : : ; e4 be generators of Cl�4. We will denote by zS a subbundle of =S
such that the intersection of C1-eigenspaces of �1e1; : : : ; �4e4. We call zS the spinor bundle of s. The
Clifford multiplication of TZ and E� preserves zS because they commute with the right Cl.5;4/ action.
We define a skew-adjoint Dirac operator zD on zS by using Clifford action of TZ.

We have the following lemma from Lemma 2.2:

Lemma 4.6 The spinor bundle zS is a generalized Z=2 graded spinor bundle with left Cl�1 action.
The index ind.s/ of s coincides with .0; �;Cl�1; ker zD/ 2 KO�1.pt/. Moreover , under the isomorphism
KO�1.pt/Š Z=2Z, we have ind.s/D dim ker. zDj zSC/ mod 2 where zSCis the even part of zS .

We provide a specific construction of zS when the structure group of s is reduced from GC.5; 0; 4/ to
Spin.5/� Spin.4/=Z=2Z. This construction is useful to consider the orientability of Pin�.2/ monopole
moduli space.
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Definition 4.7 We will denote by �0; : : : ; �4 the generators of ClC5 and by e1; : : : ; e4 the generators
of Cl�4.

� Let H be the quaternion ring. We use the convention that ij k D 1.

� Let H.2/ be the matrix ring of 2� 2 matrices with entries in the ring H.

� We define an isomorphism ˛ W Cl�4!H.2/ by

e1 7!

�
0 1

�1 0

�
; e2 7!

�
0 i

i 0

�
; e3 7!

�
0 j

j 0

�
; e4 7!

�
0 k

k 0

�
:

� Let � D e1e2e3e4 2 Cl�4. Note that �2 D 1 and

˛.�/D

�
1 0

0 �1

�
:

� We define an isomorphism ˇ W ClC5!H.2/˚H.2/ by

�0 7! .˛.�/;�˛.�//; �i 7! .˛.�/˛.ei/;�˛.�/˛.ei//; i D 1; 2; 3; 4:

� We define an isomorphism f W Cl.5;4/! .H.2/˚H.2//˝H.2/ by

�p 7! ˇ.�p/˝˛.�/; eq 7! 1˝˛.eq/;

where p D 0; : : : ; 4, q D 1; : : : ; 4.

� Using isomorphisms ˛; ˇ, we define the spinor representations of ClC5;Cl�4 whose representation
spaces are H2˚H2, H2, respectively. By abuse of notation, we let ˛; ˇ stand for these spinor
representations, respectively. Note that

ˇ.�i/ � .�0; �1/D .˛.�/˛.ei/�0;�˛.�/˛.ei/�1/ for i D 0; : : : ; 4:

Remark 4.8 In our notations, the Z=2Z grading of H.2/˚H.2/ induced by the isomorphism ˇ is given
as follows: The subspace f.A;A/ jA 2H.2/g is the even part and f.A;�A/ jA 2H.2/g is the odd part.
The Z=2Z grading operator is a map .A;B/ 7! .B;A/.

The Z=2Z grading of H.2/ induced by the Z=2Z grading of Cl�4 using the map ˛ is given by declaring
the even part consists of diagonal matrices and the odd part of off-diagonal one. The Z=2Z grading
operator is given by A 7! ˛.�/A˛.�/�1 D Ad.˛.�//.A/.

Definition 4.9 We assume that the structure group of s reduces to the group Spin.5/�Spin.4/=.Z=2/.

Let S D S0˚S1, S0 D S1 DH2 be a representation space of the spinor representation ˇ of ClC5. We
define the representation � by

�.Œq; .u0;u1/�/� D ˇ.q/ � .�0u�1
0 ; �1u�1

1 /
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for

� D .�0; �1/ 2 S ŠH2
˚H2;

Œq; .u0;u1/� 2 Spin.5/� .Sp.1/�Sp.1//=.Z=2/Š Spin.5/�Spin.4/=.Z=2/:

We denote by S 0 the associated vector bundle of the representation �. We give a Z=2Z grading on S 0˚S 0

by declaring the subspace f.'; '/ 2 S 0˚S 0g is the even part and the subspace f.';�'/ 2 S 0˚S 0g is
the odd part. We give the following right ClC1 action: let �0 be the generator of ClC1 and we define the
right action of �0 by .'0; '1/ � �0 D .'0;�'1/ for .'0; '1/ 2 S 0˚S 0. The left Cl�1 action is given by
e0 � � WD .��/ � �0, where � is the Z=2Z grading operator. We define the Clifford multiplication c0n by
the left Clifford multiplication of Cl.5;4/ given by �j � .'0; '1/D .ˇ.�j /'0;�ˇ.�j /'1/ for j D 0; : : : ; 4.
Then S 0˚S 0 is Z=2Z graded generalized spinor bundle with left Cl�1 action of s.

Remark 4.10 We can define the cE� Clifford action on S 0˚S 0 such that that action is preserved by the
isomorphism in the Lemma below. But we will not use c� in Section 5.

Lemma 4.11 As a Z=2Z graded generalized spinor bundle with left Cl�1 action of s, S 0˚S 0 Š zS . In
particular , zSC Š S 0.

Proof We identify Cl.5;4/ with .H.2/˚H.2//˝R H.2/ by using the isomorphism f in Definition 4.7.
Let ˆ be a map

.H.2/˚H.2//˝R H.2/ 3 .A0;A1/˝B 7! .A0B�;A1 Ad.˛.�//.B�// 2H.2/˚H.2/;

where B� is transpose matrix of B. (We will denote by � the quaternion conjugate.) We define the
Spin.5/�Spin.4/=.Z=2Z/ action on the space left hand side by

Œq; .u0;u1/�.A0;A1/D

�
qA0

�
u�1

0
0

0 u�1
1

�
; qA1

�
u�1

0
0

0 u�1
1

��
for Œq; .u0;u1/� 2 Spin.5/� Spin.4/=.Z=2Z/Š Spin.5/� .Sp.1/� Sp.1//=.Z=2Z/. For this action, we
see ˆ is a Spin.5/�Spin.4/=.Z=2Z/ equivariant map because diag.u�1

0
;u�1

1
/ commutes with ˛.�/.

The map ˆ is invariant under the right multiplication of f .�iei/ for i D 1; 2; 3; 4. Therefore, the �1-
eigenspaces of f .�iei/ for some i D 1; 2; 3; 4 are the subspace of kerˆ. We see at once ˆ is surjective
and the dimension of H.2/˚H.2/ is equal to the dimension of zS . Thus we have that the restriction of ˆ
to the representation space zS is a Spin.5/�Spin.4/=.Z=2Z/ equivariant isomorphism.

We see the Spin.5/� Spin.4/=.Z=2Z/ representation H.2/˚H.2/ is equivalent to the representation
S 0˚ S 0 through an isomorphism given by identifying each column of the matrix with an element of
S 0

0
;S 0

1
. The Z=2Z grading of zS is defined by the Z=2Z grading of Cl.5;4/. It is easy to see that this

Z=2Z grading of zS coincides with the Z=2Z grading of S 0˚S 0. Moreover, we see at once ˆ preserves
the Clifford multiplication c

TZ
and f .�0/. This completes the proof.
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Remark 4.12 If we change the basis of S 0˚S 0 by the isomorphism .�0; �1/ 7!
�

1
2
.�0C�1/;

1
2
.�0��1/

�
,

we change the Z=2Z grading of S 0˚S 0 and the Clifford multiplication c
TZ

. The Z=2Z grading is given
by S 0˚ 0 is even and 0˚S 0 is odd. The Clifford multiplication c

TZ
and the right �0 action are given by

the matrix

cTZ .�j /D

�
0 ˇ.�j /

ˇ.�j / 0

�
; �0 D

�
0 1

1 0

�
:

Note that c
TZ

and right �0 action commute.

5 The orientability of Pin�.2/ monopole moduli space

5.1 The orientability and mod 2 indices

In Section 4.1, we consider the spinor bundle and index of the GC.5; 0; 4/ structure. In this section, we
translate the orientability of the Pin�.2/ monopole moduli space into a mod 2 index on a five dimensional
manifold.1 From Main Theorem, we give a topological criterion for the determinant line bundle on the
ambient space of the Pin�.2/ monopole moduli space to be trivial.

Definition 5.1 We define a group Spinc�.4/ by

Spinc�.4/ WD Spin.4/�Pin�.2/=.Z=2Z/;

where Z=2ZŠ f.1; 1/; .�1;�1/g 2 Spin.4/�Pin�.2/.

Remark 5.2 By the definition above, we see that Spinc�.4/ is a subgroup of GC.4; 0; 3/ by using the
natural embedding Spin.4/� Cl.C4/.

Definition 5.3 We define a Spinc� structure on Riemannian 4-manifold X as a GC.4; 0; 3/ structure
whose structure group reduces to Spinc�.

Definition 5.4 Let X be a 4-manifold and sX be a Spinc� structure on X . We will denote by zP a
principal Spinc�.4/ bundle given by the Spinc� structure sX .

� We identify R4 with H. We define the representation of Spinc�.4/

�˙ W Spinc�.4/! GL.4;R/ and � W Spinc�.4/! GL.4;R/
by

�˙.ŒqC; q�;u�/� D q˙�u�1; �.ŒqC; q�;u�/v D qCv.q�/�1:

We will denote by S˙ the associated vector bundle given by the representation �˙ and the principal
Spinc� bundle zP . The associated vector bundle given by the representation � is TX .

1Originally, Mikio Furuta translated the orientability of Pin�.2/ monopole moduli space into a mod 2 index associated with a 3

dimensional submanifold with GC.3; 0; 2/ structure. Nobuhiro Nakamura wrote Furuta’s idea in the note [16]. The argument in
that note is the neck stretching argument. In this paper, we use Witten deformation to determine the orientability of Pin�.2/
monopole moduli space.
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� Let ��.ŒqC; q�;u�/v0 WD q�v.qC/�1. We observe that there is a natural isomorphism zP���HŠT �X

and we have an isomorphism TX ! T �X that is given by

TX Š zP �� H 3 Œ Qp; v� 7! Œ Qp; Nv� 2 zP ��� HŠ T �X:

We denote the image of v 2 TxX under this mapping as Nv.

� We define a Clifford multiplication

c W TX ˝SC! S�

by c.v˝�/D Nv�. We will denote by c.v/� this Clifford action. We define

c� W TX ˝S�! SC

by c�.v ˝ �/ D v�. By abuse of notation, we use the same letter c.v/�. We have c.v/2 D jvj2 for
v 2 TxX .

� A connection A on zP is a Spinc� connection if it satisfies

r
A.c.X /�/D c.rLC X /�C c.X /rA�

for X 2 �.TX /, � 2 �.SC/, where rLC is the Levi-Civita connection of X .

� Let A be a Spinc� connection. We define a Dirac operator D˙
A

associated to A by the composition of
following maps:

�.S˙/
rA

��! �.TX �˝S˙/Š �.TX ˝S˙/
c
�! �.S�/:

The notion of the Spinc� structure is introduced by Nobuhiro Nakamura [14; 15] to define the Pin�.2/
monopole equations and the Pin�.2/ monopole invariant. The Pin�.2/ monopole invariant is a Z=2Z-
valued invariant. The matter of when we determine the orientability of the Pin�.2/ monopole moduli
space is whether a gauge transformation preserves an orientation of indDA.

To define a gauge transformation, we introduce some associated vector bundles and their Clifford actions.

Definition 5.5 Let X be a 4-manifold and sX be a Spinc� structure on X . Let zP be the principal
Spinc�.4/ bundle given by the Spinc� structure sX .

� We identify R2 with the subspace fz 2H j zDxCiy; x;y 2RgŠC. We define the real Spinc�.4/

representation
�00 W Spinc�.4/! GL.2;R/

by �0
0
.ŒqC; q�;u�/z D uzu�1, where the multiplication is that of H.

� We identify R2 with the subspace fjw 2H jw 2Cg. We define the real Spinc�.4/ representation

�01 W Spinc�.4/! GL.2;R/

by �0
1
.ŒqC; q�;u�/jw D ujwu�1, where the multiplication is that of H.

Algebraic & Geometric Topology, Volume 25 (2025)



910 Jin Miyazawa

It is easy to check the well-definedness of the above definition. We will denote by zC;E the associated
vector bundles given by zP and the representations �0

0
; �0

1
, respectively.

Definition 5.6 We define the multiplication S ˝ .zC˚E/! S as follows. Note that the representation
space of �0˚ �1 and �C˚�� is H and H2 DHC˚H�, respectively. We define a multiplication of
elements in these representation space by

� � v WD �v

for v 2 H and � 2 H2. This is a Spinc�.4/ equivariant multiplication. This defines a multiplication
S D SC˚S� and zC˚E. We define the multiplication .zC˚E/˝ .zC˚E/! zC˚E in the same way.

Remark 5.7 Regarding the Spinc� structure sX as a GC.4; 0; 3/ structure, the vector bundle det E˚E

is the vector bundle E� associated with sX (see Definition 2.6). From the definition of zC and E, we have
Im.zC/Š det E. From now on, we fix an isomorphism Im.zC/Š det E and identify Im.zC/ with det E. If
we take another isomorphism, arguments do not change.

Definition 5.8 We call an element of fu 2 �.zC/ j juj D 1g a gauge transformation.

Now we state the topological method of evaluating the orientability of Pin�.2/ monopole space.

Theorem 5.9 Let u be a gauge transformation. We perturb u if necessary and we may assume that
�1 is a regular value of u. Let h be a section of E such that h is transverse to the zero section and its
submanifold u�1.�1/ � X . Then there is a natural Spin structure on h�1.0/\ u�1.�1/. This defines
an element of 1 dimensional Spin bordism group �Spin

1
.pt/Š Z=2Z and we denote by t-ind.sX ;u/ this

element. Then the following statements are equivalent :

(1) The gauge transformation u preserves the orientation of the index bundle find.DA/gA on the
configuration space.

(2) The element t-ind.sX ;u/ of �Spin
1
.pt/ is trivial.

Corollary 5.10 If we have t-ind.sX ;u/D 0 for all gauge transformation u, the Pin�.2/monopole moduli
space is orientable.

We begin the preparation of the proof of Theorem 5.9.

Definition 5.11 Let X be a 4-manifold and sX be a Spinc� structure on X . Let S D SC˚S� be the
spinor bundle of sX and u be a gauge transformation.

� We define the vector bundle L on X �S1 as follows. Let � W Œ0; 1��X !X be the projection. We
introduce an equivalence relation on �� zC by .0; z/� .1; zu/ for z 2 zC and L is the quotient of
this equivalence relation LD �� zC=�. Note that L has the canonical left �� zC action.
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� Let z� W S1 �X !X be the projection. By abuse of notation, we use the same letter zC for z�� zC.

� V D V C˚V � is the Z=2Z graded vector bundle given by V D z��S ˝zC .L˚
zC/, V C D z��S

and V � D z��S ˝zC L, where ˝zC is a tensor product of zC modules.

Lemma 5.12 We define a skew-adjoint Dirac type operator D on V as follows:

� Let A be a Spinc� connection on X and DA is the Dirac operator on X given by A.

� Let At be a one-parameter family of Spinc� connection on X such that At D A for t < 1
3

and
At D u�A for t > 2

3
.

� Let � be the Z=2Z grading operator of S . Let �0 be the operator on L˚ zC given by 1˚ .�1/.

� We define the Dirac type operator on X �S1 by

D DDt ˝ prLCDA˝ przCC�@t ˝ �
0;

where t is the coordinate of S1 and prL, przC are the projections to L; zC, respectively.

Then the operator D is well defined on S1 �X . It is equivalent that u preserves an orientation of the
index bundle find.DA/g on the configuration space and dim ker D mod 2D 0.

Proof The four-tuple .Dt ˝ prLCDA ˝ przC; � ˝ �
0; 0;L2.X � S1;V // defines a family index in

KO0.S1; pt/. This family index coincides with ind.Dt / � ind.DA/ when we use the definition of
KO0.S1; pt/ as the subgroup of the Grothendieck group of real vector bundles on S1. We see at once
the family index ind.Dt /� ind.DA/ is trivial if and only if u preserves an orientation of ind.DA/ by the
definition of V and Dt .

We see that this family index coincides with dim ker D mod 2 2Z=2ZŠKO0.S1; pt/ from index theory.

Definition 5.13 We define the GC.5; 0; 4/ structure sZ on Z D X � S1 as follows: Let zP be the
principal Spinc�.4/ bundle on X given by Spinc� structure sX and � W Œ0; 1��X !X be the projection.
We will denote by � an embedding

Spinc�.4/Š Spin.4/�Z=2Z Pin�.2/! Spin.5/�Z=2Z Spin.4/Š Spin.5/�Z=2Z .Sp.1/�Sp.1//

given by Œq;u0� 7! Œi.q/; .u0;u0/�, where i is a embedding Spin.4/! Spin.5/ which is a lift of a map
A 7! diag.1;A/. Let u be a gauge transformation of sX . We define a principal Spin.5/�Z=2Z Spin.4/
bundle zPZ on Z by �� zP �� .Spin.5/�Z=2Z Spin.4//=�, where � is an equivalent relation given by

.0;p/� .1;pu/; p 2 zP �� .Spin.5/�Z=2Z Spin.4//:

It is easy to see that zPZ defines a Spin structure of TZ˚L˚��E. We will denote by sZ a GC.5; 0; 4/

structure on Z given by zPZ .

Lemma 5.14 The mod 2 index dim ker D mod 2 of the skew-adjoint operator D coincides with ind.sZ /2

KO�1.pt/Š Z=2Z where ind.sZ / is the index of sZ .
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Proof By the definition of V , we see that V is a spinor bundle S 0 of GC.5; 0; 4/ structure sZ given in
Section 4.2. This lemma follows from Lemma 4.11 and Remark 4.12.

We have the following proposition from Main Theorem.

Proposition 5.15 Let X be a closed Riemannian 4-manifold and s be a Spinc� structure on X . Take a
gauge transformation u 2 �.zC/. Then the following statements are equivalent :

(1) The gauge transformation u preserves the orientation of the index bundle find.DA/g.

(2) The Spin structure induced on the zero locus of a transverse section of the vector bundle L˚��E

on X �S1 from Theorem 3.8 is trivial.

We consider the Spin structure on the zero locus of the transverse section of L˚��E.

Lemma 5.16 If it is necessary , we perturb u by homotopy and we may assume that �1 is a regular value
of u. Let h be a section of E such that h is transverse to the zero section and its submanifold u�1.�1/�X .
Let C D h�1.0/\ u�1.�1/ and U.C / is its tubular neighborhood. From Theorem 3.8, we have a spin
structure sC on C �U.C / introduced by the section Im.u/˚h2�..det E˚E/jU.C //. Then there exists a
transverse section of the vector bundle L˚��E whose zero locus is .h�1.0/\u�1.�1//�

˚
1
2

	
�X�

˚
1
2

	
and the Spin structure on C �

˚
1
2

	
given in Theorem 3.8 coincides with sC .

Proof The transversality of Im.u/˚h 2 �..det E˚E/jU.C // follows from the assumptions on u and h.
Then sC is well defined.

To define a section of L���E, it is sufficient to take a section s D .s0; s1/ 2 �..zC˚E/� Œ0; 1�/ such
that s0.0/ �uD s0.1/. We define a section s D .s0; s1/ as

s0.t/D .1� t/C tu; s1.t/D h:

From the definition of s, we see that s�1.0/D .h�1.0/\u�1.�1//�
˚

1
2

	
�X �

˚
1
2

	
and s is transverse

to the zero section. The normal bundle of s�1.0/ splits into the Œ0; 1� direction and the X direction. The
Œ0; 1� direction is trivial rank one vector bundle, and the X direction is isomorphic to the vector bundle
det E˚E. On s�1.0/, the real part of s0 is a section of a summand of the normal bundle which is the
Œ0; 1� direction, and Im.s0/˚ s1D Im.u/=2˚h is a section of det E˚E. Then we have a Spin structure
on s�1.0/ given by s and sZ coincides with sC .

Proof of Theorem 5.9 From Lemma 5.16, a gauge transformation u preserves the orientation of the
index bundle find.DA/gA on the configuration space if and only if the index of the Spin structure sC on
h�1.0/\u�1.�1/ is trivial. The index gives the isomorphism �

Spin
1
.pt/Š Z=2Z.
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Remark 5.17 A slight change in the proof of Lemma 5.16 shows that there is a GC.3; 0; 2/ structure
(PinQcC structure) on Y WD u�1.�1/�X induced by sX . The vector bundle EjY coincides with E� given
by this GC.3; 0; 2/ structure. Thus we have that the index of the Spin structure on h�1.0/\Y coincides
with the index of this GC.3; 0; 2/ structure on Y from Main Theorem. From Theorem 5.9, u preserves
an orientation of moduli space if and only if the index of this GC.3; 0; 2/ structure on Y D u�1.�1/ is
trivial. This is the statement proved by Mikio Furuta.

5.2 Examples

In this section, we give an example of four manifold with Spinc� structure such that there exists a gauge
transformation which reverses an orientation of findDAg.

Proposition 5.18 Let Y be a 3 dimensional closed Riemannian manifold and s be a GC.3; 0; 2/ structure
(PinQcC structure ) on Y such that the index of s is nontrivial. We denote by X a four manifold given by
gluing two copies of the disk bundle of det T Y along boundaries. There is a Spinc� structure on X and a
gauge transformation which reverse the orientation of findDAg.

Proof First, we construct a Spinc� structure on X .

� Let l D det T Y and � W l! Y be the projection. We will denote by E a vector bundle E� associated
with the GC.3; 0; 2/ structure s. Note that det E Š l and s is given by a Spin structure of

det T Y ˚T Y ˚ det E˚E:

� We will denote by s0 a Spinc� structure on the total space l given by the Spin structure of

��l ˚T Y ˚��l ˚��E

induced by s.

� Let D.l/ be the disk bundle of l and S.l/ be the sphere bundle of l . We choose a canonical trivialization
of ��l on S.l/. Hence we have that E and TS.l/ are orientable on S.l/. Thus the restriction of s0 to
S.l/ induces a Spinc structure.

� S.l/ is a double cover of Y and the covering transformation � reverses the orientation of S.l/. We glue
two copies of D.l/ along S.l/ by the map � . Let X DD.l/[� D.l/. X is an oriented closed manifold.

� We glue Spinc structure on each S.l/ to give a Spinc� structure sX on X such that the restriction of
sX to each D.l/ coincides with s0.

Second, we give a gauge transformation u which reverses the orientation of indDA.

� We will denote by f the tautological section of ��l on l .

� On the open subset l nY , ��l has the canonical trivialization. In this trivialization, we have f .v/D jvj
for v 2 l nY .
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� Deform f in the area jvj � 1
2

and we assume that f .v/D 1 for jvj � 2
3

.

� We define s.v/D� exp.i�f .v// as follows: There is the natural isomorphism l ˝ l ŠR and using
this isomorphism we have f 2n 2R, f 2nC1 2 l . We define exp.i�f .v// 2 S.R˝

p
�1l/ using Taylor

expansion of exponential function.

� Note that s D 1 around S.l/ and we extend on X by 1 on another D.l/. We have s�1.�1/D Y .

� The index of s on Y is nontrivial and from Theorem 5.9 and Remark 5.17, u reverses the orientation
of indDA.

We give an explicit example of Y in Proposition 5.18.

Lemma 5.19 There is a GC.3; 0; 2/ structure s0 on RP2 �S1 whose index is nontrivial.

Proof For simplicity of notation, we omit the notation of the pull-back of projections. From Lemma 3.4,
we give a Spin structure on the vector bundle

det T RP2
˚TS1

˚T RP2
˚ det T RP2

˚T RP2

and we give the GC.3; 0; 2/ structure s0 by Lemma 3.2. Note that E� D T RP2. We take a transverse
section of T RP2 on RP2 whose zero locus is a single point on RP2. By pulling back this section,
we have a transverse section h of E� whose zero locus is S1 � fptg. We immediately see that the Spin
structure on h�1.0/Š S1 induced by h from Theorem 3.8 is given by the product S1 �Spin.1/. This is
the nontrivial element in the 1-dimensional Spin bordism group. From Main Theorem, we have that the
index of s0 is nontrivial.

From Proposition 5.18 and Lemma 5.19, we deduce following corollary.

Corollary 5.20 We set X D .RP3 ]RP3/�S1 and sD s0. The determinant bundle on the ambient
space of the moduli space is not orientable.

This manifold is diffeomorphic to P
 �S1, where 
 is the tautological bundle of RP2 and P
 is its
projectivization.

Remark 5.21 The gluing construction in the proof of Proposition 5.18 can be generalized in the case of
gluing two 4 dimensional Spinc� manifolds with boundary. If the restrictions of the Spinc� structures to
their boundaries induce Spinc structures and their boundaries are diffeomorphic by a map which preserves
the orientation and the Spinc structure, our construction works.

Remark 5.22 In the case Y DRP2 �S1 and sD s0, we have S.l/D S2 �S1. We cannot glue D.l/

by D3�S1 along S.l/ because the first Chern class of Spinc structure on S.l/ is the Euler class of TS2

and this cannot be extended to D3 �S1.
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Appendix

Here we prove Proposition 3.22. We follow the notation of Section 3.2.

Lemma A.1 We assume that � 2 �.Y; =S/ satisfies k=Dm�k � �k�k. There are functions Ah.m; �/,
Bh.m; �/ of positive real numbers m; � depending on h such that if we fix a value �, they satisfy

Ah.m; �/! 0; Bh.m; �/! 1

when m!1. The functions Ah.m; �/;Bh.m; �/ satisfy the inequalitiesZ
V

j�j2 �Ah.m; �/

Z
Y

j�j2; Bh.m; �/

Z
Y

j�j2 �

Z
Y

j��j2;

where V D
˚
z 2 U.C /Š B.N.C // j jzj> 1

2

	
[U.C /c .

Proof We have the following estimate:

�2

Z
Y

j�j2 �

Z
Y

j=Dm�j
2

D

Z
Y

h�=D
2
m�; �i

D

Z
Y

h.�. =D/2�mf=D; hg�m2h2/�; �i

D

Z
Y

j=D�j2C

Z
Y

m2
jh�j2�

Z
Y

mhf=D; hg; �i

�

Z
V

m2
jh�j2�

Z
Y

mC0kdhk1j�j
2

�
m2

4

Z
V

j�j2�mC0kdhk1

Z
Y

j�j2:

We define Ah.m; �/D 2.mC0kdhk1C�
2/=m2 and we have the first inequality, where C0 is a constant

only depending on the principal symbol of D (Clifford action). We have the second inequality by the
following estimate: �Z

Y

j��j2
�1

2

�

�Z
Y

j�j2
�1

2

�

�Z
Y

j.1� �/�j2
�1

2

�

�Z
Y

j�j2
�1

2

�

�Z
V

j�j2
�1

2

�

�Z
Y

j�j2
�1

2

�

�
Ah.m; �/

Z
Y

j�j2
�1

2

D
�
1�

p
Ah.m; �/

��Z
Y

j�j2
� 1

2

:

Setting Bh.m; �/D
�
1�

p
Ah.m; �/

�2, the proof is completed.
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A slight change of the proof of the above lemma actually shows the following lemma.

Lemma A.2 We will denote by S.N.C /; =S/ a set of rapidly decreasing sections of =S on the total space
of the vector bundle N.C /. We assume a section  2 S.N.C /; =S/ satisfies k=Dm k � �k k. There are
functions A0.m; �/;B0.m; �/ of positive real numbers m; � such that if we fix a value �, they satisfy

A0.m; �/! 0; B0.m; �/! 1

when m!1. The functions A0.m; �/;B0.m; �/ satisfy the inequalitiesZ
V 0
j j2 �A0.m; �/

Z
N.C /

j j2; B0.m; �/

Z
N.C /

j j2 �

Z
N.C /

j� j2;

where V 0 D fz 2N.C / j jzj> 1
2
g.

Note that the perturbation term h of =Dm on N.C / satisfies jf=D; hgj D 2.

Lemma A.3 We assume that � is smaller than a constant given by the principal symbol of D and
the differentiation of �. We assume that m is large enough. Let …0 be the orthogonal projection from
L2.N.C /; =S/ to H . Then the map

H�m!H; � 7!…0.��/

is injective.

Proof If a section � 2H�m satisfies k�k
L2.Y;=S/ D 1 and …0.��/D 0, we have

k=Dm��kL2.N.C /;=S/ � �C k��kL2.N.C /;=S/

from Lemma 3.18 when m is large enough. The support of the function � is contained in

U D fz 2N.C / j jzj< 1g

and we identify U with U.C /� Y . We regard �� as a section on Y and we have

k=Dm��kL2.Y;=S/ � �C k��kL2.Y;=S/:

But we have the following estimate from Lemma A.1:Z
Y

jDm��j
2
�

Z
Y

jŒ =D; ���j2C

Z
Y

j�Dm�j
2

� C0kd�k
2
1

Z
U\V

j�j2C

Z
Y

jDm�j
2

� C0kd�k
2
1Ah.m; �/

Z
Y

j�j2C�2

Z
Y

j�j2

� C0kd�k
2
1.Ah.m; �/C�

2/Bh.m; �/
�1

Z
Y

j��j2:

Provided m is large enough, the coefficient of
R

Y j��j
2 tends to C0kd�k

2
1�

2. If this constant is smaller
than �C , the above estimate contradicts the inequality kDm��k � �C k��k.
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We fix the value � so that 2Ckd�k21�
2 < �C .

Lemma A.4 We assume that m is large enough. Let …�m be the orthogonal projection from L2.Y; =S/

to H�m. The map
H !H�m;  7!…�m.� /

is injective.

Proof If the map above is not injective, we have

kDm� kL2.Y;=S/ � �k� kL2.Y;=S/

for some  2 H . On the other hand, elements in H are rapidly decreasing sections; hence we use
Lemma A.2. Thus we have the following estimate by a similar argument to the proof of the Lemma A.3:Z

N.C /

jDm� j
2
� Ckd�k21A0.m; 0/B0.m; 0/�1

Z
N.C /

j� j2:

If m is large enough, the above estimate contradicts the inequality kDm� k � �k� k.

Proof of Proposition 3.22 We have dim H � dimH�m from Lemma A.3 and we have dim H � dimH�m
from Lemma A.4. Thus the maps of Lemmas A.3 and A.4 are isomorphisms. In particular, the map in
Proposition 3.22 is the same as the map in Lemma A.4 and it is an isomorphism. Moreover, it is easy to
see that this map preserves the Z=2 gradings and the left Cl.s�;nCsC/ actions.
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Verdier duality on conically smooth stratified spaces

MARCO VOLPE

We prove a duality for constructible sheaves on conically smooth stratified spaces. We consider sheaves
with values in a stable and bicomplete1-category equipped with a closed symmetric monoidal structure,
and in this setting constructible means locally constant along strata and with dualizable stalks. The crucial
point where we need to employ the geometry of conically smooth structures is in showing that Lurie’s
version of Verdier duality restricts to an equivalence between constructible sheaves and cosheaves: this
requires a computation of the exit paths1-category of a compact stratified space, which we obtain via
resolution of singularities.
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1 Introduction

Constructible sheaves are of great interest in both algebraic and differential geometry, as they provide tools
to study invariants for singular spaces (such as intersection cohomology; see Beı̆linson, Bernstein and
Deligne [8]) and have relations with D-modules (see Kashiwara [12]). Roughly speaking, constructible
sheaves are sheaves on stratified spaces that behave nicely on strata (see Definition 3.2 for more details).
A fundamental feature of constructible sheaves is that, assuming a finiteness condition on the stalks, they
carry a duality sometimes referred to as Verdier duality. This is an antiequivalence from the category of
constructible sheaves to itself, which is defined by taking an internal hom into the dualizing complex.
Verdier duality has many applications; for example, using abstract trace methods it allows one to associate
to any constructible sheaf a class in Borel–Moore homology. One of the interests of these classes is
that they can be related to Euler characteristics via computations with the six-functor formalism (see
Kashiwara and Schapira [13, Chapter 9] for a discussion on classical index formulas and their microlocal
enhancements).
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920 Marco Volpe

As far the author knows, it was an idea of MacPherson that, when the strata are manifolds, the duality
should be thought of as a combination of two different equivalences of categories. The first, induced
by the construction of sections with compact support, was expected to identify constructible sheaves
with constructible cosheaves. Without constructibility assumptions, this was proven by Lurie [15,
Theorem 5.5.5.1]. The second maps contravariantly constructible cosheaves to sheaves, and is obtained
using a foreseen combinatorial description of constructible (co)sheaves, similar in spirit to monodromy for
local systems. Following Barwick, Glasman and Haine [7], we refer to this combinatorial description as
exodromy (see [15, Theorem A.9.3] and Ayala, Francis and Tanaka [5, Theorem 1.2.5]). The topological
exodromy equivalence uses a generalization of the homotopy type of a stratified topological space, which
keeps track of the stratification. This is known as the category of exit paths of a stratified topological
space (see [15, Definition A.6.2] and Treumann [19]). We use here the language of 1-categories to
realize the vision of MacPherson and prove the expected duality result in a very general setting.

The first appearance of a proof of Verdier duality following the approach proposed by MacPherson is due
to Curry [10, Theorem 7.7]. That work deals with derived categories of constructible (co)sheaves of vector
spaces on locally finite regular CW complexes. This approach was later generalized by Aoki [1], working
with spectra-valued functors on posets. In our setting, a stratum can be any smooth manifold. Hence, via
exodromy, we obtain a duality for spectra-valued functors on1-categories that are not necessarily posets.
Another mention of Verdier duality is due to Ayala, Mazel-Gee and Rozenblyum [6, Example 1.10.8],
who outline a strategy to prove Verdier duality on stratified topological spaces that is essentially the same
as the one we employ in this paper. However, some of the main steps in their outline lack a rigorous proof
(see Remark 4.10 for a more detailed comment).

Let us spend a few words to specify more precisely the framework in which we are working. Relying on
our previous paper [20], we will be able to deal with sheaves valued in any stable bicomplete1-category C,
equipped with a closed symmetric monoidal structure. The machinery of six functors developed in [20]
supplies us with a dualizing sheaf !C

X
for any C as above and X a locally compact Hausdorff stratified

space. More precisely, if a WX !� is the unique map, !C
X

is defined by applying the functor

a!
C W C! Shv.X IC/

to the monoidal unit of C. Our duality functor will be given by taking an internal hom into !C
X

, and
denoted by DC

X
.

Following the nomenclature of [7], we will define a sheaf with values in C to be formally constructible1

if its restriction to each stratum is locally constant, and constructible if furthermore all of its stalks are
dualizable. Similar definitions can be given for C-valued cosheaves by observing that, up to passing to an
opposite category, these are Cop-valued sheaves.

1In this paper we will only deal with sheaves which are constructible with respect to a fixed stratification, as opposed to [13,
Chapter 8], for example.
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Verdier duality on conically smooth stratified spaces 921

Remark 1.1 The requirement of dualizability for stalks is unavoidable because, when X is the point,
!C

X
is the monoidal unit of C and the duality functor coincides with the one coming from the monoidal

structure on C. Furthermore, this assumption is highly reasonable. For example, if CDD.R/ and R is a
commutative ring (or, more generally, a module over any E1-ring spectrum), it is a well-known result
that a complex is dualizable if and only if it is perfect (see for example [15, Proposition 7.2.4.4] for a
proof of a more general statement about E1-ring spectra). Consequently, under our assumptions, we are
able to recover the classical setting as a special case.

For the geometric side of the story, we will consider conically smooth stratified spaces.2 These were
introduced by Ayala, Francis and Tanaka [5], and provide a natural extension of C1-structures in the
stratified setting. Notable examples of stratified spaces admitting a conically smooth atlas are Whitney
stratified spaces, as proven by Nocera and Volpe [17]. The definition of conically smooth atlases is rather
involved, as it relies on an elaborate inductive construction based on the depth of a stratification. For
convenience, we recall the definition of depth.

Definition 1.2 Let s WX ! P be a stratified space. Then the depth is defined as

depth.X /D sup
x2X

.dimx.X /� dimx.Xs.x///;

where dim denotes the covering dimension and Xs.x/ is the stratum of X corresponding to s.x/ 2 P.

We suggest the reader has a look at the introductions of [5; 17] to get an idea of how this works.

The main feature of conically smooth structures we will use in this paper is the unzip construction (see
[5, Definition 7.3.11]), which allows one to functorially resolve any conically smooth stratified space into
a manifold with corners. We will give a brief explanation of how this works in Example 2.15, but for now
let us only mention that, if Xk ,!X is the inclusion of a stratum of maximal depth, it consists of a square

.1.3/

Linkk.X / Unzipk.X /

Xk X

�X

which is both pushout and pullback, and Unzipk.X / is a conically smooth manifold with boundary given
by Linkk.X / such that both its interior and Linkk.X / have depth strictly smaller than that of X. An
interesting consequence of the existence of the pushout/pullback square (1.3) is that the notion of conically
smooth map is completely determined by that of smooth maps between manifolds with corners.

We are now ready to state our main result.

2Most of our strategy to prove Verdier duality works more generally for C 0-stratified spaces (see [5, Definition 2.1.15]). However,
the proof of Proposition 2.19 relies on the existence of blow-ups, which are not available without the presence a conically smooth
structure. In a future paper [21], we will use some general facts about stratified homotopy types to show that the exit path
1-category of a compact C 0-stratified space is a compact object in Cat1.
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Theorem 1.4 (Theorem 4.8) Let X be a conically smooth stratified space and let Shvc.X IC/ be the
full subcategory of Shv.X IC/ spanned by constructible sheaves. Then the functor

DC
X W Shv.X IC/op

! Shv.X IC/

restricts to an equivalence of 1-categories

DC
X W Shvc.X IC/op '

�! Shvc.X IC/:

To conclude this introduction, let us make a short comment on how our proof strategy goes. As mentioned
earlier, our first observation is that the functor DC

X
factors through the equivalence

DC W Shv.X IC/! CoShv.X IC/;

proven by Lurie [15, Theorem 5.5.5.1]. Most of the work then lies in proving that the restriction of DC to
constructible sheaves factors through constructible cosheaves. We first show in Proposition 4.3 that !C

X
is

constructible when CD Sp (the1-category of spectra), and from the techniques developed in [20] we
deduce immediately that

a!
C W C! Shv.X IC/

factors through formally constructible sheaves. As a consequence of this and some properties of con-
structible sheaves that follow from homotopy invariance (see Theorem 3.4), one deduces that DC maps
formally constructible sheaves into formally constructible cosheaves. We stress that being able to work
with such a general class of coefficients, which is closed under passing to opposite categories, makes this
step extremely formal.

The missing piece is then showing that DC preserves the property of having dualizable stalks. This is the
point where we have to employ the geometry of conically smooth structures. More specifically, we use
the unzip constuction and an inductive argument on the depth to prove that any compact stratified space
equipped with a conically smooth structure has a finite exit paths1-category (Proposition 2.19). For
simplicity, let us explain how to use Proposition 2.19 in the special case X D C.Z/ with Z compact,
where C.Z/ denotes the cone on Z. If x 2 X is the cone point and F is any constructible sheaf on X,
there is a fiber sequence

.1.5/ �x.X IF /! Fx! �.ZIF /:

Here �x.X IF / denotes the sections of F supported at x (ie the stalk of the associated cosheaf of compactly
supported sections of F ) and Fx is the stalk of F at x. By Proposition 2.19 and the exodromy equivalence
(which we show holds also for our general class of coefficients in Theorem 3.19), one deduces that
�.ZIF / is dualizable. Thus, using the fiber sequence above, Fx is dualizable if and only if �x.X IF / is,
which proves our claim.

1.1 Linear overview

We now give a linear overview of the results in our paper.

Algebraic & Geometric Topology, Volume 25 (2025)
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Section 2 is mainly devoted to the proof Proposition 2.19. In the first part we recall the definition of a
finite1-category, and show how these can be described in the model of quasicategories. None of these
results or definitions are new, but we decided to include a few words on the subject since we could not
find any reference dealing with it in our preferred fashion. In the second part we recall Lurie’s definition
of the simplicial set of exit paths of a stratified topological space. Given a proper stratified fiber bundle
� WL!X, we show how one can conveniently compute the exit paths of the fiberwise cone of � in terms
of L and X. To prove Proposition 2.19, we cover a conically smooth stratified space with an open subset
given by the locus of points of depth zero and a tubular neighborhood of its complement. By induction
and Lemma 2.13, one is then left to show that the exit paths1-category of the former is finite. This is
proven using the unzip construction. Namely, by unzipping the complement, the open subset of points of
depth 0 can be identified with the interior of a compact manifold with corners.

In Section 3 we extend the results of Haine, Porta and Teyssier [11] to sheaves valued in stable bicomplete
1-categories. This is very formal, after [20]. As a consequence, we show that the stalk at a point x of a
constructible sheaf is the same as sections at any conical chart around x (Corollary 3.7). We also provide
a convenient description of the restriction of a constructible sheaf along a stratum (Corollary 3.10). These
two results are essential and are used very often in what follows. For example, the first immediately
implies the existence of the fiber sequence (1.5). In the second part we then characterize constructible
sheaves by the property of being homotopy invariant (see Proposition 3.13), and use this to deduce
exodromy for conically smooth spaces with general stable bicomplete coefficients (Theorem 3.19).

In Section 4 we prove our main result. Given a C 0-stratified space X, through an inductive argument on
the depth we show that !C

X
is constructible (Proposition 4.3). We first reduce to proving the statement in

the case CD Sp by employing the techniques developed in [20]. Then the only nontrivial part consists in
showing that, when X is a cone, the stalk of the dualizing sheaf at the cone point is a finite spectrum. We
then conclude by proving Theorem 4.8. As explained at the beginning of the introduction, our argument
starts by observing that the duality functor factors through Lurie’s Verdier duality. The hard part then
consists in showing that the latter restricts to an equivalence between constructible (co)sheaves, for which
we use all the results obtained previously in the paper.

Finally, in the appendix, we show that the shape of any proper and locally contractible 1-topos is a
compact object in the1-category of1-groupoids.
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2 Finite exit paths

This first section contains the main geometric input needed to achieve our goal. Namely, we show the
exit paths1-category of a compact conically smooth stratified space is finite (Proposition 2.19).

2.1 Finite 1-categories

This short section is devoted to recalling the definition of a finite1-category. Before going into that,
we say a few words about what an 1-category is for us. In this paper, we work in the model of
quasicategories. Let sSet be the category of simplicial sets. Following [9, Example 7.10.14], we define
Cat1 as the localization of sSet at the class of Joyal equivalences. The class of Joyal equivalences and
fibrations equips sSet with the structure of a category with weak equivalences and fibrations in the sense
of [9, Definition 7.4.12]. Hence, by [9, Theorem 7.5.18], any object in Cat1 is equivalent to the image
through the localization functor sSet! Cat1 of a fibrant object in the Joyal model structure. For this
reason, objects of Cat1 will be called1-categories.

The first definition we propose is expressed internally to the1-category Cat1 in terms of pushouts, and
so in a kind of model-independent fashion. Later we prove that this is actually equivalent to a notion
of finiteness that one might expect in the simplicial model. All the results appearing here are not at all
original, but we still felt the need to write this section as, in the process of completing the paper, we could
not locate a reference dealing with the subject. In what follows, we will denote by S the full subcategory
of Cat1 spanned by1-groupoids.
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Definition 2.1 An1-category is said to be finite if it belongs to the smallest full subcategory of Cat1
which contains ∅, �0 and �1 and is closed under pushouts. An1-groupoid is said to be finite if it is so
as an1-category. We will denote by Catf1 and Sf, respectively, the full subcategories of Cat1 and S

spanned by finite objects.

Remark 2.2 Recall that the inclusion S ,! Cat1 admits both a left and a right adjoint, and one may
describe the left adjoint on objects by sending an1-category C to the localization CŒC�1�. Thus, since
S ,!Cat1 preserves colimits and�1Œ.�1/�1�'�0, one may identify the class of finite1-groupoids with
the objects of the smallest full subcategory of S which contains ∅ and �0 and is closed under pushouts.
This implies in particular that, for any finite1-category C, the localization CŒC�1� is again finite.

Lemma 2.3 Let C be a finite1-category and let W be a finite subcategory of C. Then the localization
CŒW �1� is again finite.

Proof We have a pushout square
W C

W ŒW �1� CŒW �1�

in Cat1; thus, it suffices to show that W ŒW �1� is finite. This follows immediately by Remark 2.2.

Recall that a simplicial set is said to be finite if it has a finite number of nondegenerate simplices. In the
next proposition we reconcile this notion of finiteness with the one in Definition 2.1. We will need the
following lemma, whose proof was explained to us by Sebastian Wolf.

Lemma 2.4 Let C be an1-category and let f WK! C be any map of simplicial sets , where K is finite.
Moreover , suppose that there exists a finite simplicial set K0 and a Joyal equivalence g WK0! C. Then
there exists a finite simplicial set L, a Joyal equivalence j WL! C and a commutative diagram in sSet

C

K L

f

k

j

where k is a monomorphism.

Proof We define inductively a sequence of finite simplicial sets fK0ngn2N . We set K0
0
D K0, and we

define K0n via the pushout `
ƒn
j
!K 0

n�1
ƒn

j K0
n�1

`
ƒn
j
!K 0

n�1
�n K0n
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Now set

K01 WD colim.K00 ,!K01 ,! � � � ,!K0n ,! � � � /:

Since all horns are finite simplicial sets, any map ƒn
j !K01 factors through some K0m. By construction

of the sequence, we get a commutative diagram

ƒn
j K0m K01

�n K0
mC1

which implies that K01 is an1-category. Since the class of categorical anodyne extensions is saturated
(see [9, Definition 3.3.3]), K0 ,! K01 is a categorical anodyne extension, and in particular a Joyal
equivalence. Hence, by the assumption that C is an1-category, we get a commutative triangle

K0 C

K01

g

�

where � is a Joyal equivalence by the 2-out-of-3 property. Since K01 is also an1-category, � admits a
quasi-inverse

 W C!K01:

By the finiteness of K, the composition

 f WK! C!K01

factors through some ı WK!K0n. Thus, we get a triangle

C

K K0n K01

f

ı

�

which commutes up to J -homotopy, where J is the interval object for the Joyal model structure as defined
in [9, Definition 3.3.3].

Now let L be the mapping cylinder of ı. Since J is a finite simplicial set, L must be finite as well. By
the usual factorizations obtained via mapping cylinders, we get a triangle

C

K L

f

i

p
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commuting up to J -homotopy, where i is a monomorphism and p is a Joyal equivalence. If H is a
J -homotopy between f and pi , we may find a map zH fitting in the diagram

K �J [L� f1g C

L�J

H[p

zH

since K �J [L� f1g ,!L�J is a categorical anodyne extension. Denote by j the restriction of zH
to L� f0g. By construction, we get a commutative triangle

C

K L

f

i

j

Since the map j is J -homotopic to p, it is a Joyal equivalence.

Proposition 2.5 Let 
 W sSet! Cat1 be the localization functor. Then an1-category C is finite if and
only if there exists a finite simplicial set K and an equivalence C' 
 .K/.

Proof Let sSetf be the full subcategory of sSet spanned by the finite simplicial sets, and denote by F

the essential image of the restriction of 
 to sSetf. We need to show that Catf1 coincides with F.

Let K be any finite simplicial set, so that in particular there exists some finite n such that K D skn.K/.
By induction on n and using the cellular decomposition`

@�n!K @�n skn�1.K/

`
�n!K �n skn.K/

we see that, to prove that L.K/ belongs to Catf1, it suffices to show that each �n does. But this is clear
because the n-simplex is Joyal equivalent to the n-spine. Thus, F � Catf1.

Since F contains ∅, �0 and �1, we are now only left to show that F is closed under pushouts. Let

D C! E

be any cospan of 1-categories in F, and let K ! C be any Joyal equivalence, where K is a finite
simplicial set. By applying Lemma 2.4 twice, we get a map of cospans

L K M

D C E

where the vertical arrows are Joyal equivalences and the upper horizontal arrows are monomorphisms. We
then get a Joyal equivalence between the respective homotopy pushouts, and thus the desired conclusion.
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2.2 Finiteness properties of compact conically smooth spaces

The main goal of this section is to show that the exit paths1-category of a compact conically smooth
stratified space is finite (Proposition 2.19). For this purpose, we make use of Lurie’s model of the exit
paths1-category, whose definition we now recall.

By a slight abuse of notation, for a poset P we still denote by P the topological space obtained by
equipping the poset with the Alexandroff topology. If X ! P is a stratified topological space, then we
define ExitP .X / by forming the pullback

ExitP .X / Sing.X /

N.P / Sing.P /

in the category of simplicial sets. Lurie showed that if the stratification X !P is conical, then ExitP .X /
is an1-category [15, Theorem A.6.4].

Example 2.6 Consider the stratified space R2!f0< 1g, where the closed stratum is given by the origin.
This can be identified, up to stratified homeomorphism, with the cone on S1, with its natural stratification.
Using Lemma 2.13, one can show that Exitf0<1g.R

2/ is equivalent to the1-category .BZ/G. This is
given by formally adding an initial object to the classifying space BZ. More explicitly, let us denote by x

the origin, and y any point different from x. Then one can describe Exitf0<1g.R
2/ as a 1-category with

two distinct objects x and y, where x is initial and the monoid of endomorphisms of y is given by Z.

Remark 2.7 In what follows, we often consider a stratified space X without specifying any particular
notation for its stratifying poset. In that case, by a slight abuse of notation, we write Exit.X / for the
1-category of exit paths of X.

In [5, Definition 1.1.5], the authors propose an alternative model of the opposite of the1-category of
exit paths of a conically smooth stratified space, called the enter paths1-category. Let us briefly recall
this definition, as it also allows us to introduce some notation that is used throughout our paper.

Let Snglr be the 1-category whose objects are conically smooth stratified spaces and morphisms are
conically smooth open immersions, and Bsc the full subcategory of Snglr spanned by basic conically
smooth stratified spaces, ie those which are isomorphic to one of the type Rn�C.Z/, where Z is compact
and conically smooth.

Lemma 4.1.4 of [5] shows that Snglr (and therefore Bsc) admits an enrichment in Kan complexes. By
passing to homotopy coherent nerves, one gets1-categories that we denote by

.2.8/ Bsc! Snglr:
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For any conically smooth stratified space, the authors of [5] then define Entr.X / as the slice Bsc=X . More
precisely, this is defined to be the pullback

Entr.X / Snglr=X

Bsc Snglr

Their proof of the exodromy equivalence for constructible sheaves of spaces, combined with the one in [15],
implies that Lurie’s exit paths1-category has to be equivalent to Entr.X /op (see [5, Corollary 1.2.10]).

In this section, we prefer to use Lurie’s model, because it has an evident much richer functoriality. Indeed,
one sees by the functoriality of Sing that Exit is functorial with respect to general stratified maps. On the
other hand, the one in [5] is only functorial with respect to conically smooth open embeddings. We also
see immediately that, if we stratify P over itself through the identity, then ExitP .P /DN.P /.

Definition 2.9 Let f W .X ! P /! .Y ! Q/ be a map of stratified spaces. We say that f is a full
inclusion of strata if the underlying map of posets P !Q is injective and full, and the square

X Y

P Q

is a pullback of topological spaces.

We will also need the following lemma.

Lemma 2.10 Let X ! P and Y !Q be stratified spaces , and assume that the stratification on X is
conical. Assume that we have a stratified embedding Y ,! X which is a full inclusion of strata. Then
ExitQ.Y / is an1-category and the induced functor ExitQ.Y /! ExitP .X / is fully faithful.

Proof Since the functor Sing from topological spaces to simplicial sets preserves limits and since Y ,!X

is a full inclusion of strata, we get a pullback square

.2.11/

ExitQ.Y / ExitP .X /

N.Q/ N.P /

of simplicial sets. By [15, Theorem A.6.4(1)], the functor ExitP .X /!N.P / is an inner fibration. Using
the pullback square (2.11), one sees that the map ExitQ.Y /!N.Q/ is also an inner fibration, which
implies that ExitY .Y / is an1-category. Moreover, since the inclusion is full, the functor N.Q/!N.P /

is fully faithful, and thus we may conclude again by (2.11).
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Recall that, for a proper conically smooth fiber bundle � WL!X, we define the fiberwise cone of � as
the pushout

.2.12/

L L�R�0

X C.�/

taken in the category of conically smooth stratified spaces (see [5, Example 3.6.3]). By definition, we get
a new fiber bundle C.�/!X whose fibers are isomorphic to basics. We now show how to compute the
exit paths of C.�/ in terms of L and X.

Lemma 2.13 Let � WL!X be a proper conically smooth fiber bundle. Then the commutative square

Exit.L/ Exit.L�R�0/

Exit.X / Exit.C.�//

in Cat1 induced by (2.12) is a pushout.

Proof By the Van Kampen theorem for exit paths [15, Theorem A.7.1], we may assume that X is a basic.
Thus, by [5, Corollary 7.1.4], we may also assume that � is a trivial bundle. Since Exit commutes with
finite products, we may assume that X D �, and hence we are only left to prove that, for any compact
conically smooth space L, the square

Exit.L/ Exit.L�R�0/

�0 Exit.C.L//

is a pushout in Cat1. This follows from [5, Lemma 6.1.4].

We will also need to use the unzip and link construction, as defined in [5, Definition 7.3.11]. By [5,
Proposition 7.3.10], for any proper constructible embedding X ,! Y we have a pullback square

.2.14/

LinkX .Y / UnzipX .Y /

X Y

�X

Here UnzipX .Y / is a conically smooth manifold with corners whose interior is identified with Y nX,
and UnzipX .Y /! Y and �X W LinkX .Y /!X are proper constructible bundles.
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Example 2.15 To get a feeling for how UnzipX .Y / works, one may think of it as a generalization of
the spherical blow-up (see [3]). More precisely, when Y is a smooth manifold stratified with a closed
submanifold X and its open complement, the unzip of X ,! Y coincides with the spherical blow-up of X

in Y, and the link is diffeomorphic to the boundary of any normalized tubular neighborhood of X in Y.

For a visual representation of the unzip construction, we refer to [5, Figure 7.3.1].

The link of a proper constructible embedding is used to provide tubular neighborhoods in the stratified
setting. Proposition 8.2.5 of [5] shows that there is a conically smooth map

.2.16/ C.�X / ,! Y

under X which is a refinement onto its image and whose image is open in Y. Here we are using
the same notation as in (2.14). Denote by DLinkX .Y /�R>0 and BC.�X / the respective refinements of
LinkX .Y /�R>0 and C.�X / through the embedding (2.16).

Corollary 2.17 Let X ,! Y be a proper conically smooth constructible embedding. Then the square

Exit.DLinkX .Y /�R>0/ Exit.Y nX /

Exit.BC.�X // Exit.Y /
is a pushout in Cat1.

Proof This follows immediately by the Van Kampen theorem for exit paths 1-categories in [15,
Theorem A.7.1].

Remark 2.18 For the existence of tubular neighborhoods, one may relax the assumption of properness
for a constructible embedding i WX ,! Y to just requiring that there is a factorization

Y 0

X Y

ji0

i

where i 0 is a proper constructible embedding and j is a conically smooth open embedding. For example,
if P is the stratifying poset of Y and X D Y˛ for some ˛ 2 P, one may pick Y 0 D Y�˛ and thus get a
tubular neighborhood of Yp.

We are now ready to prove the main result of the section.

Proposition 2.19 Let X be any compact conically smooth stratified space. Then Exit.X / is a finite
1-category.

Proof Since X is compact, X is finite-dimensional and hence also has finite depth. We then argue by
induction on depth.X /D k.
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If k D 0, it is well known that Exit.X /D Sing.X / is a finite1-groupoid. For example, this follows by
the Van Kampen theorem [15, Theorem A.3.1] and the existence of finite good covers for X.

Assume now that k is positive. Denote by X0 the union of strata of minimal depth, and by X>0

its complement in X. One sees that X>0 ,! X is a proper constructible embedding, and hence, by
Corollary 2.17, we get a pushout

Exit.DLink>0.X /�R>0/ Exit.X0/

Exit.BC.�>0// Exit.X /:

By Lemma 2.13, to conclude the proof it suffices to show that Exit.DLink>0.X //, Exit.BC.�>0// and
Exit.X0/ are finite.

Being a closed subset of X, the space X>0 is compact. By the pullback square (2.14), Link>0.X / is
compact too. Since the depths of both are strictly less than depth.X /, by the inductive hypothesis both
X>0 and Link>0.X / have finite exit paths1-categories. Notice that we have a stratified embedding

DLink>0.X /�R>0 ,!X0

and X0 is a smooth manifold, so the stratification on DLink>0.X / is trivial. Thus, Exit.DLink>0.X // is a
localization of Exit.Link>0.X // at all maps and, by Lemma 2.3, Exit.DLink>0.X // is finite.

By Lemma 2.13 and the inductive hypothesis, we also know that Exit.C.�>0// is finite. Using [5,
Proposition 1.2.13], the canonical functor

� W Exit.C.�>0//! Exit.BC.�>0//

is a localization at the class of exit paths that are inverted by �. Since the inclusion C.�>0/! X lies
under X > 0, the same argument as above shows that a noninvertible exit path is inverted by � if and
only if it lies inside Link>0.X /�R>0 ,! C.�>0/. Notice that Link>0.X /�R>0 ,! C.�>0/ is a full
inclusion of strata. Therefore, by Lemma 2.10, the induced functor on exit paths is the inclusion of a full
subcategory. This implies that one can identify Exit.BC.�>0// with the localization of Exit.C.�>0// at
Exit.Link>o.X //�R>0. Hence, by Lemma 2.3, Exit.BC.�>0// is finite as well.

We know that X0 is the interior of the compact manifold with corners Unzip>0.X /. One can show that
the existence of collaring for corners [5, Lemma 8.2.1] implies that the inclusion X0 ,! Unzip>0.X / is
a homotopy equivalence. In the proof of [6, Lemma 2.1.3] one may find a construction of a homotopy
inverse of the inclusion X0 ,! Unzip>0.X / in the special case where the corner structure is a boundary.
However, the construction of such an inverse in the more general case is completely analogous. Hence, to
conclude the proof it suffices to show that Sing.Unzip>0.X // is finite. This follows by the existence of
good covers for manifolds with corners.
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Corollary 2.20 Let X be a finitary conically smooth stratified space (see [5, Definition 8.3.6]). Then
Exit.X / is a finite1-category. In particular , if X is the interior of a compact conically smooth manifold
with corners , then Exit.X / is a finite1-category.

Proof By Proposition 2.19 and Lemma 2.13, the class of conically smooth spaces with finite exit paths
1-category contains all basics. Thus it suffices to show that it is closed under taking collar gluings.
Suppose there is a collar gluing f W Y ! Œ�1; 1� such that f �1

�
Œ�1; 1/

�
, f �1

�
.�1; 1�

�
and f �1.0/ are

finitary. Then we get an open covering of Y given by f �1
�
Œ�1; 1/

�
, f �1

�
.�1; 1�

�
and R � f �1.0/,

which implies that Exit.Y / is finite by Van Kampen.

The last part of the statement follows by [5, Theorem 8.3.10(1)].

3 Homotopy invariance and exodromy with general coefficients

In this section we explain how to use [20] to prove homotopy invariance and the exodromy equivalence
for (formally) constructible sheaves (see Definition 3.2) valued in stable and bicomplete1-categories
(Theorem 3.19).

A proof of homotopy invariance for constructible sheaves with presentable coefficients can be found in [11].
Our argument in Theorem 3.4 follows precisely the one in [11]. Nevertheless, we will try to quickly
outline the main steps to convince the reader that all the results in [11], after [20], generalize to the setting
of stable bicomplete coefficients, at least if we restrict ourselves to locally compact Hausdorff spaces.

The exodromy equivalence was first proven by Lurie [15, Theorem A.9.3] and later generalized in [18].
For constructible sheaves of 1-groupoids on conically smooth stratified spaces, this was proven in
[5, Theorem 1.2.5]. Here we stick with conically smooth stratified spaces, and we provide a short
argument that works for constructible sheaves in stable and bicomplete1-categories. This is essentially
a combination of the homotopy invariance and [5, Lemma 4.5.1].

With these at hand, we show that global sections of constructible sheaves on compact conically smooth
stratified spaces are dualizable (Corollary 3.22).

3.1 Homotopy invariance of constructible sheaves

From now on, all1-categories appearing as coefficients for sheaves will be assumed to be stable and
bicomplete, all topological spaces locally compact Hausdorff and all posets Noetherian. The next lemma
shows in particular that the stratifying poset of any C 0-stratified space (see [5, Definition 2.1.15]) is
Noetherian. Since any conically smooth stratified space is by definition C 0-stratified, all our stratified
spaces of interest will have Noetherian stratifying posets.

Lemma 3.1 Let X ! P be a C 0-stratified space. Then P is locally finite and therefore Noetherian.
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Proof Recall that, by [5, Lemma 2.2.2], any C 0-stratified space admits a basis given by its open subsets
isomorphic as stratified spaces to ones of type Rn �C.Z/, where Z is a compact C 0-stratified space.
Therefore, it will suffice to show P is finite when X is compact. We prove this by induction on the depth
of X.

When the depth of X is 0, it follows by [17, Lemma 2.22] that P is discrete. Since X is compact, it can
have only a finite number of connected components, and therefore P has to be finite.

Assume that the depth of X is n. Since X is compact and C 0-stratified, one may find a finite cover of X

by open subsets isomorphic as stratified spaces to Rn �C.Z/, where Z is a compact C 0-stratified space.
But the depth of Z is smaller than n, and thus by the inductive assumption its stratifying poset has to be
finite. Therefore, P has to be finite.

Definition 3.2 Let X be any locally compact Hausdorff topological space, and let a W X ! � be the
unique map. We say that a sheaf F 2 Shv.X IC/ is constant if there exists an object M 2 C and an
equivalence F ' a�CM. We say that F is locally constant if there exists an open covering fUigi2I of X

such that F jUi
is constant.

Let X ! P be a stratified space. We say that a sheaf F 2 Shv.X IC/ is formally constructible if, for any
˛ 2 P, the restriction of F to the stratum X˛ is locally constant.

Assume now that C admits a closed symmetric monoidal structure, and denote by Cdual the full subcategory
of C spanned by dualizable objects. We say that F is constructible if F is formally constructible and
each stalk of F belongs to Cdual.

We denote by Shvfc.X IC / and Shvc.X IC/ the full subcategories of Shv.X IC/ spanned respectively by
formally constructible and constructible sheaves. Dually, we define formally constructible and constructible
cosheaves on X as CoShvfc.X IC/ WD Shvfc.X ICop/op and CoShvc.X IC/ WD Shvc.X ICop/op.

In this paper we only deal with constructible sheaves with respect to a specified stratification. Therefore,
we will take the liberty of omitting the stratifying poset from our notation for constructible sheaves.

We first recall the proof of the homotopy invariance of constructible sheaves and, before that, the definition
of stratified homotopy equivalence.

Definition 3.3 Let X ! P and Y !Q be stratified spaces, and let Œ0; 1� � R be the closed interval,
considered as a stratified space with a single stratum. A stratified homotopy is a map of stratified spaces
H WX � Œ0; 1�! Y.

We say that a stratified map f WX ! Y is a stratified homotopy equivalence if there exists a stratified map
g W Y !X and stratified homotopies H WX � Œ0; 1�!X and K W Y � Œ0; 1�! Y such that H jX�f0gD idX ,
H jX�f1g D gf, KjY �f0g D idY and KjY �f1g D fg.
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Theorem 3.4 (homotopy invariance) Let X ! P be a stratified space. Let p WX � Œ0; 1�!X be the
canonical projection. Then p� W Shv.X IC/! Shv.X � Œ0; 1�IC/ restricts to an equivalence

Shvfc.X IC/' Shvfc.X � Œ0; 1�IC/:

As a consequence , if Y !P is another stratified space and f WX!Y is a stratified homotopy equivalence ,
then the functor

f � W Shvfc.Y IC/! Shvfc.X IC/:

is an equivalence.

Proof We first treat the case of locally constant sheaves, ie when P D �. By [15, Lemma A.2.9; 20,
Corollary 5.2], p� is fully faithful. We start by showing that p� preserves constant sheaves. If a WX !�

and b W X � Œ0; 1�! � are the unique maps, then, for any object M 2 C, the fully faithfulness of p�

implies that we have equivalences

p�b
�M ' p�p

�a�M ' a�M:

Now let F be any locally constant sheaf on X � Œ0; 1�. By [11, Lemma 4.9], there exists an open cover
fUigi2I of X such that F jUi�Œ0;1� is constant. Therefore, since Œ0; 1� is compact, by proper base change
(see [20, Proposition 6.1]) we see that .p�F /jUi

is constant. Hence, p� preserves locally constant sheaves.
Thus, to conclude we only need to show that, for any locally constant sheaf F on X � Œ0; 1�, the counit
map p�p�F ! F is an equivalence.

Again by base change and [11, Lemma 4.9], we may reduce to the case when F ' b�M is constant. In
this case we have a commutative diagram

p�p�b
�M b�M

p�p�p
�a�M p�a�M

p�a�M

counitb�M

' '

counitp�a�M

p�.unita�M / '
id

which implies the desired result.

Now assume that P is any Noetherian poset. Using base change in a similar way as before, one sees that
p� preserves formally constructible sheaves, and thus we are left to show that, for any F constructible,
p�p�F ! F is an equivalence. By [20, Corollary 4.2], any stable and bicomplete1-category respects
gluing in the sense of [11, Definition 5.17]. Hence, Lemma 5.19 of [11] implies that the functors given
by restricting to the strata of X are jointly conservative. By base change we may thus assume that F is
locally constant, whence the counit is known to be an equivalence by the previous step.

The last part of the statement then follows by a standard argument analogous to the proof of [20,
Corollary 3.1].
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We now present a couple of useful corollaries of homotopy invariance.

Corollary 3.5 Let f WX ! Y be a stratified homotopy equivalence and F 2 Shvfc.Y IC/. The natural
map

�.Y IF /! �.X If �F /

is an equivalence.

Proof The commutative triangle

X Y

�

f

a b

induces an invertible natural transformation f �b� ' a�. Since both a� and b� factor through formally
constructible sheaves, we get b� ' �a�, where � is any adjoint inverse of the restriction of f � to
Shvfc.Y IC/. Thus, by passing to right adjoints, we get the desired equivalence.

We will need the following lemma.

Lemma 3.6 Let Z be a compact topological space. Let R�0 �Z! C.Z/ be the quotient map , and for
each � > 0 denote by C�.Z/ the image of the open subset Œ0; �/�Z. Then the family of open subsets

fC�.Z/ j � 2R>0g

forms a basis at the cone point.

Proof We will prove that, for every open subset W of R�0 �Z containing f0g �Z, there exists some
� > 0 such that Œ0; �/�Z �W. Since Z is compact, one can obtain a finite covering of f0g �Z with
opens of type Œ0; �i/�Vi �W, and thus, by taking � to be the minimum of the �i , we get the claim.

Corollary 3.7 Let X be a C 0-stratified space and F 2 Shvfc.X IC/. For any point x 2X and any conical
chart Rn �C.Z/ centered at x, the natural map

�.Rn
�C.Z/IF /! Fx

is an equivalence.

Proof First of all, notice that there is a homeomorphism Rn Š C.Sn�1/ sending 0 to the cone point,
under which the subsets C�.S

n�1/ on the right-hand side are identified with open balls centered at
zero with radius �. Let us denote these subsets by B�.0/. By Lemma 3.6, the family of open subsets
fB�.0/�C�.Z/g�>0 is cofinal in the family of all open subsets of Rn�C.Z/ containing .0; cone point/.
Hence,

lim
��!
�>0

�.B�.0/�C�.Z/IF /' Fx :

By Corollary 3.5, we have

�.Rn
�C.Z/IF /' lim

��!
�>0

�.Rn
�C�.Z/IF /
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Now let X ! P be a conically smooth stratified space, and let ˛ 2 P. By Remark 2.18, we get a
commutative triangle

X˛

C.�˛/ X

i i˛

j

where �˛ is the fiber bundle LinkX˛ .X�˛/ ! X˛, i is the cone-point section of the fiber bundle
p W C.�˛/! X˛ and j is a conically smooth open immersion. For any F 2 Shv.X IC/, the unit of the
adjunction i� a i� gives a natural map

.3.8/ p�j
�F ! p�i�i

�j �F ' i�˛F:

Furthermore, the map (3.8) can be obtained by applying the sheafification functor to

.3.9/ p�j
�F ! p�i�.i

�/prej �F ' .i�˛ /
preF;

where .i�/pre and .i�˛ /
pre denote the corresponding presheaf pullback functors.

Corollary 3.10 Let X˛ ,!X be the inclusion of a stratum in a conically smooth stratified space , and let
F be any formally constructible sheaf on X. Then the map (3.8) is an equivalence.

Proof Since F is a sheaf, it suffices to show that (3.9) is an equivalence. As usual, it suffices to prove
that it is an equivalence after taking sections on any euclidean chart U of X˛. For any such U, by [5,
Corollary 7.1.4],

�.U Ip�j
�F /D �.U �C.Z/IF /

for some compact conically smooth stratified space Z. Thus we are left to show that the natural map

.3.11/ �.U �C.Z/IF /! lim
��!

U�V

�.V IF /

is an equivalence.

By a cofinality argument, the map (3.11) factors through an equivalence

lim
��!
�>0

�.U �C�.Z/IF /' lim
��!

U�V

�.V IF /;

and thus we are left to show that

�.U �C.Z/IF /! lim
��!
�>0

�.U �C�.Z/IF /

is an equivalence. This last assertion then follows by Corollary 3.5.
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3.2 Exodromy

This subsection is devoted to giving a proof of the exodromy equivalence on conically smooth stratified
spaces for constructible sheaves valued in stable and bicomplete1-categories. To do this we use the
model of the exit paths1-category of a conically smooth stratified space given in [5, Definition 1.1.5]. As
an intermediate step, we provide a useful characterization of the property of being formally constructible
for a sheaf on a conically smooth stratified space. In short, this says that a sheaf is formally constructible
if and only if it is homotopy invariant (see Proposition 3.13 for a precise statement). We also collect a
couple of useful corollaries of this fact, which are used later in the following section to prove a crucial
step of our main result.

One has functors
Bsc=X Bsc=X

U.X /




im

where U.X / denotes the poset of open subsets of X, and im sends an open immersion to its image in X.
Lemma 4.5.1 of [5] shows that 
 is a localization at the class W of open immersions of basics U ,! V

such that U and V are abstractly isomorphic in Strat. That is, precomposing with 
 gives an equivalence

.3.12/ 
 � W Fun.Exit.X /;C/! FunW.Bscop
=X
;C/;

where the right-hand side denotes the full subcategory of Fun.Bscop
=X
;C/ spanned by functors which send

all morphisms in W to equivalences. In the next proposition we show that W coincides with the class of
open immersions which are stratified homotopy equivalences, and then characterize the property of being
formally constructible through these maps.

Proposition 3.13 Let X ! P be a conically smooth stratified space and let F 2 Shv.X IC/. Then the
following assertions are equivalent :

(i) F is formally constructible.

(ii) For any inclusion V ,! U of basic open subsets of X which is a stratified homotopy equivalence ,

�.U IF /! �.V IF /

is an equivalence.

(iii) For any inclusion V ,! U of basic open subsets of X which are abstractly isomorphic ,

�.U IF /! �.V IF /

is an equivalence.

Proof We first prove that (ii) is equivalent to (iii) by showing that an open immersion j WV ,!U of basic
open subsets of X is a stratified homotopy equivalence if and only if U and V are abstractly isomorphic.
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First of all, observe that j is conically smooth, because the conically smooth structures of U and V

are restricted from that of X. If j is a stratified homotopy equivalence, it follows that U and V are
stratified over the same subposet of P, and so in particular V intersects the stratum of maximal depth of U.
Therefore, by the equivalence of conditions (2) and (4) in [5, Lemma 4.3.7], U and V are isomorphic.

Conversely, assume that U is abstractly isomorphic to V. Therefore, up to composing with isomorphisms
on both sides, we may assume j is of the form j WRn�C.Z/ ,!Rn�C.Z/. Then, by [5, Lemma 4.3.6],
j is homotopy equivalent to D0j, where D0j denotes the differential of j at the point .0; cone point/
(see [5, Definition 3.1.4]). Since D0j is a stratified homotopy equivalence, the same is true for j.

By Theorem 3.4, (i) implies (ii), so we are left to show that (iii) implies (i). Let i W Y !X be the inclusion
of a stratum, and let V ,! U be an inclusion of euclidean charts of Y. By Corollary 3.10, the horizontal
arrows in the commutative square

�.U �C.Z/IF / �.U I i�F /

�.V �C.Z/IF / �.V I i�F /

are invertible, and thus �.U I i�F /!�.V I i�F / is invertible too. Therefore, to deduce that i�F is locally
constant, we just need to show that (iii) implies (i) in the special case when X has a trivial stratification, ie
when X is a smooth manifold. The result is now a very special case of [11, Proposition 3.1]. For the reader’s
convenience, we review and adapt the proof of [loc. cit.] to our setting in the following proposition.

Proposition 3.14 Let X be a smooth manifold and let F 2 Shv.X IC/. Then the following assertions are
equivalent :

(i) F is locally constant.

(ii) For any inclusion V ,! U of euclidean charts of X, the restriction

�.U IF /! �.V IF /

is an equivalence.

Proof Since the question is local, we may assume that X DRn, where we will prove that condition (ii)
implies that F is constant. More precisely, we will show that, if a WRn!� is the unique map, the counit
morphism

.3.15/ a�a�F ! F

is an equivalence. Since Rn is hypercomplete and admits a basis given by those open subsets diffeomorphic
to itself, it then suffices to check that, for any such open j WU ,!Rn, the map a�j�j

�a�a�F!a�j�j
�F
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obtained by applying to (3.15) the functor of sections at U is invertible. Notice that we have a commutative
triangle

a�j�j
�a�a�F a�j�j

�F

a�F

a�j�j�counitF

counita�F

a�.unitF /
'

where the diagonal map is invertible by the assumption in (iii). Thus, to conclude the proof it suffices
to show that a� is fully faithful, which follows by the homotopy invariance of the shape (see [20,
Corollary 3.1]).

Corollary 3.16 For f W L! X a conically smooth fiber bundle , the pushforward f C
� W Shv.LIC/!

Shv.X IC/ preserves formally constructible sheaves.

Proof By definition of a conically smooth fiber bundle, for any point x 2 X there exists an open
neighborhood U of x, a conically smooth stratified space Y and a pullback square

U �Y L

U X

p f

where p is the canonical projection. Let F be a formally constructible sheaf on L. To prove that f C
� F is

formally constructible, it suffices to show that its restriction to any U as above is formally constructible.
Therefore, since any open immersion gives a locally contractible geometric morphism, by smooth base
change (see [20, Lemma 3.25]) it suffices to show that pC

� preserves formally constructible sheaves.

Let G be any formally constructible sheaf on U �Y, and let j W V ,!W be any open immersion of basics
in U which is a stratified homotopy equivalence. By Proposition 3.13, we need to show that the restriction
of pC

�G corresponding to j is an equivalence. We have a commutative square

�.W IpC
�G/ �.V IpC

�G/

�.W �Y IG/ �.V �Y IG/

' '

Since G is constructible and j � idY W V �Y ,!W �Y is again a stratified homotopy equivalence, by
Corollary 3.5 we see that the lower horizontal arrow is an equivalence. The proof is then concluded by
observing that both vertical arrows are equivalences.

Corollary 3.17 Let X be a conically smooth stratified space and let i WX˛ ,!X be the inclusion of a
stratum. Let F 2 Shv.X IC/ be a formally constructible sheaf. Then i !

CF is locally constant.

Proof We have a fiber sequence

.3.18/ i !
CF ! i�C F ! i�C j C

� j �C F;
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where j is the open immersion X>˛ ,!X. Hence, to conclude it suffices to show that i�C j C
� j �C F is locally

constant.

Let �˛ W LinkX˛ .X�˛/ ! X˛ be the projection from the link of X˛ in X�˛. Denote by k the open
immersion

k W LinkX˛ .X�˛/�R>0 ,! C.�˛/ ,!X;

and by p the conically smooth fiber bundle

p W LinkX˛ .X�˛/�R>0! LinkX˛ .X�˛/
�˛
�!X˛;

where the first arrow is the canonical projection. Then, by Corollary 3.10, we have an equivalence
i�C j C
� j �C F ' pC

�k
�
CF. But, since k�CF is formally constructible and p is a conically smooth fiber bundle,

we can apply Corollary 3.16 to deduce that i�C j C
� j �C F is locally constant.

Theorem 3.19 (exodromy) The composition

Fun.Exit.X /;C/ 

�

�! FunW..Bsc=X /
op;C/ im���! Fun.U.X /op;C/

is fully faithful with essential image Shvfc.X IC/. Moreover , if we assume that C has a closed symmetric
monoidal structure , the statement remains true if we replace Fun.Exit.X /;C/ by Fun.Exit.X /;Cdual/ and
Shvfc.X IC/ by Shvc.X IC/.

Proof By Proposition 3.13, it suffices to show that the restriction of im� to FunW.Bsc=X ;C/ factors
through Shvfc.X IC/.

Let U be a basic open subset of X and let � W T ,! Bsc=U be a covering sieve. There is at least one
V 2 T whose image in U intersects the deepest stratum. By the equivalence of conditions (2) and (4) in
[5, Lemma 4.3.7], U and V are abstractly isomorphic. Then, for any F 2 FunW.Bsc=X ;C/, we have a
commutative triangle

�.U IF / lim
 ��O2T

�.OIF /

�.V IF /

'

where the diagonal map is invertible by assumption. By [5, Proposition 3.2.23], open subsets isomorphic
to basics form a basis for the topology of X. Since X is hypercomplete, to show that im� F is a sheaf it
suffices, by [2, Theorem A.6], to check the sheaf condition on open covers formed by basics of basic
open subsets. More succinctly, we have to show that the horizontal map in the triangle above is invertible.
Moreover, by the 2-out-of-3 property, it suffices to show that the vertical map is invertible.

Let ı W T ! T be the localization of T at W. Since ı is final and �� sends maps in X to equivalences, the
result then follows by observing that V is a terminal object in T.
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For the second part of the statement, we just need to show that, for any functor F W Exit.X /! Cdual, the
stalks of im� 
 �F are dualizable. By Corollary 3.7, it suffices to prove that, for any open U which is
isomorphic to a basic, �.U I im� 
 �F / is dualizable. But �.U I im� 
 �F / is equivalent to the value of F

at the object
.U �X / 2 Exit.X /D .Bsc=X /

op;

and therefore is dualizable by assumption.

Example 3.20 Consider again the stratified space .X ! P / WD .R2 ! f0 < 1g/ as in Example 2.6,
and let C be a stable and bicomplete1-category. It follows from Theorem 3.19 that giving a formally
constructible sheaf on X is essentially the same as providing two objects M and N in C, a Z-action on N

and a Z-equivariant map ˛ WM !N, where M is equipped with the trivial action. One may equivalently
supply a Z-equivariant object N and a map z̨ WM !N hZ, where the target of z̨ denotes the homotopy
fixed points.

Remark 3.21 Even though we assumed from the beginning that the coefficients are stable and bicomplete,
all the arguments we have discussed work whenever Shv.X IC/ ,! Fun.U.X /op;C/ admits a left adjoint
and C respects gluings in the sense of [11, Definition 5.17]. In particular, our proof also recovers the case
CD S. A proof of the exodromy equivalence with presentable coefficients but on a much bigger class of
stratified spaces can be found in [18].

Corollary 3.22 Let Z be any compact conically smooth stratified space and let F 2 Shvc.ZIC/. Then
�.ZIF / is dualizable.

Proof By Theorem 3.19, we know that there exists an essentially unique functor G W Exit.Z/! Cdual

such that im� 
 �G ' F. Therefore, since 
 is final, global sections of F are equivalent to the limit of G.
The proof is then concluded by applying Proposition 2.19 and observing that, since C is stable and its
monoidal structure is closed, Cdual is itself stable.

Remark 3.23 Let Z be a stratified space such that Exit.Z/ is a retract in Cat1 of a finite1-category,
and assume that the exodromy equivalence holds for constructible sheaves on Z. Since Cdual is idempotent
complete, the same argument as in Corollary 3.22 shows that, for any F 2Shvc.X IC/, the object �.ZIF /
is dualizable.

4 Verdier duality

This final section is devoted to proving Verdier duality for conically smooth spaces (Theorem 4.8). For
this reason, from now on our 1-categories of coefficients are assumed to be equipped with a closed
symmetric monoidal structure. We first introduce the Verdier duality functor, and then recall the definition
of Lurie’s covariant Verdier duality. A crucial observation for the proof stratergy that we adopt is that
these two functors are closely related.
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For any locally compact Hausdorff topological space X, we will denote by !C
X

the sheaf a!.1C/, where
a WX !� is the unique map and 1C is the monoidal unit in C. The sheaf !C

X
will be called the C-valued

dualizing sheaf of X. We denote the functor

HomX .�; !
C
X / W Shv.X IC/op

! Shv.X IC/

simply by DC
X

and, when X D �, we will only write DC W Cop ! C. In this case, DC sends an object
M 2 C to its dual HomC.M; 1C/. Therefore, DC gives an equivalence between Cdual and its opposite.

Recall that, for any F 2 Shv.X IC/ and V 2 U.X /, one defines the compactly supported sections of F

at V by
�c.V IF / WD lim

��!
K�V

�K .V IF /:

In the colimit above, K ranges through the compact subsets of V, and �K .V IF / denotes the fiber of the
restriction �.V IF /! �.V nKIF / (see for example [20, Definition 5.6] and the whole section there for
a more detailed discussion). The association F 7! �c.X IF / gives a left adjoint to the functor a!. The
above construction can be upgraded to a functor

Shv.X IC/
DC

X
��! CoShv.X IC/; F 7! .U 7! �c.U IF //:

Lurie [15, Theorem 5.5.5.1] shows that D is an equivalence of1-categories. This equivalence is referred
to as covariant Verdier duality. Our next lemma explains the relation between covariant Verdier duality
and the contravariant functor DC

X
.

Lemma 4.1 Let X be any locally compact Hausdorff topological space and let C be any stable bicomplete
1-category equipped with a closed symmetric monoidal structure. Then there is a factorization

Shv.X IC/op Shv.X IC/

CoShv.X IC/op

HomX .�;!X /

D

'

DC
�

where DC
�

denotes the functor obtained by postcomposing with DC W Cop! C.

Proof Let j W U ,! X be any open subset of X. Then, for any F 2 Shv.X IC/, by applying [20,
Corollary 3.26, Lemma 6.5 and Proposition 6.12], we get functorial equivalences

�.U IHomX .F; !X //'�.U IHomU .j
�F; j �!C

X //'�.U IHomU .j
�F; !C

U //'HomC.�c.U IF /; 1C/

and thus we have the desired factorization.

Our next goal toward proving Theorem 4.8 is to show that the covariant Verdier duality functor D sends
constructible sheaves to constructible cosheaves. This is a consequence of constructibility of the dualizing
sheaf, which we prove in Proposition 4.3. We first compute the stalk at the cone point of the dualizing
sheaf of a cone on a compact C 0-stratified space.
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Lemma 4.2 Let Z be a compact C 0-stratified space. Denote by X the cone C.Z/ and let x 2 C.Z/ be
the cone point. Let 1 2 C be the monoidal unit and let 1X 2 Shv.X IC/ be the constant sheaf at 1. Then
we have an equivalence

.!C
X /x 'DC.�fxg.X I 1X //:

Proof We have equivalences

.!C
X /x D lim

��!
x2U

�.U I!C
X /' lim

��!
0<��1

�.C�.Z/I!
C
X /' lim

��!
0<��1

DC
�
�c.C�.Z/I1X /

�
;

where the second follows from Lemma 3.6 and the third by [20, Proposition 6.12]. Here C1.Z/ refers
to C.Z/. Notice that the colimit above is indexed by a weakly contractible1-category. Therefore, it
will suffice to show that, for any �, the map

�fxg.X I 1X /' �fxg.C�.Z/I 1X /! �c.C�.Z/I 1X /

is invertible (see [20, Remark 5.7] for a proof of why the first equivalence holds).

First of all, notice that, for any K � C�.Z/ compact containing the cone point, there exists a T � 0

such that K � CT .Z/ (namely, take T to be the maximum in the image of K through the projection
C�.Z/!R�0). Hence, by a cofinality argument, we have a commutative triangle

�fxg.X I 1X /

lim
��!0�T<�

�
CT .Z/

.X I 1X / �c.C�.Z/I 1X /
'

where we fix fxg WD CT .Z/. Notice that 0 is the initial object in the indexing poset of the colimit
appearing above. Hence, to conclude our proof it suffices to prove that, for any T, the map

�fxg.X I 1X /! �
CT .Z/

.X I1X /

is invertible. By definition, this holds if and only if the restriction

�.X n fxgI1X /! �.X nCT .Z/I 1X /

is invertible. But the inclusion X nCT .Z/ ,!X nfxg is a homotopy equivalence, and so we may conclude
by the homotopy invariance of the shape.

Proposition 4.3 Let X be any C 0-stratified topological space. Then the dualizing sheaf !C
X

is con-
structible.

Proof We will proceed by induction on the depth of X. If X has depth 0, then X is a topological manifold
(see [17, Lemma 2.22]), and hence, by [20, Proposition 6.18], !C

X
is locally equivalent to †dim.X /1X .

Now assume that X has finite nonzero depth. Since the question is local on X, by [5, Lemma 2.2.2] we
may assume that X DRn�C.Z/, where Z is a compact C 0-stratified space with depth.Z/ < depth.X /.
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Let p WRn�C.Z/!C.Z/ be the projection and b WC.Z/!� the unique map. By [20, Proposition 6.18],
for any sheaf F on C.Z/ we have a functorial equivalence p!F ' †np�F, so it suffices to show that
b!
C1D !C

C.Z/
is constructible. Hence we may assume that X D C.Z/.

Let x be the cone point and j W U ,!X its open complement. Since x is the point at which the depth is
maximal, we have depth.U / < depth.X /. Moreover, we have an equivalence j �!C

X
' !C

U
, and so, by

the inductive hypothesis, j �!C
X

is constructible. Thus, for every stratum T �X which does not contain
the cone point, the restriction of !X is locally constant with dualizable stalks. Hence it remains to prove
that the stalk of !X at the cone point is dualizable.

Since the dual of a dualizable object is again dualizable, by Lemma 4.2 it suffices to show that �fxg.X I 1X /

is dualizable. By definition, �fxg.X I 1X / is the fiber of the restriction �.X I 1X /! �.X n fxgI1X /.
Using the homotopy invariance of the shape, we get a commutative square

�.X I 1X / �.X n fxgI1X /

1 �.ZI 1Z /

' '

where the right vertical arrow is induced by any inclusion Z ,!X inducing an homotopy equivalence
between Z and X n fxg, and the left vertical arrow by the inclusion of x in X. Since Cdual is stable, it
suffices to show that �.ZI 1Z / is dualizable. But this follows from Corollary A.7.

Corollary 4.4 Let X be a conically smooth stratified space. Then the covariant Verdier duality functor
DC

X
restricts to an equivalence

.4.5/ D W Shvfc.X IC/' CoShvfc.X IC/:

Proof The inverse of the covariant Verdier functor DC
X

is given by .DCop

X
/op (see for example the proof

of [20, Theorem 5.10]). Therefore, it suffices to show that DC
X

preserves formally constructible objects
for any C stable and bicomplete.

First of all, we prove that, if F 2 Shv.X IC/ is locally constant, then DF is a formally constructible
cosheaf. Since restricting along an open immersion commutes with D (see [20, Lemma 6.5]) and the
property of being formally constructible can be checked on an open cover, it suffices to show that D sends
constant sheaves to formally constructible sheaves.

Assume F ' a�M, where a WX !� is the unique map. In this case, by [20, Definition 6.1], DF ' a!
CopM.

Moreover, by [20, Proposition 6.16], a!
CopM ' !Cop

X
˝ a�M. Therefore, by Proposition 4.3, DF is

constructible.

Assume now that F is any formally constructible sheaf, and let i WX˛ ,!X be the inclusion of a stratum
of X, with complement j WU ,!X. We need to show that i�CopDF 'Di !

CF is locally constant. Notice that
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it suffices to show that i !
CF is locally constant. Indeed, since X˛ is a smooth manifold, it is in particular

conically smooth. Therefore, by what we have proven before, if G is any locally constant sheaf on X˛,
DG must be formally constructible. But X˛ is unstratified, and hence being formally constructible on X˛

is equivalent to being locally constant. Thus, by Corollary 3.17, i !
CF is locally constant.

Proposition 4.6 Let X be a conically smooth stratified space. Then the covariant Verdier duality
functor DC

X
restricts to an equivalence

.4.7/ D W Shvc.X IC/' CoShvc.X IC/:

Proof By Corollary 4.4, it suffices to show that, for any x 2X and F 2 Shvfc.X IC/, Fx 2C is dualizable
if and only if .DF /x is dualizable, where the latter denotes the costalk of DF at x.

Let x W � ,! X be the inclusion of a point x 2 X. By definition, there are equivalences .DF /x '

x�Cop.DF /' x!
CF. Thus, by applying global sections to the localization sequence associated to i and j,

we obtain a fiber sequence

x!F '�.X I i�i
!F /!�.X IF /!�.U IF /

and hence an equivalence
�fxg.X IF /' i !F:

Thus, by choosing a conical chart Rn�C.Z/ around x and applying Corollary 3.7, we get a fiber sequence

.DF /x! Fx! �..Rn
�C.Z// n .0;�/IF /;

where � 2 C.Z/ denotes the cone point. Therefore, arguing as in the proof of Corollary 3.22, it suffices
to show that Exit

�
.Rn �C.Z// n .0;�/

�
is finite. But, by Van Kampen for exit paths, one has a pushout

Exit.Rn n f0g �R>0 �Z/ Exit.Rn �R>0 �Z/

Exit.Rn n f0g �C.Z// Exit
�
.Rn �C.Z// n .0;�/

�
The result then follows by observing that Exit commutes with products, Exit.Z/ and Exit.C.Z// are
both finite by Proposition 2.19 and Lemma 2.13, and Exit.Rn n f0g/' Sing.Sn�1/ is finite.

Theorem 4.8 Let X be a conically smooth stratified space. Then the restriction to Shvc.X IC/op of the
functor DC

X
factors through an equivalence

DC
X W Shvc.X IC/op '

�! Shvc.X IC/:

Proof By Lemma 4.1 and Proposition 4.6, we only need to show that

DC
�
W CoShvc.X IC/op

! Shvc.X IC/
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is an equivalence. Denote again by im W Bsc=X ! U.X / the functor taking a conically smooth open
immersion into X to its image. The diagram

Fun.Exit.X /; .Cdual/op/ Fun.Exit.X /;Cdual/

FunW..Bsc=X /op; .Cdual/op/ FunW..Bsc=X /op;Cdual/

CoShvc.X IC/op Shvc.X IC/

DC
�


�' 
�'

DC
�

im�'

DC
�

im�'

commutes, since the horizontal arrows are given by postcompositions and the vertical arrows by pre-
compositions. Moreover, since the restriction of DC induces a duality on Cdual, the upper horizontal
arrows are equivalences, and thus we get the desired conclusion.

Example 4.9 Let us give an explicit description of what Verdier duality looks like for the stratified
space X appearing in Example 2.6. Let C be any stable and bicomplete 1-category. For any map
˛ WM !N hZ in C as in Example 3.20, we get a map �N hZ! fib.˛/. It follows by Poincaré duality
for manifolds (see [20, Proposition 6.18]) that there is an equivalence N hZ'�NhZ. Therefore, we have
a map �2NhZ! fib.˛/. This can be upgraded to a functor

Fun.BZG;C/! Fun.BZF;C/; .˛ WM !N hZ/ 7! .z̨ W�2NhZ! fib.˛//;

which is easily seen to be an equivalence. We invite the interested reader to work out the details to show
that the functor given above coincides with (4.5), after applying the exodromy equivalence.

Remark 4.10 In [6, Example 1.10.8], the authors propose a strategy to prove Verdier duality. However,
they do not provide proofs for some of the major steps in their outline. We specify here the main missing
points in [loc. cit.]. Let X ! P be any stratified topological space. First of all, in [loc. cit.] there is
no explanation of why the stratification on Shv.X IC/ restricts to a stratification on Shvfc.X IC/. We
verify this for conically smooth stratified spaces in the proof of Corollary 3.17. Secondly, in [loc. cit.]
the authors claim without proof that, if !X is formally constructible, then the covariant Verdier duality
functor preserves formally constructible objects. We prove this claim in Corollary 4.4. The authors also
do not explain for which kind of stratified topological spaces one should expect the dualizing sheaf to be
formally constructible. We show that this is the case for C 0-stratified spaces in Proposition 4.3.

Remark 4.11 The equivalences (4.5) and (4.7) are already interesting on their own, because they imply
that, for any stratified map f W X ! Y, f C

� or f �C preserves (formal) constructibility if and only if f C
!

or f !
C does. In particular, f !

C always preserves (formally) constructible sheaves.

Remark 4.12 Any �-stratification of an analytic manifold in the sense of [13] satisfies the Whitney
conditions, and hence by [17] defines a conically smooth structure. Thus, Theorem 4.8 recovers and
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generalizes the duality on constructible sheaves on analytic manifolds as defined in [13] (ie sheaves which
are constructible in our sense with respect to some �-stratification).

Appendix The shape of a proper locally contractible 1-topos

In this appendix, we present a couple of topos-theoretic results that provide an elegant argument to conclude
the last step in the proof of Proposition 4.3. While the content of this appendix is not fundamental for our
primary purposes, we have decided to include it because we believe it is interesting on its own. More
precisely, in this appendix we prove that the shape of any proper and locally contractible1-topos is a
compact1-groupoid.

We start by recalling the definition of the shape of a locally contractible1-topos. For a more general and
detailed discussion about shape and locally contractible geometric morphisms, see [20, Section 3].

Definition A.1 Let X be an1-topos and let a W X! S be the unique geometric morphism. We say that
X is locally contractible if a� W S! X admits a left adjoint, denoted by a] W X! S.

If X is any locally contractible1-topos, we define the shape of X, denoted by…1.X/, as the1-groupoid
a].1X/, where 1X denotes the terminal object of X.

We now show that sheaf topoi associated to C 0-stratified spaces are locally contractible. We need the
following preliminary lemma.

Lemma A.2 Let X be a C 0-stratified space. Then the1-topos Shv.X I S/ is hypercomplete.

Proof By [5, Lemma 2.2.2], X admits an open cover given by its open subsets isomorphic as stratified
spaces to ones of type Rn �C.Z/, where Z is a compact C 0-stratified space. Therefore, X is locally
paracompact and of finite covering dimension. By [14, Theorem 7.2.3.6], the covering dimension of
a paracompact space agrees with its homotopy dimension (see [14, Definition 7.2.1.1]). Moreover, by
[14, Corollary 7.2.1.12], any1-topos which is locally of finite homotopy dimension is hypercomplete.
Therefore, we conclude that Shv.X I S/ is hypercomplete.

Corollary A.3 Let X be a C 0-stratified space. Then the 1-topos Shv.X I S/ is locally contractible.
Moreover , we have an equivalence of 1-groupoids …1.Shv.X I S//' Sing.X /.

Proof Since, by [5, Lemma 2.2.2], the topological space X is locally contractible, the result follows
from Lemma A.2 and [20, Corollary 3.19].

Definition A.4 Let X be an1-topos and let a W X! S be the unique geometric morphism. We say that
X is proper if a� W X! S preserves filtered colimits.

Remark A.5 It would be very natural to define an 1-topos to be proper by requiring the unique
geometric morphism a W X! S to be proper in the sense of [14, Definition 7.3.1.4]. This alternative
definition is proven to be equivalent to Definition A.4 in [16].
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Proposition A.6 Let X be a proper and locally contractible1-topos. Then …1.X/ is a compact object
in S.

Proof Let a W X! S be the unique geometric morphism. Observe that a� W X! S is corepresented by
the terminal object 1X. Since X is assumed to be proper, 1X must be a compact object in X. Therefore, to
conclude the proof it suffices to show that a] WX! S preserves compact objects. But this is clear because
its right adjoint a� preserves (filtered) colimits.

Corollary A.7 Let X be any compact Hausdorff topological space and assume that Shv.X I S/ is locally
contractible. Let C be any stable bicomplete1-category equipped with a closed symmetric monoidal
structure. Let M 2 C be any dualizable object and denote by MX the constant sheaf at M. Then
�.X IMX / is dualizable.

Proof Let a W X ! � be the unique map. Recall that, by [20, Corollary 5.16], we have an equiv-
alence Shv.X IC/ ' Shv.X I S/˝ C, where the ˝ denotes Lurie’s tensor product of cocomplete 1-
categories. Since X is locally contractible, by combining [20, Corollaries 5.16 and 5.20] we see that
a�C W C ! Shv.X IC/ admits a left adjoint aC

]
obtained by tensoring with C the cocontinuous functor

a] W Shv.X I S/! S. In particular, if we denote by 1X the constant sheaf at the monoidal unit 1 2 C,

aC
] .1X /' lim

��!
…1.X /

1:

Here…1.X / denotes the shape of the locally contractible1-topos Shv.X I S/. Moreover, it follows from
the dual version of the smooth projection formula (see [20, Corollary 3.26]) that there is an equivalence
�.X IMX /' HomC.a

C
]
.1X /;M /. Hence,

�.X IMX /' lim
 ��

…1.X /

M:

Since Cdual is an idempotent complete stable1-category, we can conclude by Proposition A.6.
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Toward a topological description of
Legendrian contact homology

of unit conormal bundles

YUKIHIRO OKAMOTO

For a smooth compact submanifold K of a Riemannian manifold Q, its unit conormal bundle ƒK is a
Legendrian submanifold of the unit cotangent bundle of Q with a canonical contact structure. Using
pseudoholomorphic curve techniques, the Legendrian contact homology of ƒK is defined when, for
instance, QDRn. Aiming at giving another description of this homology, we define a graded R-algebra
for any pair .Q;K/ with orientations from a perspective of string topology and prove its invariance
under smooth isotopies of K. We conjecture that it is isomorphic to the Legendrian contact homology
of ƒK with coefficients in R in all degrees. This is a reformulation of a homology group, called string
homology, introduced by Cieliebak, Ekholm, Latschev and Ng when the codimension of K is 2, though
the coefficient is reduced from the original ZŒ�1.ƒK/� to R. We compute our invariant (i) in all degrees
for specific examples, and (ii) in the 0th degree when the normal bundle of K is a trivial 2-plane bundle.
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1 Introduction

Convention Throughout this paper, all manifolds are of classC1 without boundary and second countable,
and all submanifolds are of class C1 without boundary, unless otherwise specified.

Background Let Q be a manifold with a Riemannian metric, and K be a compact submanifold of Q.
To any pair .Q;K/, one can associate the unit cotangent bundle UT �Q of Q and the unit conormal
bundle ƒK of K. It is well known that UT �Q has a canonical contact structure and ƒK is a Legendrian
submanifold of UT �Q.
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As an invariant of Legendrian submanifolds, the Legendrian contact homology has been studied for pairs
.M;ƒ/ of a contact manifold M and its compact Legendrian submanifold ƒ. It is the homology of a
differential graded algebra generated by Reeb chords of ƒ, and was introduced by Chekanov [4] and
Eliashberg [12]. The differential is defined by using pseudoholomorphic curves in the symplectization ofM.
A rigorous definition was given by Ekholm, Etnyre and Sullivan [9; 11] when there is a diffeomorphism
from M to the contactization of a Liouville manifold which preserves contact forms. As is mentioned
in [11, Section 5.1], this included the case of M D UT �Rn. (The definition of [11] is given by
pseudoholomorphic curves in the Liouville manifold. These curves can be lifted to pseudoholomorphic
curves in the symplectization of M. See Dimitroglou Rizell [7].)

Suppose conceptually that we have an algebraic invariant in symplectic or contact topology defined by
using pseudoholomorphic curves, and apply it to an object related to the cotangent bundle T �Q. For
instance, we consider the symplectic homology of T �Q, or the wrapped Floer homology of the conormal
bundle LK of K in T �Q. In this case, it is known by the following results that these invariants have
another view from the topology of the loop or path space of Q, without using pseudoholomorphic curves
(here we assume that Q is a closed spin manifold and all homology groups have Z-coefficients):

� The symplectic homology SH�.T �Q/ of T �Q is isomorphic to the singular homology of the free
loop space of Q; see Abbondandolo and Schwarz [2], Abouzaid [3] and Viterbo [20].

� The wrapped Floer homology WF�.LK ; LK/ of LK is isomorphic to the singular homology of
the space of paths in Q with endpoints in K; see Abbondandolo, Portaluri and Schwarz [1].

These results lead us to an expectation that if the Legendrian contact homology of a pair .UT �Q;ƒK/
is defined, it has another description in terms of the topology of the path space of Q. This expectation
has already been confirmed in particular cases. When the codimension of K is 2, Cieliebak, Ekholm,
Latschev and Ng [6] defined a graded ZŒ�1.ƒK/�-algebra, called string homology, which is inspired
by string topology of the path space of Q. They showed that when Q is equal to R3 with the standard
metric and K is a knot, the 0th degree part of this algebra is isomorphic to the 0th degree part of the
fully noncommutative Legendrian contact homology of .UT �R3; ƒK/ with coefficients in ZŒ�1.ƒK/�.
However, such topological descriptions have not yet been defined in higher degrees or for K with
codimK ¤ 2.

Main results Let Q be an oriented manifold and K be its compact oriented submanifold of codimension
d � 1. The main purpose of this paper is to define a graded R-algebra H string

� .Q;K/ and observe its
basic properties. This graded R-algebra can be regarded as a reformulation of the string homology of [6],
whose coefficient is reduced from ZŒ�1.ƒK/� to R. The feature of our formulation is that H string

� .Q;K/

is defined for K of an arbitrary codimension and in all degrees, compared to the string homology defined
for K of codimension 2 and generated by singular chains of degree less than or equal to 2. The two
main differences from the string homology in its construction are the reduction of the coefficient and the
substitution of singular chains by de Rham chains explained below.

Algebraic & Geometric Topology, Volume 25 (2025)
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The construction of H string
� .Q;K/ can be briefly summarized as follows: We first choose auxiliary data

including a complete Riemannian metric on Q. As a graded R-vector space, it is defined to be

(1) H
string
� .Q;K/ WD lim

��!
a!1

lim
 ��

.";ı/2Ta
"!0

H<a
� ."; ı/;

where H<a
� ."; ı/ for a 2R>0 nL.K/ and ."; ı/ 2 Ta is the homology of a chain complex

(2)
�
C<a� ."/ WD

1M
mD0

C dR
��m.d�2/.†

aCm"
m ; †0m/;Dı

�
:

An explanation for each piece of the above definition is the following:

(A) C dR
� .X;A/ is the R-vector space of de Rham chains defined for a pair of differentiable spaces .X;A/.

Together with the boundary operator

@ W C dR
� .X;A/! C dR

��1.X;A/;

.C dR
� .X;A/; @/ becomes a chain complex. De Rham chains can be used as substitutions of singular chains

over R. Their basic properties are summarized in Section 2. The advantage is that the fiber product of de
Rham chains can be defined in a natural way. The main references are Irie [15; 16].

(B) For a 2 R>0 and m 2 Z�1, †am is a differentiable space of sequences .
1; : : : ; 
m/ of paths

k W Œ0; Tk�!Q for k D 1; : : : ; m with endpoints in K. It includes all .
k/kD1;:::;m whose total length is
less than a. For the precise definition, see Section 3.1. Exceptionally, †a0 is the one-point set for a > 0
and †00 is the empty set.

(C) Dı is defined byDı.x/ WD@xC
Pm
kD1.�1/

pCkdC1fk;ı.x/ for x 2C dR
p�m.d�2/

.†aCm"m ; †0m/. Here

fk;ı W C
dR
� .†

aCm"
m ; †0m/! C dR

�C1�d .†
aC.mC1/"
mC1 ; †0mC1/ for k D 1; : : : ; m

are operators which play the key role in our construction. The idea comes from an operation of string
topology explained by three steps:

(i) Fix a pair of short paths .�i W Œ0; "i �! N"/iD1;2 in a tubular neighborhood N" of K such that
�1."1/; �2.0/ 2K and �1.0/D �2."2/.

(ii) For any sequence of m paths .
k/kD1;:::;m, we split the kth path 
k W Œ0; Tk�!Q at a time, say � ,
if the image 
k.�/ coincides with �1.0/. We then concatenate 
kjŒ0;�� (resp. 
kjŒ�;Tk�) with �1
(resp. �2) to get a new sequence of mC 1 paths

.
1; : : : ; 
k�1; .
kjŒ0;�� � �1/; .�2 � 
kjŒ�;Tk�/; 
kC1; : : : ; 
m/:

(iii) We extend the procedures (i)–(ii) for families (or chains) of paths parametrized over manifolds.

For the precise definition, we need to take fiber products of chains. See Setions 3.3 and 3.4. The
operator fk;ı depends on a chain ı 2 C dR

n�d
.S"/, where S" for " > 0 is a differentiable space of pairs

Algebraic & Geometric Topology, Volume 25 (2025)
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of short paths in N" introduced in Section 3.1. For a 2R>0 nL.K/, where L.K/ is a closed subset of
Lebesgue measure 0, a set Ta consisting of pairs ."; ı/ is defined in Definition 4.4. It is necessary to
prove Dı ıDı D 0 for any ."; ı/ 2 Ta, which we do in Proposition 4.1, to define the chain complex (2).

(D) The inverse limit in (1) is defined from an inverse system�
fH<a
� ."; ı/g.";ı/2Ta ; fk."0;ı 0/;.";ı/g"0�"

�
:

Its construction is given in Section 4.3. To define the linear map k."0;ı 0/;.";ı/ WH<a
� ."0; ı0/!H<a

� ."; ı/,
we need to factor through another homology group constructed from “Œ�1; 1�-modeled de Rham chains”.
Furthermore, to check its well-definedness and a claim about composition, we need one more homology
group constructed from “Œ�1; 1�2-modeled de Rham chains”. These variants of de Rham chains are
introduced in Section 3.5.

(E) The inverse limit is denoted by H<a
� .Q;K/ WD lim

 ��"!0
H<a
� ."; ı/. The direct limit in (1) is defined

from
�
fH<a
� .Q;K/ga2R>0nL.K/; fI

a;bga�b

�
, where I a;b W H<a

� .Q;K/! H<b
� .Q;K/ is induced by

the inclusion maps †aCm"m !†bCm"m for all m 2 Z�0. See Section 4.4.

(F) A graded associative product structure on H string
� .Q;K/ is induced by natural maps †am �†

a0

m0 !

†aCa
0

mCm0 for all m;m0 2 Z�0. The unit comes from 1 2RD C dR
0 .†a0; †

0
0/ for a > 0. See Section 4.4.2.

A fundamental property of H string
� .Q;K/ is the invariance under C1 isotopies of K.

Theorem 1.1 The unital graded R-algebra H string
� .Q;K/ is independent up to isomorphism of the

auxiliary data and invariant under changing the orientation of K. Moreover , it is invariant under C1

isotopies of K. (See Proposition 4.20.)

We also give nontrivial computations when Q D R2d�1 for d � 2. For two specific submanifolds
in R2d�1 both of which are diffeomorphic to Sd�1 tSd�1, we prove that our invariant is isomorphic to
the homology of a finitely generated differential graded algebra. Using this computation, we obtain the
next result.

Theorem 1.2 For every d � 2, there are two nonisotopic oriented submanifolds K and K 0 in R2d�1 of
codimension d such thatƒK is isotopic toƒK0 as a C1 submanifold with a spin structure in UT �R2d�1,
while H string

� .R2d�1; K/©H string
� .R2d�1; K 0/. (See Corollary 5.10.)

The spin structure on ƒK for any submanifold K in a spin manifold Q is explained in Proposition 5.11.

Another purpose of this paper is to shed light on the relation to Legendrian contact homology. The
following result is nontrivial from the construction.

Theorem 1.3 When the codimension of K is 2 and the normal bundle of K is trivial , H string
0 .Q;K/ is

isomorphic to the cord algebra of .Q;K/ over R. (See Theorem 6.11.)

Algebraic & Geometric Topology, Volume 25 (2025)
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If K is connected, the cord algebra over R we consider in this paper is a reduction of the cord algebra
over ZŒH1.ƒK/� defined by Ng [19]. Combined with a result of Ekholm, Etnyre, Ng and Sullivan [8],
the cord algebra for a knot K in R3 was proved to be isomorphic to the 0th degree part of the Legendrian
contact homology of .UT �R3; ƒK/. Later, another direct proof was given in [6].

The author makes the following more radical conjecture when QDRn.

Conjecture 1.4 For any compact oriented submanifold K in Rn, H string
� .Rn; K/ is isomorphic to the

Legendrian contact homology of .UT �Rn; ƒK/ with coefficients in R.

The Legendrian contact homology with coefficients in R is an invariant of Legendrian submanifolds with
a spin structure; see Ekholm, Etnyre and Sullivan [10; 11]. If Conjecture 1.4 is true, then our invariant can
be applied to study the contact topology of UT �Rn. For instance, assuming this conjecture, Theorem 1.2
would imply that ƒK is not isotopic to ƒK0 as a Legendrian submanifold with a spin structure.

Organization of paper In Section 2, general notions of a differentiable space and its de Rham chain
complex are introduced. In Section 3.1, the differentiable spaces †am and S" are defined. Their de Rham
chain complexes are observed in Section 3.2. Through Sections 3.3 and 3.4, the operator fk;ı is defined.
In Section 3.5, Œ�1; 1�-modeled and Œ�1; 1�2-modeled de Rham chains for path spaces are introduced. In
Section 4.1, we define the chain complexes (2) and give a couple of computations. In Section 4.2, we
consider their variants using those chains in Section 3.5. They are necessary to define the map k."0;ı 0/;.";ı/
in Section 4.3. The definition of H string

� .Q;K/ is given in Section 4.4. The independence on auxiliary
data is checked in Section 4.5, from which the isotopy invariance follows immediately. In Section 5, we
examine the algebraic structure of H string

� .R2d�1; K/ when K is a higher-dimensional generalization of
the Hopf link or the unlink in R3. In Section 6.1, referring to [6], we define the cord algebra and give
another description as the 0th degree part of the string homology. In Section 6.2, we construct a graded
map from the string homology to H string

� .Q;K/. In Section 6.3, this map is proved to be an isomorphism
on the 0th degree part.

Acknowledgements The author would like to express his deep gratitude to his supervisor Kei Irie for
spending hours of discussion and giving so much valuable suggestions and continuous encouragement.
This work was supported by JST, the establishment of university fellowships towards the creation of
science technology innovation, Grant Number JPMJFS2123. Part of this work was supported by the
WINGS-FMSP program at the Graduate School of Mathematical Science, the University of Tokyo.

2 Differentiable space and de Rham chains

In this section, the notions of differentiable spaces and de Rham chains are introduced. We also summarize
results applied in the latter sections.

Algebraic & Geometric Topology, Volume 25 (2025)
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Remark 2.1 The notion of differentiable space goes back to [5] by K-T Chen. The notion of de Rham
chains was proposed by Fukaya [14], and later Irie gave the definition in [15; 16]. We mainly refer,
especially about sign conventions, to [16]. As is mentioned in [15, Remark 4.1], the definition of plots
(elements of a differentiable structure) in this paper is different from that of [5].

2.1 Notation and conventions

For m;N 2 Z�0, let Um;N be the set of oriented m-dimensional submanifolds of RN. We then define
U WD

S
m;N2Z�0

Um;N . Let us fix a few conventions about orientations. If we write Rn for n 2 Z�1,
this means the manifold Rn 2Un;n whose orientation is given so that dx1^� � �^dxn is a positive volume
form when .x1; : : : ; xn/ is the standard coordinate of Rn. If we write f0g, this means f0g 2U0;0 with a
positive sign assigned.

Let us think about the orientation of fiber products of oriented manifolds. For U; V;M 2U, suppose that
there are two C1 maps f W U !M and g W V !M. We also assume that g is a submersion. (Hereafter,
all submersions are of class C1.) Then the fiber product

U f �g V WD f.u; v/ 2 U �V j f .u/D g.v/g

is a C1 submanifold of U �V. In order to determine the orientation at .u; v/ 2U f �g V, we take a right
inverse s W Tg.v/M ! TvV of .dg/v (ie .dg/v ı s D idTg.v/M ). Then there are two isomorphisms

Tg.v/M �Ker.dg/v! TvV; .z; y/ 7! s.z/Cy;

TuU �Ker.dg/v! T.u;v/.U f �g V /; .x; y/ 7! .x; yC s ı .df /u.x//:

The orientations of Ker.dg/v and T.u;v/.U f �g V / are determined so that the above isomorphisms
preserve orientations. Of course, when X and Y are oriented R-vector spaces, we assign the product
orientation onX�Y. In particular, whenM Df0g, this gives the orientation of the product manifold U �V.

For U 2 U, �pc .U / is the vector space of compactly supported C1 differential p-forms on U. When
p < 0 or p > dimU, we define �pc .U / WD 0. For U;U 0 2U and a submersion � W U 0! U, we have an
R-linear map

�Š W�
p
c .U

0/!�p�.dimU 0�dimU/
c .U /;

called the integration along fibers. When U 0 DRd �Rk , U DRk and �.t; x/D x for .t; x/ 2 U 0, this
map is characterized by the following: for f 2�0c.U

0/, 1� i1 < � � �< ia � d and 1� j1 < � � �< jb � k,
if we take ! WD f .dti1 ^ � � � ^ dtia ^ dxj1 ^ � � � ^ dxjb /, then, for every x 2 U,

.�Š.!//x D

�
0 if a < d;�R

Rd f . � ; x/ dt1 ^ � � � ^ dtd
�
.dxi1 ^ � � � ^ dxia/x if aD d:

For an arbitrary submersion � W U 0! U, �Š is defined by taking local charts and a partition of unity on U.
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2.2 De Rham chain complex

2.2.1 Differentiable space We proceed to the definition of differentiable spaces.

Definition 2.2 Let X be a set and PX be a set of pairs .U; '/ of U 2U and a map ' W U !X. We say
PX is a differentiable structure on X if it satisfies the following condition:

� For any .U; '/ 2 PX , U 0 2U and a submersion � WU 0!U, the pair .U 0; ' ı�/ is also an element
of PX .

We call such a pair .X; PX / a differentiable space. An element of PX is called a plot of .X; PX /.

Example 2.3 Let M be a manifold. There are two types of canonical differentiable structures on M :

PM WD f.U; '/ j ' W U !M is a C1 mapg; P
reg
M WD f.U; '/ j ' W U !M is a submersiong:

Clearly, .M;PM / and .M;P reg
M / are differentiable spaces. The latter is denoted by M reg. We consider

the differentiable structure PM for any manifold M, unless we declare we use M reg.

Definition 2.4 Let .X; PX / and .Y; PY / be differentiable spaces and Z be a subset of X. Denote the
projection map from X �Y to X (resp. Y ) by prX (resp. prY ), and the inclusion map from Z to X by �Z .

(a) We define differentiable structures on X �Y and Z by

PX�Y WD f.U; '/ j .U; prX ı'/2PX and .U; prY ı'/2PY g; PZ WD f.U; '/ j .U; �Z ı'/2PXg:

(b) Let f WX ! Y be a map. We say f is a smooth map if .U; f ı'/ 2 PY for any .U; '/ 2 PX .

In the case of the above definition, we simply call .Z; PZ/ a subspace of .X; PX /. Note that, given a
set W and two maps f WX !W and g W Y !W, the fiber product X f �g Y becomes a differentiable
space as a subspace of .X �Y; PX�Y /.

2.2.2 De Rham chains Next we introduce the notion of de Rham chain complex. Hereafter, if we say that
X is a differentiable space, this means that X is equipped with a differentiable structure, denoted by PX .

Let X be a differentiable space. We consider a graded R-vector space

A�.X/ WD
M

.U;'/2PX

�dimU��
c .U /:

For .U; '/ 2 PX and ! 2�dimU��
c .U /, let .U; '; !/ denote the element of A�.X/ whose component

for .V;  / 2 PX is
.U; '; !/.V; / D

�
! if .V;  /D .U; '/;
0 if .V;  /¤ .U; '/:

We take a linear subspace Z�.X/ of A�.X/ generated by

f.U 0; ' ı�; !/� .U; '; �Š!/ j .U; '/ 2 PX and � W U 0! U is a submersiong:

Then we define a quotient vector space

C dR
� .X/ WD A�.X/=Z�.X/:
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The equivalence class of .U; '; !/ 2 A�.X/ in C dR
� .X/ is denoted by ŒU; '; !�. We also define an

R-linear map @ W C dR
� .X/! C dR

��1.X/ of degree �1 by

@ŒU; '; !� WD .�1/j!jC1ŒU; '; d!�:

This map is well defined and @ı@D 0. .C dR
� .X/; @/ is called the de Rham chain complex of a differentiable

space X, and its elements are called de Rham chains of X. By taking its homology, we obtain

H dR
� .X/ WDH�.C

dR
� .X/; @/:

In addition, a functoriality holds. Namely, any smooth map f WX ! Y induces a chain map

f� W C
dR
� .X/! C dR

� .Y /; ŒU; '; !� 7! ŒU; f ı'; !�:

Remark 2.5 The following are fundamental techniques to compute de Rham chains:

(a) For ŒU; '; !�2C dR
� .X/, suppose that V �U is an open subset containing supp!. Then ŒU; '; !�D

ŒV; 'jV ; !jV � 2 C
dR
� .X/.

(b) If .R � U; '/ 2 PX satisfies '.s; � / D '0 when s � 0 and '.s; � / D '1 when s � 1 for some
.U; '0/; .U; '1/ 2 PX , then

@ŒR�U; '; .�1/j!j��!�D ŒU; '1; !�� ŒU; '0; !� 2 C
dR
� .X/

for a closed form ! 2�dimU��
c .U / and � WR! Œ0; 1� such that supp� is compact and �.s/D 1

for every s 2 Œ0; 1�.

Example 2.6 Let M be an oriented smooth manifold. The de Rham chain complex of M reg is naturally
isomorphic to .�dimM��

c .M/; d/ through the map

C dR
p .M reg/!�dimM�p

c .M/; ŒU; '; !� 7! .�1/s.p/'Š!:

Here s.p/ WD 1
2
.p�dimM/.p�dimM�1/. HenceH dR

� .M
reg/ is isomorphic to the compactly supported

de Rham cohomology H dimM��
c;dR .M/.

Let us define the de Rham chain complex for a pair of differentiable spaces. A smooth map f WX !R

is said to be approximately smooth if there exists a decreasing sequence .fj /j2Z�1 of smooth maps
from X to R such that limj!1 fj .x/D f .x/ for every x 2X. The following lemma is proved in [15,
Lemma 4.11].

Lemma 2.7 For an approximately smooth function f W X ! R, let Xa WD f �1..�1; a// for every
a 2R[f1g. Then , for a; b 2R[f1g with a � b, the linear map i� W C dR

� .X
a/! C dR

� .X
b/, which is

induced by the inclusion map i WXa!Xb , is injective.

In the setting of the above lemma, we define a quotient complex

C dR
� .X

b; Xa/ WD C dR
� .X

b/=i�.C
dR
� .X

a//:

Its homology is denoted by H dR
� .X

b; Xa/.
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Next, we define a fiber product of de Rham chains.

Definition 2.8 Let .X; PX / and .Y; PY / be differentiable spaces. Suppose that we have an oriented
manifold M of dimension n and two smooth maps

f W .X; PX /! .M;PM /; g W .Y; PY /! .M;P
reg
M /DM reg:

Then we define a linear map

C dR
pCn.X/˝C

dR
qCn.Y /! C dR

pCqCn.X f �g Y /; x˝y 7! x f �g y

by
x f �g y WD .�1/

pj�jŒW; .' � /jW ; .! � �/jW �

for xD ŒU; '; !�2C dR
pCn.X/ and yD ŒV;  ; ��2C dR

qCn.Y /. Here, W WDU f ı'�gı V is a fiber product
over M.

It is straightforward to check the well-definedness of x f �g y. It can also be checked that

@.x f �g y/D .@x/ f �g yC .�1/
px f �g .@y/

for any x 2 C dR
pCn.X/ and y 2 C dR

qCn.Y /. When M D f0g, we simply write x f �g y as x �y.

2.2.3 Collection of results about the de Rham chain complex In the rest of this section, let us
summarize some basic results about the de Rham chain complex. The first result can be compared
with the computation for M reg in Example 2.6. Hereafter, H sing. � / denotes the singular homology with
coefficients in R.

Proposition 2.9 For every oriented manifold M, there exists a canonical isomorphism

‰M WH
sing
� .M/!H dR

� .M/

such that , for any C1 map f WM !N between oriented manifolds , ‰N ıf� D f� ı‰M .

For the details of the construction of ‰M , see [15, Section 4.7]. It is the composition of a natural
isomorphism between H sing

� .M/ and H sm
� .M/ (the homology of smooth singular chains in M ) and a

canonical map from H sm
� .M/ to H dR

� .M/. For the proof that ‰M is an isomorphism, see [15, Section 5].
This result can be extended to relative homology groups for .M;N /, where N is an open submanifold
of M such that N D f �1..�1; a// for some approximately smooth map f WM !R.

Next, let f; g WX! Y be smooth maps between differentiable spaces. We say f is homotopic to g if there
exists a smooth map H WR�X ! Y such that H.t; x/D f .x/ for t � 0 and H.t; x/D g.x/ for t � 1.
Then we have the following result. For the proof, see [15, Proposition 4.7].

Proposition 2.10 For two smooth map f; g W X ! Y, if f is homotopic to g, then there exists a chain
homotopy K W C dR

� .X/! C dR
�C1.Y / such that @KCK@D f��g�. In particular , f� D g� WH dR

� .X/!

H dR
� .Y /.
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Remark 2.11 For three smooth maps f; g; h WX! Y such that f is homotopic to g and g is homotopic
to h, we can ask whether f is homotopic to h. In fact, if the differentiable structure PY of Y satisfies the
following condition, such transitivity holds (the proof is straightforward):

� For any U 2 U and .U1; '1/; .U2; '2/ 2 PY such that .Ui /iD1;2 is an open cover of U and
'1jU1\U2 D '2jU1\U2 , .U; '/ 2PY holds for ' WU ! Y which maps u 2Ui to 'i .u/ for i D 1; 2.

All differentiable spaces appearing after Section 3 satisfy this condition. However, as mentioned in [15,
Remark 4.4], it seems difficult in the general case to prove such transitivity.

The last one is a result about excisions.

Proposition 2.12 Let X be a differentiable space and Y D f �1..�1; a//�X for some approximately
smooth function f W X ! R and a 2 R. Suppose there is another approximately smooth function
g W X ! R and b0 2 R such that g�1..b0;1// � Y. For every b > b0, let Xb WD g�1..�1; b// and
Y b WD .gjY /

�1..�1; b//. Then the inclusion map of pairs i W .Xb; Y b/! .X; Y / induces an isomorphism
i� W C

dR
� .X

b; Y b/! C dR
� .X; Y /.

Proof We first prove the assertion when g W X ! R is a smooth map. For b > b0, choose ı > 0 and
a smooth function � W R! Œ0; 1� such that 2ı < b � b0 and �.b0/D 1 if b0 � b0C ı while �.b0/D 0 if
b0 � b� ı. Then we define a linear map

r W C dR
� .X/! C dR

� .X
b/; ŒU; '; !� 7! ŒU b; 'jU b ; .� ıg ı'/ �!jU b �;

where U b WD .g ı'/�1..�1; b//. This reduces to a map Nr W C dR
� .X; Y /! C dR

� .X
b; Y b/. We claim that

Nr is the inverse map of i�. Indeed, for any x D ŒU; '; !� 2 C dR
� .X/, we have

x� i� ı Nr.x/D ŒU; '; !�� ŒU; '; .� ıg ı'/ �!�

D ŒU0; 'jU0 ; ..1� �/ ıg ı'/ �!jU0 � 2 C
dR
� .Y / for U0 WD .g ı'/�1..b0;1//:

Similarly, we can show that x� Nr ı i�.x/ 2 C dR
� .Y

b/ for x 2 C dR
� .X

b/.

In the general case, there exists a decreasing sequence .gj /j�1 of smooth maps gj W X ! R such
that gj .x/ ! g.x/ as j ! 1 for every x 2 X. For b > b0, let Xbj WD g�1j ..�1; b// and Y bj WD
.gj jY /

�1..�1; b//. From [15, Corollary 4.12(i)], lim
��!j!1

C dR
� .X

b
j ; Y

b
j /! C dR

� .X
b; Y b/, induced by

inclusion maps, is an isomorphism. We have shown that .i j.Xb
j
;Y b
j
//� W C

dR
� .X

b
j ; Y

b
j /! C dR

� .X; Y / is an
isomorphism for every j � 1, so i� is also an isomorphism.

3 Differentiable space of paths and operations from string topology

Throughout this paper, Q is a manifold of dimension n, and K is a compact submanifold of Q of
codimension d � 1. In addition, both Q and K are required to have fixed orientations. The construction
of H string

� .Q;K/ depends on the following auxiliary data:
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(a) a complete Riemannian metric g on Q (we write g.v;w/D hv;wig and
p
g.v; v/D jvjg );

(b) a constant C0 � 1;

(c) a positive real number "0 for which the map

(3) f.x; v/ 2 .TK/? j jvjg < "0g !Q; .x; v/ 7! expx.v/;

is an open embedding;

(d) a C1 function � W
�
0; 3
2

�
! Œ0; 1� such that �.t/ D t near t D 0, �.t/ D 1 near t D 3

2
, and

0� �0.t/� 1 for every t 2
�
0; 3
2

�
.

The independence of H string
� .Q;K/ on these data up to isomorphism is proved in Section 4.5. Until then,

these data are fixed, so hv;wig and jvjg are denoted by hv;wi and jvj, respectively.

We define C.K/ to be the set of geodesics 
 W Œ0; T �!Q with unit speed such that 
.0/; 
.T / 2K and

 0.0/ 2 .T
.0/K/

? and 
 0.T / 2 .T
.T /K/?. Such geodesics are called binormal chords of K. We also
define, for m 2 Z�1,

Lm.K/ WD

� mX
kD1

length 
m
ˇ̌̌

1; : : : ; 
m 2 C.K/

�
; L.K/ WD

1[
mD1

Lm.K/:

These are closed subsets of fa 2 R j a � 2"0g, since K is compact. Moreover, they are null sets with
respect to Lebesgue measure. For the proof, see Lemma 3.10.

3.1 Differentiable space of paths

In this section, we introduce two differentiable spaces of paths, †am and S". Let �K.Q/ be the set of
C1 paths 
 W Œ0; T �!Q with T > 0 such that 
.0/; 
.T / 2K and j
 0.t/j � C0 for any t 2 Œ0; T �. For
any C1 path 
 W Œ0; T �!Q, we define

length 
 WD
Z T

0

j
 0.t/j dt:

For a 2 R�0 [ f1g and m 2 Z�1, we define †am to be the subset of �K.Q/�m which consists of
.
k W Œ0; Tk�!Q/kD1;:::;m satisfying either of the following two conditions:

�
Pm
kD1 length 
k < a.

� min1�k�m length 
k < "0.

The differentiable structure on †am is defined by

P†am WD f.U; '/ j U 2U and ' W U !†am is smoothg:

Here we say ' is smooth in the following sense: if we write '.u/D .
u
k
W Œ0; T u

k
�!Q/kD1;:::;m for u2U,

then, for each k 2 f1; : : : ; mg, the function U !R>0, u 7! T u
k

, is of class C1 and

f.u; t/ 2 U �R j 0� t � T uk g !Q; .u; t/ 7! 
uk .t/;

is a C1 map. As an exception, let us define †a0 WD f�g if a > 0 and †00 WD ∅, together with the
differentiable structure P†a0 WD f.U; '/ j U 2U; ' W U !†a0g.
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We consider the de Rham chain complex .C dR
� .†

a
m/; @/ for a 2R�0 and m 2 Z�0. Lemma 2.7 implies

that we may think of C dR
� .†

a
m/ as a linear subspace of C dR

� .†
b
m/ when a � b, since

†bm!R; .
l/lD1;:::;m 7! length 
k for k D 1; : : : ; m;

Rm!R; .ak/kD1;:::;m 7! min
1�k�m

ak;

are approximately smooth functions. Thus the quotient complex .C dR
� .†

b
m; †

a
m/; @/ is defined.

Remark 3.1 When a � m"0, the condition that
Pm
kD1 length 
k < a implies that one of 
k for k D

1; : : : ; m has length less than "0. Thus, †am D†
0
m if a �m"0. When aD1, †1m D�K.Q/

�m, which
will be used only in Section 6.

Next, we define another differentiable space of paths. For every " 2 .0; "0�, the open subset in Q

N" WD
˚
expx.v/ j x 2K; v 2 .TxK/

? and jvj< 1
2
"
	

is a tubular neighborhood of K in Q. Then we define a set S" which consists of pairs of C1 paths
.�i W Œ0; "i �!N"/iD1;2 satisfying:

� 0 < "i �
1
2
" for i D 1; 2.

� �1."1/; �2.0/ 2K and �1.0/D �2."2/.

� j� 0i .t/j � 1 for i D 1; 2 and any t 2 Œ0; "i �.

On this set, the evaluation map ev0 is defined by

ev0 W S"!N"; .�1; �2/; 7! �1.0/:

The differentiable structure on S" is defined by

PS" WD f.V;  / j V 2U;  is a smooth map such that ev0 ı W V !N" is a submersiong:

Here we say  is smooth in the following sense: if we write  .v/D .�vi W Œ0; "
v
i �!N"/iD1;2 for v 2 V,

then, for i 2 f1; 2g, the function V !R>0, v 7! "vi , is of class C1 and

f.v; t/ 2 V �R j 0� t � "vi g !N"; .v; t/ 7! �vi .t/;

is a C1 map. Note that ev0 is a smooth map from .S"; PS"/ to .N"; P
reg
N"
/DN

reg
" , defined in Example 2.3.

3.2 Homology groups

In this section, we examine the homology groups H dR
� .†

b
m; †

a
m/ and H dR

� .S"/. The main results are
Propositions 3.7 and 3.9. At the end, several additional results are proved.

3.2.1 Finite-dimensional approximation of†a
m Let us fix b0 2R>0 and prepare some notation related

to the Riemannian metric g. We note that there is a compact subset of Q which contains the images
of all paths 
 2�K.Q/ with length 
 � b0, since K is compact and g is complete. For any two points
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q; q0 2Q, let d.q; q0/ be the distance between q and q0. Let us also fix "g > 0 such that, if q and q0 in
this compact set satisfy d.q; q0/ < "g , then there exists a unique geodesic path on Œ0; 1� of length d.q; q0/
from q to q0. We write this geodesic by qq0 W Œ0; 1�!Q.

For every a 2 Œ0; b0/ and m 2 Z�1, let †am be the subspace of †am which consists of .
k/kD1;:::;m
satisfying

Pm
kD1 length 
k < b0. From Proposition 2.12 about excision, the inclusion map � W†bm!†bm

induces an isomorphism

(4) �� WH
dR
� .†

b
m; †

a
m/!H dR

� .†
b
m; †

a
m/

for a; b 2 Œ0; b0/ with a � b. This means that we cut out a subset�
.
k/kD1;:::;m

ˇ̌̌
min

1�k�m
length 
k < "0 and

mX
kD1

length 
k � b0

�
to compute the homology group.

First, we approximate †am for a 2 Œ0; b0/ by finite-dimensional manifolds. For every � 2 Z�1, let us
define

(5) †am.�/ WD
˚
.
k W Œ0; Tk�!Q/kD1;:::;m 2†

a
m j max

1�k�m
Tk < C

�1
0 "g�

	
;

so that
S1
�D1†

a
m.�/ D †am. Let us also define Bm.�/ to be a submanifold of .Q�.�C1//�m which

consists of .ql
k
/
lD0;:::;�
kD1;:::;m

satisfying:

� q0
k
; q�
k
2K for every k D 1; : : : ; m.

�
Pm
kD1

P��1
lD0 d.q

l
k
; qlC1
k

/ < b0.

� d.ql
k
; qlC1
k

/ < "g for every k D 1; : : : ; m and l D 0; : : : ; � � 1.

We then define Bam.�/ for a < b0 to be the open submanifold of Bm.�/ which consists of .ql
k
/
lD0;:::;�
kD1;:::;m

satisfying either of the following two conditions:

�
Pm
kD1

P��1
lD0 d.q

l
k
; qlC1
k

/ < a.

� min1�k�m
�P��1

lD0 d.q
l
k
; qlC1
k

/
�
< "0.

The differentiable structures on this manifold is PBam.�/ defined in Example 2.3. For every � 2 Z�1,
there are two maps: �†;� W†am.�/!†am.2�/ is just the inclusion map, and �B;� W Bam.�/! Bam.2�/ is an
embedding of a manifold which maps .ql

k
/
lD0;:::;�
kD1;:::;m

2 Bam.�/ to . Nql
0

k
/
l 0D0;:::;2�
kD1;:::;m

2 Bam.2�/, where

Nql
0

k D

(
ql
k

if l 0 is even and l 0 D 2l;

ql
k
qlC1
k

�
1
2

�
if l 0 is odd and l 0 D 2l C 1:

In addition, we define two maps

f� W†
a
m.�/! Bam.�/; g� W B

a
m.�/!†am.2�/;
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as follows: f� maps .
k W Œ0; Tk�!Q/kD1;:::;m 2†
a
m.�/ to .
k..l=�/Tk//

lD0;:::;�
kD1;:::;m

2 Bam.�/. Note that
for l D 0; : : : ; � � 1 and k D 1; : : : ; m,

d
�

k

�
l

�
Tk

�
; 
k

�
lC1

�
Tk

��
� length 
kjŒ.l=�/Tk ;..lC1/=�/Tk� �

Tk

�
� sup
t2Œ0;Tk�

j
 0.t/j< "g :

On the other hand, g� maps .ql
k
/
lD0;:::;�
kD1;:::;m

2 Bam.�/ to�

k W

�
0; 3
2
C�10 "g�

�
!Q

�
kD1;:::;m

2†am.2�/;

where, for l D 0; : : : ; � � 1,


k.t/ WD q
l
k
qlC1
k
ı�

�
C0

"g
� t � 3

2
l

�
if 3
2
C�10 "g l � t �

3
2
C�10 "g.l C 1/:

Here � W
�
0; 3
2

�
! Œ0; 1� is a C1 function such that �.t/D 0 near t D 0, �.t/D 1

2
near t D 3

4
, �.t/D 1 near

tD 3
2

, and 0��0.t/�1 for t 2
�
0; 3
2

�
. Note that j.
k/0.t/j�d.qlk; q

lC1
k

/�supt2Œ0;3=2� j�
0.t/j�C0="g �C0.

The next lemma shows that Bam.�/ approximates †am.�/ as �!1. See [15, Lemma 6.3].

Lemma 3.2 The following diagram commutes up to homotopy:

†am.�/
�†;�
//

f�
��

†am.2�/

f2�
��

Bam.�/
�B;�
//

g�
::

Bam.2�/

Proof The lower right triangle commutes in the strict sense. For the upper left triangle, we need to show
that �†;� is homotopic to g� ıf� .

We abbreviateC�10 �"g by c0. For .
k W Œ0; Tk�!Q/kD1:::;m2†
a
m.�/, let us define a path 
s

k
W Œ0; c0��!Q

for k D 1; : : : ; m and s 2 Œ0; 1� by


sk.t/ WD

�

k..l=�/Tk/
k

�
..lCs/=�/Tk

�
.t�c0l/ if c0l� t�c0.lCs/;


k
�
.Tk=.c0�//.t�c0l/C.l=�/Tk

�
if c0.lCs/� t�c0.lC1/;

for lD0; : : : ; l�1:

Then 
0
k

is equal to 
k.Tk=.c0�/ � / and 
1
k

is a broken geodesic connecting
�

k..l=�/Tk/

�lD0;:::;� . We
modify 
s

k
to a C1 path. For instance, we take a C1 function z� W Œ0; 1��

�
0; 3
2
c0�

�
! Œ0; c0�� satisfying

0� @z�.s; t/=@t � 1 and

z�.s; t/D

�
c0l on a neighborhood of

˚
t D 3

2
c0l
	
;

2
3

�
t � 1

4
c0
�

on a neighborhood of
˚
t D sC 3

2
c0l C

1
4
c0
	
:

Then we define z
s
k
WD 
s

k
ı z�.s; � / W

�
0; 3
2
c0�

�
!Q. If we take a C1 function � W R! Œ0; 1� such that

�.t/D 0 if t � 0 and �.t/D 1 if t � 1, then we get a smooth map

H WR�†am.�/!†am.2�/; .s; .
k/kD1;:::;m/ 7! .z

�.s/

k
/kD1;:::;m:
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This gives a homotopy from H.0; � / to H.1; � /. Moreover, �†;� is homotopic to H.0; � / since the paths
of �†;�..
k/kD1;:::;m/ and those of H.0; .
k/kD1;:::;m/ differ only by parametrizations, so the homotopy
can be constructed by interpolating these parametrizations. For the same reason, g� ıf� is homotopic to
H.1; � /. Therefore, �†;� is homotopic to g� ıf� .

From Lemma 3.2, it follows that, for any a; b 2R�0 with a � b < b0,

lim
��!
j!1

.f2j /� WH
dR
� .†

b
m; †

a
m/D lim

��!
j!1

H dR
� .†

b
m.2

j /; †am.2
j //! lim

��!
j!1

H dR
� .B

b
m.2

j /; Bam.2
j //

is an isomorphism. Combining with (4), we get an isomorphism

(6)
�

lim
��!
j!1

.f2j /�
�
ı .��/

�1
WH dR
� .†

b
m; †

a
m/! lim

��!
�!1

H dR
� .B

b
m.�/; B

a
m.�//:

Furthermore, from Proposition 2.9, H sing
� .Bbm.�/; B

a
m.�//ŠH

dR
� .B

b
m.�/; B

a
m.�//.

3.2.2 Computation of homology by Morse theory Next, we examine the singular homology group
H

sing
� .Bbm.�/; B

a
m.�// in terms of Morse theory. Fix m 2 Z�1 and � 2 Z�1. For k 2 f1; : : : ; mg and

l 2 f0; : : : ; � � 1g, we set

hlk W Bm.�/!R; .qlk/
lD0;:::;�
kD1;:::;m

7! d.qlk; q
lC1
k

/2:

For every r > 0, let us introduce

� a C1 function �r WR�0!R>0, z 7!
p
zC r ;

� a C1 function

Lr W Bm.�/!R; q 7!

mX
kD1

��1X
lD0

�r ı h
l
k.q/I

� compact subsets of Bm.�/

Zr WD fq 2 L
�1
r .Œ0; b0�/ j �r ı h

l
k.q/� "g for every k D 1; : : : ; m and l D 0; : : : ; � � 1g;

Z0r WD

�
q 2Zr

ˇ̌̌
min

1�k�m

��1X
lD1

�r ı h
l
k.q/� "0

�
:

The role of f�rgr>0 is to approximate
p
z by C1 functions. We define, for every a 2 Œ0; b0/ and r > 0,

Zar WD .Lr jZr /
�1
�
Œ0; a/

�
[Z0r :

Then Zar � Z
a
r 0 if 0 < r 0 < r . Furthermore,

S
r>0Z

a
r D B

a
m.�/. Therefore, we have an isomorphism

induced by the inclusion maps

lim
��!
r!0

H
sing
� .Zbr ; Z

a
r /!H

sing
� .Bbm.�/; B

a
m.�//

for a; b 2R�0 with a � b < b0. In order to apply Morse theory to Lr , we need to determine its critical
points. The next lemma is fundamental. We omit the proof, but a similar result is proved, for instance
in [17], when there is no boundary condition.
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Lemma 3.3 For k02f1; : : : ;mg and l02f0; : : : ; ��1g, let X l0
k0

be the gradient vector field of hl0
k0

. Define
� l0 to be the orthogonal projection from TQjK to TK if l0 D 0 or �, and otherwise � l0 WD idTQ. Then
each component of X l0

k0
D .vl

k
/
lD0;:::;�
kD1;:::;m

is determined by the following: If .k; l/¤ .k0; l0/; .k0; l0C 1/,
then vl

k
D 0. Otherwise ,

v
l0
k0
D � l0

�
�
d

dt

ˇ̌̌
tD0

q
l0
k0
q
l0C1
k0

�
; v

l0C1
k0
D � l0C1

�
d

dt

ˇ̌̌
tD1

q
l0
k0
q
l0C1
k0

�
:

Proposition 3.4 Suppose that a 2 Œ0; b0/ nLm.K/ and r > 0 is sufficiently small. Then q 2 Zr nZ0r
is a critical point of Lr with its value in Œ0; a� if and only if there exist 
1; : : : ; 
m 2 C.K/ such that
.
k/kD1;:::;m 2†

a
m.�/ and q D f�..
k/kD1;:::;m/.

Proof From Lemma 3.3, q D .ql
k
/
lD0;:::;�
kD1;:::;m

2Bm.�/ is a critical point of Lr if and only if the following
conditions hold for every k 2 f1; : : : ; mg:

(7)
.�r/

0.h0k.q// �
d

dt

ˇ̌̌
tD0

q0
k
q1
k
2 .Tq0

k
K/? and .�r/

0.h��1k .q// �
d

dt

ˇ̌̌
tD1

q��1
k

q�
k
2 .Tq�

k
K/?;

.�r/
0.hl�1k .q// �

d

dt

ˇ̌̌
tD1

ql�1
k

ql
k
D .�r/

0.hlk.q// �
d

dt

ˇ̌̌
tD0

ql
k
qlC1
k

for every l 2 f1; : : : ; � � 1g:

Comparing the norms of both sides in the second line of (7), we have, for l 2 f1; : : : ; � � 1g,

.�r/
0.hl�1k .q// �

p
hl�1k .q/D .�r/

0.hlk.q// �
p
hlk.q/:

Since .�r/0.z/
p
z is a strictly increasing function of z, this equation means that d.ql�1

k
; ql
k
/Dd.ql

k
; qlC1
k

/

for l 2 f1; : : : ; � � 1g. Since .�r/0 > 0, the conditions of (7) are equivalent to

(8)

d

dt

ˇ̌̌
tD0

q0
k
q1
k
2 .Tq0

k
K/? and d

dt

ˇ̌̌
tD1

q��1
k

q�
k
2 .Tq�

k
K/?;

d

dt

ˇ̌̌
tD1

ql�1
k

ql
k
D
d

dt

ˇ̌̌
tD0

ql
k
qlC1
k

for every l 2 f1; : : : ; � � 1g:

For every q 2Bm.�/, let us define Tk;q WD
P��1
lD0 d.q

l
k
; qlC1
k

/ and a path 
k;q W Œ0; Tk;q �!Q determined
by


k;q.Tk;q t / WD q
l
k
qlC1
k

.�t � l/ if l

�
� t �

lC1

�
for l 2 f0; : : : ; � � 1g:

Note that, if .
k;q/kD1;:::;m 2†am.�/, then q D f�..
k;q/kD1;:::;m/. We take r > 0 so small that Tk;q > 0
for every k D 1; : : : ; m and q 2Zr nZ0r . Then, for q 2Zr nZ0r , condition (8) is equivalent to 
k;q being
a binormal chord of K in Q, that is, 
k;q 2 C.K/. In addition,

lim
r!0

Lr.q/D

mX
kD1

length 
k;q

for every q 2Zr uniformly. Recall that Lm.K/ is a closed subset of R>0. Assuming that a … Lm.K/

and r > 0 is sufficiently small, it follows that a critical point q 2 Zr nZ0r of Lr satisfies Lr.q/ � a if
and only if the binormal chords .
k;q/kD1;:::;m satisfy

Pm
kD1 length 
k;q < a.

Let Yr be the gradient vector field of Lr . To prove the next lemma, which is rather technical, let us
prepare a few computations. X l

k;r
WD ..�r/

0 ı hl
k
/ �X l

k
is the gradient vector field of �r ı hlk . For every
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k 2 f1; : : : ; mg, l 2 f1; : : : ; � � 2g and q 2 Bm.�/, we have

hYr ; X
l
ki.q/D

D
.�r/

0.hl�1k .q// �
d

dt

ˇ̌̌
tD1

ql�1
k

ql
k
;�

d

dt

ˇ̌̌
tD0

ql
k
qlC1
k

E
C .�r/

0.hlk.q// �

ˇ̌̌̌
d

dt

ˇ̌̌
tD0

ql
k
qlC1
k

ˇ̌̌̌2
C .�r/

0.hlk.q// �

ˇ̌̌̌
d

dt

ˇ̌̌
tD1

ql
k
qlC1
k

ˇ̌̌̌2
C

D
�.�r/

0.hlC1
k

.q// �
d

dt

ˇ̌̌
tD0

qlC1
k

qlC2
k

;
d

dt

ˇ̌̌
tD1

ql
k
qlC1
k

E
:

We abbreviate the increasing function .�r/0
p
z by �r . Then, by the Cauchy–Schwarz inequality,

hYr ; X
l
k;ri.q/� ��r.h

l�1
k .q// � �.hlk.q//C 2

�
�r.h

l
k.q//

�2
� �r.h

lC1
k

.q// � �r.h
l
k.q//

D
�
2�.hlk.q//� �r.h

l�1
k .q//� �r.h

lC1
k

.q//
�
� �r.h

l
k.q//:

Since �r and �r are increasing functions, we have, for k0 2 f1; : : : ; mg and l0 2 f1; : : : ; � � 2g,

(9) �r ı h
l0
k0
.q/Dmax

k;l
�r ı h

l
k.q/ D) h�Yr ; X

l0
k0;r
i.q/� 0:

The same result holds when l0 D 0 or � � 1. We also note that, for every k0 2 f1; : : : ; mg,

(10)
�
�Yr ;

��1X
lD1

X lk0;r

�
.q/� 0:

Lemma 3.5 The trajectory of any point in Zr (resp. Z0r ) along �Yr never goes outside Zr (resp. Z0r ) at
positive time.

Proof Suppose that � W Œ0; T �! Bm.�/ is a trajectory along �Yr . Let us consider two continuous
functions f; g W Œ0; T �!R defined by

f .t/ WDmax
k;l

�r ı h
l
k.�.t//; g.t/ WDmin

k

��1X
lD1

�r ı h
l
k.�.t//:

To prove this lemma, it suffices to show that they are decreasing functions. Indeed, there exists a discrete
subset A� Œ0; T � such that f and g are differentiable at every t 2 Œ0; T � nA. Inequalities (9) and (10)
imply that f 0.t/� 0 and g0.t/� 0 for every t 2 Œ0; T � nA. Hence, f and g are decreasing on Œ0; T �.

We apply a general result from Morse theory.

Lemma 3.6 Let B be a manifold and L W B! R be a C1 function. For a; b 2 R with a � b and two
compact subsets Z;Z0 � B, suppose that there is no critical point of L in .LjZ/�1.Œa; b�/ nZ0 and
that the trajectory of any point in Z (resp. Z0) along the negative gradient vector field of L never goes
outside Z (resp. Z0) at positive times. Let us define Za

0

WD .LjZ/
�1..�1; a0//[Z0 for a0 2 fa; bg.

Then H sing
� .Zb; Za/D 0.

Proof The conditions on a, b, Z and Z0 show that Zb can be deformed into Za along the negative
gradient flow of L. Therefore, we get a map from .Zb; Za/ to .Za; Za/ which gives the inverse map of
the inclusion map up to homotopy.
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Combining the above results, we prove the first main proposition in this section.

Proposition 3.7 If Lm.K/\ Œa; b�D∅, then H dR
� .†

b
m; †

a
m/D 0.

Proof From Proposition 3.4 and Lemma 3.5, we can apply Lemma 3.6 to show that, if Lm.K/\Œa; b�D∅
and r > 0 is sufficiently small, then H sing

� .Zbr ; Z
a
r /D 0, and thus

H
sing
� .Bbm.�/; B

a
m.�//Š lim

��!
r!0

H
sing
� .Zbr ; Z

a
r /D 0:

From (6), it follows that H dR
� .†

b
m; †

a
m/Š lim

��!j!1
H

sing
� .Bbm.2

j /; Bam.2
j //D 0.

3.2.3 H dR
� .S"/ and the evaluation map Next, we examine H dR

� .S"/ for " 2 .0; "0�. Choose a Rie-
mannian metric g0 on N"0 for which K is a totally geodesic submanifold of N"0 . Then we can take a
constant C1 � 1 such that, for any q; q0 2N"0=C1 with d.q; q0/ < "0=C1, there exists a unique shortest
geodesic in N"0 with respect to g0 from q to q0. Let us write this geodesic by fqq0 W Œ0; 1�!N"0 . In this
subsection, exp denotes the exponential map with respect to g.

There is a smooth map between differentiable spaces s" WN
reg
" ! S" which maps expx v 2N" for x 2K

and v 2 .TxK/? with jvj< 1
2
" to

s".expx v/ WD
�
�vi W

�
0; 1
2
"
�
!N"

�
iD1;2

;

where �v1 .t/D expx
�
.."� 2t/="/v

�
and �v2 .t/D expx..2t="/v/ for t 2

�
0; 1
2
"
�
. This satisfies ev0 ı s" D

idN" . For "; N" 2 .0; "0� with "� N", let i";N" W S"! SN" denote the inclusion map.

Lemma 3.8 There exists a constant C � C1 such that , for any " 2 .0; "0=C �, the inclusion map
i";C" W S"! SC" is homotopic to i";C" ı s" ı ev0.

Proof We define a C1 map

G W

�
.q; q0/ 2N"0=C1 �N"0=C1

ˇ̌̌
d.q; q0/ <

"0

C1

�
� Œ0; 1�!N"0 ; ..q; q0/; s/ 7! fqq0.s/:

Then there is a constant C � C1 such that

jd.G. � ; s//.q;q0/.v; v
0/jg �

1
2
C.jvjg Cjv

0
jg/

for every s 2 Œ0; 1� and .v; v0/ 2 TqN"0=C � Tq0N"0=C with d.q; q0/ < "0=C1. For any " 2 .0; "0=C �
and .�i W Œ0; "i �!N"/iD1;2 2 S", we set N" WD C" and define .� .s/i W Œ0; "

s
i �!NN"/iD1;2 2 SN" for s 2R as

follows: Take x 2K and v 2 TxK such that �1.0/D expx v and jvj< 1
2
". Then we define

"si WD

8<:
.1� �.s//"i C �.s/N" if s � 1

3
;

N" if 1
3
� s � 2

3
;�

1� �
�
s� 2

3

��
N"C �

�
s� 2

3

�
" if s � 1

3
;

�
.s/
i .t/ WD

8<:
�i ."i t="

s
i / if s � 1

3
;

G
�
�i ."i t=N"/; �

v
i .t=C /; �

�
s� 1

3

��
if 1
3
� s � 2

3
;

�vi ."t="
s
i / if 2

3
� s:
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Here, � WR! Œ0; 1� is a C1 function such that �.s/D 0 if s � 0 and �.s/D 1 if s � 1
3

. Note that, when
1
3
� s � 2

3
,

j.�
.s/
i /0.t/jg �

1
2
C

�
"i

N"
sup j� 0i jg C

1

C
sup j.�vi /

0
jg

�
�
1
2
C

�
"i

N"
C
1

C

�
� 1:

Now the homotopy from i";N" to i";N" ı s" ı ev0 is given by the map

R�S"! SN" W .s; .�i /iD1;2/! .�
.s/
i ; Œ0; "si � 7!NN"/iD1;2:

Proposition 3.9 Let C be the constant of Lemma 3.8. For any " 2 .0; "0=C � and x 2H dR
� .S"/,

.ev0/�.x/D 0 2H dR
� .N"/ D) .i";C"/�.x/D 0 2H

dR
� .SC"/:

Proof By Lemma 3.8, .i";C"/�.x/D .i";C" ı s"/�..ev0/�.x//D 0 if .ev0/�.x/D 0 2H dR
� .N"/.

3.2.4 Additional results Using the computations obtained in the former subsections, we prove several
additional results. As before, b0 is a fixed real number, and a 2 Œ0; b0/, which may belong to L.K/.

Lemma 3.10 There exists a manifold Z and a C1 function f W Z ! R such that L1.K/\ Œ0; a/ is
contained in the set of critical values of f.

Proof We use the notation in the proof of Proposition 3.4 for mD 1. For every critical point q 2Zr nZ0r
of Lr , length 
1;q D fr.Lr.q// 2 .0; fr.b0//, where fr is determined by fr.��r.l//D �

p
l for every

l 2 R>0. We choose r > 0 so that a < fr.b0/. Then, from the correspondence between binormal
chords and critical points of Lr , Lm.K/\ Œ0; a/ is contained in the critical value of f WD fr ıLr on
Z WDZr nZ

0
r .

This proves that L.K/D
S1
mD1 Lm.K/ is a null set. Indeed, for any m2Z, Lm.K/\ Œ0; a/ is contained

in the set of critical values of the C1 function Z�m! R, .x1; : : : ; xm/ 7! f .x1/C � � � C f .xm/. By
Sard’s theorem, it is a null set in R. Since b0 was chosen arbitrarily, it follows that Lm.K/ is a null set.

Next, recall that the definition of †am depends on auxiliary data C0 and "0.

Lemma 3.11 H dR
� .†

a
m/ does not depend on the choice of C0 and "0. More precisely , the following

hold :

� If we write †am as †am;C0 to clarify the dependence on C0, the inclusion map †am;C0 !†a
m;C 00

for
C0 � C

0
0 induces an isomorphism on homology.

� If we write †am as †am;"0 to clarify the dependence on "0, the inclusion map †a
m;"00
!†am;"0 for

"00 < "0 induces an isomorphism on homology.

Proof We define a smooth map †a
m;C 00

!†am;C0 which maps .
k W Œ0; Tk�!Q/kD1;:::;m to�
Œ0; C 00Tk=C0�!Q; t 7! 
k.C0t=C

0
0/
�
kD1;:::;m

:

This gives the inverse map of the inclusion map up to homotopy. This proves the assertion for C0.
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To prove the assertion for "0, let us write Zar by Zar;"0 . Then there is no critical point of
P��1
lD0 �r ıh

l
k

in
Zar;"0 nZ

a
r;"00

for every k 2 f1; : : : ; mg. By deforming along the negative gradient vector field �
P��1
lD0 X

l
k;r

inductively on k D 1; 2; : : : ; m, we can see that Za
r;"00

is a deformation retract of Zar;"0 . This implies that
H

sing
� .Zar;"0 ; Z

a
r;"00
/D 0 and thus H dR

� .†
a
m;"0

; †a
m;"00

/D 0.

For the sake of discussions in Section 6, let us fix a topology on the set †am for a 2R�0[f1g as follows:
�K.Q/ becomes a topological space such that the injection

�K.Q/! C1.Œ0; 1�;Q/�R>0; .
 W Œ0; T �!Q/ 7! .
.T �1� /; T /;

is a homeomorphism onto its image when C1.Œ0; 1�;Q/ is equipped with the C1-topology. We give
†am the restricted topology from �K.Q/

�m. Then we can consider singular homology groups, such as
H

sing
� .†bm; †

a
m/ for a � b.

Suppose that a; b 2R�0 and a� b <b0. By the excision theorem, �� WH
sing
� .†bm; †

a
m/!H

sing
� .†bm; †

a
m/

is an isomorphism. All maps in Lemma 3.2 are continuous and the diagram commutes up to continuous
homotopy. Therefore, we have an isomorphism

(11)
�

lim
��!
j!1

.f2j /�
�
ı .��/

�1
WH

sing
� .†bm; †

a
m/! lim

��!
j!1

H
sing
� .Bbm.2

j /; Bam.2
j //:

3.3 Splitting and concatenating paths

For " 2 .0; "0=.5C0/�, we define an open subset of R2,

A" WD f.T; �/ j T > 4" and 2" < � < T � 2"g:

This becomes a differentiable space as a subspace of .R2/reg. For a 2R�0, m 2Z�1 and k 2 f1; : : : ; mg,
there are smooth maps

tlk W†
a
m!R; .
l W Œ0; Tl �!Q/lD1;:::;m 7! Tk; prT W A"!Rreg; .T; �/7! T:

(Here tl stands for the time length.) These maps define a fiber product †am tlk�prT A" over R, and the kth

evaluation map evk is defined on it by

evk W†
a
m tlk�prT A"!Q ..
l/lD1;:::;m; .T; �// 7! 
k.�/:

From evk and ev0 W S"!Qreg, we obtain a fiber product over Q. We define a map on this fiber product

conk W .†
a
m tlk�prT A"/ evk�ev0 S"!†aC"mC1;

which maps
�
.
l/lD1;:::;m; .T; �/; .�i W Œ0; "i �!N"/iD1;2

�
to .
1; : : : ; 
k�1; z
1k ; z


2
k
; 
kC1; : : : ; 
m/, where

z
 i
k

for i D 1; 2 are the paths

(12)

z
1k W Œ0; �C2"1�!Q; t 7!

8<:

k.t/ if 0� t���"1;

k
�
��"1C"1�..t��C"1/="1/

�
if ��"1� t��C 1

2
"1;

�1
�
"1�"1�..�C2"1�t /="1/

�
if �C 1

2
"1� t��C2"1;

z
2k W Œ0; T ��C2"2�!Q; t 7!

8<:
�2."2�.t="2// if 0� t� 3

2
"2;


k
�
�C"2�"2�..3"2�t /="2/

�
if 3
2
"2� t�3"2;


k.tC��2"2/ if 3"2� t�T ��C2"2:
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^ 八

「
V

「

V
v

\


k
kC1


k�1

�2 �1
K K

z
2
k

z
1
k
kC1


k�1


k.�/

Figure 1: The process to define z
1
k

and z
2
k

.

Here, � W
�
0; 3
2

�
! Œ0; 1� is one of fixed data we have chosen in the beginning of Section 3.

This definition can be explained as follows (see Figure 1): We split the kth path 
k W Œ0; T � ! Q at
� 2 .2"; T � 2"/, where 
k.�/D �1.0/ (D �2."2// 2 N", and then concatenate 
kjŒ0;�� (resp. 
kjŒ�;T �)
with �1 (resp. �2). The reparametrizations via � are necessary in order to modify them to C1 paths.
Note that

length z
1k C length z
2k D length 
kC length �1C length �2 < length 
kC ":

The following lemma shows the cases where an element in the fiber product is mapped by conk into†0mC1.

Lemma 3.12 For ..
l/lD1;:::;m; .T; �/; .�i /iD1;2/ 2 .†am tlk�prT A"/ evk�ev0 S", we have

conk..
l/lD1;:::;m; .T; �/; .�i /iD1;2/ 2†
0
mC1

if one of the following three conditions holds:

(i) .
l/lD1;:::;m 2†
0
m.

(ii) � < 4"0=.5C0/ or T � 4"0=.5C0/ < � .

(iii) 
k satisfies , for every � 0 2 .
k/�1.N"/, that either 
kjŒ0;� 0� or 
kjŒ� 0;T � has length less than 4
5
"0.

Proof As in the definition of conk , let us write

conk..
l/lD1;:::;m; .T; �/; .�i /iD1;2/D .
1; : : : ; z

1
k ; z


2
k ; : : : ; 
m/:

Under condition (i), length 
l < "0 for some l 2 f1; : : : ; mg. If l ¤ k, the assertion is trivial. If l D k,
either 
kjŒ0;�� or 
kjŒ�;T � has length less than 1

2
"0, and thus either z
1

k
or z
2

k
has length less than

1
2
"0Cmaxflength �i j i D 1; 2g;

and this value is smaller than "0. Under condition (ii), if � < 4"0=.5C0/ (resp. T �4"0=.5C0/ < � ), then
length 
kjŒ0;�� < 4

5
"0 (resp. length 
kjŒ�;T � < 4

5
"0). Therefore, either z
1

k
or z
2

k
has length smaller than "0.

The same result also holds under condition (iii).

3.4 Operation on de Rham chains

For " 2 .0; "0=.5C0/�, let us choose a C1 cutoff function �" W A"! Œ0; 1� such that

�".T; �/D

�
0 if t � 10

3
" or T � 10

3
"� �;

1 if 11
3
"� � � T � 11

3
":
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In particular, �".T; �/D 0 if T � 5". We also choose a C1 function �� W A"! Œ0; 1� for every � 2 Z�1
such that ��.T; �/D 1 if T � � and ��.T; �/D 0 if T � �C 1. The support of ���" is compact, so we
obtain a de Rham chain

˛";� WD ŒA"; idA" ; ���"� 2 C
dR
2 .A"/:

In addition, we define †am.�/ WD
Tm
kD1.tlk/

�1
�
Œ0; �/

�
, which is a subspace of †am.

For m 2 Z�1, k 2 f1; : : : ; mg and � 2 C dR
q .S"/, we define a linear map

fk;� W C
dR
� .†

a
m/! C dR

�C1Cq�n.†
aC"
mC1/

such that, for x 2 C dR
� .†

a
m.�//� C

dR
� .†

a
m/ with � 2 Z�1,

fk;�.x/D .conk/�..x tlk�prT ˛";�/ evk�ev0 �/:

This map is well defined since x tlk�prT .˛";� �˛";�0/D 0 when x 2 C dR
� .†

a
m.�// and �0 � �.

Returning to Definition 2.8, we can describe the de Rham chain fk;�.x/ explicitly. For x D ŒU; '; !� 2
C dR
p .†am/, we write '.u/D .
u

l
W Œ0; T u

l
�!Q/lD1;:::m for u 2 U. If we take � > supu2supp! T

u
k

, then
x 2 C dR

p .†am.�//. First, we have x tlk�prT ˛";� D Œ
zUk; z'k; z!k�, where

zUk WD f.u; �/ 2 U �R j 2" < � < T uk � 2"g;

z'k W zUk!†am tlk�prT A"; .u; �/ 7! .'.u/; .T uk ; �//;

z!k 2�
�
c .
zU/; .z!k/.u;�/ WD �".T

u
k ; �/ ���.T

u
k ; �/ �!u D �".T

u
k ; �/ �!u:

Here, zUk is oriented as an open submanifold of U �R. The last equality holds since ��.T uk ; �/D 1 for
u 2 supp!. This shows the independence of fk;�.x/ on the choice of �� . For � D ŒV;  ; �� 2 C dR

q .S"/,
we write  .v/D .�vi /iD1;2 for v 2 V. Then fk;�.x/D .�1/r ŒWk; ˆk; �k�, where

(13)

Wk WD f.u; �; v/ 2 U �R�V j 2" < � < T uk � 2"; 

u
k .�/D �

v
1 .0/g;

ˆk WWk!†aC"mC1; .u; �; v/ 7! conk.'.u/; .T
u
k ; �/;  .v//;

�k 2�
�
c .Wk/; .�k/.u;�;v/ WD �".T

u
k ; �/ � .!u � �v/;

r WD .pC 1�n/j�j:

Here Wk is oriented as a fiber product over Q of zUk!Q, .u; �/ 7! 
u
k
.�/, and ev0 ı W V !Q.

Lemma 3.13 For x 2 C dR
p .†am/ and � 2 C dR

q .S"/,

@ ıfk;�.x/�fk;� ı @.x/� .�1/
pC1�nfk;@�.x/ 2 C

dR
pCq�n.†

0
m/:

Proof Using the notation of (13) for x D ŒU; '; !� 2 C dR
p .†am/ and � D ŒV;  ; �� 2 C dR

q .S"/, we have

@ ıfk;�.x/�fk;� ı @.x/� .�1/
pC1�nfk;@�.x/D .�1/

p�1.conk/�
�
.x tlk�prT .@˛";�// evk�ev0 �

�
D .�1/.p�n/j�jC1ŒWk; ˆk; �k�;
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Figure 2: The case where .
l /lD1;:::;m intersects both .�i /iD1;2 and .� 0i /iD1;2.

where �k 2 ��c .Wk/ is defined by .�k/.u;�;v/ D @�".T uk ; �/=@� � .!u � d� � �v/. From the condition
on �", the support of � lies in an open subset

Wk WD f.u; �; v/ 2Wk j � < 4" or T uk � 4" < �g:

Since .'.u/; .T u
k
; �/;  .v// 2 .†am tlk�prT A"/ evk�ev0 S" for .u; �; v/ 2 Wk satisfies condition (ii) of

Lemma 3.12, it follows that ˆk.Wk/�†0m. Therefore,

ŒWk; ˆk; � �D ŒWk; ˆkjWk ; � jWk � 2 C
dR
pCq�n.†

0
m/:

The next lemma is crucial to define chain complexes in Section 4.1. Before stating it, let us give an
observation. Suppose that we have

.
l/lD1;:::;m 2†
a
m; .�i W Œ0; "i �!N"/iD1;2; .� 0i W Œ0; "

0
i �!N"/iD1;2 2 S";

k; k0 2 f1; : : : ; mg with k � k0;

and there exist two points � 2 .2"; Tk � 2"/ and � 0 2 .2"; Tk0 � 2"/ such that


k.�/D �1.0/; 
k0.�
0/D � 01.0/:

When k D k0, we additionally assume that � C 2" < � 0. (Figure 2 describes the situation we consider.)
Then we can split 
k at t D � and 
k0 at t D � 0, and concatenate them with .�i /iD1;2 and .� 0i /iD1;2,
respectively. Depending on which point we use first, there are two elements

ˆ WD conk..
l/lD1;:::;m; .Tk; �/; .�i /iD1;2/ 2†
aC"
mC1;

ˆ0 WD conk0..
l/lD1;:::;m; .Tk0 ; �
0/; .� 0i /iD1;2/ 2†

aC"
mC1:

In either case, there remains another point which we have not yet used. When k < k0, we can split the
.k0C1/st path of ˆ at t D � 0 and the kth path of ˆ0 at t D � , and concatenate them with .� 0i /iD1;2 and
.�i /iD1;2, respectively. When k D k0, we can split the .kC1/st path of ˆ at t D � 0� � C 2"2 and the kth

path of ˆ0 at t D � , and concatenate them with .� 0i /iD1;2 and .�i /iD1;2, respectively. After these two
steps, we get the equations

(14)
�

conk0C1.ˆ; .Tk0 ; � 0/; .� 0i /iD1;2/D conk.ˆ0; .Tk; �/; .�i /iD1;2/ if k < k0;
conkC1.ˆ; . zT 2k ; �

0� � C 2"2/; .�
0
i /iD1;2/D conk.ˆ0; . zT 1k ; �/; .�i /iD1;2/ if k D k0:
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Here, zT 2
k
WD Tk � � C 2"2 and zT 1

k
WD � 0C 2"01. This observation leads us to the following lemma about

de Rham chains.

Lemma 3.14 For x 2 C dR
p .†am/, � 2 C

dR
q .S"/ and k; k0 2 f1; : : : ; mg with k � k0, the following hold :�

fk0C1;� ıfk;�.x/C .�1/
q�nfk;� ıfk0;�.x/D 0 if k < k0;

fk0C1;� ıfk;�.x/C .�1/
q�nfk;� ıfk0;�.x/ 2 C

dR
pC2C2q�2n.†

0
mC2/ if k D k0:

Proof We use the notation of (13) for x D ŒU; '; !� and � D ŒV;  ; ��. For short, let us abbreviate for
.T; �; T 0; � 0/ 2 A" �A"

�.T; �; T 0; �/ WD �".T; �/ � �".T
0; � 0/:

Case 1 We consider the case k < k0. We have fk0C1;� ıfk;�.x/D .�1/sŒWk;k0 ; ˆk;k0 ; �k;k0 � for

Wk;k0 WD f.u; �; v; �
0; v0/ j .u; �; v/ 2Wk; 2" < �

0 < T uk0 � 2"; 

u
k0.�
0/D �v

0

1 .0/g;

ˆk;k0 WWk;k0 !†aC2"mC2 ; .u; �; v; � 0; v0/ 7! conk0C1.ˆk.u; �; v/; .T
u
k0 ; �

0/;  .v0//;

�k;k0 2�
�
c .Wk;k0/; .�k;k0/.u;�;v;� 0;v0/ WD �.T

u
k ; �; T

u
k0 ; �

0/ � .!u � �v � �v0/;

s WD .qC 1�n/j�j;

by substituting k and ŒU; '; !� in (13) with k0 and ŒWk; ˆk; .�1/r�k�.

Similarly, fk ıfk0.x/D .�1/sŒW 0k;k0 ; ˆ
0
k;k0

; �0
k;k0

� for

W 0k;k0 WD f.u; �
0; v0; �; v/ j .u; � 0; v0/ 2Wk0 ; 2" < � < T

u
k � 2"; 


u
k .�/D �

v
1 .0/g;

ˆ0k;k0 WW
0
k;k0 !†aC2"mC2 ; .u; � 0; v0; �; v/ 7! conk.ˆk0.u; �

0; v0/; .T uk ; �/;  .v//;

�0k;k0 2�
�
c .W

0
k;k0/; .�0k;k0/.u;� 0;v0�;v/ D �.T

u
k0 ; �

0; T uk ; �/ � .!u � �v0 � �v/:

We define a diffeomorphism

h WWk;k0 !W 0k;k0 ; .u; �; v; � 0; v0/ 7! .u; � 0; v0; �; v/;

which changes the sign of orientation by .�1/.1CdimV�n/2 . From (14), it follows that ˆ0
k;k0
ı hDˆk;k0 .

Moreover, h�.�k;k0/D .�1/j�j
2

�0
k;k0

. Combining these computations,

fk0C1;� ıfk;�.x/D .�1/
sC.1CdimV�nCj�j/ŒW 0k;k0 ; ˆ

0
k;k0 ; �

0
k;k0 �D .�1/

q�nC1fk;� ıfk0;�.x/:

Case 2 We consider the case k D k0. We have fkC1 ıfk.x/D .�1/sŒWk;k; ˆk;k; �k;k� for

Wk;k WD f.u; �; v; �
0; v0/ j .u; �; v/ 2Wk; 2" < �

0 < zT 2k .u; �; v/� 2"; 

u
k .�
0
C � � 2"v2/D �

v0

2 .0/g;

ˆk;k WWk;k!†aC2"mC2 ; .u; �; v; � 0; v0/ 7! conkC1
�
ˆk.u; �; v/; . zT

2
k .u; �; v/; �

0/;  .v0/
�
;

�k;k 2�
�
c .Wk;k/; .�k;k/.u;�;v;� 0;v0/ D �.T

u
k ; �;

zT 2k .u; �; v/; �
0/ � .!u � �v � �v0/;

where zT 2
k
.u; �; v/ WD T u

k
� � C 2"v2.
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Similarly, fk;� ıfk;�.x/D .�1/sŒW 0k;k; ˆ
0
k;k
; �0
k;k
� for

W 0k;k WD f.u; �
0; v0; �; v/ j .u; � 0; v0/ 2Wk; 2" < � < zT

1
k .�
0; v0/� 2"; 
uk .�/D �

v
1 .0/g;

ˆ0k;k WW
0
k;k!†aC2"mC2 ; .u; � 0; v0; �; v/ 7! conk

�
ˆk.u; �

0; v0/; . zT 1k .�
0; v0/; �/;  .v/

�
;

�0k;k 2�
�
c .Wk;k/; .�0k;k/.u;� 0;v0;�;v/ D �.T

u
k ; �

0; zT 1k .�
0; v0/; �/ � .!u � �v0 � �v/;

where zT 1
k
.� 0; v0/ WD � 0C2"v

0

1 . Since �.Tk; �; zT 2k .u; �; v/; �
0/D 0 for � 0 � 10

3
", we have fkC1 ıfk.x/D

.�1/sŒWk;k; ˆk;k; �k;k� for Wk;k WDWk;k \f� 0 > 3"g.

This time, we define a map

h WWk;k!W 0k;k; .u; �; v; � 0; v0/ 7! .u; � 0C � � 2"v2; v
0; �; v/;

which is an open embedding and changes the sign of the orientation by .�1/.1CdimV�n/2 . From (14), it
follows that ˆ0

k;k
ı hDˆk;k . Indeed, if we set � 0� WD �

0C � � 2"v2, then

ˆ0k;k ı h.u; �; v; �
0; v0/D conk

�
ˆk.u; �

0
�; v
0/; . zT 1k .�

0
�; v
0/; �/;  .v/

�
D conkC1

�
ˆk.u; �; v/; . zT

1
k .u; �; v/; �

0
�� � C 2"

v
2/;  .v

0/
�

Dˆk;k.u; �; v; �
0; v0/

for every .u; �; v; � 0; v0/ 2Wk;k . Therefore,

.�1/q�nC1fkC1;� ıfk;�.x/�fk;� ıfk;�.x/D .�1/
sŒW 0k;k; ˆ

0
k;k; .�1/

j�j2h�.�k;k/� �
0
k;k�:

For .u; � 0; v0; �; v/ 2W 0
k;k

,

.�1/j�j
2

.h�.�k;k//.u;� 0;v0;�;v/� .�
0
k;k/.u;� 0;v0;�;v/

D
�
�.T uk ; �;

zT 2k .u; �; v/; �
0
� � C 2"v2/� �.T

u
k ; �

0; zT 1k .�
0; v0/; �/

�
� .!u � �v0 � �v/:

If 11
3
" � � 0 � T u

k
�
11
3
" and 11

3
" � � � zT 1

k
.� 0; v0/� 11

3
", it can be checked that 11

3
" � � 0 � � C 2"v2 �

zT 2
k
.u; �; v/� 11

3
" and 11

3
� � � T u

k
�
11
3
" hold, and thus

�.T uk ; �;
zT 2k .u; �; v/; �

0
� � C 2"v2/D 1D �.T

u
k ; �

0; zT 1k .�
0; v0/; �/:

Therefore, supp..�1/j�j
2

h�.�k;k/� �
0
k;k
/ lies in W 1

k;k
[W 2

k;k
, where

W 1
k;k WD f.u; �

0; v0; �; v/ 2W 0k;k j �
0 < 4" or T uk � 4" < �

0
g;

W 2
k;k WD f.u; �

0; v0; �; v/ 2W 0k;k j � < 4" or zT 1k .�
0; v0/� 4" < �g:

From Lemma 3.12, ˆk.u; � 0; v0/D conk.'.u/; .T uk ; �
0/;  .v0// 2 †0mC1 for all .u; � 0; v0; �; v/ 2W 1

k;k
.

Then Lemma 3.12 is applied again to show that

ˆ0k;k.u; �
0; v0; �; v/D conk

�
ˆk.u; �

0; v0/; . zT 1k .�
0; v0/; �/;  .v/

�
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is an element of †0mC2 for every .u; � 0; v0; �; v/ 2 W 1
k;k
[ W 2

k;k
. Indeed, we can apply case (i) of

Lemma 3.12 for .u; � 0; v0; �; v/ 2W 1
k;k

, and case (ii) for .u; � 0; v0; �; v/ 2W 2
k;k

. As a consequence,

.�1/q�nC1fkC1;� ıfk;�.x/�fk;� ıfk;�.x/

D ŒW 1
k;k [W

2
k;k; ˆ

0
k;kjW 1

k;k
[W 2

k;k
; ..�1/j�j

2

h�.�k;k/� �
0
k;k/jW 1

k;k
[W 2

k;k
� 2 C dR

pC2C2q�2n.†
0
mC2/:

In the definition of fk;� for � 2 C dR
q .S"/, there is an ambiguity about the choice of �" W A" ! Œ0; 1�.

Suppose that we choose another �0", and define ˛0";� and f 0
k;�

in the same way as ˛";� and fk;� . Take
an arbitrary chain x 2 C dR

p .†am/. Since supp.�0" � �"/ lies in f.T; �/ 2 A" j � < 4" or T � 4" < �g,
x tlk�prT .˛";� �˛

0
";�/ is a chain in the subspace

f..
k/kD1;:::;m; .T; �// 2†
a
m tlk�prT A" j � < 4" or T � 4" < �g:

From Lemma 3.12, we have

fk;�.x/�f
0
k;�.x/D .conk/�

�
.x tlk�prT .˛";� �˛

0
";�// evk�ev0 �

�
2 C dR

pC1Cq�n.†
0
mC1/:

Therefore, for a 2R�0, the induced map on the quotient spaces, which is denoted by the same symbol

fk;� W C
dR
� .†

a
m; †

0
m/! C dR

�C1Cq�n.†
aC"
mC1; †

0
mC1/;

is independent of the choice of �". For this map, the equation

(15) @ ıfk;� �fk;� ı @D .�1/
pC1�nfk;@� W C

dR
p .†am; †

0
m/! C dR

pC1Cq�n.†
aC"
mC1; †

0
mC1/

follows from Lemma 3.13, and the equation for k0 � k,

(16) fk0C1;� ıfk;� C .�1/
q�nfk;� ıfk0;� D 0 W C

dR
p .†am; †

0
m/! C dR

pC2C2q�2n.†
aC2"
mC2 ; †

0
mC2/;

follows from Lemma 3.14. When @� D 0, (15) implies that fk;� is a chain map shifting the degree by
1C q�n.

3.5 Œ�1; 1�- and Œ�1; 1�2-modeled de Rham chains

In this section, we introduce two types of variants of de Rham chains. In this paper, they are necessary for
only four kinds of differentiable spaces: †am, †am�†

a0

m0 , S" and .M;PM / for a manifold M. Throughout
this section, X stands for one of these differentiable spaces.

3.5.1 Œ�1; 1�-modeled de Rham chains We introduce chains in R�X. We define PX as the set of
tuples .U; '; .�C; ��// such that:

� .U; '/ 2 PRreg�X . If X D S", we additionally require that .idR � ev0/ ı ' W U ! R �Q is a
submersion. Let us write ' D .'R; 'X / W U !R�X and UI WD '�1R .I / for any subset I �R.

� �C W UR�1 !R�1 �Uf1g and �� W UR��1 !R��1 �Uf�1g are diffeomorphisms such that

' ı ��1C D iR�1 �'X jUf1g ; ' ı ��1� D iR��1 �'X jUf�1g :

Here, iR�1 (resp. iR��1) is the inclusion map from R�1 (resp. R��1) to R.
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Remark 3.15 When X D S", the condition that .U; '/ 2 PRreg�S" implies only that the composition of
.idR � ev0/ ı ' W U ! R�Q with prR (resp. prQ) is a submersion to R (resp. Q). The condition that
.idR � ev0/ ı' itself is a submersion is necessary to define a fiber product of Œ�1; 1�-modeled de Rham
chains in the latter subsection.

For .U; '; .�C; ��// 2 PX , we define a linear subspace �pc .U; '; .�C; ��// of �p.U / which consists of
p-forms ! on U such that supp!\UŒ�1;1� is compact, .��1

C
/�!D 1�!jUf1g and .��1� /�!D 1�!jUf�1g .

We consider the graded R-vector space

xA�.X/ WD
M

.U;';.�C;��//2PX

�dimU�1��
c .U; '; .�C; ��//:

For U D .U; '; .�C; ��// 2 PX and ! 2�pc .U; '; .�C; ��//, let .U; '; .�C; ��/; !/ denote the element
of xA�.X/ whose component for V 2 PX is

.U; '; .�C; ��/; !/V D

�
! if V D U ;
0 if V ¤ U :

We take the linear subspace Z�.X/ of xA�.X/ generated by vectors

.V; ' ı�; .�C; ��/; !/� .U; '; .�C; ��/; �Š!/

for any submersion � W V ! U such that

.idR�1 ��jVf1g/ ı �C D �C ı�; .idR��1 ��jVf�1g/ ı �� D �� ı�:

We define the quotient vector space

C dR
� .X/ WD

xA�.X/=Z�.X/;

whose elements we call Œ�1; 1�-modeled de Rham chains. ŒU; '; .�C; ��/; !� denotes the equivalence
class of .U; '; .�C; ��/; !/. We define a degree �1 linear map @ W C dR

� .X/! C dR
��1.X/ by

@ŒU; '; .�C; ��/; !� WD .�1/
j!jC1ŒU; '; .�C; ��/; d!�:

Obviously @ ı @D 0, and we obtain a chain complex .C dR
� .X/; @/. Its homology is denoted by H dR

� .X/.

Naturally, there are three chain maps

(17) N{ W C dR
� .X/! C dR

� .X/; ŒV;  ; !� 7! .�1/dimV ŒR�V; idR � ; .idR�1�V ; idR��1�V /; 1�!�;

and

(18)
eC W C

dR
� .X/! C dR

� .X/; ŒU; '; .�C; ��/; !� 7! .�1/dimU�1ŒUf1g; 'X jUf1g ; !jUf1g �;

e� W C
dR
� .X/! C dR

� .X/; ŒU; '; .�C; ��/; !� 7! .�1/dimU�1ŒUf�1g; 'X jUf�1g ; !jUf�1g �:

Here, Uf1g and Uf�1g are oriented so that �C and �� preserve orientations. Clearly, eC ı N{ D e� ı N{ D
idC dR
� .X/

. For N{ ı eC and N{ ı e�, the next result holds.
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Lemma 3.16 N{ ı eC and N{ ı e� are chain homotopic to the identity map idC dR
� .X/

.

Proof This assertion is essentially proved in [16, Lemma 4.8]. We should note that the result in the
reference is proved for a specific differentiable space LkC1.a/ (a differentiable space of marked Moore
loops in a manifold). However, even for a differentiable space X considered in this section, we can extend
the definition of a chain

K
�
ŒU; '; .�C; ��/; !�

�
WD .�1/j!jC1ŒR�U; N'; . N�C; N��/; x!� 2 C

dR
�C1.X/

for any ŒU; '; .�C; ��/; !�2C dR
� .X/, which appears in the proof of [16, Lemma 4.8]. ThenK WC dR

� .X/!

C dR
�C1.X/ gives a chain homotopy from idC dR

� .X/
to N{ ı eC. The proof for N{ ı e� is completely parallel.

3.5.2 Œ�1; 1�2-modeled de Rham chains Let us define the smooth map

� W .R2/reg
�X ! .R2/reg

�X; ..r1; r2/; x/ 7! ..r2; r1/; x/:

We often use the coordinate .r1; r2/ of R2 to denote its subsets, for instance R�1 �RD fr1 � 1g.

We introduce chains in R2 �X. We define yPX as the set of tuples .U; '; .�1
C
; �1�/; .�

2
C
; �2�// such that:

� .U; '/2P.R2/reg�X . If X DS", we additionally require that .idR2�ev0/ı' WU !R2�Q is a sub-
mersion. Let us write 'D ..'1R; '

2
R/; 'X / WU !R2�X and UD WD fu2U j .'1R.u/; '

2
R.u//2Dg

for any subset D �R2.

� �
j
C

and �j� for j D 1; 2 are diffeomorphisms such that

' ı .�1C/
�1
D iR�1 � .'

2
R �'X /jUfr1D1g

; ' ı .�1�/
�1
D iR��1 � .'

2
R �'X /jUfr1D�1g

;

� ı' ı .�2C/
�1
D iR�1 � .'

1
R �'X /jUfr2D1g

; � ı' ı .�2�/
�1
D iR��1 � .'

1
R �'X /jUfr2D�1g

:

For .U; '; .�1
C
; �1�/; .�

2
C
; �2�//2

yPX , we define the linear subspace�pc .U; '; .�1C; �
1
�/; .�

2
C
; �2�// of�p.U /

which consists of p-forms ! on U such that supp! \UŒ�1;1��Œ�1;1� is compact and

..�
j
C
/�1/�! D 1�!jUfrjD1g

; ..�j�/
�1/�! D 1�!jUfrjD�1g

for j D 1; 2:

We consider the graded R-vector space

yA�.X/ WD
M

.U;';.�1
C
;�1�/;.�

2
C
;�2�//2

yPX

�dimU�2��
c .U; '; .�1C; �

1
�/; .�

2
C; �

2
�//:

For U D .U; '; .�1
C
; �1�/; .�

2
C
; �2�// 2

yPX and ! 2�pc .U; '; .�1C; �
1
�/; .�

2
C
; �2�//, let

.U; '; .�1C; �
1
�/; .�

2
C; �

2
�/; !/

denote the element of yA�.X/ whose component for V 2 yPX is

.U; '; .�1C; �
1
�/; .�

2
C; �

2
�/; !/V D

�
! if V D U ;
0 if V ¤ U :
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We take the linear subspace yZ�.X/ of yA�.X/ generated by vectors

.V; ' ı�; .�1C; �
1
�/; .�

2
C; �

2
�/; !/� .U; '; .�

1
C; �

1
�/; .�

2
C; �

2
�/; �Š!/

for any submersion � W V ! U such that, for j D 1; 2,

.idR�1 ��jVfrjD1g
/ ı �

j
C
D �

j
C
ı�; .idR��1 ��jVfrjD�1g

/ ı �j� D �
j
� ı�:

Now we define the quotient vector space

yC dR
� .X/ WD

yA�.X/= yZ�.X/;

whose elements we call Œ�1; 1�2-modeled de Rham chains. ŒU; '; .�1
C
; �1�/; .�

2
C
; �2�/; !� denotes the

equivalence class of .U; '; .�1
C
; �1�/; .�

2
C
; �2�/; !/. We define a degree �1 linear map @ W yC dR

� .X/ !

yC dR
��1.X/ by

@ŒU; '; .�1C; �
1
�/; .�

2
C; �

2
�/; !� WD .�1/

j!jC1ŒU; '; .�1C; �
1
�/; .�

2
C; �

2
�/; d!�:

Obviously @ ı @D 0, and we obtain a chain complex . yC dR
� .X/; @/. Its homology is denoted by yH dR

� .X/.

Naturally, there are six chain maps

(19) O{1; O{2 W C dR
� .X/!

yC dR
� .X/; e1C; e

2
C; e

1
�; e

2
� W
yC dR
� .X/! C dR

� .X/;

defined as follows: O{1 and O{2 map x D ŒV;  ; .�C; ��/; !� 2 C dR
� .X/ to

O{1x WD .�1/dimV�1ŒR�V; idR � ; .idR�1�V ; idR��1�V /; .y�C; y��/; 1�!�;

O{2x WD .�1/dimV ŒR�V; � ı .idR � /; .y�C; y��/; .idR�1�V ; idR��1�V /; 1�!�;

where y�C WR�VR�1!R�1� .R�Vf1g/ and y�� WR�VR��1!R��1� .R�Vf�1g/ are determined by

y�C.r
0; ��1C .r; uC//D .r; .r

0; uC// for r 0 2R and .r; uC/ 2R�1 �Vf1g;

y��.r
0; ��1� .r; u�//D .r; .r

0; u�// for r 0 2R and .r; u�/ 2R��1 �Vf�1g:

In addition, ej
C

and ej� for j D 1; 2 map y D ŒU; '; .�1
C
; �1�/; .�

2
C
; �2�/; !� 2

yC dR
� .X/ to

e1Cy WD .�1/
dimU ŒUf1g�R; .'

2
R; 'X /jUf1g�R ; .�

2
CjUf1g�R�1

; �2�jUf1g�R��1
/; !jUf1g�R �;

e2Cy WD .�1/
dimU�1ŒUR�f1g; .'

1
R; 'X /jUR�f1g ; .�

1
CjUR�1�f1g

; �1�jUR��1�f1g
/; !jUR�f1g �;

e1�y WD .�1/
dimU ŒUf�1g�R; .'

2
R; 'X /jUf�1g�R ; .�

2
CjUf�1g�R�1

; �2�jUf�1g�R��1
/; !jUf�1g�R �;

e2�y WD .�1/
dimU�1ŒUR�f�1g; .'

1
R; 'X /jUR�f�1g ; .�

1
CjUR�1�f�1g

; �1�jUR��1�f�1g
/; !jUR�f�1g �:

Here, the orientations of UD for D D frj D 1g; frj D�1g for j D 1; 2 are determined so that �j
C

and �j�
preserve orientations. The signs are chosen so that

(20) eC ı e
1
C D eC ı e

2
C; e� ı e

1
C D eC ı e

2
�; eC ı e

1
� D e� ı e

2
C; e� ı e

1
� D e� ı e

2
�:

Clearly, ej
C
ı O{j D ej� ı O{

j D idC dR
� .X/

for j D 1; 2. For O{j ı ej
C

and O{j ı ej� for j D 1; 2, the next result
holds.
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Lemma 3.17 O{j ı ej
C

and O{j ı ej� for j D 1; 2 are chain homotopic to id yC dR
� .X/

.

Proof We omit the detailed proof and refer to Lemma 3.16. For any x D ŒU; '; .�1
C
; �1�/; .�

2
C
; �2�/; !� 2

yC dR
� .X/, let us define diffeomorphisms, for j D 1; 2,

z�
j
C
WR�Ufrj�1g!R�1 � .R�UfrjD1g/; z�

j
� WR�Ufrj��1g!R��1 � .R�UfrjD�1g/

such that .z�j
C
/�1.rj ; .r; u//D .r; .�

j
C
/�1.rj ; u// and .z�j�/

�1.rj ; .r; u//D .r; .�
j
�/
�1.rj ; u//. Referring

to the proof of [16, Lemma 4.8], we can find N'j, N�j
˙

and x!j for j D 1; 2 to define

K1.x/ WD .�1/j!jC1ŒR�U; N'1; . N�1C; N�
1
�/; .z�

2
C; z�

2
�/; x!

1�;

K2.x/ WD .�1/j!jC1ŒR�U; N'2; .z�1C; z�
1
�/; . N�

2
C; N�

2
�/; x!

2�

such that Kj W yC dR
� .X/!

yC dR
�C1.X/ is a chain homotopy from id yC dR

� .X/
to O{j ı ej

C
for j D 1; 2. The

proof for O{j ı ej� is completely parallel.

3.5.3 Collection of analogies with ordinary de Rham chains As above, X and Y are chosen from the
differentiable spaces †am, †am �†

a0

m0 , S" and .M;PM / for a manifold M. Let f W X ! Y be a smooth
map. If Y D S", we require that X D S"0 and ev0 ıf D ev0. Then f induces chain maps

f� W C
dR
� .X/! C dR

� .Y /; ŒU; '; .�C; ��/; !� 7! ŒU; f ı'; .�C; ��/; !�;

f� W yC
dR
� .X/!

yC dR
� .Y /; ŒU; '; .�1C; �

1
�/; .�

2
C; �

2
�/; !� 7! ŒU; f ı'; .�1C; �

1
�/; .�

2
C; �

2
�/; !�:

If X D†am and Y D†bm for a � b and f is the inclusion map, then we claim that the above maps are
injective. This can be proved in the same way as Lemma 2.7, so we omit the proof. As a consequence,
we can define C dR

� .†
b
m; †

a
m/ and yC dR

� .†
b
m; †

a
m/ as quotient complexes.

Next, let .X; Y /D .†am; †
a0

m0/ or .f0g; S"/. We identify f0g �S" with S". Then a cross product x �y 2
C dR
pCq.X �Y / is defined for x D ŒU; '; .�C; ��/; !� 2 C dR

p .X/ and y D ŒV;  ; .�C; ��/; �� 2 C dR
q .Y / by

x �y WD .�1/pj�jŒW; z'; .z�C; z��/; ! � ��:

Here, W WD U 'R� R V is a fiber product over R and z', z�C and z�� are determined by

z' WW !R� .X �Y /; .u; v/ 7! .'R.u/; 'X .u/;  Y .v//;

z�C.u; v/D .r; .uC; vC// for .u; v/D ..�C/�1.r; uC/; .�C/�1.r; vC// 2WR�1 ;

z��.u; v/D .r; .u�; v�// for .u; v/D ..��/�1.r; u�/; .��/�1.r; v�// 2WR��1 :

Similarly, a cross product x�y 2 yC dR
pCq.X�Y / is defined for xD ŒU; '; .�1

C
; �1�/; .�

2
C
; �2�/; !�2

yC dR
p .X/

and y D ŒV;  ; .�1
C
; �1�/; .�

2
C
; �2�/; �� 2

yC dR
q .Y / by

x �y WD .�1/pj�jŒW; z'; .z�1C; z�
1
�/; .z�

2
C; z�

2
�/; ! � ��:

HereW WDU .'1R;'2R/�. 1R; 2R/V is a fiber product over R2 and z', z�j
C

and z�j� for j D1; 2 are determined by

z' WW !R� .X �Y /; .u; v/ 7! .'R.u/; 'X .u/;  Y .v//;

z�
j
C
.u; v/D .r; .uC; vC// for .u; v/D ..�j

C
/�1.r; uC/; .�

j
C
/�1.r; vC// 2WfrjD1g;

z�j�.u; v/D .r; .u�; v�// for .u; v/D ..�j�/
�1.r; u�/; .�

j
�/
�1.r; v�// 2WfrjD�1g:
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The next result is analogous to Propositions 3.7 and 3.9. It follows immediately from the fact that
.eC/� WH

dR
� .X/!H dR

� .X/ is an isomorphism (see Lemma 3.16).

Proposition 3.18 Let a; b 2R>0 with a � b and " 2 .0; "0=C � for the constant C of Lemma 3.8. Then
the following hold :

� If Lm.K/\ Œa; b�D∅, then H dR
� .†

b
m; †

a
m/D 0.

� For any x 2H dR
� .S"/,

.ev0/� ı .eC/�.x/D 0 2H dR
� .N"/ D) .i";C"/�.x/D 0 2H

dR
� .SC"/:

3.5.4 Operations on Œ�1; 1�- and Œ�1; 1�2-modeled de Rham chains In the rest of this section, let
us define operators corresponding to fk;� . We prefer to refer to the explicit description (13) of fk;�.x/
rather than its original definition using fiber products of chains. Let " 2 .0; "0=.5C0/� and �" WA"! Œ0; 1�

be the C1 function we have chosen in the beginning of Section 3.4

For k D 1; : : : ; m and N� 2 C dR
q .S"/, we define a linear map

Nf
k; N�
W C dR
� .†

a
m/! C dR

�C1Cq�n.†
aC"
mC1/

as follows: Let

x D ŒU; '; .�C; ��/; !� 2 C
dR
p .†am/;

N� D ŒV;  ; .�C; ��/; �� 2 C
dR
q .S"/;

and
'.u/D .'R.u/; '†.u// D .'R.u/; .


u
l W Œ0; T

u
l �!Q/lD1;:::;m/ 2R�†am;

 .v/D . R.v/;  S .v//D . R.v/; .�
v
i /iD1;2/ 2R�S"

for every u 2 U and v 2 V. Then we define Nf
k; N�
.x/ WD .�1/sŒWk; ˆk; .z�C; z��/; �k�, where

(21)

Wk WD f.u; �; v/ 2 U �R�V j 2" < � < T uk � 2"; .'R.u/; 

u
k .�//D . R.u/; �

v
1 .0//g;

ˆk WWk!R�†aC"mC1; .u; �; v/ 7!
�
'R.u/; conk.'†.u/; .T

u
k ; �/;  S .v//

�
;

�k 2�
�
c .Wk/; .�k/.u;�;v/ WD �".T

u
k ; �/ � .!u � �v/;

s WD .pC 1�n/j�jCnC 1;

and
z�C.u; �; v/ WD .r; .uC; �; vC// 2R� .Wk/frD1g

for .u; �; v/D .��1
C
.r; uC/; �; �

�1
C
.r; vC// 2 .Wk/fr�1g, and

z��.u; �; v/ WD .r; .u�; �; v�// 2R� .Wk/frD�1g

for .u; �; v/ D .��1� .r; u�/; �; �
�1
� .r; v�// 2 .Wk/fr��1g. Here, Wk is oriented as a fiber product over

R�Q of the map

f.u; �/ 2 U �R j 2" < � < T uk � 2"g !R�Q; .u; �/ 7! .'R.u/; 

u
k .�//;
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and the submersion .idR � ev0/ ı W V ! R�Q. It can be checked that N{ and eC, e� intertwine this
operator and fk;� for � 2 C dR

q .S"/. Namely,

N{ ıfk;� D fk;N{� ı N{; eC ı Nfk; N� D fk;eC N�
ı eC; e� ı Nfk; N� D fk;e� N�

ı e�:

Similar results as for fk;� are the following: Nf
k; N�

induces a linear map

Nf
k; N�
W C dR
� .†

a
m; †

0
m/! C dR

�C1Cq�n.†
aC"
mC1; †

0
mC1/;

which is independent of �". The next equations are variants of (15) and (16), and they follow from similar
computations as Lemmas 3.13 and 3.14, so we omit the proof.

Proposition 3.19 For k0 � k,

@ı Nf
k; N�
� Nf

k; N�
ı@D .�1/pC1�n Nf

k;@ N�
W C dR
p .†am; †

0
m/! C dR

pC1Cq�n.†
aC"
mC1; †

0
mC1/;

Nf
k0C1; N�

ı Nf
k; N�
C.�1/q�n Nf

k; N�
ı Nf

k0; N�
D 0 W C dR

p .†am; †
0
m/! C dR

pC2C2q�2n.†
aC2"
mC2 ; †

0
mC2/:

Next, for k D 1; : : : ; m and y� 2 yC dR
q .S"/, we define a linear map

Of
k;y�
W C dR
� .†

a
m/! C dR

�C1Cq�n.†
aC"
mC1/

as follows: Let

x D ŒU; '; .�1C; �
1
�/; .�

2
C:�

2
�/; !� 2

yC dR
p .†am/;

y� D ŒV;  ; .�1C; �
1
�/; .�

2
C; �

2
�/; �� 2

yC dR
q .S"/;

and
'.u/D .'R2.u/; '†.u// D

�
.'1R.u/; '

2
R.u//; .


u
l W Œ0; T

u
l �!Q/lD1;:::;m

�
2R2 �†am;

 .v/D . R2.v/;  S .v//D
�
. 1R.v/;  

2
R.v//; .�

v
i /iD1;2

�
2R2 �S"

for every u 2 U and v 2 V. Then we define Of
k;y�
.x/ WD .�1/sŒWk; ˆk; .z�

1
C
; z�1�/; .z�

2
C
; z�2�/; �k�, where

Wk WD f.u; �; v/ 2 U �R�V j 2" < � < T uk � 2"; .'R2.u/; 

u
k .�//D . R2.u/; �

v
1 .0//g;

ˆk WWk!R2 �†aC"mC1; .u; �; v/ 7!
�
'R2.u/; conk.'†.u/; .T

u
k ; �/;  S .v//

�
;

�k 2�
�
c .Wk/; .�k/.u;�;v/ WD �".T

u
k ; �/ � .!u � �v/;

s WD .pC 1�n/j�j;
and, for j D 1; 2,

z�
j
C
.u; �; v/ WD .rj ; .u

j
C
; �; v

j
C
// 2R�1 � .Wk/frjD1g

for .u; �; v/D ..�j
C
/�1.rj ; u

j
C
/; �; .�j /�1

C
.rj ; v

j
C
// 2 .Wk/frj�1g and

z�j�.u; �; v/ WD .rj ; .u
j
�; �; v

j
�// 2R��1 � .Wk/frjD�1g

for .u; �; v/D ..�j�/
�1.rj ; u

j
�/; �; .�

j /�1� .rj ; v
j
�//2 .Wk/frj��1g. Here,Wk is oriented as a fiber product

over R2 �Q of the map

f.u; �/ 2 U �R j 2" < � < T uk � 2"g !R2 �Q W .u; �/! .'R2.u/; 

u
k .�//

and the submersion .idR2 �ev0/ı W V !R2�Q. It can be checked that O{j and ej
C

and ej� for j D 1; 2
intertwine this operator and Nf

k; N�
for N� 2 C dR

q .S"/.
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Similar results as for fk;� are the following: Of
k;y�

induces a linear map

Of
k;y�
W yC dR
� .†

a
m; †

0
m/!

yC dR
�C1Cq�n.†

aC"
mC1; †

0
mC1/;

which is independent of �". The next equations are variants of (15) and (16), and they follow from similar
computations as Lemmas 3.13 and 3.14, so we omit the proof.

Proposition 3.20 For k0 � k,

@ı Of
k;y�
� Of

k;y�
ı@D .�1/pC1�n Of

k;@y�
W yC dR
p .†am; †

0
m/!

yC dR
pC1Cq�n.†

aC"
mC1; †

0
mC1/;

Of
k0C1;y�

ı Of
k;y�
C.�1/q�n Of

k;y�
ı Of

k0;y�
D 0 W yC dR

p .†am; †
0
m/!

yC dR
pC2C2q�2n.†

aC2"
mC2 ; †

0
mC2/:

4 Construction ofH string
� .Q;K/

4.1 Definition of chain complex

For a 2R>0 and " 2 .0; "0=.5C0/�, we define the graded R-vector space

C<a� ."/ WD

1M
mD0

C dR
��m.d�2/.†

aCm"
m ; †0m/:

If m� 2a="0, then aCm"�m
�
1
2
"0C "

�
�m"0. In this case, †aCm"m D†0m by Remark 3.1. Therefore,

the component for m 2 Z�0 vanishes if m� 2a="0.

For each m 2 Z�0, we think of C dR
��m.d�2/

.†aCm"m ; †0m/ as a linear subspace of C<a� ."/ in a natural
way. For ı 2 C dR

n�d
.S"/, we define a degree �1 linear map

Dı W C
<a
� ."/! C<a��1."/

such that, for x 2 C dR
p�m.d�2/

.†aCm"m ; †0m/,

Dı.x/D @xC

mX
kD1

.�1/pC1Ckdfk;ı.x/ 2 C
<a
p�1."/:

When mD 0, the right-hand side is just equal to @x.

Proposition 4.1 If ı 2 C dR
n�d

.S"/ satisfies @ı D 0, then Dı ıDı D 0.

Proof Take an arbitrary x 2 C dR
p�m.d�2/

.†aCm"m ; †0m/. Since @ ı @D 0,

Dı ıDı.x/D

mX
kD1

..�1/pC1Ckd@ ıfk;ı.x/C .�1/
pCkdfk;ı ı @.x//

C

mC1X
k0D1

mX
kD1

.�1/.kCk
0/d�1fk0;ı ıfk;ı.x/:
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Applying (15) for q D n�d and � D ı for which @ı D 0, we can see that the first summand is equal to 0.
For the second summand, we apply (16) for q D n� d and � D ı. Then
mC1X
k0D1

mX
kD1

.�1/.kCk
0/d�1fk0;ı ıfk;ı.x/

D

X
1�k�k0�m

..�1/.kCk
0C1/d�1fk0C1;ı ıfk;ı.x/C .�1/

.kCk0/d�1fk;ı ıfk0;ı.x//

D 0:

This shows that Dı ıDı.x/D 0.

In summary, for a2R>0, "2 .0; "0=.5C0/� and ı2C dR
n�d

.S"/with @ıD0, a chain complex .C<a� ."/;Dı/

is defined. Let H<a
� .";ı/ denote its homology.

The chain complex .C<a� ."/;Dı/ is filtered by subcomplexes fF<a";pgp2Z defined by

(22) F<a";p WD

1M
m��p

C dR
��m.d�2/.†

aCm"
m ; †0m/:

Let E<a
.";ı/
WD
�
f.E<a

.";ı/
/rp;qg; f.d

<a
.";ı/

/rp;qg
�

be the spectral sequence determined by fF<a";pgp2Z. Note that
F<a";p D 0 for p � �2a="0 and F<a";p D F<a";0 for p � 0, and thus this spectral sequence converges to
H<a
� ."; ı/ in the sense of [21, Bounded Convergence 5.2.5]. The first page is given by

.E<a.";ı//
1
�m;q D

�
H dR
.q�m/�m.d�2/

.†aCm"m ; †0m/DH
dR
q�m.d�1/

.†aCm"m ; †0m/ if m� 0;
0 if m< 0:

Let us state an abstract lemma about morphisms in the category of spectral sequences. This result, which
is a refinement of [21, Comparison Theorem 5.2.12], will be repeatedly used in the rest of this paper.

Lemma 4.2 Let E D .fErp;qg; fd
r
p;qg/ and E 0 D .fE 0rp;qg; fd

0r
p;qg/ be bounded spectral sequences which

converge to H� and H 0�, respectively, in the sense of [21, Bounded Convergence 5.2.5]. Let f D ff rp;qg
be a morphism from E to E 0 which is compatible with fhn WHn!H 0ngn2Z. Then the following assertion
holds:

� Suppose that , for some r0 � 1 and n0 2Z, f r0p;q is an isomorphism if pCq < n0, and a surjection if
pC q D n0. Then hn is an isomorphism if n < n0 and a surjection if nD n0. In particular , if f r0p;q
is an isomorphism for every p; q 2 Z for some r0 � 1, then hn is an isomorphism for every n 2 Z.

Proof Suppose that ff rp;qg satisfy the condition of the assertion for r0 � 1 and n0 2 Z. Note that, for
any r � 1 and p; q 2 Z,

f rC1p;q WE
rC1
p;q Š Ker d rp;q=Im d rpCr;q�rC1!E 0rC1p;q Š Ker d 0rp;q=Im d 0rpCr;q�rC1

is induced by ff rp;qgp;q . Therefore, by inductive arguments about ff rp;qg on r D r0; r0C 1; : : : , we can
prove that f1p;q WE

1
p;q!E 01p;q is an isomorphism if pC q < n0, and a surjection if pC q D n0. We omit

the concluding argument about hn, since it is parallel to [21, Comparison Theorem 5.2.12].
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For "; N"2 .0; "0=.5C0/� with "� N", let j";N" W†aCm"m !†aCmN"m for m2Z�0 be the inclusion maps. These
maps induce a linear map

.j";N"/� W C
<a
� ."/! C<a� .N"/:

For any ı 2C dR
n�d

.S"/ with @ıD 0, .j";N"/� is a chain map from .C<a� ."/;Dı/ to .C<a� .N"/;D.i";N"/�ı/ and
preserves the filtrations fF<a";pgp2Z and fF<a

N";pgp2Z.

Lemma 4.3 Suppose that a 2R>0 nL.K/. Then the induced map on homology

.j";N"/� WH
<a
� ."; ı/!H<a

� .N"; .i";N"/�ı/

is an isomorphism if N" satisfies Œa; aC .2a="0/N"�\L.K/D∅.

Proof Ifm�2a="0, then†aCmN"m D†aCm"m D†0m. If 0�m�2a="0, then ŒaCm"; aCmN"�\L.K/D∅
from the condition on N". Thus, Proposition 3.7 is applied to show that H dR

� .†
aCmN"
m ; †aCm"m /D 0 for all

m 2 Z�0. Therefore, the induced map on the .�m; q/-term for m� 0 of the first page

.j";N"/� W .E
<a
.";ı//

1
�m;q DH

dR
q�m.d�1/.†

aCm"
m ; †0m/! .E<a.N";.i";N"/�ı//

1
�m;q DH

dR
q�m.d�1/.†

aCmN"
m ; †0m/

is an isomorphism. Now the assertion follows from Lemma 4.2.

As we have seen in Example 2.6,H dR
� .N

reg
" /ŠHd

c .N"IR/. Therefore, we can determine a unique homol-
ogy class Th" 2H dR

n�d
.N

reg
" / which corresponds to the Thom class of .TK/? through the diffeomorphism

f.x; v/ 2 .TK/? j v < "g !N", .x; v/ 7! expx v.

The above lemma leads us to define a set of data ."; ı/ as follows.

Definition 4.4 Let C � 1 be the constant of Lemma 3.8. We define Ta for every a 2R�0 nL.K/ to be
the set of pairs ."; ı/ of " 2 .0; "0=.5C 4/� and ı 2 C dR

n�d
.S"/ such that:

(a) Œa; aC .2a="0/y"�\L.K/D∅ for y" WD C 3".

(b) @ı D 0 and .ev0/�Œı�D Th" 2H dR
n�d

.N
reg
" /.

Let a; b 2 R>0 with a < b. For " 2 .0; "0=.5C0/� and ı 2 C dR
n�d

.S"/ with @ı D 0, there exists a chain
map .I a;b" /� from .C<a� ."/;Dı/ to .C<b� ."/;Dı/ induced by inclusion maps I a;b" W†aCm"m !†bCm"m

for all m 2 Z�0. We define the quotient complex

.C
Œa;b/
� ."/ WD C<b� ."/=C<a� ."/;Dı/:

Let H Œa;b/
� ."; ı/ denote its homology. Obviously, there exists a long exact sequence

(23) � � � !H<a
� ."; ı/

.I
a;b
" /�
�����!H<b

� ."; ı/!H
Œa;b/
� ."; ı/!H<a

��1."; ı/
.I
a;b
" /�
�����! � � � :

The next result is a trivial computation from the spectral sequence.
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Proposition 4.5 For a; b 2R nL.K/ with a < b and ."; ı/ 2 Ta \Tb , the following hold :

� If Œa; b�\L.K/D∅, then H Œa;b/
� ."; ı/D 0.

� If there exist c 2 L.K/ and m0 2 Z�1 such that Œa; b� \ Lm.K/ D fcg if m D m0 and
Œa; b�\Lm.K/D∅ otherwise , then

H
Œa;b/
� ."; ı/ŠH dR

��m0.d�2/
.†bm0 ; †

a
m0
/:

Proof Let EŒa;b/
.";ı/

be the spectral sequence determined by a filtration fF<b";m=F<a";mgm2Z. We apply
Proposition 3.7 to the first page. For the first case, .EŒa;b/

.";ı/
/1p;q D 0 for every p; q 2Z, so the assertion

is trivial. For the second case, .EŒa;b/
.";ı/

/1p;qD 0 for every p¤�m0, so all differentials are the zero map.
Therefore, H Œa;b/

q ."; ı/Š .E
Œa;b/

.";ı/
/1
�m0;qCm0

and the assertion follows from

.E
Œa;b/

.";ı/
/1�m0;qCm0 DH

dR
q�m0.d�2/

.†bCm0"m0
; †aCm0"m0

/ŠH dR
q�m0.d�2/

.†bm0 ; †
a
m0
/:

Here, the last isomorphism comes from Proposition 3.7.

4.2 Variants from Œ�1; 1�- and Œ�1; 1�2-modeled de Rham chains

In Section 3.5, we introduced Œ�1; 1�-modeled and Œ�1; 1�2-modeled de Rham chains. In this section, we
define chain complexes as in Section 4.1 by using these types of chains. Their constructions and some
computations are parallel to the former section, so we often omit proofs.

First, we deal with Œ�1; 1�-modeled chains. For a 2R>0 and " 2 .0; "0=.5C0/�, we consider the graded
R-vector space

C<a� ."/ WD

1M
mD0

C dR
��m.d�2/.†

aCm"
m ; †0m/:

For Nı 2 C dR
n�d

.S"/, we define a degree �1 map D Nı W C
<a
� ."/! C<a

��1."/ by

D Nı.x/ WD @xC

mX
kD1

.�1/pC1Ckd Nf
k; Nı
.x/

for x 2 C dR
p�m.d�2/

.†aCm"m ; †0m/.

Proposition 4.6 If Nı 2 C dR
n�d

.S"/ satisfies @ Nı D 0, then D Nı ıD Nı D 0.

This is analogous to Proposition 4.1 and can be deduced from the two equations of Proposition 3.19.
From this proposition, for Nı 2 C dR

n�d
.S"/ with @ı D 0, we obtain a chain complex .C<a� ."/;D Nı/. Let

H<a
� ."; Nı/ denote its homology.

Let us consider a relation to the chain complex defined in Section 4.1. The linear maps (18) forXD†aCm"m

eC; e� W C
dR
� .†

aCm"
m /! C dR

� .†
aCm"
m / for m 2 Z�0

naturally induce linear maps
e";C; e";� W C

<a
� ."/! C<a� ."/;

and these are chain maps from .C<a� ."/;D Nı/ to .C<a� ."/;D
eC Nı

/ and .C<a� ."/;D
e� Nı
/, respectively.
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We define a filtration fF<a";pgp2Z by

F<a";p WD
M
m��p

C dR
��m.d�2/.†

aCm"
m ; †0m/:

Let E<a
."; Nı/

be the spectral sequence determined by this filtration.

Lemma 4.7 e";C and e";� are quasi-isomorphisms.

Proof We prove this assertion for only e";C. The proof for e";� is parallel. Since e";C preserves filtrations
fF<a";pgp2Z and fF<a";pgp2Z, this induces a map on the first page .e";C/� W .E<a

."; Nı/
/1p;q! .E<a

.";eC Nı/
/1p;q . For

p D�m� 0, this coincides with

.eC/� WH
dR
q�m.d�1/.†

aCm"
m ; †0m/!H dR

q�m.d�1/.†
aCm"
m ; †0m/:

From Lemma 3.16, this map is an isomorphism. Now the assertion follows from Lemma 4.2.

For N"; y" 2 .0; "0=.5C0/� with N"� y", the linear map .jN";y"/� W C<a� .N"/! C<a� .y"/, induced by the inclusion
maps jN";y" W†aCmN"m !†aCmy"m for all m 2Z�0, is a chain map from .C<a� .N"/;D Nı/ to .C<a� .y"/;D

.iN";y"/�
Nı
/.

Lemma 4.8 Suppose that a 2R>0 nL.K/. Then the induced map on homology

.jN";y"/� WH
<a
� .N"; Nı/!H<a

� .y"; .iN";y"/�
Nı/

is an isomorphism if y" satisfies Œa; aC .2a="0/y"�\L.K/D∅.

Proof The proof is parallel to that of Lemma 4.3. The chain map .jN";y"/� preserves the filtrations
fF<a
N";pgp2Z and fF<a

y";p
gp2Z. This induces an isomorphism on the first page since, for every m 2 Z�0,

H�.†
aCmy"
m ; †aCmN"m /D 0

by Proposition 3.18. Now the assertion follows from Lemma 4.2.

The above lemma leads us to the following definition.

Definition 4.9 Let C � 1 be the constant of Lemma 3.8. We define Ta for a 2R>0 nL.K/ to be the set
of pairs .N"; Nı/ of N" 2 .0; "0=.5C 3/� and Nı 2 C dR

n�d
.SN"/ such that:

(a) Œa; aC .2a="0/y"�\L.K/D∅ for y" WD C 2 N".

(b) @ Nı D 0 and .ev0/�ŒeC Nı�D ThN" 2H dR
n�d

.N
reg
N" /.

Next, we deal with Œ�1; 1�2-modeled chains. For a 2R>0 and " 2 .0; "0=.5C0/�, we consider the graded
R-vector space

yC<a� ."/ WD

1M
mD0

yC dR
��m.d�2/.†

aCm"
m ; †0m/:

Algebraic & Geometric Topology, Volume 25 (2025)



988 Yukihiro Okamoto

For yı 2 yC dR
n�d

.S"/, we define a degree �1 map yDyı W
yC<a� ."/! yC<a

��1."/ by

yDyı.x/ WD @xC

mX
kD1

.�1/pC1Ckd Of
k;yı
.x/

for x 2 yC dR
p�m.d�2/

.†aCm"m ; †0m/.

Proposition 4.10 If yı 2 yC dR
n�d

.S"/ satisfies @yı D 0, then yDyı ı
yDyı D 0.

This is analogous to Proposition 4.1 and can be deduced from the two equations of Proposition 3.20.
From this proposition, for yı 2 yC dR

n�d
.S"/ with @yı D 0, we obtain a chain complex . yC<a� ."/; yDyı/. Let

yH<a
� ."; yı/ denote its homology.

Let us consider a relation to the chain complex defined by Œ�1; 1�-modeled de Rham chains. For j D 1; 2,
the linear maps of (19) for X D†aCm"m ,

e
j
C
; ej� W

yC dR
� .†

aCm"
m /! C dR

� .†
aCm"
m / for m 2 Z�0;

naturally induce linear maps
e
j
";C; e

j
";� W
yC<a� ."/! C<a� ."/;

and these are chain maps from . yC<a� ."/; yDyı/ to .C<a� ."/;D
e
j
C
yı
/ and .C<a� ."/;D

ej�
yı
/, respectively.

Lemma 4.11 e
j
";C and ej";� for j D 1; 2 are quasi-isomorphisms.

Proof The proof is parallel to that of Lemma 4.7. This time, we use the spectral sequence determined by
a filtration f�Fa";pgp2Z, which is defined by�Fa";p WD M

m��p

yC dR
��m.d�2/.†

aCm"
m ; †0m/:

Then ej";C and ej";� for j D 1; 2 preserve the filtrations f�Fa";pgp2Z and fFa";pgp2Z. By Lemma 3.17, they
induce an isomorphism on the first page. Now the assertion follows from Lemma 4.2.

4.3 The limit of "! 0

In this section, we define a transition map

k."0;ı 0/;.";ı/ WH
<a
� ."0; ı0/!H<a

� ."; ı/

for every a 2R>0 nL.K/ and ."; ı/; ."0; ı0/ 2 Ta with "0 � ", by using .N"; Nı/ 2 Ta satisfying

(24) "� N"; eC Nı D .i";N"/�ı; e� Nı D .i"0;N"/�ı
0:

In fact, k."0;ı 0/;.";ı/ is an isomorphism. We also prove that
�
fH<a
� ."; ı/g.";ı/2Ta ; fk."0;ı 0/;.";ı/g"0�"

�
forms

an inverse system.

4.3.1 Construction of transition maps Let us first prove the existence of the above .N"; Nı/.

Lemma 4.12 For ."; ı/; ."0; ı/ 2 Ta with "0 � ", there exists .N"; Nı/ 2 Ta satisfying (24).
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Proof Let us take N" WDC" for the constantC in Lemma 3.8, and rewrite ıC WD .i";N"/�ı and ı� WD .i"0;N"/�ı0

for short. Since
.ev0/�Œı� .i"0;"/�ı0�D Th"� .i"0;"/�Th"0 D 0 2H dR

n�d .N"/;

Proposition 3.9 shows that there exists � 2 C dR
n�dC1

.SN"/ such that

@� D .i";N"/�.ı� .i"0;"/�ı
0/D ıC� ı�:

Let � WR! Œ0; 1� be a C1 function such that �.r/D 1 if 1� r and �.r/D 0 if r � �1. We take chains
ˇC; ˇ� 2 C

dR
0 .f0g/ defined by

ˇC WD ŒR; idR; .idR�1 ; idR��1/; ��; ˇ� WD ŒR; idR; .idR�1 ; idR��1/; 1� ��:

Now we define Nı by

Nı WD ˇC � .N{ıC/Cˇ� � .N{ı�/C .@ˇC/� .N{�/ 2 C
dR
n�d .SN"/:

This satisfies condition (24). Moreover, @ NıD 0 and .ev0/�ŒeC Nı�D .ev0/�ŒıC�D ThN". Now it is clear that
.N"; Nı/D .C"; Nı/ satisfies the two conditions to be an element of Ta.

From Lemmas 4.3 and 4.7, we can define isomorphisms

f
.N"; Nı/;C

WD .j";N"/
�1
� ı .eN";C/� WH

<a
� .N"; Nı/!H<a

� ."; ı/;

f
.N"; Nı/;�

WD .j"0;N"/
�1
� ı .eN";�/� WH

<a
� .N"; Nı/!H<a

� ."0; ı0/

such that the following diagrams commute:

H<a
� .N"; Nı/

.eN";C/�
��

f.N"; Nı/;C
// H<a
� ."; ı/

.j";N"/�

��

H<a
� .N"; Nı/

.eN";�/�
��

f.N"; Nı/;�
// H<a
� ."0; ı0/

.j"0;N"/�

��

H<a
� .N"; eC Nı/ H<a

� .N"; .i";N"/�ı/ H<a
� .N"; e� Nı/ H<a

� .N"; .i"0;N"/�ı
0/

We define an isomorphism

k
.N"; Nı/
WD f

.N"; Nı/;C
ı .f

.N"; Nı/;�
/�1 WH<a

� ."0; ı0/!H<a
� ."; ı/:

Later, we will prove the independence on .N"; Nı/ (Corollary 4.16), and this is the transition map k."0;ı/;.";ı/
we need.

Lemma 4.13 When ."0; ı0/D ."; ı/ 2 Ta, we may take ."; N{ı/ 2 Ta as an element satisfying (24). In
this case , we have

k.";N{ı/ D idH<a
� .";ı/:

Proof To prove this assertion, let us introduce a chain map N{" from .C<a� ."/;Dı/ to .C<a� ."/;DN{ı/

induced by N{ W C dR
��m.d�2/

.†aCm"m /! C dR
��m.d�2/

.†aCm"m / (see (17)) for all m 2 Z�0. This satisfies
e";C ı N{" D idC<a� ."/ D e";� ı N{", and thus

(25) .e";C/� D .N{"/
�1
� D .e";�/� WH

<a
� ."; N{ı/!H<a

� ."; ı/:

Therefore, k.";N{ı/ D .e";C/� ı .e";�/�1� D idH<a
� .";ı/.
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4.3.2 Compositions Next, we think about compositions of maps in the set fk
.N"; Nı/
g
.N"; Nı/2Ta

. For
."; ı/; ."0; ı0/; ."00; ı00/ 2 Ta with "00 � "0 � ", suppose that we have chosen .N"; Nı/; .N"0; Nı0/; .z"; zı/ 2 Ta

satisfying
eC Nı D .i";N"/�ı; eC Nı

0
D .i"0;N"0/�ı

0; eCzı D .i";z"/�ı;

e� Nı D .i"0;N"/�ı
0; e� Nı

0
D .i"00;N"0/�ı

00; e�zı D .i"00;z"/�ı
00:

In this situation, let us first prove the following lemma.

Lemma 4.14 There exists y" 2 .0; "0=.5C0/� and yı 2 yC dR
n�d

.Sy"/ such that @yı D 0 and

e1C
yı D .iz";y"/�

zı; e1�
yı D .iN"0;y"/�

Nı0; e2C
yı D .iN";y"/�

Nı; e2�
yı D .i"00;y"/�.N{ı

00/:

Proof Let us take � WD C �maxfN"; N"0; z"g, y" WD C� and rewrite NıC WD .iz";�/�zı and Nı� WD .iN"0;�/� Nı0 for
short. Since

.ev0/� ı .eC/�Œ.iz";C�1�/�zı� .iN"0;C�1�/� Nı
0�D .iz";C�1�/�.Thz"/� .iN"0;C�1�/�.ThN"0/D 0 2H dR

� .NC�1�/;

Proposition 3.18 shows that there exists N�12C dR
n�dC1

.S�/ such that @ N�1D NıC�Nı�. We define y�1 WR�R!

Œ0; 1�, .r1; r2/ 7! �.r1/, where � is the function that appeared in the proof of Lemma 4.12. Then we take
chains y̌C; y̌� 2 yC dR

0 .f0g/ defined by

y̌1
C WD ŒR

2; idR2 ; .�
1
C; �

1
�/; .�

2
C; �

2
�/; y��;

y̌1
� WD ŒR

2; idR2 ; .�
1
C; �

1
�/; .�

2
C; �

2
�/; 1� y��;

where �j
C
D idfrj�1g and �j� D idfrj��1g for j D 1; 2. We define

� WD y̌1C � .O{
1 NıC/C y̌

1
� � .O{

1 Nı�/C .@ y̌
1
C/� .O{

1. N�1� N{e� N�1// 2 yC
dR
n�d .S�/:

This chain satisfies @� D 0 (note that e�.@ N�1/D e� NıC� e� Nı� D 0). Moreover,

e1C� D .iz";�/�
zı; e1�� D .iN"0;�/�

Nı0; e2�� D .i"00;�/�.N{ı
00/

hold. The former two equations are easy to check. The third equation can be checked as follows: since
e2� ı O{

1 D N{ ı e�, we have e2�.O{
1. N�1� N{e� N�1//D 0 and thus

e2�� D .e
2
�
y̌1
C/�

�
N{..i"00;�/�ı

00/
�
C .e2�

y̌1
�/�

�
N{..i"00;�/�ı

00/
�
D .i"00;�/�.N{ı

00/:

Let us write ı WD e2
C
� 2 C dR

n�d
.S�/ and consider the difference of chains ı� .iN";�/� Nı. We claim that there

exists N�2 2 C dR
n�dC1

.Sy"/ such that

(26) @ N�2 D .i�;y"/�ı� .iN";y"/�
Nı; eC N�2 D e� N�2 D 0:

We prove this claim. Since eC ı e2C D eC ı e
1
C

and e� ı e2C D eC ı e
1
�, we have

.eC/�Œı� .iN";�/� Nı�D .eC ı e
1
C/�Œ��� .i";�/�Œı� D 0 2H

dR
n�d .S�/;

.e�/�Œı� .iN";�/� Nı�D .eC ı e
1
�/�Œ��� .i"0;�/�Œı

0�D 0 2H dR
n�d .S�/:

From Lemma 3.16, there exists N� 02 2C
dR
n�dC1

.S�/ such that @ N� 02D ı�.iN";�/� Nı and @.eC N� 02/D@.e� N�
0
2/D0.

Since .ev0/�ŒeC N� 02� and .ev0/�Œe� N� 02� are contained in H dR
n�dC1

.N�/D f0g, Proposition 3.18 shows that
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there exist 'C; '� 2 C dR
n�dC2

.Sy"/ such that @'C D .i�;y"/�.eC N� 02/ and @'� D .i�;y"/�.e� N� 02/. Then, by
using ˇC and ˇ� in the proof of Lemma 4.12, we define

N�2 WD .i�;y"/�
N� 02� @.ˇC � N{'C/� @.ˇ� � N{'�/ 2 C

dR
n�dC1.Sy"/;

and this chain satisfies (26).

We take y�2 WR2! Œ0; 1�, .r1; r2/ 7! �.r2/, and

y̌2
C WD ŒR

2; idR2 ; .�
1
C; �

1
�/; .�

2
C; �

2
�/; y�

2� 2 yC dR
0 .f0g/:

Finally, we define a chain

yı WD .i�;y"/�� � @.
y̌2
C � O{

2 N�2/ 2 yC
dR
n�d .Sy"/:

This satisfies @yı D 0 and the required four equations.

Lemma 4.14 is applied to prove the next proposition.

Proposition 4.15 k
.N"; Nı/
ı k

.N"0; Nı 0/
D k

.z";zı/
WH<a
� ."00; ı00/!H<a

� ."; ı/:

Proof Let .y"; yı/ be the pair of Lemma 4.14. From Lemmas 4.8 and 4.11, we can define isomorphisms

f 1
.y";yı/;C

WD .jN";y"/
�1
� ı .e

1
y";C
/� W yH

<a
� .y"; yı/!H<a

� .z"; zı/;

f 1
.y";yı/;�

WD .jN"0;y"/
�1
� ı .e

1
y";�
/� W yH

<a
� .y"; yı/!H<a

� .N"0; Nı0/;

f 2
.y";yı/;C

WD .jN";y"/
�1
� ı .e

2
y";C
/� W yH

<a
� .y"; yı/!H<a

� .N"; Nı/:

From the definitions of k
.N"; Nı/

, k
.N"0; Nı 0/

and k
.z";zı/

, it suffices to show that the following diagram commutes:

H<a
� .z"; zı/

f
.z";zı/;�

ww

f
.z";zı/;C

&&

yH<a
� .y"; yı/

f 1
.y";yı/;C

OO

f 1
.y";yı/;�

��

f 2
.y";yı/;C

��

H<a
� ."00; ı00/ H<a

� ."0; ı0/ H<a
� ."; ı/

H<a
� .N"0; Nı0/

f.N"0; Nı0/;�

gg

f.N"0; Nı0/;C

77

H<a
� .N"; Nı/

f.N"; Nı/;�

ff

f.N"; Nı/;C

88

Note that all maps appearing in the diagram are isomorphisms. We need to prove the three equations

(27)

f
.z";zı/;C

ıf 1
.y";yı/;C

D f
.N"; Nı/;C

ıf 2
.y";yı/;C

;

f
.N"; Nı/;�

ıf 2
.y";yı/;C

D f
.N"0; Nı 0/;C

ıf 1
.y";yı/;�

;

f
.z";zı/;�

ıf 1
.y";yı/;C

D f
.N"0; Nı 0/;�

ıf 1
.y";yı/;�

:
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Let us prove the first equation. Returning to the definition of f
.z";zı/;C

and f 1
.y";yı/;C

,

f
.z";zı/;C

ıf 1
.y";yı/;C

D .j";z"/
�1
� ı .ez";C/� ı .jz";y"/

�1
� ı .e

1
y";C
/�

D .j";y"/
�1
� ı .ey";C ı e

1
y";C
/�

D .j";y"/
�1
� ı .ey";C ı e

2
y";C
/�

D .j";N"/
�1
� ı .eN";C/� ı .jN";y"/

�1
� ı .e

2
y";C
/�

D f
.N"; Nı/;C

ıf 2
.y";yı/;C

:

Here, the second and fourth equalities follow from the obvious equations

.jz";y"/� ı .ez";C/� D .ey";C/� ı .jz";y"/�; .jN";y"/� ı .eN";C/� D .ey";C/� ı .jN";y"/�:

The third equality follows from
ey";C ı e

1
y";C
D ey";C ı e

2
y";C
;

which comes from the relation eC ı e1C D eC ı e
2
C

of (20). The second equation of (27) can be proved
similarly by applying

ey";� ı e
2
y";C
D ey";C ı e

1
y";�
;

which comes from the relation e� ı e2C D eC ı e
1
� of (20). To prove the third equation of (27), there is

one nontrivial matter: we need to apply

.ey";� ı e
1
y";C
/� D .ey";� ı e

1
y";�
/� W yH

<a
� .y"; yı/!H<a

� .y"; .i"00;y"/�ı
00/;

which does not follow from (20) directly. To check this equation, we consider the following diagram
including H<a

� .y"; .i"00;y"/�.N{ı
00//:

yH<a
� .y"; yı/

.e1
y";C

/�
//

.e1
y";�
/�

��

.e2
y";�
/�

))

H<a
� .y"; .iz";y"/�

zı/

.ey";�/�

��

H<a
� .y"; .i"00;y"/�.N{ı

00//

.ey";�/� ))

.ey";C/�

))

H<a
� .y"; .iN"0;y"/�

Nı0/
.ey";�/�

// H<a
� .y"; .i"00;y"/�ı

00/

Then
ey";� ı e

1
y";C
D ey";C ı e

2
y";�
; ey";� ı e

1
y";�
D ey";� ı e

2
y";�

follow directly from the relations e�ıe1CD eCıe
2
� and e�ıe1�D e�ıe

2
� of (20). If we rewrite .i"00;y"/�ı00

by ı#, equation (25) shows that

.ey";C/� D .ey";�/� WH
<a
� .y"; N{ı#/!H<a

� .y"; ı#/:

From the above diagram, we get .ey";�/� ı .e1y";C/� D .ey";�/� ı .e
1
y";�
/�.
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Corollary 4.16 For ."; ı/; ."0; ı0/ 2 Ta with "0 � ", the isomorphism

k
.N"; Nı/
WH<a
� ."0; ı0/!H<a

� ."; ı/

does not depend on the choice of .N"; Nı/ 2 Ta satisfying (24).

Proof Let .N"; Nı/ and .z"; zı/ be two arbitrary choices from Ta satisfying (24). We apply Proposition 4.15
to the case where ."00; ı00/D ."0; ı0/ and .N"0; Nı0/D ."0; N{ı0/. By Lemma 4.13, k."0;N{ı 0/ is equal to the identity
map on H<a

� ."0; ı0/, so we get
k
.N"; Nı/
ı idH<a

� ."0;ı 0/ D k.z";zı/:

From this result, we may rewrite k
.N"; Nı/
W H<a
� ."0; ı0/ ! H<a

� ."; ı/ as k."0;ı 0/;.";ı/. The equations of
Lemma 4.13 and Proposition 4.15 can be rewritten as

k.";ı/;.";ı/ D idH<a
� .";ı/; k."0;ı 0/;.";ı/ ı k."00;ı 00/;."0;ı 0/ D k."00;ı 00/;.";ı/:

Now, Ta becomes a directed set by the relation ."0; ı0/� ."; ı/ if and only if "0 � ". Then we obtain an
inverse system �

fH<a
� ."; ı/g.";ı/2Ta ; fk."0;ı 0/;.";ı/g"0�"

�
and its inverse limit

H<a
� .Q;K/ WD lim

 ��
"!0

H<a
� ."; ı/

is defined.

4.3.3 Spectral sequence Lastly, we extend the above work to spectral sequences. For ."; ı/; ."0; ı0/2Ta

with "0 � ", we take .N"; Nı/ 2Ta satisfying (24). Chain maps .j";N"/�, eN"C , eN";� and .j"0;N"/� induce a zig
zag of morphisms of spectral sequences

(28) E<a."0;ı 0/
.j"0;N"/�
�����!E<a.N";.i"0;N"/�ı 0/

.eN"� /�
 ����E<a

.N"; Nı/

.eN";C/�
�����!E<a.N";.i";N"/�ı/

.j";N"/�
 ����E<a.";ı/:

All of them are isomorphisms. Let k."0;ı 0/;.";ı/ WE<a."0;ı 0/!E<a
.";ı/

denote the composition of these maps.
(The independence on ."; ı/ can be proved in the same way as Corollary 4.16.)

Proposition 4.17 There exists a spectral sequence E<a D
�
f.E<a/rp;qg, f.d

<a/rp;qg
�

which converges
to H<a

� .Q;K/ in the sense of [21, Bounded Convergence 5.2.5] such that

.E<a/1�m;q D

�
H dR
q�m.d�1/

.†am; †
0
m/ if m� 0;

0 if m< 0

Proof On the first page, the middle two maps of (28) have the form

HqCp.d�1/.†
a�p N"
�p ; †0�p/

.eC/�
 ����HqCp.d�1/.†

a�p N"
�p ; †0�p/

.e�/�
����!HqCp.d�1/.†

a�p N"
�p ; †0�p/:

Since .e�/� D .N{/�1� D .eC/�, this composition is equal to the identity map. Therefore, k."0;ı 0/;.";ı/ is
equal to .j"0;"/� WHqCp.d�1/.†

a�p"0

�p ; †0�p/!HqCp.d�1/.†
a�p"
�p ; †0�p/ on the .p; q/-term with p� 0

of the first page.
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By fk."0;ı 0/;.";ı/g"0�", we define .E<a/rp;q WD lim
 ��"!0

.E<a
.";ı/

/rp;q . Moreover,

.d<a/rp;q W .E
<a/rp;q! .E<a/rp�r;qCr�1

is defined to be the map induced by f.d<a
.";ı/

/rp;qg.";ı/2Ta . Then the .p; q/-term of the first page is given
by

.E<a/1p;q D lim
 ��
"!0

HqCp.d�1/.†
a�p"
�p ; †0�p/DHqCp.d�1/.†

a
�p; †

0
�p/

for p � 0 and .E<a/1p:q D 0 for p > 0. Since fk."0;ı 0/;.";ı/g"0�" consists of isomorphisms, it is clear that
E<a is a spectral sequence which converges to H<a

� .Q;K/.

4.4 Definition ofH string
� .Q;K/

In this section, we define I a;b WH<a
� .Q;K/!H<b

� .Q;K/ for a; b 2R>0 nL.K/ with a � b to get a
direct system

�
fH<a
� .Q;K/ga2R>0nL.K/; fI

a;bga�b

�
. After defining H string

� .Q;K/ as its direct limit,
we will give a structure of a unital graded R-algebra.

4.4.1 The limit of a!1 Let a and b be the above real numbers. For any ."; ı/ 2 Ta \Tb , we have
considered in Section 4.1 a linear map

.I a;b" /� WH
<a
� ."; ı/!H<b

� ."; ı/;

which is induced by the inclusion maps I a;b" W†aCm"m !†bCm"m for all m 2Z�0.

Lemma 4.18 Suppose that .N"; Nı/ 2 Ta \Tb satisfies (24) for ."; ı/; ."0; ı/ 2 Ta \Tb with "0 � ". Then
the following diagram commutes:

H<a
� ."; ı/

.I
a;b
" /�

// H<b
� ."; ı/

H<a
� ."0; ı0/

k."0;ı0/;.";ı/

OO

.I
a;b

"0
/�
// H<b
� ."0; ı0/

k."0;ı0/;.";ı/

OO

Proof I
a;b
N" induces a linear map .I a;b

N" /� WH
<a
� .N"; Nı/!H<b

� .N"; Nı/. It suffices to show that

.I a;b" /� ıf.N"; Nı/;C D f.N"; Nı/;C ı .I
a;b
N" /� WH

<a
� .N"; Nı/!H<b

� ."; ı/;

.I
a;b
"0 /� ıf.N"; Nı/;� D f.N"; Nı/;� ı .I

a;b
N" /� WH

<a
� .N"; Nı/!H<b

� ."0; ı0/:

Let us check the first equation. Since j";N" ı I
a;b
" D I

a;b
N" ı j";N" W†

aCm"
m !†bCmN"m ,

.I a;b" /� ıf.N"; Nı/;C D .I
a;b
" /� ı .j";N"/

�1
� ı .eN";C/�

D .j";N"/
�1
� ı .I

a;b
N" /� ı .eN";C/�

D .j";N"/
�1
� ı .eN";C/� ı .I

a;b
N" /�

D f
.N"; Nı/;C

ı .I
a;b
N" /�:

The second equation can be proved by replacing " and C in the above computation by "0 and �.
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This lemma implies that, after taking the limits of ."; ı/ 2 Ta \Tb as "! 0, we get a linear map

I a;b WD lim
 ��
"!0

.I a;b" /� WH
<a
� .Q;K/!H<b

� .Q;K/:

Furthermore, for b � a and ."; ı/; ."0; ı0/ 2 Ta \Tb with "0 � ", k."0;ı 0/;.";ı/ induces an isomorphism
from H

Œa;b/
� ."0; ı0/ to H Œa;b/

� ."; ı/. Thus, we can also define

H
Œa;b/
� .Q;K/ WD lim

 ��
"!0

H
Œa;b/
� ."; ı/:

Note that a long exact sequence

(29) � � � !H<a
� .Q;K/

Ia;b
���!H<b

� .Q;K/!H
Œa;b/
� .Q;K/!H<a

��1.Q;K/
Ia;b
���! � � �

is induced by (23).

From the direct system
�
fH<a
� .Q;K/ga2R>0nL.K/; fI

a;bga�b

�
, we finally define a graded R-vector

space
H

string
� .Q;K/ WD lim

��!
a!1

H<a
� .Q;K/:

4.4.2 Product structure Let us see that H string
� .Q;K/ has the structure of a unital associative graded

R-algebra. For any a; a0 2R>0[f1g, m;m0 2 Z�0 and " 2
�
0; 1
5
"0
�
, there is a map

… W†aCm"m �†a
0Cm0"
m0 !†

.aCa0/C.mCm0/"
mCm0 ; ..
k/kD1;:::;m; .


0
l/lD1;:::;m0/ 7! .
1; : : : ; 
m; 


0
1; : : : ; 


0
m0/:

When mD 0 or m0 D 0, … is identified with the identity map. We define a linear map

(30) C<ap ."/˝C<a
0

q ."/! C<aCa
0

pCq ."/; x˝y 7! x ?y;

such that, for x 2 C dR
p�m.d�2/

.†aCm"m ; †0m/ and y 2 C dR
q�m0.d�2/

.†a
0Cm0"
m0 ; †0m0/,

x ?y D .�1/mqd…�.x �y/:

We note that the associative relation .x ? y/ ? z D x ? .y ? z/ holds. Suppose that a; a0; aC a0 … L.K/.
For any ."; ı/ 2 Ta \Ta0 \TaCa0 , the above map is compatible with the differential Dı . Indeed, for
x 2 C dR

p�m.d�2/
.†aCm"m ; †0m/ and y 2 C dR

q�m0.d�2/
.†a

0Cm0"
m0 ; †0m0/,

.�1/mqdDı.x ? y/D @.…�.x �y//C

mCm0X
kD1

.�1/pCqC1Ckdfk;ı.…�.x �y//

D…�.@x �y/C

mX
kD1

.�1/pCqC1CkdCs0…�.fk;ı.x/�y/

C .�1/p�m.d�2/…�.x � @y/C

m0X
lD1

.�1/pCqC1C.lCm/d…�.x �fl;ı.y//

D .�1/mqd .Dı.x// ? yC .�1/
pCmqdx ? .Dı.y//:
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Here, s0 WD .q�m0.d � 2//.d C 1/. This computation shows that

Dı.x ? y/D .Dı.x// ? yC .�1/
px ? .Dı.y//

for x 2 C<ap ."/ and y 2 C<a
0

q ."/. Therefore, (30) induces a linear map on homology,

H<a
p ."; ı/˝H<a0

q ."; ı/!H<aCa0

pCq ."; ı/;

for every ."; ı/ 2 Ta \Ta0 \TaCa0 .

Likewise, let us define x x?y WD .�1/mqd…�.x�y/ 2 C<aCa
0

pCq .N"/ for x 2 C dR
p�m.d�2/

.†aCmN"m ; †0m/ and
y 2C dR

q�m0.d�2/
.†a

0Cm0 N"
m0 ; †0m0/. Then eN";C and eN";� intertwine the ?-operation and the x?-operation. This

shows that the ?-operation is compatible with fk."0;ı 0/;.";ı/g"0�". Therefore, in the limit "! 0, a linear
map

H<a
p .Q;K/˝H<a0

q .Q;K/!H<aCa0

pCq .Q;K/

is induced. The commutativity with fI a;bga�b naturally holds. As a result, we get an associative product
structure on H string

� .Q;K/. The element 1 2H string
0 .Q;K/, which comes from 1 2RD C dR

0 .†a0; †
0
0/�

C<a0 ."; ı/, is the unit of this graded algebra.

4.4.3 Explicit choice of ."; ı/ Lastly, let us introduce a condition on ."; ı/2Ta so that ı can be written
explicitly. The concrete computations in Sections 5 and 6 become easier by choosing ."; ı/ satisfying this
condition.

Suppose that there exists a fixed trivialization Rd �K ! .TK/? of the normal bundle of K which
preserves orientations and fiber metrics. For every " � "0, let us write O" WD

˚
w 2 Rd j jwj < 1

2
"
	
.

Composing with the exponential map (3), we obtain a diffeomorphism

h W O" �K!N";

which preserves orientations. In this case, we say ."; ı/2Ta is standard with respect to h if ı 2C dR
n�d

.S"/

has the form

(31) ı D ŒN";  "; h�.�" � 1/�

satisfying:

�  " WN"! S", v! .�vj /jD1;2, is defined by

�v1 W
�
0; 1
2
"
�
!N"; t 7! h

�
"�2t

"
w; x

�
; �v2 W

�
0; 1
2
"
�
!N"; t 7! h

�
2t

"
w; x

�
;

for v D h.w; x/ 2N".

� h�.�" � 1/ 2�
n�d
c .N"/ for some �" 2�dc .O"/ with

R
O"
�" D 1.

Suppose that .N"; Nı/ 2Ta satisfies (24) for ."; ı/; ."0; ı0/ 2Ta with "0 � " which are given as above. Then
we say .N"; Nı/ is standard with respect to h if N"D " and Nı 2 C dR

n�d
.S"/ has the form

(32) Nı D .�1/nŒR�N"; N "0;"; .idR�1�N" ; idR��1�N"/; N�"0;"�
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such that, for some C1 function � W R! Œ0; 1� with �.r/ D 0 if r � �1 and �.r/ D 1 if r � 1, the
following hold:

� N "0;".r; v/D .r; .�
.r;v/
j /jD1;2/ 2R�S" is defined by

�
.r;v/
1 W

�
0; 1
2
"r
�
!N"; t 7! h

�
"r�2t

"r
w; x

�
; �

.r;v/
2 W

�
0; 1
2
"r
�
!N"; t 7! h

�
2t

"r
w; x

�
;

for r 2R, v D h.w; x/ 2N" and "r WD �.r/"C .1� �.r//"0.

� .idR � h/
� N�"0;" D � � .�" � 1/C .1 � �/ � .�"0 � 1/C .d�/ � .� � 1/ for some � 2 �d�1c .O"/

satisfying d� D �"� �"0 .

In summary, in order to compute H string
� .Q;K/ when a trivialization h is given, we only need to deal

with ."; ı/ 2 Ta and ."; Nı/ 2 Ta which are standard with respect to h.

4.5 Invariance

In this section, we prove the invariance of H string
� .Q;K/ up to isomorphism under changing auxiliary

data. More precisely, we consider the dependence of the construction on the following data (see the
beginning of Section 3):

(a) a complete Riemannian metric g on Q;

(b) a constant C0 � 1 which bounds the speed of all 
 2�K.Q/;

(c) a real number "0 > 0 which is the diameter (in the direction of fibers) of a tubular neighborhood
N"0 of K;

(d) a C1 function � W
�
0; 3
2

�
! Œ0; 1� which is used to define conk .

Notation Let X be an arbitrary notation, which we have defined in the former sections. As a rule, in
this section, if its definition depends on some auxiliary data S, we rewrite X as XS when discussing the
dependence on S.

Independence on � We choose a C1 family N� WD .�r/r2R such that each �r satisfies the same
condition as �, and �r D��1 if r ��1 while �r D�1 if r � 1. Then a map conk;�r is defined for each
r 2R. For .N"; Nı/ 2 Ta, let us define Nf

k; Nı; N�
W C dR
� .†

aCmN"
m /! C dR

� .†
aC.mC1/N"
mC1 / by replacing conk in the

definition of ˆk of (21) by conk;�r.u/ . We also replace Nf
k; Nı

in the definition of D Nı by Nf
k; Nı; N�

to define a
linear map

D Nı; N� W C
<a
� .N"/! C<a��1.N"/:

This satisfies D Nı; N� ıD Nı; N� D 0, so we get a chain complex .C<a� .N"/;D Nı; N�/. Let H<a
� ."; Nı; N�/ denote its

homology group.

We rewrite e";C; e";� W C<a� ."/! C<a� ."/ by e"; N�;C and e"; N�;�, respectively. They induce

.e"; N�;C/� WH
<a
� ."; Nı; N�/!H<a

� ."; eCı/�1 ; .e"; N�;�/� WH
<a
� ."; Nı; N�/!H<a

� ."; e�ı/��1 :
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We can prove, just as Lemma 4.7, that they are isomorphisms. When .N"; Nı/ 2 TŒa;b/ satisfies (24), we
define an isomorphism k

.N"; Nı; N�/
WH<a
� ."0; ı0/��1 !H<a

� ."; ı/�1 by

k
.N"; Nı; N�/

WD ..j";N"/
�1
� ı .eN"; N�;C/�/ ı ..j"0;N"/

�1
� ı .eN"; N�;�/�/

�1:

As in Proposition 4.15, the two triangles in the following diagram commute:

H<a
� ."; ı/��1

k.";N{ı; N�/
// H<a
� ."; ı/�1

H<a
� ."0; ı0/��1

k."0;N{ı0; N�/
//

k."0;ı0/;.";ı/

OO
k.N"; Nı; N�/

55

H<a
� ."0; ı0/�1

k."0;ı0/;.";ı/

OO

Therefore, fk.";N{ı; N�/g.";ı/2Ta induces an isomorphism on the limits of "! 0,

kaN� WH
<a
� .Q;K/��1 !H<a

� .Q;K/�1 :

It is easy to see, as in Lemma 4.18, that fka
N�ga2R>0nL.K/ commute with fI a;bga�b , so we get an

isomorphism from H
string
� .Q;K/��1 to H string

� .Q;K/�1 . It is also possible to prove, in the same way as
Corollary 4.16, that this isomorphism does not depend on the choice of N�.

Independence on "0 For "00 � "0, we consider the inclusion maps j"00;"0 W †
aCm"
m;"00

! †aCm"m;"0
for

all m 2 Z�0. They induce a chain map .j"00;"0/� from .C<a� ."/"00
;Dı/ to .C<a� ."/"0 ;Dı/ for every

a 2R>0 nL.K/ and ."; ı/ 2 Ta;"00.� Ta;"0/. This preserves filtrations fF<a";p;"0gp2Z and fF<a
";p;"00

gp2Z,
so it induces an morphism of the spectral sequences. On the .�m; q/-term for m� 0 of the first page, it
is equal to the map

.j"00;"0/� WH
dR
q�m.d�1/.†

aCm"
m;"00

; †0
m;"00

/!H dR
q�m.d�1/.†

aCm"
m;"0

; †0m;"0/;

which is an isomorphism by Lemma 3.11. Therefore, by Lemma 4.2, .j"00;"0/� WH
<a
� ."; ı/"00

!H<a
� ."; ı/"0

is also an isomorphism.

We can prove its commutativity with fk."0;ı 0/;.";ı/g"0�" as in Lemma 4.18, so we get an isomorphism on
the limit of "! 0,

Ja
"00;"0
WH<a
� .Q;K/"00

!H<a
� .Q;K/"0 :

It holds naturally that fJa
"00;"0
ga2R>0nL.K/ commutes with fI a;bga�b . Therefore, in the limit a!1, we

get an isomorphism from H
string
� .Q;K/"00

to H string
� .Q;K/"0 .

Independence on C0 For C 00 � C0 � 1, we consider the inclusion maps jC0;C 00 W†
a
m;C0

!†a
m;C 00

for
all m 2 Z�0. Parallel to the proof of the independence on "0, we apply Lemma 3.11 to show that an
isomorphism

Ja
C0;C

0
0
WH<a
� .Q;K/C0 !H<a

� .Q;K/C 00

is induced. It holds naturally that fJa
C0;C

0
0
ga2R>0nL.K/ commutes with fI a;bga�b . Therefore, in the limit

a!1, we get an isomorphism from H
string
� .Q;K/C0 to H string

� .Q;K/C 00
.
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Independence on g First, let us introduce an graded algebra {H string
� .Q;K/g which is isomorphic to

H
string
� .Q;K/.g;C0;"0/, but whose definition does not depend on "0 and C0. For every a 2R>0 nL.K/g ,

we define the limit of "0! 0 and C0!1,

{H<a
� .Q;K/g WD lim

��!
C0!1

lim
 ��
"0!0

H<a
� .Q;K/.g;C0;"0/;

by the fJa
"00;"0
g"00�"0

and fJa
C0;C

0
0

gC0�C
0
0

defined above. Then fI a;bga�b induces a family of maps

f {I a;bg W
{H<a
� .Q;K/g ! {H<b

� .Q;K/gga�b;

and we can take the limit as a!1 to define {H string
� .Q;K/g WD lim

��!a!1
{H<a
� .Q;K/g .

Suppose that g and g0 are complete Riemannian metrics onQ. For a>0, there exists a compact subsetZa
which contains the images of all 
 2

S
C0�1

�K.Q/.g;C0/ with lengthg 
 < a and the images of all

 2

S
C0�1

�K.Q/.g 0;C0/ with lengthg 0 
 < a. For any a 2 R>0 n .L.K/g [L.K/g 0/, there exists a
constant ca � 1 such that j � jg 0 � caj � jg and j � jg � caj � jg 0 on Za. We may additionally assume that
aca … L.K/g [L.K/g 0 .

Let a 2R>0 n .L.K/g [L.K/g 0/. For any C0 � 1 and "0 > 0, we have the inclusion map

j.C0;"0/ W†
a
m;.g;C0;"0/

!†
aca
m;.g 0;C0ca;"0ca/

:

In addition, let Sa";g be the subspace of S";g which consists of .�i /iD1;2 satisfying j.�i /0.t/jg � c�1a for
i D 1; 2. If " is sufficiently small, we have the inclusion map

i" W S
a
";g ! S"ca;g 0 :

These maps induces a linear map on the homology groups

.j.C0;"0//� WH
<a
� ."; ı/.g;C0;"0/!H<aca

� ."ca; .i"/�ı/.g 0;C0ca;"0ca/

for ."; ı/2Ta;.g;C0;"0/ such that ı 2C dR
n�d

.Sa";g/. Its commutativity with fk."0;ı 0/;.";ı/g"0�" can be proved
as in Lemma 4.18. Let us write the induced map on the limits of "! 0 by

Ja.C0;"0/ WH
<a
� .Q;K/.g;C0;"0/!H<aca

� .Q;K/.g 0;C0ca;"0ca/:

Moreover, it holds naturally that the maps of fJa
.C;"0/

gC0�1;"0>0 commute with those of fJa
"00;"0
g"00�"0

and fJa
C0;C

0
0

gC0�C
0
0
, so we get a map on the limit of "0! 0 and C0!1,

Ja WD lim
��!

C0!1

lim
 ��
"0!0

Ja.C0;"0/ W
{H<a
� .Q;K/g ! {H<caa

� .Q;K/g 0 :

Lastly, fJaga2R>0n.L.K/g[L.K/g0 /
is compatible with f {I a;bg ga�b , so it induces a map on the limit of

a!1,

J W {H
string
� .Q;K/g ! {H

string
� .Q;K/g 0 :
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If we exchange g and g0, we can also define the map .J0/a W {H<a
� .Q;K/g 0 ! {H

<aca
� .Q;K/g for

a 2R>0 n .L.K/g [L.K/g 0/. For b WD aca, we have

.J0/b ı Ja D {I a;bcbg ; Jb ı .J0/a D {I a;bcbg 0 :

Therefore, lim
��!a!1

.J0/a is the inverse map of J. This proves the independence on g.

This completes the proof of the independence on auxiliary data.

Finally, let us prove the invariance under changing the orientation of K. Suppose that K D
F
˛2AK˛ for

connected components fK˛g˛2A. Then N" D
F
˛2AN";˛ and S" D

F
˛2A S";˛ , where N";˛ is a tubular

neighborhood of K˛ and S";˛ consists of pairs of paths in N";˛ . In addition, for every ˛1; : : : ; ˛2m 2 A,
let †a

m;.˛1;:::;˛2m/
be the subspace of †am consisting of .
k W Œ0; Tk�! Q/kD1;:::;m such that 
k.0/ 2

K˛2k�1 and 
k.Tk/ 2 K˛2k for k D 1; : : : ; m. Then C dR
n�d

.S"/D
L
˛2A C

dR
n�d

.S";˛/ and C dR
� .†

a
m/DL

˛1;:::;˛2m2A
C dR
� .†

a
m;.˛1;:::;˛2m/

/.

For any subset B � A, let KB be an oriented submanifold obtained from K by reversing the orientations
of fK˛g˛2B . For every ı D

P
˛2A ı˛ 2 C

dR
n�d

.S"/ (where ı˛ is a chain in S";˛), let us write ıB WDP
˛2AnB ı˛ �

P
˛2B ı˛. By using the notation

s.˛1; : : : ; ˛2m/ WD #fk 2 f1; : : : ; mg j ˛2k 2 Bg;

we define a linear map F a" W C
<a
� ."/ ! C<a� ."/ such that F a" .x/ D .�1/s.˛1;:::;˛2m/x for every x 2

C dR
��m.d�2/

.†a
m;.˛1;:::;˛2m/

; †0
m;.˛1;:::;˛2m/

/ for m� 1, and F a" .x/D x for x 2 C dR
� .†

a
0; †

0
0/. For every

."; ı/ 2 Ta, ."; ıB/ satisfies the conditions of Definition 4.4 for .Q;KB/, and F a" is a chain map from

.C<a� ."/;Dı/ to .C<a� ."/;DıB /. Moreover, F a" is compatible with the ?-operation. By taking the limit
of "! 0 and a!1, we obtain an isomorphism of graded R-algebras

F WH
string
� .Q;K/!H

string
� .Q;KB/:

Remark 4.19 Similarly, one can prove the invariance of H string
� .Q;K/ under changing the orientation

of Q.

Proposition 4.20 H
string
� .Q;K/ is invariant under a C1 isotopy of K.

Proof For two oriented compact submanifolds K0 and K1 of Q, suppose that there exists a C1 family
of embeddings fft WK0!Qgt2Œ0;1� such that f0 is the inclusion map of K0 and f1.K0/DK1. Then
this isotopy can be extended to an ambient isotopy fFtgt2Œ0;1� such that F0 D idQ and F1.K0/D K1.
Since F1 is an isometry from .Q; .F1/

�g/ to .Q; g/, it naturally induces an isomorphism

H
string
� .Q;K0/.F1/�g !H

string
� .Q;K1/g :

The assertion follows from the independence on the Riemannian metric on Q.
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5 Examples

In this section we determine the algebraic structure of H string
� .Q;K/ for two examples when QDR2d�1

with d � 2. These examples are higher-dimensional generalizations of the Hopf link and the unlink in R3.

The manifold Q D R2d�1 has the standard orientation. Let us use the coordinate .z0; z1; z2/ 2
Rd�1 � R � Rd�1 D R2d�1. The unit sphere Sd�1 � Rd is oriented as the boundary of the unit
ball. We consider three ways of embedding the unit sphere Sd�1 �Rd into R2d�1:

Sd�1 �Rd DRd�1 �R!R2d�1; .z0; z1/ 7! .z0; z1; 0/;

Sd�1 �Rd DR�Rd�1!R2d�1; .z1; z2/ 7! .0; z1C 1; z2/;

Sd�1 �Rd DRd�1 �R!R2d�1; .z0; z1/ 7! .z0; z1; z
�
2 /;

for a fixed vector z�2 2Rd�1 n f0g. Their images are written as K0, K1, K2 in order. These submanifolds
are oriented so that the diffeomorphisms Sd�1 ! Ki from the above maps change the sign of the
orientation by .�1/d�1.

As notation, given a set S and a map S!Z, s 7! jsj, let A�.S/ denote the unital noncommutative graded
R-algebra freely generated by S such that s 2Ajsj.S/ for every s 2 S.

5.1 Computation ofH string
� .R2d�1;K0[K1/

Let us define A
Hopf
� WDA�.C[D[E/ by the three sets

C WD fc0i;j gi¤j [fc
1
i;igi [fc

1
i;j ; Nc

1
i;j gi¤j [fc

2
i;j gi;j ; D WD fd1i;igi [fd

2
i;j gi;j ; E WD fe1i;igi [fe

2
i;j gi;j ;

where i and j run over f0; 1g. The degree of each element is given by

jc0i;j j D d � 2; jc1i;j j D j Nc
1
i;j j D 2d � 3 for i ¤ j;

jc1i;i jD2d�3; jc
2
i;j jD3d�4; jd

1
i;i jD2d�3; jd

2
i;j jD3d�4; je

1
i;i jD2d�4; je

2
i;j jD3d�5:

We define a graded derivation @ WAHopf
� !A

Hopf
��1 such that

@c0i;j D0; @c1i;iD@c
1
i;j D@ Nc

1
i;j D0; @c2i;j D0; @d1i;iDe

1
i;i ; @d2i;j De

2
i;j ; @e1i;iD0; @e2i;j D0;

and they are extended by the Leibniz rule. We also define another graded derivation F WAHopf
� !A

Hopf
��1

such that
Fc0i;j D Fc

1
i;j D F Nc

1
i;j D 0 for i ¤ j;

F c10;0 D .�1/
de10;0C .�1/

dc00;1c
0
1;0; F c11;1 D .�1/

de11;1C c
0
1;0c

0
0;1;

F c20;0 D�e
2
0;0� . Nc

1
0;1c

0
1;0C .�1/

dc10;1c
0
1;0/; F c21;1 D�e

2
1;1� ..�1/

d
Nc11;0c

0
0;1C c

1
1;0c

0
0;1/;

F c20;1 D�e
2
0;1; F c21;0 D�e

2
1;0;

Fd1i;i D 0; Fd2i;j D 0;

Fe1i;i D 0; Fe2i;j D 0;
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and they are extended by the Leibniz rule. It is easy to see that @ı@D 0, @ıF CF ı@D 0 and F ıF D 0.
Therefore, we obtain a differential graded R-algebra .AHopf

� ; @CF /. Note that the differential graded
R-algebra .AHopf

� ; @/ is obtained from .A�.C/; 0/ by stabilizations (see [13, Definition 3.9]). Thus,

(33) .A�.C/; 0/
i
�! .A

Hopf
� ; @/ �

 � .A�.C/; 0/;

where i is the inclusion map and � is the projection map, are quasi-isomorphisms. For the proof, see [13,
Corollary 3.11].

The goal of this section is to prove the next theorem.

Theorem 5.1 There exists an isomorphism of graded R-algebras

H�.A
Hopf
� ; @CF /ŠH

string
� .R2d�1; K0[K1/:

To compute H string
� .Q;K0 [K1/, we fix auxiliary data such that g is the standard Riemannian metric

on R2d�1. The constant C0 is required to be C0 > 3. The other data, "0 and �, are not specified. The
proof is divided into three steps.

Step 1 We first observe de Rham chains in C dR
� .†

a
m; †

0
m/. We define a map

' W .K0[K1/
2
!�K0[K1.R

2d�1/

such that each .p; p0/ 2 .K0[K1/2 is mapped to a path of a segment

'.p; p0/ W Œ0; 1�!R2d�1; t 7! .1� t /pC tp0:

We fix two points p0 WD .0; 1; 0/ 2K0 and p1 WD .0; 0; 0/ 2K1. Then we define de Rham chains

(34)

x0i;j WD Œf.pi ; pj /g; 'jf.pi ;pj /g; 1� 2 C
dR
0 .†a1; †

0
1/ if i ¤ j;

x1i;i WD Œfpig �Ki ; 'jfpi g�Ki ; 1� 2 C
dR
d�1.†

a
1; †

0
1/;

x1i;j WD Œfpig �Kj ; 'jfpi g�Kj ; 1� 2 C
dR
d�1.†

a
1; †

0
1/ if i ¤ j;

Nx1i;j WD ŒKi � fpj g; 'jKi�fpj g; 1� 2 C
dR
d�1.†

a
1; †

0
1/ if i ¤ j;

x2i;j WD ŒKi �Kj ; 'jKi�Kj ; 1� 2 C
dR
2d�2.†

a
1; †

0
1/:

Here, a > 3 and i and j run over f0; 1g. Obviously, they are cycle chains for @. We write the set of these
chains as

X WD fx0i;j gi¤j [fx
1
i;igi [fx

1
i;j ; Nx

1
i;j gi¤j [fx

2
i;j gi;j :

If we define a function l W X!R>0 by

l.x0i;j /D l.x1i;j /D l. Nx1i;j /D 1 for i ¤ j; l.x1i;i /D l.x2i;i /D 2; l.x2i;j /D 3 for i ¤ j;

then each x 2 X satisfies x 2 C dR
� .†

l.x/C"
1 ; †01/ for any " > 0.

For every a 2R>0 and m 2 Z�1, let us consider the manifold

Bam WD

�
.q01 ; q

1
1 ; : : : ; q

0
m; q

1
m/ 2 .K0[K1/

2m
ˇ̌̌ mX
kD1

jq0k � q
1
kj< a or min

1�k�m
jq0k � q

1
kj< "0

�
:
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This is homotopy equivalent to †am by two smooth maps

�m W†
a
m! Bam; .
k W Œ0; Tk�!R2d�1/kD1;:::;m 7! .
1.0/; 
1.T1/; : : : ; 
m.0/; 
m.Tm//;

im W B
a
m!†am; .q01 ; q

1
1 ; : : : ; q

0
m; q

1
m/ 7! .'.q0k; q

1
k//kD1;:::;m;

for which �m ı im D idBam and im ı�m is homotopic to id†am (see Lemma 3.2).

Notation In this section, if N is a submanifold of a manifold M, then the inclusion map N !M is
denoted by �N .

Lemma 5.2 LetM be an oriented manifold with open submanifoldN. Suppose that there exists an approx-
imately smooth function f WM!R such thatN Df �1..�1; 0//. In addition , assume thatH sing

� .M;N /

has a finite dimension. Then there exists an isomorphism betweenH sing
� .M;N / andH dR

� .M;N / such that ,
for every closed oriented k-dimensional submanifold K of M, the fundamental class ŒK� 2H sing

k
.M;N /

corresponds to .�1/s.k/ŒK; �K ; 1� 2H dR
k
.M;N /, where s.k/ WD 1

2
.k� dimM/.k� dimM � 1/.

Proof We consider the correspondence through the isomorphisms

H
sing
� .M;N /ŠH dimM��

c;dR .M;N /ŠH dR
� .M

reg; N reg/!H dR
� .M;N /:

The first isomorphism is defined by Poincaré duality. The second isomorphism was given in Example 2.6.
The last isomorphism is induced by idM WM reg!M [15, Proposition 5.2]. Let us identify the tubular
neighborhood NK of K with the normal bundle of K. Then ŒK� 2 H sing

k
.M;N / corresponds to Œ�� 2

H dimM�k
c;dR .M;N /, where � 2 �dimM�k

c .M/ has its support in NK and represents the Thom class of
the normal bundle. Recalling Example 2.6, we can see that this cohomology class corresponds to
.�1/s.k/ŒM; idM ; �� D .�1/s.k/ŒNK ; idNK ; �� 2 H

dR
k
.M reg; N reg/. Let �NK W NK ! K be the bundle

projection. Then, as a de Rham chain in C dR
k
.M;N /, ŒNK ; �NK ; �� is homologous to ŒNK ; �K ı�NK ; ��

since �NK WNK !M is homotopic to �K ı�NK WNK !K �M. Now the assertion follows since

ŒNK ; �K ı�NK ; ��D ŒK; �K ; .�NK /Š��D ŒK; �K ; 1� 2H
dR
k .M;N /:

Let us see that a basis of H dR
� .†

a
m; †

0
m/ is given by X and the ?-operation. First, suppose that mD 1

and a > 3. Then Ba1 DK�K. Through the isomorphism H dR
� .B

a
1 ; B

0
1 /ŠH

sing
� .Ba1 ; B

0
1 / of Lemma 5.2,

f.�1/�Œx� j x 2 Xg corresponds to the set of singular homology classes˚
Œf.pi ; pj /g�

	
i¤j
[
˚
Œfpig �Ki �

	
i
[
˚
Œfpig �Kj �

	
i¤j
[
˚
ŒKi � fpj g�

	
i¤j
[fŒKi �Kj �gi;j ;

which is a basis of H sing
� .K �K;B01 /. Therefore, fŒx� j x 2 Xg is a basis of H dR

� .†
a
1; †

0
1/ for a > 3.

For a 2 .0; 3�, we consider the deformation along the negative gradient vector field of a C1 function
Ei;j W .Ki [ Kj /

2 ! R W .p; p0/ ! jp � p0j2. If i D j, then maxEi;j D 4, minEi;j D 0, and the
subset f.p; p0/ 2 Ki � Ki j jp � p0j < ag for a � 2 has E�1i;i .0/ D f.p; p

0/ 2 Ki � Ki j p D p0g

(the diagonal) as a deformation retract. If i ¤ j, then maxEi;j D 9, minEi;j D 1, and the subset
f.p; p0/ 2 Ki �Kj j jp � p

0j < ag for a � 3 has E�1i;j .0/ D .Ki � fpj g/[ .fpig �Kj / (a bouquet) as
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a deformation retract. From these observations, we can see that fŒx� j x 2 X; l.x/ < ag is a basis of
H dR
� .†

a
1; †

0
1/. In general, for any m 2 Z�1 and a 2R>0,

(35) fŒx1 ? � � �?xm� j x1; : : : ; xm 2 X; l.x1/C � � �C l.xm/ < ag

is a basis of H dR
� .†

a
m; †

0
m/.

We fix a trivialization h W O"0 � .K0 [K1/! N"0 such that h.w; p0/ D p0 C .0; w/ and h.w; p1/ D
p1 C .�w; 0/ for every w 2 O"0 � Rd . (The orientations of K0 and K1 are chosen so that this map
preserves orientations.)

Suppose that a 2R>0 nL.K0[K1/ (DR>0 nZ�1). In the following series of three lemmas, we will
observe the chains f1;ı.x/ for each x 2 X. Hereafter, we assume that ."; ı/ 2Ta is standard with respect
to h (see Section 4.4.3).

Lemma 5.3 For i ¤ j,

f1;ı.x
0
i;j /D 0; f1;ı.x

1
i;j /D f1;ı. Nx

1
i;j /D 0:

Proof For .p; p0/ 2Ki �Kj with i ¤ j such that either pD pi or p0 D pj , '.p; p0/ satisfies condition
(iii) of Lemma 3.12 for mD k D 1. The equations follow from Lemma 3.12.

Lemma 5.4 For i 2 f0; 1g, there exist y1i;i 2 C
dR
1 .†2C2"2 ; †02/ and y2i;i 2 C

dR
d
.†2C2"2 ; †02/ such that

(36)

@y10;0 D f1;ı.x
1
0;0/� x

0
0;1 ?x

0
1;0;

@y11;1 D f1;ı.x
1
1;1/� .�1/

dx01;0 ?x
0
0;1;

@y20;0 D f1;ı.x
2
0;0/� . Nx

1
0;1 ?x

0
1;0C .�1/

dx10;1 ?x
0
1;0/;

@y21;1 D f1;ı.x
2
1;1/� ..�1/

d
Nx11;0 ?x

0
0;1C x

1
1;0 ?x

0
0;1/;

and

(37) .f1;ı C .�1/
df2;ı/.y

1
i;i /D 0; .f1;ı C .�1/

df2;ı/.y
2
i;i /D 0:

Proof We only show the existence of y20;0 and y10;0. Replacing .K0; p0/ by .K1; p1/, y21;1 and y11;1 are
constructed in a parallel way, except for the difference of signs.

Since ."; ı/ is standard, ı has the form (31). Using the notation of (13), we can write f1;ı.x20;0/ D
ŒW1; ˆ1; �1�, where

W1 D f..p; p
0/; �; v/ 2 .K0 �K0/�R�N" j 2" < � < 1� 2"; .1� �/pC �p

0
D vg;

ˆ1 WW1!†2C2"2 ; ..p; p0/; �; v/ 7! con1.'.p; p0/; .1; �/;  ".v//;

�1 2�
d
c .W1/; .�1/..p;p0/;�;v/ D �".1; �/ � .h�.�" � 1//v:

N" is a disjoint union of h.O" �K0/ and h.O" �K1/. Corresponding to this division, we define W 0i WD
f..p; p0/; �; v/ 2W1 j v 2 h.O" �Ki /g for i D 0; 1. If ..p; p0/; �; v/ 2W 00, then � satisfies condition (ii)
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T
z0

z1

z2

p
h.w; p1/

p0
.w;p/K0

K1

Figure 3: The path '.p; p0
.w;p/

/. The gray region is the tubular neighborhood N" of K0[K1.

of Lemma 3.12, so ŒW 00; ˆ1; �1�D 0 2C
dR
d�1

.†2C2"2 ; †02/. For ..p; p0/; �; v/ 2W 01, we have �".1; �/D 1.
Moreover, there is an diffeomorphism

I W O" �K0!W 01; .w; p/ 7! ..p; p0.w;p//; jp� h.w; p1/j; h.w; p1//:

Here p0
.w;p/

2 K0 n fpg is determined by h.w; p1/ 2 Im.'.p; p0
.w;p/

//, as described in Figure 3. The
diffeomorphism I preserves orientations and I��1 D �" � 1.

Likewise, we consider an explicit description of f1;ı.x10;0/. Then

f1;ı.x
2
0;0/D ŒO" �K0; ˆ1 ı I; �" � 1� 2 C

dR
d�1.†

2C2"
2 ; †02/;

f1;ı.x
1
0;0/D ŒO" � fp0g; ˆ1 ı I jO"�fp0g; �" � 1� 2 C

dR
0 .†2C2"2 ; †02/:

Let us define ẑ 1 WR� .O" �K0/!†2C2"2 as follows: Choose a C1 function � WR! Œ0; 1� such that
�.s/ D 0 if s � 1

2
and �.s/ D 1 if s � 1. For s � 1

2
, we define ẑ 1.s; .w; p/ WD ˆ1 ı I.�.s/ � w;p/.

Then the first path (resp. the second path) of ẑ 1
�
1
2
; .w; p/

�
is equal to '.p; p1/ (resp. '.p1;�p/) up to

a reparametrization, so we define ẑ .s; .w; p// for s � 1
2

by interpolating the parametrizations so that
ẑ .s; .w; p//D .'.p; p1/; '.p1;�p// for s � 0. Now we define

Qy20;0 WD .�1/
d ŒR� .O" �K0/; ẑ 1; �� .�" � 1/� 2 C

dR
d .†2C2"2 ; †02/;

Qy20;0 WD .�1/
d ŒR� .O" � fp0g/; ẑ 1jR�.O"�fp0g/; �� .�" � 1/� 2 C

dR
1 .†2C2"2 ; †02/;

where � WR! Œ0; 1� is a C1 function with compact support such that �� 1 on Œ0; 1�.

From the constructions of Qy20;0 and Qy10;0, we can compute their boundary chains as follows: Let us introduce
two maps '0 WK0!K0�K0 Wp 7! .p;�p/ and Q{2 WK0�K0!†2C2"2 , .p; p0/ 7! .'.p; p1/; '.p1; p

0//.
Then
@ Qy20;0 D f1;ı.x

2
0;0/� .Q{2/�ŒO" �K0; '0 ı prK0 ; �"�D f1;ı.x

2
0;0/� .Q{2/�Œ'0.K0/; �'0.K0/; 1�;

@ Qy10;0 D f1;ı.x
1
0;0/� .Q{2/�ŒO" � fp0g; '0 ı prfp0g; �" � 1�D f1;ı.x

1
0;0/� .Q{2/�Œf'0.p0/g; �f'0.p0/g; 1�:

Here we used the condition that
R

O"
�"D 1. Moreover, we can check from the definition that ẑ 1.s; .w; p//

satisfies condition (iii) of Lemma 3.12 formD2 and kD1; 2. Therefore, fk;ı. Qy20;0/D0 and fk;ı. Qy10;0/D0
hold for k D 1; 2.
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As homology classes in H sing
� .K0 �K0/,

Œ'0.K0/�D ŒK0 � fp0g�C .�1/
d Œfp0g �K0� 2H

sing
d�1

.K0 �K0/;

Œf'0.p0/g�D Œf.p0; p0/g� 2H
sing
0 .K0 �K0/:

Therefore, by Lemma 5.2, there exist z20;0 2 C
dR
d
.K0 �K0/ and z10;0 2 C

dR
1 .K0 �K0/ such that

@z20;0 D Œ'0.K0/; �'0.K0/; 1��
�
ŒK0 � fp0g; �K0�fp0g; 1�C .�1/

d Œfp0g �K0; �fp0g�K0 ; 1�
�
;

@z10;0 D Œf'0.p0/g; �f'0.p0/g; 1�� Œf.p0; p0/g; �f.p0;p0/g; 1�:

It is clear from the definition of each x 2 X that

.Q{2/�ŒK0 � fp0g; �K0�fp0g; 1�D Nx
1
0;1 ?x

0
1;0;

.Q{2/�Œfp0g �K0; �fp0g�K0 ; 1�D x
1
0;1 ?x

0
1;0; .Q{2/�Œf.p0; p0/g; �f.p0;p0/g; 1�D x

0
0;1 ?x

0
1;0:

Therefore, y20;0 WD Qy
2
0;0C .Q{2/�z

2
0;0 2 C

dR
d
.†2C2"2 ; †02/ and y10;0 WD Qy

1
0;0C .Q{2/�z

1
0;0 2 C

dR
0 .†2C2"2 ; †02/

satisfy the first and the second equations of (36). Moreover, any path in the image of Q{2 satisfies condition
(iii) of Lemma 3.12 for mD 2 and kD 1; 2. Therefore, fk;ı..Q{2/�z20;0/D 0 and fk;ı..Q{2/�z10;0/D 0 hold
for k D 1; 2, and thus y20;0 and y10;0 satisfy (37).

Lemma 5.5 There exist y20;1; y
2
1;0 2 C

dR
2d�1

.†3C2"2 ; †02/ such that

(38) @y20;1 D f1;ı.x
2
0;1/; @y21;0 D f1;ı.x

2
1;0/

and

(39) .f1;ı C .�1/
df2;ı/.y

2
0;1/D 0; .f1;ı C .�1/

df2;ı/.y
2
1;0/D 0:

Proof We only show the existence of y20;1. Exchanging K0 and K1, y21;0 is constructed in a parallel way.

Since ."; ı/ is standard, ı has the form (31). Using the notation of (13), we can write f1;ı.x20;1/ D
ŒW1; ˆ1; �1�, where

W1 D f..p; p
0/; �; v/ 2 .K0 �K1/�R�N" j 2" < � < 1� 2"; .1� �/pC �p

0
D vg;

ˆ1 WW1!†3C2"2 ; ..p; p0/; �; v/ 7! con1.'.p; p0/; .1; �/;  ".v//;

�1 2�
d
c .W1/; .�1/..p;p0/;�;v/ D �".1; �/ � .h�.�" � 1//v:

If p 2K0 is sufficiently close to p0, then '.p; p0/ satisfies condition (iii) of Lemma 3.12 for any p0 2K1.
Symmetrically, if p0 2K1 is sufficiently close to p1, then '.p; p0/ satisfies the same condition for any
p 2K0. See Figure 4. Therefore, for any bump function b WK0 �K1! R whose support is localized
near .K0 � fp1g/[ .fp0g �K1/, we have ŒW1; ˆ1; �01�D 0 for

�01 2�
d
c .W1/; .�01/..p;p0/;�;v/ D b.p; p

0/ � �".1; �/ � .h�.�" � 1//v:

We remark that ŒW1; ˆ1; �01� is an explicit description (13) of f1;ı.ŒK0 �K1; 'jK0�K1 ; b�/.
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z0

z1

z2

p0

p p

p0

K0 K1

Figure 4: The path '.p; p0/ when p is close to p0 or p0 is close to p1. The gray region is the
tubular neighborhood N" of K0[K1

Now we choose b so that it is constant to 1 on a neighborhood of .K0 � fp1g/[ .fp0g �K1/. Then the
above computation shows that

f1;ı.x
2
0;1/D f1;ı.ŒK0 �K1; 'jK0�K1 ; 1� b�/Cf1;ı.ŒK0 �K1; 'jK0�K1 ; b�/

D f1;ı.ŒK
0
0 �K

0
1; 'jK00�K

0
1
; 1� bjK00�K

0
1
�/;

whereK 0i for iD0; 1 is the complement of a small closed ball containing pi . SinceK 00�K
0
1 is contractible,

there exists a map R W R�K 00 �K
0
1! K 00 �K

0
1 such that R.s; � / D idK00�K01 for s � 1 and R.s; � / is

constant to some point in K 00 �K
0
1 for s � 0. Using the function � in the proof of Lemma 5.4, let us

define a chain

Qx20;1 WD ŒR� .K
0
0 �K

0
1/; ' ıR;�� .1� bjK00�K

0
1
/� 2 C dR

2d�1.†
3C2"
2 ; †02/:

This chain satisfies

@ Qx20;1 D ŒK
0
0 �K

0
1; 'jK00�K

0
1
; 1� bjK00�K

0
1
�C ŒR� .K 00 �K

0
1/; ' ıR;�� dbjK00�K

0
1
/�:

Note that ŒK 00 �K
0
1; ' ıR.0; � /; 1� bjK00�K

0
1
�D 0 since ' ıR.0; � / is constant. The second chain of the

right-hand side is mapped by f1;ı to 0 since the support of db is localized near .K0�fp1g/[.fp0g�K1/.

Now we define y20;1 WD f1;ı. Qx
2
0;1/ 2 C

dR
2d�1

.†3C2"2 ; †02/. Then the first equation of (38) holds since
@y20;1 D f1;ı.@ Qx

2
0;1/D f1;ı.x

2
0;1/. The first equation (39) follows from .f1;ı C .�1/

df2;ı/ ı f1;ı D 0

(see the proof of Proposition 4.1).

Step 2 We define a function l W C[D[E!R>0 by

l.c0i;j /D l.c1i;j /D l. Nc1i;j /D1 for i¤ j; l.c1i;i /D2; l.c2i;j /D l.d2i;j /D l.e2i;j /D

�
2 if i D j;
3 if i ¤ j:

For every a 2R>0 nL.K0[K1/, let A<a
� be an R-subspace of A

Hopf
� spanned by words of elements in

C[D[E such that the sum of the values of l is less than a. Then .@CF /.A<a
� /�A<a

� , so we get a
subcomplex .A<a

� ; @CF /.
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We continue to use ."; ı/ 2 Ta which is standard with respect to h. The second step is to construct a
chain map from .A<a

� ; @CF / to .C<a� ."/;Dı/, and prove that it is a quasi-isomorphism.

Let y1i;i and y2i;j be the chains of Lemmas 5.4 and 5.5, which depend on ."; ı/. We define a linear map
ˆ<a
.";ı/
WA<a
� ! C<a� ."/ such that

(40)

ˆ<a.";ı/.c
0
i;j / WD x

0
i;j ; ˆ<a.";ı/.c

1
i;j / WD x

0
i;j ; ˆ<a.";ı/. Nc

1
i;j / WD Nx

1
i;j for i ¤ j;

ˆ<a.";ı/.c
1
i;i / WD x

1
i;i ; ˆ<a.";ı/.c

2
i;j / WD x

2
i;j ; ˆ<a.";ı/.d

1
i;i / WD y

1
i;i ;

ˆ<a.";ı/.d
2
i;j / WD y

2
i;j ; ˆ<a.";ı/.e

1
i;i / WD @y

1
i;i ; ˆ<a.";ı/.e

2
i;j / WD @y

1
i;j ;

and extend them naturally by the product map on A
Hopf
� and the ?-operation.

Proposition 5.6 ˆ<a
.";ı/

is a chain map from .A<a
� ; @CF / to .C<a� ."/;Dı/.

Proof This follows immediately from the series of three lemmas in Step 1. For each � 2 C[D[E,
Dı ıˆ

<a
.";ı/

.�/D .@CF / ıˆ<a
.";ı/

.�/ is proved by

� Lemma 5.3 if � D c0i;j ; c
1
i;j ; Nc

1
i;j with i ¤ j ;

� the equations (36) if � D c1i;i ; c
2
i;i ;

� the equations (38) if � D c2i;j with i ¤ j ;

� the equations (37) if � D d1i;i ; d
2
i;i ; e

1
i;i ; e

2
i;i ;

� the equations (39) if � D d2i;j ; e
2
i;j with i ¤ j .

Therefore, we have a linear map on the homology groups

.ˆ<a.";ı//� WH�.A
<a
� ; @CF /!H<a

� ."; ı/:

Proposition 5.7 .ˆ<a
.";ı/

/� is an isomorphism.

Proof We introduce a function m W C[D[E! Z�1 such that m.C/D f1g and m.D/D m.E/D f2g.
For every m 2Z�0, let A<a

� .m/ be an R-subspace of A<a
� generated by words of elements of C[D[E

such that the sum of the values of m is equal to m. (When m D 0, A<a
� .0/ WD R � 1.) Then the chain

complex .A<a
� ; @CF / is filtered by subcomplexes fG<ap gp2Z defined by G<ap WD

L
m��p A<a

� .m/. Let
us consider the spectral sequence determined by this filtration. The .�m; q/-term for m� 0 of its first
page is given by

Hq�m.A
<a
� .m/; @/ŠHq�m.A

<a
� .m;C/; 0/DA<a

q�m.m;C/:

Here, A<a
� .m;C/ WD A<a

� .m/\A�.C/ and the first isomorphism is induced by restricting the quasi-
isomorphisms (33). ˆ<a

.";ı/
preserves the filtrations fG<ap gp2Z and fF<a";pgp2Z. The induced map on the

�mth column for m� 0 of the first page has the form

.ˆ<a.";ı//� WA
<a
��m.m;C/!H dR

��m.d�1/.†
aCm"
m ; †0m/:
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This map is an isomorphism since the basis fc1 � � � cm j c1; : : : ; cm 2 C; l.c1/C � � � C l.cm/ < ag of
A<a
��m.m;C/ is mapped to the basis (35). In the �mth column for m< 0, .ˆ<a

.";ı/
/� is a map between the

zero vector spaces. The proposition now follows from Lemma 4.2.

Step 3 The last step is to show that the family of maps

f.ˆ<a.";ı//� j a 2R>0 nL.K/; ."; ı/ 2 Ta is standard with respect to hg

induces an isomorphism on the limit of "! 0 and a!1.

Lemma 5.8 For ."; ı/; ."0; ı0/ 2 Ta with "0 � " which are standard with respect to h,

k."0;ı 0/;.";ı/ ı .ˆ
<a
."0;ı 0//� D .ˆ

<a
.";ı//�:

Proof We have defined ˆ<a
.";ı/

by the chains fy1i;i ; y
2
i;j g, which depends on ."; ı/. As notation, let

f.y1i;i /
0; .y2i;j /

0g be the corresponding chains constructed from ."0; ı0/, by which ˆ<a
."0;ı 0/

is defined.

We take .N"; Nı/ 2 Ta satisfying (24) for ."; ı/ and ."0; ı0/. We may assume that it is standard with respect
to h, and thus N" D ". As in Lemma 5.3, Nf

1; Nı
.N{.x// D 0 holds for x D x0i;j ; x

1
i;j ; Nx

1
i;j with i ¤ j ,

where N{ is the map (17). We claim that there exist Œ�1; 1�-modeled chains Ny1i;i 2 C
dR
1 .†2C2"2 ; †02/,

Ny2i;i 2 C
dR
d
.†2C2"2 ; †02/ and Ny2i;j 2 C

dR
d
.†3C2"2 ; †02/ with i ¤ j which satisfy the following equations:

� the variants of the equations (36), (37), (38) and (39) determined by replacing fy1i;i ; y
2
i;j ; fk;ı ; ?g

by f Ny1i;i ; Ny
2
i;j ;
Nf
k; Nı
; x?g and x 2 X by N{.x/;

� eC Ny
1
i;i D y

1
i;i , eC Ny

2
i;j D y

2
i;j , e� Ny1i;i D .j"0;"/�.y

1
i;i /
0, and e� Ny2i;j D .j"0;"/�.y

2
i;j /
0.

This claim is proved by rewriting the proofs of Lemmas 5.4 and 5.5 for Œ�1; 1�-modeled chains. We omit
the proof.

We define a linear map x̂<a" WA
<a
� ! C<a� ."/ as in (40) by replacing x 2 X by N{.x/ and fy1i;i ; y

2
i;j g by

f Ny1i;i ; Ny
2
i;j g, and extend naturally by the product on A

Hopf
� and the x?-operation. The former equations about

Ny1i;i and Ny2i;j ensure that x̂<a" is a chain map from .A<a
� ; @CF / to .C<a� ."/;D Nı/, as in Proposition 5.6.

The latter equations about Ny1i;i and Ny2i;j ensure the commutativity of the diagram

H<a
� ."; ı/

H�.A
<a
� ; @CF /

. x̂a" /�
//

.ˆa
.";ı/

/�
00

.ˆa
."0;ı0/

/�

..

H<a
� ."; Nı/

f."; Nı/;C

88

f."; Nı/;�

&&

H<a
� ."0; ı0/

k."0;ı0/;.";ı/

OO
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Therefore, the family of maps f.ˆ<a
.";ı/

/� j ."; ı/ 2 Ta is standard with respect to hg induces an isomor-
phism on the limit of "! 0,

ˆ<a� WH�.A
<a
� ; @CF /!H<a

� .R2d�1; K0[K1/

for every a 2 R>0 n L.K0 [ K1/. Moreover, fˆ<a� ga2R>0nL.K0[K1/ is naturally compatible with
fI a;bga�b and the family of linear maps

fH�.A
<a
� ; @CF /!H�.A

<b
� ; @CF /ga�b

which is induced by the inclusion map A<a
� !A<b

� . Therefore, on the limit of a!1, we obtain an
isomorphism

H�.A
Hopf
� ; @CF /D lim

��!
a!1

H�.A
<a
� ; @CF /!H

string
� .R2d�1; K0[K1/:

This finishes the proof of Theorem 5.1.

5.2 Computation ofH string
� .R2d�1;K0[K2/

We define Aunlink
� WDA�.C

0/ by the set

C0 WD fc0i;j gi¤j [fc
1
i;igi [fc

1
i;j ; Nc

1
i;j gi¤j [fc

2
i;j gi;j ;

where i and j run over f0; 2g. The degree of each element is given by

jc0i;j j D d�2; jc1i;j j D jc
1
i;j j D j Nc

1
i;j j D 2d�3 for i ¤ j; jc1i;i j D 2d�3; jc2i;j j D 3d�4:

(Obviously, there exists an isomorphism A�.C/ Š Aunlink
� as graded R-algebras.) We define a graded

derivation @ WD 0 WAunlink
� !Aunlink

��1 . For a differential graded algebra .Aunlink
� ; @/, we have the following

result.

Theorem 5.9 There exists an isomorphism of graded R-algebras

H�.A
unlink
� ; @/ŠH

string
� .R2d�1; K0[K2/:

To compute H string
� .R2d�1; K0 [K2/, we fix auxiliary data such that g is the standard Riemannian

metric on R2d�1. The constant C0 is required to be C0 >
p
jz�2 j

2C 4. The other data, "0 and �, are not
specified. The strategy of the proof is the same as for Theorem 5.1, but it is much more simple. We only
give the outline of each step.

Step 1 We may assume that jz�2 j> 2. Let us fix points p0 WD .0; 1; 0/ 2K0 and p2 WD .0; 1; z�2 / 2K2,
and define submanifolds of .K0[K2/2,

K0;2 WD f.p; p
0/ 2K0�K2 j p

0
D pC .0; 0; z�2 /g; K2;0 WD f.p; p

0/ 2K2�K0 j p
0
D p� .0; 0; z�2 /g:

Let ' W .K0 [K2/2! �K0[K2.R
2d�1/ be the map defined as in Section 5.1 by replacing K1 by K2.

Then we define the set of chains

X0 WD fx0i;j gi¤j [fx
1
i;igi [fx

1
i;j ; Nx

1
i;j gi¤j [fx

2
i;j gi;j ;
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where i and j run over f0; 2g, as follows:

x0i;j WD Œf.pi ; pj /g; 'jf.pi ;pj /g; 1� 2 C
dR
0 .†a1; †

0
1/ if .i ¤ j /;

x1i;i WD Œfpig �Ki ; 'jfpi g�Ki ; 1� 2 C
dR
d�1.†

a
1; †

0
1/;

x1i;j WD ŒKi;j ; 'jKi;j ; 1� 2 C
dR
d�1.†

a
1; †

0
1/ if .i ¤ j /;

Nx1i;j WD ŒKi � fpj g; 'jKi�fpj g; 1� 2 C
dR
d�1.†

a
1; †

0
1/ if .i ¤ j /;

x2i;j WD ŒKi �Kj ; 'jKi�Kj ; 1� 2 C
dR
2d�2.†

a
1; †

0
1/:

Here, a >
p
jz�2 j

2C 4. If we define l W X0!R>0 by

l.x0i;j /D l.x1i;j /D jz
�
2 j and l. Nx1i;j /D l.x2i;j /D

p
jz�2 j

2
C 4 for i ¤ j; l.x1i;i /D l.x2i;i /D 2;

then each x 2 X0 satisfies x 2 C dR
� .†

l.x/C"
1 ; †01/ for any " > 0. Furthermore, a basis of H dR

� .†
a
m; †

0
m/

for a 2R>0 and m 2 Z�1 is given by the set of homology classes

fŒx1 ? � � �?xm� j x1; : : : ; xm 2 X0; l.x1/C � � �C l.xm/ < ag:

The reason this case is simpler is the following: for any x 2X0 and ."; ı/2Ta with a > l.x/, the equation

f1;ı.x/D 0 2 C
dR
� .†

l.x/C2"
2 ; †02/

holds since the path '.p; p0/ satisfies condition (iii) of Lemma 3.12 for any .p; p0/ 2 .K0[K2/2 (see
Lemma 5.3).

Step 2 There exists a bijection C0! X0 which maps cki;j to xki;j and Nx1i;j to Nc1i;j for k 2 f0; 1; 2g and
i; j 2 f0; 2g. Composing l W X0! R>0 with this bijection, a function l W C0! R>0 is defined. Similar
to A

Hopf
� , Aunlink

� is filtered by subcomplexes .A<a
� ; @/ for all a 2R>0 nL.K0[K2/ which is defined by

using l W C0!R>0.

Now ˆ<a" WA
<a
� ! C<a� ."/ is defined so that c 2 C0 is mapped to x 2 X0 which corresponds to c via the

above bijection, and extended naturally via the product map on Aunlink
� and the ?-operation. It is clear

in this case that ˆ<a" is a chain map from .A<a
� ; @ D 0/ to .C<a� ."/;Dı/. The fact that this map is a

quasi-isomorphism is proved by a similar argument as in Proposition 5.7 about spectral sequences.

Step 3 We check that the family of maps .ˆ<a" /� induces an isomorphism on the limit of "! 0 and
a!1. This finishes the proof of Theorem 5.9.

5.3 A corollary and its potential application

The next result is a corollary from the above computations

Corollary 5.10 As graded R-algebras ,

H
string
� .R2d�1; K0[K1/©H

string
� .R2d�1; K0[K2/:
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Proof From Theorems 5.1 and 5.9, it suffices to show that H�.A
Hopf
� ; @C F / is not isomorphic to

Aunlink
� as a graded R-algebra. Let us rewrite .c00;1; c

0
1;0; e

1
0;0; e

1
1;1/ by .a0; a1; b0; b1/ and .c00;2; c

0
2;0/ by

.a00; a
0
1/. In addition, we define C0 WD b0C a0a1 and C1 WD b1C .�1/da1a0.

If d D2,H0.A
Hopf
� ; @CF / is the a priori noncommutative R-algebra generated by fa0; a1; b0; b1gmodulo

the ideal generated by fb0; b1; C0; C1g. This is isomorphic to the commutative algebra RŒa0; a1�=.a0a1/.
On the other hand, Aunlink

0 is the noncommutative algebra freely generated by fa00; a
0
1g. Therefore,

H0.A
Hopf
� ; @CF /©Aunlink

0 as R-algebras.

If d � 3, the lower-degree parts are isomorphic as vector spaces. Indeed, for p � 2d � 5,

Hp.A
Hopf
� ; @CF /ŠAunlink

p Š

8<:
R if p D 0;
Ra0˚Ra1 if p D d � 2;
0 otherwise:

However, H2d�4.A
Hopf
� ; @CF / is the R-vector space spanned by faiaj j i; j 2 f0; 1gg[fb0; b1g modulo

the subspace generated by fb0; b1; C0; C1g, so its dimension is equal to 2. On the other hand, Aunlink
2d�4

is the R-vector space spanned by fa0ia
0
j j i; j 2 f0; 1gg, so its dimension is equal to 4. Therefore,

H2d�4.A
Hopf
� ; @CF /©Aunlink

2d�4
as R-vector spaces.

Let us see a potential application of this result. First we determine spin structures on unit conormal
bundles

Proposition 5.11 Let Q be an n-dimensional Riemannian manifold with a fixed spin structure. Then ,
for every submanifold K in Q, we can assign a spin structure on its unit conormal bundle ƒK so that , if
K is isotopic to K 0 as a submanifold in Q, then ƒK is isotopic to ƒK0 as a Legendrian submanifold with
a spin structure.

Proof Let us identify T �Q with TQ via the Riemannian metric. We also identify Q with the zero
section of TQ. Let LK be the conormal bundle of K. Note that the tangent space of TQ at .q; 0/ 2Q is
equal to TqQ˚TqQ, where the first component is the tangent space of the base space Q, and the second
component is the tangent space of the fiber TqQ. For every q 2K, T.q;0/.LK/D TqK˚ .TqK/?. Thus
the vector bundle T .LK/jK has a spin structure induced by TQjK . Since K is a deformation retract
of LK , this spin structure is extended to T .LK/. By using the diffeomorphism R>0 �ƒK ! LK nK,
.r; .q; p// 7! .q; r � p/, we can determine a spin structure on T .ƒK/ such that the spin structure on
R˚ TƒK , induced by the inclusion map Spin.2n� 1/! Spin.2n/, is equal to the spin structure on
T .LK/jƒK ŠR˚TƒK . This spin structure onƒK for every submanifoldK clearly satisfies the condition
of this proposition.

Let us consider the unit conormal bundles of K0[K1 and K0[K2.

Proposition 5.12 As a .2d�2/-dimensional submanifold of UT �R2d�1 with the spin structure deter-
mined by Proposition 5.11, ƒK0[K1 is isotopic to ƒK0[K2 .
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Proof For s 2 Œ0; 1�, we define Ks1 WD fq C .0; 2s; 0/ 2 R2d�1 j q 2 K1g. We also choose a C1

function Œ0; 1�! Œ0; ��, s 7! �s , such that �0 D �1 D 0 and �1=2 D �
2

, and define Rs 2 SO.2d � 1/ for
s2 Œ0; 1� byRs.v0; v1; v2/ WD ..cos �s/v0�.sin �s/v2; v1; .sin �s/v0C.cos �s/v2/ for every .v0; v1; v2/2
Rd�1 �R�Rd�1. We then define an isotopy .ƒs/s2Œ0;1� from ƒK01

DƒK1 to ƒK11 by

ƒs WD f.q; p/ 2 UT
�R2d�1 j q 2Ks; p ıRsjTqK1s D 0g:

ƒs intersects ƒK0 if and only if s D 1
2

, and ƒ1=2\ƒK0 DƒK0 \UT
�
p0

R2d�1, where p0 D .0; 1; 0/ 2
R2d�1. We can slightly perturb .ƒs/s2Œ0;1� around sD 1

2
to an isotopy .ƒ0s/s2Œ0;1� such that ƒ0s does not

intersect ƒK0 for every s 2 Œ0; 1�. This isotopy is homotopic to an isotopy .ƒKs1/s2Œ0;1�, which preserves
the spin structure of Proposition 5.11. In addition, K0[K11 is isotopic to K0[K2 in R2d�1. Therefore,
as a C1 submanifold with a spin structure, ƒK0 [ƒK1 is isotopic to ƒK0 [ƒK2 .

If Conjecture 1.4 in the introduction is true, then Corollary 5.10 can be applied to show that the unit
conormal bundle ƒK0[K1 is not isotopic to ƒK0[K2 as a Legendrian submanifold with a spin structure in
UT �R2d�1, though they are isotopic as C1 submanifolds with spin structures by the above proposition.

6 Cord algebra andH string
0

.Q;K/

Throughout this section, we consider the case where the codimension of K is 2 (ie d D 2) and the normal
bundle .TK/? is trivial. The purpose is to show that H string

0 .Q;K/ is isomorphic to an isotopy invariant
of K, called cord algebra.

6.1 Cord algebra and string homology

In this section, we refer to [6; 19] and give a definition of cord algebra and string homology. Note that, in
this paper, their coefficients are reduced from the original ZŒ�1.@N"0/� to R.

We fix a frame of .TK/? to give an isomorphism R2 �K Š .TK/? of vector bundles over K which
preserves their fiber metrics and orientations. Combining with the map (3), we obtain a diffeomorphism

h W O"0 �K!N"0 ;

which preserves orientations. Here, O"D
˚
w 2R2 j jwj< 1

2
"
	

for every "� "0, as defined in Section 4.4.3.

First, we define an R-algebra Cord.Q;KIR/. Its relation to the cord algebra defined in [6; 19] is discussed
later in Remark 6.2. Let us prepare some notation. We fix w0 2 O"0 n f0g and define a submanifold
disjoint from K,

K 0 WD fh.w0; x/ j x 2Kg �N"0 :

For every x 2K, we define cx W Œ0; 1�!Q nK to be the constant path at h.w0; x/ 2K 0. We also define
mx W Œ0; 1�!QnK to be a loop in a punctured disk h..O"0 nf0g/�fxg/�N"0 nK based at h.w0; x/2K 0,
whose winding number around h.0; x/ is equal to 1. In addition, let �1.QnK;K 0/ be the set of homotopy
classes of continuous paths 
 W Œ0; 1�!Q nK such that 
.f0; 1g/�K 0.
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Definition 6.1 Let A be the unital noncommutative R-algebra freely generated by the set �1.QnK;K 0/.
We define the two-sided ideal I generated by the elements

Œcx�; Œ
1 � 
2�� Œ
1 �mx � 
2�� Œ
1�Œ
2�

for all x 2K and 
j W Œ0; 1�!QnK for j D 1; 2 such that 
j .f0; 1g/�K 0 and 
1.1/D h.w0; x/D 
2.0/.
Then we define an R-algebra Cord.Q;KIR/ WDA=I, and call it the cord algebra of .Q;K/.

Remark 6.2 When K is 1-dimensional and connected (ie K is an oriented knot in a 3-manifold Q), we
fix a basepoint �2K 0. A cord is a path 
 W Œ0; 1�!Q such that 
.Œ0; 1�/\KD∅ and 
.0/; 
.1/2K 0nf�g.
The notion of cord algebra (or cord ring) of knots was defined in [6; 18; 19], for instance. The most
refined one is [6, Definition 2.6], which is defined as a noncommutative algebra over Z generated by the
set of homotopy classes of cords and f�˙; �˙g, modulo the relations about f�˙; �˙g and the “skein
relations”. If we replace both � and � by 1 2Z and tensor this Z-algebra with R, we obtain an R-algebra
isomorphic to Cord.Q;KIR/. (The isomorphism is induced by a natural map from the set of homotopy
classes of cords to �1.Q nK;K 0/.)

We should also note that, in [19, Definition 2.1], the cord algebra over ZŒH1.@N"0/� was defined when K
is a connected codimension 2 submanifold of an arbitrary manifold and its normal bundle is oriented.
In our setting, we have an isomorphism .h�1/� WH1.@N"0/!H1.S

1 �K/ŠH1.S
1/˚H1.K/. There

exists a ring homomorphism ' W ZŒH1.@N"0/�!R determined by '.h�.ŒS1�//D�1 and '.h�.c//D 1
for every c 2 H1.K/. If the base change of the cord algebra of [19, Definition 2.1] is done by ', we
obtain an R-algebra isomorphic to Cord.Q;KIR/.

Next, we refer to [6, Section 2.1] and define the string homology, which is simplified for our purpose. For
m 2 Z�1, a 2R�0[f1g and p D 0; 1, we define an R-subspace Ct

p .m; a/� C
sing
p .†am/ consisting of

generic singular p-chains satisfying jet transversality conditions. (Recall that we have fixed a topology
of †am in Section 3.2.4.)

In the case of pD 0, Ct
0 .m; a/ is generated by .
k W Œ0; Tk�!Q/kD1;:::;m 2†

a
m satisfying the following

conditions:

(0a) .
k/
0.0/; .
k/

0.Tk/ … TK for every k 2 f1; : : : ; mg.

(0b) 
k.t/ …K for every k 2 f1; : : : ; mg and t ¤ 0; Tk .

In the case of p D 1, Ct
1 .m; a/ is generated by 1-parameter families of paths

Œ0; 1�!†am; u 7! .
uk W Œ0; T
u
k �!Q/kD1;:::;m;

such that Œ0; 1�!R>0, u 7! T u
k

, is a C1 function and

�k W f.u; t/ j 0� u� 1; 0� t � T
u
k g !Q

is a C1 map for every k 2 f1; : : : ; mg, and satisfies the following conditions:
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(1a) .
0
k
/kD1;:::;m and .
1

k
/kD1;:::;m satisfy (0a)–(0b).

(1b) .
u
k
/0.0/; .
u

k
/0.T u

k
/ … TK for every u 2 Œ0; 1� and � int

k
WD �kjf.u;t/jt¤0;T u

k
g is transverse to K for

every k 2 f1; : : : ; mg.

(1c) If .u�; t�/; .u0�; t
0
�/ 2

`m
kD1.�

int
k
/�1.K/ are distinct points, then u� ¤ u0�.

Note that condition (1b) implies that .� int
k
/�1.K/ is a finite set. In addition, we define Ct

p .0; a/ WD

C
sing
p .†a0/ for a 2R�0[f1g and p D 0; 1.

By (1a), the boundary operator of the singular chain complex @sing W C
sing
1 .†am/! C

sing
0 .†am/ is restricted

to the map

@sing
W Ct

1 .m; a/! Ct
0 .m; a/; .
uk /

u2Œ0;1�

kD1;:::;m
7! .
1k /kD1;:::;m� .


0
k /kD1;:::;m:

We also define a linear map f t

k
W Ct

1 .m; a/! Ct
0 .mC 1; a/ for m 2 Z�1 such that, for any 1-chain

x D .
u
k
W Œ0; T u

k
�!Q/

u2Œ0;1�

kD1;:::;m
2 Ct

1 .m; a/,

f t

k .x/ WD
X

.u�;t�/2.�
int
k
/�1.K/

sign.u�; t�/ � .

u�
1 : : : ; 


u�
k�1

;b
u�
k
1;b
u�

k
2; 


u�
kC1

; : : : ; 
u�m /:

Here
b
u�
k
1
WD 


u�
k
jŒ0;t�� W Œ0; t��!Q; b
u�

k
2
WD 


u�
k
jŒt�;T

u�
k
�. � � t�/ W Œ0; T

u�
k
� t��!Q;

and sign.u�; t�/ 2 f˙1g is the orientation sign of the open embedding into O"0 �R2

�fiber
k WD prR2 ı h

�1
ı�k

defined on a small neighborhood of .u�; t�/ 2 .� int
k
/�1.K/ � .0; 1/ �R>0. For convenience, let us

define, for p … f0; 1g, Ct
p .m; a/ WD 0, @sing WD 0 W Ct

p .m; a/! Ct
p�1.m; a/ and f t

k
WD 0 W Ct

p .m; a/!

Ct
p�1.mC 1; a/.

For a 2R>0[f1g and m 2 Z�0, we define the quotient vector space

Ct;<a
� .m/ WD Ct

� .m; a/=C
t
� .m; 0/:

Then @sing and f t

k
induce linear maps

@sing
W Ct;<a
� .m/! C

t;<a
��1 .m/; f t

k W C
t;<a
� .m/! C

t;<a
��1 .mC 1/:

Now we define the graded R-vector space

Ct;<a
� WD

1M
mD0

Ct;<a
� .m/:

For each m 2 Z�0, Ct;<a
� .m/ is considered to be its linear subspace in a natural way. Then we define a

degree �1 map Dt W C
t;<a
� ! C

t;<a
��1 by

(41) Dt.x/ WD @singxC

mX
kD1

f t

k .x/
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K 0
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y


Figure 5: The picture of y
 defined for .
/kD1 2†11 .

for x 2 Ct;<a
� .m/. For x 2 Ct;<a

� .0/, the right-hand side is just equal to @singx. Then we obtain a chain
complex .Ct;<a

� ;Dt/. Let Ht;<a
� denote its homology group. In addition, for a; b 2R�0[f1g with

a � b, we define a linear map J a;b W Ht;<a
� ! H

t;<b
� induced by the inclusion maps Ct

� .m; a/!

Ct
� .m; b/ for all m 2 Z�0.

In this section, we call Ht;<1
� the string homology of .Q;K/. Note that the direct limit lim

��!a!1
H

t;<a
�

defined by fJ a;bga�b is isomorphic to Ht;<1
0 . Furthermore, Ht;<1

0 has a associative product structure
induced by … W†1m �†

1
m0 !†1mCm0 . Thus Ht;<1

0 is a unital associative R-algebra, whose unit comes
from � 2 Ct;<1

0 .0/.

The next proposition is essentially proved in [6, Proposition 2.9].

Proposition 6.3 As an R-algebra , Cord.Q;KIR/ is isomorphic to Ht;<1
0 .

Proof For every homotopy class z 2 �1.Q nK;K 0/, we choose a C1 path 
 which represents z. We
then define a path N
 as follows: for x0; x1 2K such that 
.i/D h.w0; xi / for i 2 f0; 1g,

N
 W Œ0; 3�!Q; t 7!

8<:
h.t �w0; x0/ if 0� t � 1;

.t � 1/ if 1� t � 2;
h..3� t / �w0; x1/ if 2� t � 3:

We modify N
 to z
 by a reparametrization so that .z
/kD1 2 †11 and satisfies (0a) and (0b). Then a
homomorphism of unital R-algebras

F WA!H
t;<1
0

is defined so that z D Œ
� is mapped to Œ.z
/kD1�. From the definition of Dt, it can be checked that F is
a well-defined surjection and maps the ideal I into 0. Therefore, we obtain a surjective homomorphism
of unital R-algebras F WA=I!H

t;<1
0 .

We prove that F is injective by describing its inverse map. For .
 W Œ0; T �!Q/kD1 2†
1
1 satisfying (0a)

and (0b), let us define

L
 W Œ0; 1�!Q; t 7!

8<:
h..1� 3t/ �w0; 
.0// if 0� t � 1

3
;


.3T t �T / if 1
3
� t � 2

3
;

h..3t � 2/ �w0; 
.T // if 2
3
� t � 1:
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*X

u�


0


1 
u�.t�/

K

K 0

y
1

y
2mx

K

K 0

Figure 6: The left-hand side describes the 1-chain .
u/u2Œ0;1�
kD1

such that sign.u�; t�/ D C1 at
.u�; t�/ 2 .�

int
1 /
�1.K/. From the right-hand side, we can see that Œy
0� D Œy
1 � y
2� and Œy
1� D

Œy
1 �mx � y
2� as elements of �1.Q nK;K 0/.

As described in Figure 5, we change L
 into y
 by small perturbations inside N"0 around t 2
˚
1
3
; 2
3

	
so that

y
 does not intersect K. We then obtain a homotopy class Œy
� 2 �1.Q nK;K 0/. Note that, for any y
j for
j D 1; 2 from two choices of perturbations, there exist l0; l1 2 f0;C1;�1g such that

Œy
2�D Œ.m
.0//
l0 � y
1 � .m
.T //

l1 � 2 �1.Q nK;K
0/:

Here, .mx/1 WDmx , .mx/0 WD cx , and .mx/�1 denotes the inverse path of mx . (As a natural extension,
.mx/

l for l 2 Z is defined.) Thus, Œy
1�D Œy
2� as an element of A=I. If 
 2†01 (ie length 
 < "0), then
Œy
�D Œ.mx/

l � 2 �1.Q nK;K
0/ for some x 2K and l 2 Z. In this case, Œy
�D 0 as an element of A=I.

Therefore, we have a well-defined linear map

G W C
t;<1
0 !A=I;

�
Ct;<1.m/ 3 .
k/kD1;:::;m 7! Œy
1� � � � Œy
m� for m� 1;

Ct;<1.0/ 3 1 7! the unit:

From the transversality condition (1b) together with (1c), it follows that ImDt is mapped into 0. Indeed,
in a simple case, for .
u/u2Œ0;1�

kD1
2 Ct

1 .1;1/ such that .� int
1 /
�1.K/D f.u�; t�/g, we can see that

G.Dt.x//D

�
Œy
1 �mx � y
2�� Œy
1 � y
2�C sign.u�; t�/Œy
1�Œy
2� if sign.u�; t�/DC1;
Œy
1 � y
2�� Œy
1 �mx � y
2�C sign.u�; t�/Œy
1�Œy
2� if sign.u�; t�/D�1;

for x WD 
u�.t�/, 
1 WD 
u� jŒ0;t�� and 
2 WD 
u� jŒt�;T u� �. � � t�/. Figure 6 describes the case where
sign.u�; t�/DC1. ThusG

�
Dt..
u/

u2Œ0;1�

kD1
/
�
D02A=I. Condition (1c) implies that the general case can

be reduced to this simple case. Therefore, we obtain a well-defined linear mapG WHt;<1
0 !A=I. Finally,

for any Œ
� 2 �1.Q nK;K 0/ such that 
.i/ D h.w0; xi / for i 2 f0; 1g, there exist l0; l1 2 f0;C1;�1g
such that

G ıF .Œ
�/D Œ.mx0/
l0 � 
 � .mx1/

l1 �;

which is equal to Œ
� in A=I. This implies that F is injective.
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6.2 Connecting string homology andH string
� .Q;K/

The purpose of this section is to construct a linear map fromH
t;<a
� toH<a

� .Q;K/ for all a2R>0nL.K/.
On the limit of a!1, an R-algebra homomorphism from H

t;<1
� to H string

� .Q;K/ is defined. Before
constructing this map, we will prepare two things.

6.2.1 Preliminaries First, we define a map ‰ which associates de Rham chains with singular chains.
Let �; � WR! Œ0; 1� be C1 functions such that:

� �.u/D 0 if u� 0 and �.u/D 1 if u� 1. In addition, �0.u/ > 0 if 0 < u < 1.

� � WR! Œ0; 1� has compact support and �.s/D 1 for every s 2 Œ0; 1�.

For p 2 Z, a linear map
‰ W Ct

p .m; a/! C dR
p .†am/

is defined by 8̂<̂
:
‰..
k/kD1;:::;m/ WD Œf0g; c0; 1� if p D 0;
‰..
u

k
/
u2Œ0;1�

kD1;:::;m
/ WD ŒR; c1; �� if p D 1;

‰ D 0 otherwise,

where c0 is the constant map to .
k/kD1;:::;m and c1 W R ! †am, u 7! .

�.u/

k
/kD1;:::;m. These maps

commute with boundary operators, namely

@ ı‰ D‰ ı @sing
W Ct
p .m; a/! C dR

p�1.†
a
m/:

Next, we define a filtration fCt
p .m; a; "/g">0 of Ct

p .m; a/. When p D 0, Ct
0 .m; a; "/ is an R-subspace

generated by .
k W Œ0; Tk�!Q/kD1;:::;m 2†
a
m satisfying (0a)–(0b) and the following condition:

(0c) There exists �0 2 .0; "0=.5C0/� such that 
k.Œ�0; Tk � �0�/\N" D∅ for every k 2 f1; : : : ; mg.

In the case of p D 1, Ct
1 .m; a; "/ is an R-subspace generated by .
u

k
W Œ0; T u

k
�!Q/

u2Œ0;1�

kD1;:::;m
satisfying

(1a)–(1c) and the following conditions:

(1d) .
0
k
/kD1;:::;m and .
1

k
/kD1;:::;m satisfy (0c).

(1e) There exist �0 2 .0; "0=.5C0/� and an open neighborhood U.u�;t�/ for each .u�; t�/ 2 .� int
k
/�1.K/

for k D 1; : : : ; m such that

.u�; t�/ 2 U.u�;t�/ � f.u; t/ j 0 < u < 1; �0 < t < T
u
k � �0g;

and the following hold:

(1e-1) U.u�;t�/ � f.u; t/ j jt � t�j< �0g.

(1e-2) For any two distinct points .u�; t�/; .u0�; t
0
�/ 2

`m
kD1.�

int
k
/�1.K/, the projections of the sets

U.u�;t�/; U.u0�;t 0�/ � Œ0; 1��R>0 to Œ0; 1�,

prŒ0;1�.U.u�;t�//; prŒ0;1�.U.u0�;t 0�//� Œ0; 1�;

are disjoint.
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(1e-3) For every k 2 f1; : : : ; mg,

.�kjf.u;t/j�0�t�T uk ��0g
/�1.N"/D

[
.u�;t�/2.�

int
k
/�1.K/

U.u�;t�/:

Moreover, for each .u�; t�/ 2 .� int
k
/�1.K/,

�fiber
k W U.u�;t�/! O"

is a diffeomorphism. (Recall that �fiber
k
D prR2 ı h

�1 ı�k .)

In addition, we define Ct
p .m; a; "/ WD C

t
p .m; a/ if p … f0; 1g or mD 0.

Roughly speaking, (0c) means that 
k.t/ is far from K by a distance at least 1
2
", except when t is close

to f0; Tkg. Condition (1e) means that 
u
k
.t/ is far from K by a distance at least 1

2
", except when t is

close to f0; T u
k
g or when .u; t/ is close to some point in .� int

k
/�1.K/. Note that, when 0 < "0 � ", we

have Ct
� .m; a; "/� C

t
� .m; a; "

0/, and

(42)
[
">0

Ct
� .m; a; "/D C

t
� .m; a/:

Moreover, @sing and f t

k
for k D 1; : : : ; m are restricted to linear maps

@sing
W Ct
� .m; a; "/! Ct

��1.m; a; "/; f t

k W C
t
� .m; a; "/! Ct

��1.mC 1; a; "/:

For every " > 0, we define Ct;<a
� .m; "/ WD Ct

� .m; a; "/=C
t
� .m; 0; "/ and

Ct;<a
� ."/ WD

1M
mD0

Ct;<a
� .m; "/:

A linear map Dt
" W C

t;<a
� ."/! C

t;<a
��1 ."/ is defined by the same form as (41). Then we obtain a chain

complex .Ct;<a
� ."/;Dt

" /. Let Ht;<a
� ."/ denote its homology. When 0 < "0 � ", the inclusion maps

Ct
� .m; a; "/! Ct

� .m; a; "
0/ for all m 2 Z�0 induce a linear map

l";"0 WH
t;<a
� ."/!Ht;<a

� ."0/;

and we have a direct system
�
fH

t;<a
� ."/g">0; fl";"0g"�"0

�
. From the relation (42), we have

lim
��!
"!0

Ht;<a
� ."/DHt;<a

� :

6.2.2 Construction of the chain map With the above preparations, we consider the maps

Ct
p .m; a; "/! C dR

p .†aCm"m /; x 7!‰.x/; for m 2 Z�0

for " 2 .0; "0=.5C0/�. They induce a linear map from C
t;<a
� ."/ to C<a� ."/, but this is not a chain map.

In order to fill in the gap, we need to prove the following lemma for a 2R>0 nL.K/.
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Lemma 6.4 Suppose that ."; ı/2Ta is standard with respect to h. Then , form2Z�1 and k2f1; : : : ; mg,
there exists a linear map

ok;.";ı/ W C
t
1 .m; a; "/! C dR

1 .†
aC.mC1/"
mC1 /

such that the following hold for any x 2 Ct
1 .m; a; "/:

(i) @.ok;.";ı/.x//� .fk;ı ı‰.x/�‰ ıf
t

k
.x// 2 C dR

0 .†0mC1/.

(ii) fl;ı.ok;.";ı/.x// 2 C
dR
0 .†0mC2/ for every l 2 f1; : : : ; mC 1g.

Proof It suffices to define ok;.";ı/.x/ for x D .
u
l
/
u2Œ0;1�

lD1;:::;m
satisfying (1a),. . . ,(1e). The proof is divided

into three steps: We define de Rham chains in the first two steps. In the last step, ok;.";ı/.x/ is defined as
the sum of these chains and we check conditions (i) and (ii).

Step 1 From the definitions of ‰ and f t

k
,

fk;ı ı‰.x/�‰ ıf
t

k .x/D fk;ı.‰.x//�
X

.u�;t�/2.�
int
k
/�1.K/

sign.u�; t�/ � Œf0g; c0.u�; t�/; 1�;

where c0.u�; t�/ is a constant map to .
u�1 ; : : : ;b
u�
k
1;b
u�

k
2; : : : ; 


u�
m /. Since ."; ı/ is standard, it has the

form (31). Using the notation of (13), we can explicitly write fk;ı.‰.x//D ŒWk; ˆk; �k�, where

Wk D f.u; �; v/ 2R�R�N" j 2" < � < T
�.u/

k
� 2"; 


�.u/

k
.�/D �v1 .0/g;

ˆk WWk!†
aC.mC1/"
mC1 ; .u; �; v/ 7! conk..


�.u/

l
/lD1;:::;m; .T

�.u/

k
; �/;  ".v//;

�k 2�
2
c.Wk/; .�k/.u;�;v/ D �".T

�.u/

k
; �/ ��.u/ � .h�.�" � 1//v:

Recall condition (1e-3) and note that �v1 .0/D v. We define Wk WDWk \f�0 < � < T
�.u/

k
� �0g. Then

Wk!
[

.u�;t�/2.�
int
k
/�1.K/

U.u�;t�/; .u; �; v/ 7! .�.u/; �/;

is an orientation-preserving diffeomorphism. Moreover, �".T
�.u/

k
; �/ ��.u/D 1 for .u; �; v/ 2Wk . On

the other hand, it follows from (1e-1) and Lemma 3.12 that ˆk.u; �; v/ 2†0mC1 for .u; �; v/ 2Wk nWk .
Therefore,

fk;ı.‰.x//�
X

.u�;t�/2.�
int
k
/�1.K/

ŒU.u�;t�/; ˆ
0
.u�;t�/

; �0.u�;t�/�D fk;ı.‰.x//� ŒWk; ˆkjWk ; �kjWk �

2 C dR
0 .†0mC1/;

where

ˆ0.u�;t�/ W U.u�;t�/!†
aC.mC1/"
mC1 ; .u; �/ 7! conk

�
.
ul /lD1;:::;m; .T

u
k ; �/;  ".


u
k .�//

�
;

�0.u�;t�/ D .�
int
k jU.u�;t�/

/�.h�.�" � 1// 2�
2
c.U.u�;t�//:
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As a result, fk;ı ı‰.x/�‰ ıf t

k
.x/ is equal to the chain

(43)
X

.u�;t�/2.�
int
k
/�1.K/

�
ŒU.u�;t�/; ˆ

0
.u�;t�/

; �0.u�;t�/�� sign.u�; t�/ � Œf0g; c0.u�; t�/; 1�
�

modulo C dR
0 .†0mC1/.

For each .u�; t�/ 2 .� int
k
/�1.K/, consider a diffeomorphism

�fiber
k D prR2 ı h

�1
ı� int

k jU.u�;t�/
W U.u�;t�/! O"

and a scalar multiplication ms W O"! O", w 7! �.s/ �w, for s 2R. We define a deformation retraction to
f.u�; t�/g,

R�U.u�;t�/! U.u�;t�/; .s; .u; �// 7! .us; �s/ WD .�
fiber
k /�1 ıms ı .�

fiber
k /.u; �/:

Now we define a map,

ẑ 0
.u�;t�/

WR�U.u�;t�/!†
aC.mC1/"
mC1 ; .s; .u; �// 7!ˆ0.u�;t�/.us; �s/;

and the de Rham chain

o1k WD
X

.u�;t�/2.�
int
k
/�1.K/

ŒR�U.u�;t�/; ẑ
0
.u�;t�/

; �� �0.u�;t�/� 2 C
dR
1 .†

aC.mC1/"
mC1 /:

If s � 1, ẑ 0
.u�;t�/

.s; .u; �//Dˆ0
.u�;t�/

.u; �/. If s � 0, ẑ 0
.u�;t�/

.s; .u; �// is constant to

.

u�
1 ; : : : ;e
u�

k
1;e
u�

k
2; : : : ; 
u�m /DW c00.u�; t�/;

which is defined by (12) for 
k D 

u�
k

, .Tk; �/D .T
u�
k
; t�/ and �i W

�
0; 1
2
"
�
!f


u�
k
.t�/g �Q. Therefore,

the boundary chain @o1
k

is equal toX
.u�;t�/2.�

int
k
/�1.K/

�
ŒU.u�;t�/; ˆ

0
.u�;t�/

; �0.u�;t�/��

�
f0g; c00.u�; t�/;

Z
U.u�;t�/

.�k/
�.h�.�" � 1//

��
:

Since
R

O"
�" D 1, we can compute thatZ

U.u�;t�/

.�k/
�.h�.�"�1//D

Z
U.u�;t�/

.h�1 ı�k/
�.�"�1/D

Z
U.u�;t�/

.�fiber
k /��" D sign.u�; t�/ 2 f˙1g:

Thus,

(44) @.o1k/D
X

.u�;t�/2.�
int
k
/�1.K/

�
ŒU.u�;t�/; ˆ

0
.u�;t�/

; �0.u�;t�/�� sign.u�; t�/ � Œf0g; c00.u�; t�/; 1�
�
:

Step 2 For each .u�; t�/ 2 .� int
k
/�1.K/, c00.u�; t�/ coincides with c0.u�; t�/ up to reparametrizations

of the kth and .kC1/st paths. We define by interpolating parametrizations

c1.u�; t�/ W Œ0; 1�!†
aC.mC1/"
mC1 ; s 7! .


u�
1 ; : : : ; 


u�
k�1

;b
u�
k
1
ı�1s ;

b
u�
k
2
ı�2s ; 


u�
kC1

; : : : ; 
u�m /;
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so that c1.u�; t�/.0/D c0.u�; t�/ and c1.u�; t�/.1/D c00.u�; t�/. Then we obtain a chain

o2.u�;t�/ WD ŒR; c1.u�; t�/ ı �; �� 2 C
dR
1 .†

aC.mC1/"
mC1 /;

which satisfies @.o2
.u�;t�/

/D Œf0g; c00.u�; t�/; 1�� Œf0g; c0.u�; t�/; 1�.

Step 3 We define a chain

ok;.";ı/.x/ WD o
1
kC

X
.u�;t�/2.�

int
k
/�1.K//

sign.u�; t�/ � o2.u�;t�/:

From (44), @.ok;.";ı/.x// is equal to the chain of (43). Therefore, ok;ı.x/ satisfies condition (i). Condition
(ii) can be checked as follows: From conditions (1e-2) and (1e-4), those paths in ˆ0

.u�;t�/
.s; .u; �// and

c1.u�; t�/.s/ satisfy condition (iii) of Lemma 3.12. Therefore, fl;ı.o1k/ and fl;ı.o2.u�;t�// belongs to
C dR
0 .†0mC2/ for l D 1; : : : ; mC 1.

For ."; ı/ 2 Ta which is standard, we define a linear map ˆ<a
.";ı/
W C

t;<a
� ."/! C<a� ."/ such that, for

x 2 Ct
p .m; a; "/, the equivalence class Œx� 2 Ct;<a

p .m; "/ is mapped to

ˆ<a.";ı/.Œx�/D

8<:
Œ‰.x/� if p D 0;
Œ‰.x/��

Pm
kD1Œok;.";ı/.x/� if p D 1;

0 otherwise.

The two properties of ok;.";ı/ show that ˆ<a
.";ı/

is a chain map from .C
t;<a
� ."/;Dt

" / to .C<a� ."/;Dı/.
Therefore, we obtain a linear map on homology,

.ˆ<a.";ı//� WH
t;<a
� ."/!H<a

� ."; ı/:

6.2.3 Commutativity with transition maps We need to check the relation ofˆ<a
.";ı/

for fk."0;ı/;.";ı/g"0�"
and fl";"0g"�"0 .

Proposition 6.5 For ."; ı/; ."0; ı/ 2 Ta with "0 � " which are standard with respect to h, the following
diagram commutes:

H
t;<a
� ."/

.ˆ<a
.";ı/

/�
//

l";"0
��

H<a
� ."; ı/

H
t;<a
� ."0/

.ˆ<a
."0;ı0/

/�
// H<a
� ."0; ı/

k."0;ı0/;.";ı/

OO

To prove this proposition, we return to the definition k."0;ı 0/;.";ı/ D k.N"; Nı/ by .N"; Nı/ 2 Ta satisfying (24)
for ."; ı/ and ."0; ı0/. We require .N"; Nı/ to be standard with respect to h, and thus N"D ".

We set x‰ WD N{ ı‰ W Ct
� .m; a/! C dR

� .†
a
m/ for all m 2 Z�0. Again, the induced map from C

t;<a
� ."/ to

C<a� ."/ is not a chain map. To fill in the gap, we need the following lemma.

Lemma 6.6 For m 2 Z�1 and k 2 f1; : : : ; mg, suppose that we have taken maps ok;.";ı/ and ok;."0;ı 0/ of
Lemma 6.4 for ."; ı/ and ."0; ı0/. Then there exists a linear map

No
k;."; Nı/

W Ct
1 .m; a; "/! C dR

1 .†
aC.mC1/"
mC1 /
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such that the following hold for any x 2 Ct
1 .m; a; "/:

� @. No
k;."; Nı/

/� . Nf
k; Nı
ı x‰.x/� x‰ ıf t

k
.x// 2 C dR

0 .†0mC1/.

� Nf
l; Nı
. No
k;."; Nı/

.x// 2 C dR
0 .†0mC2/ for every l 2 f1; : : : ; mC 1g.

� eC. Nok;."; Nı/.x//D ok;.";ı/.x/ and e�. Nok;."; Nı/.x//D .j"0;"/�.ok;."0;ı 0/.x//.

Proof We omit the detailed proof. Note that Nı has the form (32). For any x D .
k/kD1;:::;m, we
can compute explicitly that the chain Nf

k; Nı
ı x‰.x/� x‰ ı f t

k
.x/ is equal to the sum of chains, for all

.u�; t�/ 2 .�
int
k
/�1.K/,

ŒR�U.u�;t�/; x̂
0
.u�;t�/

; .idR�1 �U.u�;t�/; idR��1 �U.u�;t�//;
N�0.u�;t�/�

� sign.u�; t�/ � ŒR; c0.u�; t�/; .idR�1 ; idR��1/; 1�

modulo C dR
0 .†0mC1/. Here x̂ 0

.u�;t�/
WR�U.u�;t�/!R�†aC.mC1/"mC1 is determined by

x̂ 0
.u�;t�/

.r; .u; �// WD
�
r; conk

�
.
ul /lD1;:::;m; .T

u
k ; �/;

N "0;".r; 

u
k .�//

��
and . N�0

.u�;t�/
/ WD .idR��

int
k
jU.u�;t�/

/�.1� N�"0;"/ 2�
2.R�U.u�;t�//. The Œ�1; 1�-modeled chain No

k;."; Nı/

is defined in a similar way as ok;.";ı/ in Lemma 6.4, and we can check that this chain satisfies the required
three conditions.

Proof of Proposition 6.5 We define a linear map x̂<a
."; Nı/
W C

t;<a
� ."/ ! C<a� ."/ such that, for x 2

C
t;<a
p .m; a; "/,

x̂<a
."; Nı/

.Œx�/D

8<:
Œx‰.x/� if p D 0;
Œx‰.x/��

Pm
kD1Œ Nok;."; Nı/.x/� if p D 1;

0 otherwise.

The first two properties of No
k;."; Nı/

show that this is a chain map from .C
t;<a
� ."/;Dt

" / to .C<a� ."/;D Nı/.
Therefore, we get a linear map on homology,

. x̂<a
."; Nı/

/� WH
t;<a
� ."/!H<a

� ."; Nı/:

The third property of No
k;."; Nı/

implies that the following diagram commutes:

H
t;<a
� ."/

.ˆ<a
.";ı/

/�
//

l";"0

��

. x̂<a
."; Nı/

/� ((

H<a
� ."; ı/

.j";"/�Did
// H<a
� ."; ı/

H<a
� ."; Nı/

.e";C/�

55

.e";�/�

))

H
t;<a
� ."0/

.ˆ<a
."0;ı0/

/�
// H<a
� ."0; ı0/

.j"0;"/�
// H<a
� ."; .i"0;"/�ı

0/

The proposition is now proved since k
."; Nı/
D ..j";"/

�1
� ı .e";C/�/ ı ..j"0;"/

�1
� ı .e"�/�/

�1.
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Let a 2R>0 nL.K/. Proposition 6.5 shows that the family of maps

f.ˆ<a.";ı//� j ."; ı/ 2 Ta is standard with respect to hg

induces a linear map on the limits of "! 0,

ˆ<a WHt;<a
� D lim

��!
"!0

Ht;<a
� ."/!H<a

� .Q;K/D lim
 ��
"!0

H<a
� ."; ı/:

Naturally, those maps of fˆ<aga2R>0nL.K/ commutes with fI a;b WH<a
� .Q;K/!H<b

� .Q;K/ga�b and
fJ a;b WH

t;<a
� !H

t;<b
� ga�b . Therefore, on the limit of a!1, we have a linear map

ˆ WHt;1
� !H

string
� .Q;K/:

Moreover, it is straightforward to check that ˆ is a homomorphism of unital R-algebras.

6.3 Proof of isomorphism

In this section, we prove that for every a 2R>0 nL.K/, ˆ<a is an isomorphism in the 0th degree. As an
immediate consequence, it is shown that the cord algebra of .Q;K/ is isomorphic to H string

0 .Q;K/.

For each m 2 Z�0, let @sing
m W C

t;<a
1 .m/! C

t;<a
0 .m/ denote the singular boundary operator. We also

write

(45)
‰0;m W Coker @sing

m !H dR
0 .†am; †

0
m/; Œx� 7! Œ‰.x/�;

‰1;m W Ker @sing
m !H dR

1 .†am; †
0
m/; x 7! Œ‰.x/�:

Lemma 6.7 ‰0;m is an isomorphism and ‰1;m is a surjection.

Proof Naturally, there are two maps

Coker @sing
m !H

sing
0 .†am; †

0
m/; Ker @sing

m !H
sing
1 .†am; †

0
m/:

induced by the inclusions Ct
p .m; a/!C

sing
p .†am/ for pD 0; 1. The subset of †am (resp. C 0.Œ0; 1�; †am/)

consisting of elements satisfying conditions (0a)–(0b) (resp. (1a)–(1c)) is open dense. This fact implies
that the first map is an isomorphism and the second map is a surjection. Then we consider the following
diagram for p D 0; 1:

Kp;m
‰p;m

//

��

H dR
p .†am; †

0
m/

(6)
// lim
��!j!1

H dR
p .Bam.2

j /; B0m.2
j //

H
sing
p .†am; †

0
m/

(11)
// lim
��!j!1

H
sing
p .Bam.2

j /; B0m.2
j //

OO

Here, K0;m WD Coker @sing
m and K1;m WD Ker @sing

m . The left vertical map is defined as above. The right
vertical map is an isomorphism from Proposition 2.9. The horizontal maps are the isomorphisms of (6)
and (11). The commutativity follows from the definition of the right vertical map. See [15, Section 4.7].
Now the assertion of the lemma follows from the diagram.
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For the chain complexes .Ct;<a
� ;Dt/ and .Ct;<a

� ."/;Dt
" /, we define their filtrations fH<a

p gp2Z and
fH<a

";pgp2Z by
H<a
p WD

M
m��p

Ct;<a
� .m/; H<a

";p WD

M
m��p

Ct;<a
� .m; "/:

Let Et;<a and Et;<a
" be the spectral sequences determined by fH<a

p gp2Z and fH<a
";pgp2Z, respectively.

The .�m; q/-terms of their first pages are given by

.Et;<a/1�m;q D

8<:
Coker @sing

m if q�mD 0 and m� 0;
Ker @sing

m if q�mD 1 and m� 0;
0 otherwise,

.Et;<a
" /1�m;q D

8<:
Coker @sing

";m if q�mD 0 and m� 0;
Ker @sing

";m if q�mD 1 and m� 0;
0 otherwise.

Here @sing
";m WC

t;<a
1 .m; "/!C

t;<a
0 .m; "/ also denotes the singular boundary operator. If 0 < "0 � ", there

exists a morphism l";"0 W E
t;<a
" ! E

t;<a
"0 induced by the inclusion maps Ct

� .m; a; "/! Ct
� .m; a; "

0/

for all m 2 Z�0. Naturally, lim
��!"!0

E
t;<a
" ŠEt;<a.

For ."; ı/2Ta which is standard with respect to h, the chain mapˆ<a
.";ı/

preserves the filtrations fH<a
";pgp2Z

and fF<a";pgp2Z, so it induces a morphism of spectral sequences

.ˆ<a.";ı//� WE
t;<a
" !E<a.";ı/:

Note that, on the .�m; q/-term for m� 0 of their first pages, this can be written as

(46)
.ˆ<a.";ı//� W Coker @sing

";m!H dR
0 .†aCm"m ; †0m/; Œx� 7! Œ‰.x/� if q Dm;

.ˆ<a.";ı//� W Ker @sing
";m!H dR

1 .†aCm"m ; †0m/; x 7! Œ‰.x/� if q DmC 1:

Recall that we have defined k."0;ı 0/;.";ı/ WE<a."0;ı 0/!E<a
.";ı/

by the composition of the maps of (28). The
next result is a variant of Proposition 6.5 for spectral sequences.

Proposition 6.8 The following diagram commutes:

E
t;<a
"

.ˆ<a
.";ı/

/�
//

l";"0
��

E<a
.";ı/

E
t;<a
"0

.ˆ<a
."0;ı0/

/�
// E<a
."0;ı 0/

k."0;ı0/;.";ı/

OO

This can be proved as Proposition 6.5 by taking . x̂<a
."; Nı/

/� WE
t;<a
" !E<a

."; Nı/
into consideration. We omit

the proof.

We use the spectral sequence E<a of Proposition 4.17. The above proposition and (46) immediately
implies the existence of the following morphism of spectral sequences.
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Proposition 6.9 There exists a morphism of spectral sequences ˆ<a WEt;<a!E<a such that , on the
.�m; q/-term for m� 0 of the first page ,

ˆ<a D‰0;m W .E
t;<a/1�m;q D Coker @sing

m ! .E<a/1�m;q DH
dR
0 .†am; †

0
m/ if q Dm;

ˆ<a D‰1;m W .E
t;<a/1�m;q D Ker @sing

m ! .E<a/1�m;q DH
dR
1 .†am; †

0
m/ if q DmC 1:

This property ofˆ<a WEt;<a!E<a implies a result on the compatible mapˆ<a WHt;<a
p !H<a

p .Q;K/.

Proposition 6.10 ˆ<a WH
t;<a
p !H<a

p .Q;K/ is an isomorphism if p D 0 and a surjection if p D 1.

Proof By Lemma 6.7 and Proposition 6.9, ˆ<a W .Et;<a/1p;q! .E<a/1p;q is an isomorphism if pCq� 0
and a surjection if pCq D 1. Since Et;<a converges to Ht;<a

� and E<a converges to H<a
� .Q;K/, we

can apply Lemma 4.2 to prove the above assertion for ˆ<a WHt;<a
� !H<a

� .Q;K/.

On their limits of a!1, fˆ<aga2R>0nL.K/ induces an isomorphism

ˆ WH
t;<1
0 !H

string
0 .Q;K/:

Combining with Proposition 6.3, we finally obtain the following result.

Theorem 6.11 As a unital R-algebra , Cord.Q;KIR/ is isomorphic to H string
0 .Q;K/.
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Enriched quasicategories and the templicial homotopy coherent nerve

WENDY LOWEN

ARNE MERTENS

We lay the foundations for a theory of quasicategories in a monoidal category V replacing Set, aimed at
realising weak enrichment in the category SV of simplicial objects in V . To accommodate noncartesian
monoidal products, we make use of an ambient category S˝V of templicial, or “tensor-simplicial”, objects
in V , which are certain colax monoidal functors, following Leinster. Inspired by the description of the
categorification functor due to Dugger and Spivak, we construct a templicial analogue of the homotopy
coherent nerve functor which goes from SV-enriched categories to S˝V . We show that an SV-enriched
category whose underlying simplicial category is locally Kan is turned into a quasicategory in V by this
nerve functor.
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1 Introduction

1.A The main goal

The theory of .1; 1/-categories (or simply 1-categories) is by now well established, with notable
models including simplicial categories by Bergner [6], Segal categories by Hirschowitz and Simpson [20],
complete Segal spaces by Rezk [37] and quasicategories by Joyal [23]. These models were all shown to
be homotopically equivalent by the work of Bergner [7], Joyal [24; 25] and Lurie [28].

One may view 1-categories as being “weakly enriched in spaces”; that is, between objects we have
morphism spaces (usually formalised as simplicial sets) along with compositions that are only well defined
and associative up to coherent homotopy. In analogy with ordinary enriched categories, one may thus
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1030 Wendy Lowen and Arne Mertens

conceive (weakly) enriched1-categories by replacing SSet by a suitable category M possessing some
weak or higher structure, eg a monoidal model category or a monoidal1-category.

A general approach to enrichment is due to Gepner and Haugseng [16], who developed a theory of
1-categories weakly enriched in a monoidal1-category. Their theory is built on Lurie’s1-operads [29]
and, as such, on the extensive framework of quasicategories.

Alternatively, one can consider enriched counterparts of each of the classical models for1-categories
listed above. A particularly easy one is the “strict model” of simplicial categories, which one may replace
by categories strictly enriched in a suitable monoidal model category M. See the work of Berger and
Moerdijk [5], Stanculescu [40] or Muro [35]. Further, in the case where M is cartesian (ie its monoidal
structure is given by the cartesian product), Simpson [39] introduced M-enriched Segal categories as
certain simplicial objects in M. Haugseng [19, Theorems 5.8 and 6.17] showed that both the strict model
and Simpson’s model are presentations of enriched1-categories in the sense of [16].

Building on Simpson’s work and generalising Leinster’s homotopy monoids [26], Bacard [3] defined
M-enriched Segal categories over a general monoidal model category M in order to encompass enriching
categories of interest, like chain complexes over a commutative ring. Recently, an approach to complete
dg-Segal spaces of a quite different flavour was put forward by Dimitriadis Bermejo [13], replacing the
simplex category by a category of free dg-categories of finite type.

Finally, there are the particularly tangible quasicategories which have proven very successful, and whose
theory has seen extensive development due to the work of Joyal, Lurie and many others. The main goal
of the present paper is to lay the basic foundations for a concrete model of “enriched quasicategories”,
which stand to quasicategories as Bacard’s enriched Segal categories stand to Segal categories. While the
development of the homotopy theory of these objects is relegated to subsequent work, our constructions
are motivated by homotopy-theoretic considerations, as we further explain.

For a suitable monoidal category V , we define quasicategories in V . Here, like the category Set of sets, V
is a category not necessarily having any weak or higher structure. Instead, quasicategories in V should be
viewed as being weakly enriched in the monoidal category SV of simplicial objects in V and, as such,
they have a higher categorical nature. Here, we consider SV with the right-transferred model structure
from SSet. This model structure exists for example if the monoidal unit I is a projective generator of V ,
which goes back to Quillen [36, Section II.4]. The restriction to the case MD SV allows us to keep our
model tangible and elementary.

Like in the classical situation, quasicategories in V arise as a subclass of a larger category. We denote this
category by S˝V and call its objects templicial (short for tensor-simplicial) objects in V . It is important to
note that, while the hom-spaces are purported to be simplicial objects, templicial objects themselves are
not. This change of perspective is necessary in order to make sense of basic constructions like the nerve,
as we will explain in Section 1.B. Nonetheless, when V D Set, both simplicial and templicial objects
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recover simplicial sets. Another case of particular interest is V DMod.k/, the category of modules over
a commutative ring k. Motivated by (noncommutative) algebraic geometry, where higher categorical
structures like dg- and A1-categories play prominent roles as models for spaces, we focus on this case in
subsequent work [27].

Classically, the Joyal model structure for quasicategories on SSet [23] and the model structure for
simplicial categories by Bergner [6] are related by the homotopy coherent nerve functor, which is the
right-adjoint in a Quillen equivalence. The construction of the homotopy coherent nerve goes back to
Cordier [10] and in fact it was already shown by Cordier and Porter [11, Theorem 2.1] (though not with
this terminology) that it preserves fibrant objects. Indeed, given a locally Kan simplicial category (that is,
all its hom-objects are Kan complexes), its homotopy coherent nerve is a quasicategory. Taking this fact
as a starting point, our main result is the following.

Theorem There is a right-adjoint functor

N hc
V W VCat�! S˝V

from the category of small SV-enriched categories to the category of templicial objects in V with the
following properties:

(1) If V D Set, then N hc
V recovers the classical homotopy coherent nerve.

(2) If C is a small SV-enriched category whose underlying simplicial category is locally Kan , then
N hc

V .C/ is a quasicategory in V .

We call this functor the templicial homotopy coherent nerve. It is constructed in Section 4.B and the
theorem is proven in Corollary 5.12. Some other enriched versions of the homotopy coherent nerve
exist in the cartesian context. See the work of Gindi [17] and Moser, Rasekh and Rovelli [34]. We will
investigate the relation of the latter nerve with ours in subsequent work [33].

The model structure on SV-enriched categories generalises the one of Bergner on simplicial categories. We
expect that a generalisation of Joyal’s model structure on SSet exists for S˝V (under suitable conditions
on V), having quasicategories in V as fibrant objects and making the templicial homotopy coherent nerve
into a Quillen equivalence. The weak equivalences are likely reflected by the left-adjoint, which we call
the categorification functor, for instance in the case of left transfer. This is work in progress. Note that,
by [19], this would establish quasicategories in V as a model for1-categories enriched over SV in the
sense of [16].

1.B Templicial objects and necklace categories

In order to define quasicategories in a monoidal category V and prove the theorem from Section 1.A, two
larger categories play an important role: the category S˝V of templicial objects and the category VCatNec of
necklace categories. In this section, we will explain and motivate their occurrence, starting with the former.
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1032 Wendy Lowen and Arne Mertens

Given a small category C, recall that its nerve N.C/ is the simplicial set whose set of n-simplices is given
by

N.C/n D
a

A0;:::;An2Ob.C/

C.A0; A1/� � � � � C.An�1; An/:

The inner face maps dj for 0 < j < n are given by composing two consecutive morphisms in a sequence,
and the degeneracy maps si for 0� i � n are given by inserting an identity in the sequence. The outer
face maps d0 and dn are defined by deleting respectively the first and last entry in a sequence. Now
suppose C is enriched over the (possibly noncartesian) monoidal category V . When defining the nerve
of C, a natural first attempt is to put

N.C/n D
a

A0;:::;An2Ob.C/

C.A0; A1/˝ � � �˝ C.An�1; An/ 2 V

and try to make this into a simplicial object in V . It is readily seen that we can define inner face morphisms
and degeneracy morphisms in the same way. However, the same is not true for the outer face morphisms
because in general there are no projections out of a tensor product, whence we cannot “project away”
the factor C.A0; A1/ or C.An�1; An/ in the expression above. As a consequence, we do not obtain a
simplicial object, but the above data can be organised into a colax monoidal functor

X W�
op
f
! V;

where�f is the monoidal category of finite intervals (see Section 1.D). Restricting from the usual simplex
category � to �f , it follows that X no longer has any outer face maps, a loss which is compensated by
the colax monoidal structure. It was shown by Leinster [26, Proposition 3.1.7] (also see Proposition 2.1
below) that, if V is cartesian, X may still be identified with a simplicial object in V .

The philosophy of introducing coalgebraic structure in the noncartesian context is not uncommon. For
example, Hopf algebras may be considered the group objects internal to Mod.k/. Similarly, in their
PhD thesis [1], Aguiar introduced graphs and categories internal to a monoidal category by means of
bicomodules over comonoids. Such structure is invisible in a cartesian monoidal category because then
every object has a unique comonoid structure. The same philosophy was applied by Bacard in their
definition of M-enriched Segal categories [3]. These are many-object versions of Leinster’s homotopy
monoids [26], based on the colax monoidal functors above.

Let us describe templicial objects in a little more detail. In a similar but nonequivalent way to [3], we
define templicial objects as certain colax monoidal functors on �f with a discrete set of vertices. More
precisely, a templicial object in V with vertex set S is a strongly unital, colax monoidal functor

X W�
op
f
! VQuivS ;

where VQuivS denotes the category of V-enriched quivers with vertex set S. The colax monoidal structure
equips X with quiver morphisms �k;l W XkCl ! Xk ˝S Xl for all k; l � 0. For example, �1;2 may be
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pictured as

7�!
�1;2

Intuitively, �k;l involves pulling apart .kCl/-simplices into k-simplices attached to l-simplices at a
vertex. We can thus no longer access outer faces of a simplex directly. The shift of focus to faces joint at
a vertex naturally leads us to considering necklaces (see Section 3).

Necklaces were introduced by Baues [4] (under a different name) and popularised by Dugger and
Spivak [14] in their description of the categorification functor. Roughly, a necklace is a sequence of
simplices glued at the endpoints:

�3 _�1 _�2 _�3

Necklaces naturally occur in the interpretation of the comultiplications, with �1;2 being parametrised by
the necklace map

�1;2 W�
1
_�2!�3

(see Notation 3.10). As such, they allow us to turn colax monoidal functors on �f into ordinary functors
on the category Nec of necklaces, putting X.�1 _�2/D X1˝S X2 and X.�1;2/D �1;2 in the above
example. Endowing the functor category VNecop

with the Day convolution, we define a necklace category
to be a category enriched in VNecop

. This allows us to realise S˝V as a coreflective subcategory of the
category VCatNec of necklace categories,

(1) S˝V ,! VCatNec:

This embedding will turn up as a crucial intermediate step in defining the templicial homotopy coherent
nerve in Section 4. In the definition of quasicategories in V in Section 5, the category VNecop

also plays a
fundamental role as the context in which we express the familiar lifting property with respect to inner
horn inclusions.

1.C Overview of the paper

Next we give an overview of the contents of the paper. In Section 2, we formally introduce templicial
objects and prove some basic properties. Starting in Section 2.A, we compare them to simplicial sets.
In Section 2.B, we construct the templicial analogue of the classical nerve functor for small V-enriched
categories. For templicial objects which have nondegenerate simplices in an appropriate sense, in
Section 2.C we prove a version of the Eilenberg–Zilber lemma. In general, the structure of a templicial
object X is considerably richer than that of the underlying simplicial set zU.X/ (see Proposition 2.8 and
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Remark 2.9). In particular, unlike in the classical case, simplices are no longer represented by morphisms
from standard simplices (the “representation problem”; see Example 2.10).

This representation problem is solved in Section 3 with the introduction of necklace categories. In
Section 3.A, we recall necklaces and give a combinatorial characterisation of their category Nec. In
Section 3.B, we define necklace categories and realise the category of templicial objects as a coreflective
subcategory of the category VCatNec (Theorem 3.12). Finally, in Section 3.C, we observe that both the
underlying simplicial set functor zU and the templicial nerve NV naturally factor through VCatNec.

In Section 4, we generalise the classical homotopy coherent nerve and the categorification functor
(Definition 4.9). We follow the elegant approach from [14], which we recall in Section 4.A before
presenting our enriched counterpart in Section 4.B. The key observation relating the two is a description
of the categorification by means of a weighted colimit (Proposition 4.6).

Starting from the embedding (1), in order to construct the categorification, we construct a functor from
necklace categories to SV-enriched categories. Following [14], the categorification is simplified by using
flanked flags in Section 4.C, in the presence of the nondegenerate simplices from Section 2.C. Finally,
in Section 4.D, we show that the templicial homotopy coherent nerve reduces to the templicial nerve
in the desired way. As usual, for a templicial object X, we naturally obtain a V-enriched homotopy
category hVX as �0 of the categorification. In general, the underlying simplicial set and underlying
category functors do not commute with taking homotopy categories, as shown in Example 4.22.

In Section 5, we introduce the natural analogue of quasicategories in the templicial setting, which will
remedy the aforementioned failure to commute. A quasicategory in V is defined as a templicial object
satisfying a familiar lifting property with respect to inner horn inclusions (Definition 5.4). In contrast
to the classical setup, this lifting property is considered in the category VNecop

rather than S˝V because
of the representation problem. The resulting notion is in general strictly stronger than requiring the
underlying simplicial set zU.X/ to be a quasicategory. Nonetheless, when V D Set, we still recover
ordinary quasicategories. We also show our main result (Corollary 5.12; see the theorem above). Finally,
in Section 5.C, we show how the description of the homotopy category hVX can be simplified when X is
a quasicategory in V . Moreover, the underlying category of the homotopy category corresponds to the
homotopy category of the underlying ordinary quasicategory.

1.D Notation and conventions

(1) Throughout the text, we let .V;˝; I / be a fixed bicomplete, symmetric monoidal closed category
(ie a Bénabou cosmos in the sense of Street [41]). Up to natural isomorphism, there is a unique colimit-
preserving functor F W Set! V such that F.f�g/D I. This functor is left-adjoint to the forgetful functor
U D V.I;�/ W V! Set. Endowing Set with the cartesian monoidal structure, F is strong monoidal and
U is lax monoidal. This notation will remain fixed as well.
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(2) Let .W;˝; I / be an arbitrary monoidal category. Given a set S, we refer to a collection Q D
.Q.a; b//a;b2S with Q.a; b/ 2W as a W-enriched quiver with S its set of vertices. A quiver morphism
f WQ!P is a collection .fa;b/a;b2S of morphisms fa;b WQ.a; b/!P.a; b/ in W . W-enriched quivers
with a fixed set of vertices S and morphisms between them form a category, which we denote by

WQuivS :

This category is monoidal with product ˝S and unit IS defined by

.Q˝S P /.a; b/D
a
c2S

Q.a; c/˝P.c; b/ and IS .a; b/D

�
I if aD b;
0 if a¤ b;

for all Q;P 2WQuivS and a; b 2 S.

(3) Let f WS! T be a map of sets. We have an induced lax monoidal functor f � WWQuivT !WQuivS
given by f �.Q/.a; b/DQ.f .a/; f .b// for all W-enriched quivers Q and a; b 2 S. The functor f � has
a left-adjoint, which we denote by fŠ WWQuivS !WQuivT . It is given by

fŠ.Q/.x; y/D
a
a;b2S
f.a/Dx
f .b/Dy

Q.a; b/

for all Q 2 WQuivS and x; y 2 T. As f � is canonically lax monoidal, fŠ comes equipped with an
induced colax monoidal structure.

(4) To relate V-enriched and SV-enriched categories to templicial objects (see Sections 2.B and 4.B), it
will be more convenient for us to consider a W-enriched category (or W-category for short) as a pair
.C;Ob.C// with Ob.C/ its set of objects and C a monoid in WQuivOb.C/. Note that this convention implies
that the composition in C is given by a collection of morphisms in W , for all A;B;C 2 Ob.C/,

mC W C.A;B/˝ C.B; C /! C.A; C /;

as opposed to the more conventional C.B; C /˝ C.A;B/! C.A; C /. A W-functor C ! D is then a
pair .H; f / with f W Ob.C/! Ob.D/ a map of sets and H W C ! f �.D/ a morphism of monoids in
WQuivOb.C/, where we used the lax structure of f �. We denote the category of small W-categories and
W-functors between them by

WCat:

(5) We will make use of the simplex categories �surj ��f ��, where:

� � is the ordinary simplex category. Its objects are the posets Œn�D f0; : : : ; ng with n� 0, and its
morphisms are the order morphisms Œm�! Œn�.

� �f is the category of finite intervals, which is the subcategory of � consisting of all morphisms
f W Œm�! Œn� that preserve the endpoints, that is, f .0/D 0 and f .m/D n.

� �surj is the subcategory of � of all surjective morphisms Œm�� Œn�.
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Unlike �, both �f and �surj carry a monoidal structure .C; Œ0�/, which is given by identifying their
respective top and bottom endpoints, as follows. For all m; n� 0,

Œm�C Œn�D ŒmCn�:

For morphisms f W Œm�! Œm0� and g W Œn�! Œn0� in �f or �surj,

.f Cg/.i/D

�
f .i/ if i �m;
m0Cg.i �m/ if i �m:

Note that, for any morphism f W Œm�! Œn� in �f and k; l � 0 such that kC l Dm, there exist unique
morphisms f1 W Œk�! Œp� and f2 W Œl �! Œq� in �f such that f1Cf2 D f.

There is a well-known monoidal equivalence between �op
f

and the augmented simplex category �C
(equipped with the join as monoidal product). This is known as Joyal’s duality; see [21].
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2 Templicial objects

Aguiar [1] defined a graph internal to a monoidal category W as a pair .G1; G0/ where G0 is a comonoid
in W and G1 is a bicomodule over G0. When W is cartesian monoidal, this recovers the usual notion
of a graph internal to a category, namely a pair of morphisms s; t WG1 �G0 expressing the source and
target. Extending this philosophy to higher dimensions, we propose to define a simplicial object internal
to a monoidal category W as a colax monoidal functor

X W�
op
f
!W;

where �f is the monoidal category of finite intervals (see Section 1.D). The restriction to �f precisely
gets rid of the outer face maps, which are replaced by the colax monoidal structure. To justify this change,
let us remark that the colax structure of X provides X0 2W with the structure of a comonoid in W and
X1 with that of bicomodule over X0. In other words, .X1; X0/ is a graph internal to W in the sense of [1].
Moreover, it was shown by Leinster [26] (reappearing here as Proposition 2.1) that, if W is cartesian,
then X recovers a simplicial object in W .
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Because enriched categories have a set of objects, we also equip such colax monoidal functors with a
discrete set of vertices. Formally, we achieve this by putting W D VQuivS for a set S (see Section 1.D)
and requiring the functor to be strongly unital. This leads to the definition of our main objects of study,
templicial objects (Definition 2.3). We then define the natural analogue of the classical nerve functor
in this context (Definition 2.11), taking V-categories to templicial objects in V . Finally, we show a
generalisation of the Eilenberg–Zilber lemma (Lemma 2.19).

2.A Simplicial versus templicial objects

Let us make explicit what data are contained in a colax monoidal functor X W�op
f
!W for a monoidal

category W and compare it to the data of a simplicial object. For general background on (co)lax monoidal
functors, see eg [2]. Explicitly, such a functor X consists of a collection of objects X0; X1; X2; : : : of W
along with

� inner face morphisms dXj WXn!Xn�1 for all 0 < j < n,

� degeneracy morphisms sXi WXn!XnC1 for all 0� i � n,

� comultiplication morphisms �X
k;l
WXkCl !Xk˝Xl for all k; l � 0,

� a counit morphism �X WX0! I.

These data moreover must satisfy:

� Simplicial identities For all i; j � 0, whenever these equations are well defined,

dXi s
X
j D

8<:
sXj�1d

X
i if i < j;

id if i D j or i D j C 1;
sXj d

X
i�1 if i > j C 1;

dXi d
X
j D d

X
j�1d

X
i if i < j; sXi s

X
j D s

X
j s

X
i�1 if i > j:

� Naturality of �X For all k; l � 0 and 0 < j < kC l C 1, 0� i � kC l � 1,

�Xk;ld
X
j

(
.dXj ˝ idXl /�

X
kC1;l

if j � k;

.idXk ˝ d
X
j�k

/�X
k;lC1

if j > k;
�Xk;ls

X
i D

(
.sXi ˝ idXl /�

X
k�1;l

if i < k;

.idXk ˝ s
X
i�k

/�X
k;l�1

if i � k:

� Coassociativity of �X For all r; s; t � 0,

.idXr ˝�
X
s;t /�

X
r;sCt D .�

X
r;s˝ idXt /�

X
rCs;t :

� Counitality of �X with �X For all n� 0,

.idXn ˝ �
X /�Xn;0 D idXn D .�

X
˝ idXn/�

X
0;n:

Note that, by the coassociativity, we have a well-defined morphism

�Xk1;:::;kn WXk1C���Ckn !Xk1 ˝ � � �˝Xkn

for all n� 2 and k1; : : : ; kn � 0. Further, we will set �X
k1;:::;kn

to be the identity on Xk1 if nD 1, and to
be the counit �X if nD 0.
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Moreover, under these identifications, a monoidal natural transformation ˛ W X ! Y between colax
monoidal functors X; Y W�op

f
!W is equivalent to a collection of morphisms .˛n WXn! Yn/n�0 which

satisfy:

� Naturality of ˛ For all 0 < j < n and 0� i � n,

˛n�1d
X
j D d

Y
j ˛n and ˛nC1s

X
i D s

Y
i ˛n:

� Monoidality of ˛ For all k; l � 0,

�Yk;l˛kCl D .˛k˝˛l/�
X
k;l and �Y ˛0 D �

X :

Often we will drop the superscript X when it is clear from context.

We denote by Colax.�op
f
;W/ the category of colax monoidal functors �op

f
!W and monoidal natural

transformations between them.

Proposition 2.1 [26, Proposition 3.1.7] Let W be a cartesian monoidal category. There is an iso-
morphism of categories

Colax.�op
f
;W/' SW:

Remark 2.2 Suppose W is cartesian and let X be a simplicial object in W . Its associated colax monoidal
functor �op

f
!W has comultiplication morphisms given by

�k;l WXkCl
.dkC1:::dn;d0:::d0/
�������������!Xk �Xl :

Conversely, supposeX W�op
f
!W is a colax monoidal functor. The outer face morphisms of the associated

simplicial object are obtained by using the projections of the product

d0 WXn
�1;n�1
�����!X1 �Xn�1

�2
�!Xn�1 and dn WXn

�n�1;1
�����!Xn�1 �X1

�1
�!Xn�1:

If W is not cartesian, these projections are not available in general and the comultiplication � of a colax
monoidal functor can be considered as a replacement for the outer face morphisms in the monoidal
context.

From now on, we will only consider such colax monoidal functors X W�op
f
!W with a discrete set of

vertices. We formalise this by replacing W by a category VQuivS of V-enriched quivers (see Section 1.D)
for some set S, and requiring that X be strongly unital.

An alternative but nonequivalent way to realise a set of vertices S consists in turning the monoidal
category �f (which is a one-object bicategory) into a bicategory with object set S. This approach goes
back to [28] and was used in [39; 3].
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Definition 2.3 A tensor-simplicial or templicial object in V is a pair .X; S/ with S a set and

X W�
op
f
! VQuivS

a colax monoidal functor which is strongly unital, ie its counit � WX0! IS is an isomorphism. We call the
elements of S the vertices of X. For n > 0, an n-simplex of X is an element of the set U.Xn.a; b// 2 V
for some a; b 2 S.

Let .X; S/ and .Y; T / be templicial objects. A templicial morphism .X; S/! .Y; T / is a pair .˛; f / with
f W S ! T a map of sets and ˛ W fŠX ! Y a monoidal natural transformation between colax monoidal
functors �op

f
! VQuivT . Here, we used the colax monoidal structure of fŠ.

Sometimes we will denote a templicial object .X; S/ or a templicial morphism .˛; f / simply by X or ˛,
respectively, assuming the underlying set or map of sets is clear.

Remark 2.4 Let .X; S/ be a templicial object in V and consider a; b 2 S. Then Xn.a; b/ 2 V should
be interpreted as the object of n-simplices of X with first vertex a and last vertex b. Moreover, for all
k; l � 0 and a; b 2 S, the comultiplication morphism

.�Xk;l/a;b WXkCl.a; b/!
a
c2S

Xk.a; c/˝Xl.c; b/

should be interpreted as taking a .kCl/-simplex from a to b and sending it to a k-simplex from a to
some c 2 S, along with an l-simplex from c to b, which are outer faces of the original .kCl/-simplex:

7�!
�1;2

Unlike for simplicial objects, we thus no longer have direct access to the outer faces of a simplex, only to
outer faces which are glued at a vertex.

Definition 2.5 Given maps of sets f W S ! T and g W T ! U, there is a canonical monoidal natural
isomorphism .gf /Š ' gŠfŠ between colax monoidal functors VQuivS ! VQuivU . Consequently, we can
define the composition of two templicial morphisms .˛; f / W .X; S/! .Y; T / and .ˇ; g/ W .Y; T /! .Z;U /

as the templicial morphism .
; gf / with


 W .gf /ŠX ' gŠfŠX
gŠ˛
��! gŠY

ˇ
�!Z:

Further, we have a canonical monoidal natural isomorphism ' W .idS /Š ��! idVQuivS for any set S, and the
identity at .X; S/ is defined as the templicial morphism .'X; idS /. It is then easy to see that templicial
objects in V and templicial morphisms between them form a category, which we denote by

S˝V:
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Remark 2.6 A more abstract construction of the category S˝V of templicial objects is as follows.
Given a set S, consider the category ˆ.S/ D Colax.�op

f
;VQuivS /. For a map of sets f W S ! T, let

ˆ.f / Wˆ.S/!ˆ.T / be the functor given by postcomposition with fŠ. Then ˆ is not a functor since it
does not preserve composition on the nose. But one can show that the isomorphisms .gf /Š ' gŠfŠ above
do define a pseudofunctor ˆ W Set! Cat. Taking the Grothendieck construction

R
ˆ, we find S˝V as the

full subcategory spanned by the strongly unital colax functors �op
f
! VQuivS .

Proposition 2.7 There is an equivalence of categories

S� Set' SSet:

Proof Let K be a simplicial set. By Proposition 2.1, we may consider K as a colax monoidal functor
�

op
f
! Set with comultiplication � and counit �. Then define, for all n� 0 and a; b 2K0,

Kn.a; b/D f� 2Kn j d1 : : : dn.�/D a; d0 : : : d0.�/D bg:

Given f W Œm� ! Œn� in �f , it follows from the simplicial identities that K.f / W Kn ! Km restricts
to a map K.f /a;b W Kn.a; b/! Km.a; b/. Moreover, it is clear that, for all k; l � 0 and a; b 2 K0,
�k;l restricts to

�k;l jKkCl .a;b/ WKkCl.a; b/!
a
c2K0

Kk.a; c/�Kl.c; b/

and K0.a; a/D fag if aD b, while K0.a; b/D∅ if a¤ b. Consequently, the functor

'.K/ W�
op
f
! QuivK0 ; Œn� 7! .Kn.a; b//a;b2K0 ;

is strongly unital and colax monoidal. Hence .'.K/;K0/ is a templicial object.

Conversely, if .X; S/ is a templicial object in Set, then we can define a simplicial set c.X/ by setting, for
all n� 0,

c.X/n D
a
a;b2S

Xn.a; b/:

It is readily verified that the assignments K 7! '.K/ and X 7! c.X/ can be extended to mutually inverse
equivalences between SSet and S� Set.

As F W Set! V preserves colimits and is strong monoidal, postcomposition with F induces a functor

zF W SSet' S� Set! S˝V:

More precisely, given a simplicial set K, zF .K/ has vertex set K0 and, for all a; b 2K0 and n� 0,

zF .K/n.a; b/D F.Kn.a; b//;

where Kn.a; b/D f� 2Kn j d1 : : : dn.�/D a; d0 : : : d0.�/D bg is the set of n-simplices of K with first
vertex a and last vertex b, as above.
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Proposition 2.8 The category of templicial objects S˝V is cocomplete and the functor zF W SSet! S˝V
has a right-adjoint

zU W S˝V! SSet:

Proof As V is cocomplete, so is VQuivS . It is readily verified that then also Colax.�op
f
;VQuivS / is

cocomplete with colimits given pointwise. Now consider a diagram D W J ! S˝V , j 7! .Xj ; Sj /, with
J a small category. Let S D colimj2J Sj in Set and write �j W Sj ! S for the canonical map. Then
consider the colimit X D colimj2J .�j /ŠXj in Colax.�op

f
;VQuivS /. The counit of X is

colim
j2J

.�j /Š.X
j
0 /

colimj .�j /Š.�Xj /
�����������! colim

j2J
.�j /Š.ISj /

��! IS ;

which is an isomorphism since each �Xj is. Thus the pair .X; S/ is a templicial object, which is easily
seen to be the colimit of the diagram D in S˝V .

With the above description of the colimits in S˝V , it is clear that zF preserves colimits and therefore has
a right-adjoint zU W S˝V ! SSet given by zU.X/n D S˝V. zF .�n/; X/ for all templicial objects X and
integers n� 0.

Remark 2.9 Let us make the right-adjoint zU a bit more explicit. Given a templicial object .X; S/, an
n-simplex of zU.X/ is a templicial morphism zF .�n/!X, which is equivalent to a pair

..ai /
n
iD0; .˛i;j /0�i<j�n/

with ai 2 S and ˛i;j 2 U.Xj�i .ai ; aj // such that, for all 0� i < k < j � n,

�k�i;j�k.˛i;j /D ˛i;k˝˛k;j

in U..Xk�i ˝S Xj�k/.ai ; aj //. For example, zU.X/0 recovers the set S and zU.X/1 is given by the
disjoint union of all sets U.X1.a; b// with a; b 2 S.

Unlike the case for simplicial objects SV , not every n-simplex of a templicial object .X; S/ 2 S˝V is
uniquely represented by a morphism zF .�n/!Xn. More precisely, the canonical map

(2) zU.X/n!
a
a;b2S

U.Xn.a; b//; .˛i;j /i;j 7! ˛0;n;

need not be injective or surjective for n� 2, as is shown in Example 2.10.

The lack of representation of simplices by morphisms makes templicial objects considerably harder to
work with than ordinary simplicial sets. In an effort to resolve this issue, we extend S˝V to a category of
enriched categories VCatNec in Section 3.B.
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Example 2.10 Let V D Ab be the monoidal category of abelian groups with the tensor product as
monoidal product and Z as monoidal unit. Consider the simplicial set K D @�2q�1 @�

2:

a

c1 c2

b

f1 f2 g1 g2

h

We can extend zF .K/ to a templicial object X with a 2-simplex w 2 X2.a; b/ by setting X2.a; b/ D
Zw˚F.K2.a; b// and similarly adding the degeneracies of w. The inner face maps and comultiplication
maps of X are uniquely determined by setting d1.w/D h and �1;1.w/D f1˝g1Cf2˝g2:

a

c1 c2

b

w

f1 f2 g1 g2

h

Then w does not lie in the image of the map (2) for n D 2. Indeed, this would require a 2-simplex
.˛i;j /0�i<j�2 of zU.X/ with ˛0;2Dw. But �1;1.w/ is not a pure tensor while �1;1.˛0;2/D ˛0;1˝˛1;2.
Moreover, since �1;1.2s0.h//D 2s0.a/˝ hD s0.a/˝ 2h, we have two distinct 2-simplices of zU.X/2
which map to 2s0.h/ 2X2.a; b/.

2.B The templicial nerve

Given a monoidal category W , there is a well-known equivalence (this goes back to Mac Lane [31,
Section V.II])

(3) Mon.W/' StrMon.�C;W/

between the categories of monoids in W and strong monoidal functors �C!W . Due to the monoidal
equivalence �C '�

op
f

, we may as well consider strong monoidal functors �op
f
!W .

Definition 2.11 Let C be a small V-category, which we consider as a monoid .C; mC; uC/ in VQuivOb.C/.
Applying (3) to the case W D VQuivOb.C/, we obtain an associated strong monoidal functor, which we
denote by

NV.C/ W�
op
f
! VQuivOb.C/:

In particular, the pair .NV.C/;Ob.C// forms a templicial object, which we call the templicial nerve of the
V-category C.

Explicitly, NV.C/ is given by taking the n-fold monoidal product of the V-quiver C,

NV.C/n D C˝n;
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for all integers n� 0. Further, the inner face and degeneracy morphisms are

dj D id˝j�1C ˝S mC˝S id˝n�j�1C W C˝n! C˝n�1; si D id˝iC ˝S uC˝S C˝n�i W C˝n! C˝nC1

for all 0 � i � n and 0 < j < n. Finally, the comultiplication morphisms and counit are given by the
canonical isomorphisms

�k;l W C˝kCl ��! C˝k˝S C˝l and � W C˝0 ��! IOb.C/

for any k; l � 0.

Recall the base change functor fŠ W VQuivS ! VQuivT and its right-adjoint f � W VQuivT ! VQuivS for
a given map of sets f W S ! T (see Section 1.D).

Lemma 2.12 Let .X; S/ be a templicial object , C a small V-enriched category and f W S!Ob.C/ a map
of sets. Then we have a bijection between monoidal natural transformations fŠX ! NV.C/ and quiver
morphisms H WX1! f �.C/ such that the diagrams

(4)
X˝21 f �.C/˝2 f �.C˝2/

X2 X1 f �.C/

H˝2

�1;1 f �. zmC/

Hd1

IS f �.IOb.C//

X0 X1 f �.C/

�
� f �.uC/

s0 H

commute.

Proof Given a monoidal natural transformation ˛ W fŠX!NV.C/, define H˛ WX1! f �.C/ to be adjoint
to ˛1 W fŠ.X1/! C. It follows from the monoidality of ˛ that, for all n� 0, ˛n is the composite

fŠ.Xn/
fŠ.�1;:::;1/
�������! fŠ.X

˝n
1 /! fŠ.X1/

˝n ˛
˝n
1
���! C˝n;

where we used the colax monoidal structure of fŠ. So the assignment ˛ 7!H˛ is injective. Moreover, it
then follows from the naturality of ˛ thatH˛ satisfies (4). Conversely, ifH WX1!f �.C/ satisfies (4), then,
defining ˛1 as adjoint to H and ˛n as above, it follows that ˛ W fŠX !NV.C/ is a natural transformation.
It is immediate that ˛ is also monoidal.

Proposition 2.13 The assignment C 7! NV.C/ of Definition 2.11 extends to a fully faithful functor
NV W VCat ! S˝V . The essential image of NV consists of all templicial objects .X; S/ for which
X W�

op
f
! VQuivS is strong monoidal.

Proof Let C and D be small V-enriched categories, f WOb.D/!Ob.C/ a map of sets andH WD!f �.C/
a morphism in VQuivOb.D/. Then the diagrams (4) with X DNV.D/ precisely express that .H; f / is a
V-functor D! C, and thus we have a bijection VCat.D; C/' S˝V.NV.D/; NV.C//. More precisely, the
templicial morphism NV.H/ corresponding to some V-functor H W D! C is given by

NV.H/n W fŠ.D˝n/! fŠ.D/˝n
NV.H/

˝n
1

�������! C˝n
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for all n � 0, where NV.H/1 W fŠ.D/! C is adjoint to H W D ! f �.D/. Thus clearly this defines a
functor which is necessarily fully faithful. The characterisation of the essential image follows immediately
from (3).

Remark 2.14 When .V;˝; I /D .Set;�; f�g/, the templicial nerve functor NV W VCat! S˝V clearly
recovers the classical nerve functor N W Cat! SSet.

The adjunction F a U induces an adjunction between small categories and small V-enriched categories,
which we denote by

Cat VCat:
F

U

a

Proposition 2.15 We have natural isomorphisms

NV ıF ' zF ıN and zU ıNV 'N ıU :

Proof The first isomorphism follows from the construction of NV and the fact that F is strong monoidal
and preserves colimits. Further let C be a small V-category and n � 0. Then we have isomorphisms,
natural in C and n,

zU.NV.C//n D S˝V. zF .�n/; NV.C//' S˝V
�
NV.F.Œn�//; NV.C/

�
' VCat.F.Œn�/; C/' Cat.Œn�;U.C//'N.U.C//n;

where we subsequently used the first isomorphism and Proposition 2.13.

2.C The Eilenberg–Zilber lemma

Recall the classical Eilenberg–Zilber lemma for simplicial sets [15, (8.3)]. It states that, for any n-
simplex x of a simplicial set K, there is a unique nondegenerate k-simplex y of K and a unique surjective
map � W Œn�� Œk� in � such that x DK.�/.y/. Equivalently, there exists a bijection

Kn '
a

� W Œn��Œk� in �surj

Knd
k ;

where Knd
k
�Kk denotes the subset of nondegenerate k-simplices of K, and �surj �� is the subcategory

of surjective maps (see Section 1.D).

The analogous statement for templicial objects (Lemma 2.19) also holds, but this requires an extra
condition to ensure that they have a well-behaved notion of nondegenerate simplices. We will make use of
this lemma when we reformulate the left-adjoint of the templicial homotopy coherent nerve in Section 4.C.

Definition 2.16 Consider a functor X W�op
surj!W with W a cocomplete category. For every integer

n� 0, we let
X

deg
n D colim

� W Œn��Œk� in �surj
0�k<n

Xk :

Note that we have a canonical morphism X
deg
n !Xn in W .
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Let .X; S/ be a templicial object and consider the restricted functor X j�op
surj
W�

op
surj! VQuivS . For n� 0,

we call Xdeg
n the quiver of degenerate n-simplices of X. We say X has nondegenerate simplices if for

every n� 0, the quiver morphism X
deg
n !Xn is isomorphic to a coprojection

X
deg
n !X

deg
n qN

for someN 2VQuivS . In this case, we’ll often denoteN byXnd
n . When considering an abstract templicial

object that has nondegenerate simplices, we implicitly assume a choice for Xnd
n in each dimension has

been made. Note that Xdeg
0 D 0 and so we always have Xnd

0 'X0.

Example 2.17 Let .X; S/ be a templicial object and suppose the underlying functor X j�op
surj
W�

op
surj!

VQuivS is isomorphic to FZ for some Z W�op
surj! QuivS with Zdeg

n .a; b/!Zn.a; b/ injective for all
a; b 2 S and n� 0. Then X has nondegenerate simplices. Indeed, simply set

Xnd
n .a; b/D F.Zn.a; b/ nZ

deg
n .a; b//:

In particular, for any simplicial set K, the templicial object zF .K/ has nondegenerate simplices.

Certainly not every templicial object has nondegenerate simplices, as the following example shows.

Example 2.18 Consider the monoidal category V D Ab of abelian groups with the tensor product. Let
S D f�g be a singleton and define a functor X W�op

f
! Ab by setting Xn D Z for all n� 0 with

s0 WX0 D Z 2�
�!X1 D Z

and all other face and degeneracy maps given by the identity on Z. Then X is a strongly unital, colax
monoidal functor with comultiplication map �k;l for k; l � 0 given by

�k;l WXkCl D Z!Xk˝Xl ' Z; z 7!

�
2z if k; l > 0;
z if k D 0 or l D 0:

We thus find a templicial abelian group .X; S/ for which Xdeg
1 !X1 is given by the inclusion 2Z� Z,

which doesn’t have a direct complement.

Lemma 2.19 Let X be a templicial object and assume it has nondegenerate simplices. For any integer
n� 0, we have an isomorphism of quivers

Xn '
a

� W Œn��Œk� in �surj

Xnd
k :

Proof By definition, X0 DXnd
0 . Take n > 0; then it follows by induction that

Xn 'X
nd
n qX

deg
n DX

nd
n q colim

Œn��Œk�
0�k<n

Xk 'X
nd
n q colim

Œn��Œk�
0�k<n

a
� W Œk��Œl�

Xnd
l

'Xnd
n q

a
� W Œn��Œl�
0�l<n

colim
Œn��

�1
Œk��

�2
Œl�

�D�2�1

Xnd
l 'X

nd
n q

a
� W Œn��Œl�
0�l<n

Xnd
l :
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The last isomorphism is obtained by noting that the colimit on the left-hand side is taken over a category
which has a terminal object given by the factorisation Œn� D�� Œn� �

�� Œl �.

3 Necklaces and necklace categories

Necklaces were first introduced by Baues [4] and popularised by Dugger and Spivak [14]. Their category
Nec will play a crucial role in what follows. Morally a necklace is simply a sequence of simplices glued
together at vertices. In view of Remark 2.4, necklaces appear naturally when applying the comultiplication
morphism �k;l of a templicial object X. In this way, maps between necklaces parametrise the degeneracy
and inner face morphisms of X, as well as its comultiplication morphisms. This change in perspective
leads us to consider the category VCatNec of small categories enriched in VNecop

. We call these necklace
categories and show in Section 3.B that we can recover S˝V as a coreflective subcategory of VCatNec

(see Theorem 3.12).

3.A Necklaces

We quickly recall the definition of a necklace and in Proposition 3.4 we give a combinatorial description
of the category Nec of necklaces, which also appears in [18].

Definition 3.1 We denote by SSet�;� D .@�1 # SSet/ the category of bipointed simplicial sets. Its
objects can be identified with tuples .K; a; b/ where K is a simplicial set and a; b 2K0 are called the
distinguished points of K. We will also write Ka;b D .K; a; b/. A morphism Ka;b! Lc;d in SSet�;� is
a simplicial map f WK! L such that f .a/D c and f .b/D d .

Let Ka;b and Lc;d be bipointed simplicial sets. The wedge sum K _L of K and L is constructed by
gluing K and L at the distinguished points b and c. More precisely, K _L is given by the coequaliser

�0 KqL�K _L:
b

c

We consider K _L again as bipointed with distinguished points .a; d/.

Remark 3.2 It is not difficult to verify that the wedge _ is a monoidal product on the category of
bipointed simplicial sets SSet�;� whose unit is given by �0.

Definition 3.3 For any n � 0, we consider the standard simplex �n as bipointed with distinguished
points 0 and n. A necklace T is an iterated wedge of standard simplices. That is,

T D�n1 _ � � � _�nk 2 SSet�;�

for some k � 0 and n1; : : : ; nk > 0 (if k D 0, then T D �0). We refer to the standard simplices
�n1 ; : : : ; �nk as the beads of T. The distinguished points in every bead are called the joints of T.
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We let Nec denote the full subcategory of SSet�;� spanned by all necklaces. By construction, .Nec;_; �0/
is again a monoidal category.

Proposition 3.4 The category of necklaces Nec is equivalent to the category defined as follows:

The objects are pairs .T; p/ with p � 0 and f0 < pg � T � Œp�. The morphisms .T; p/! .U; q/ are
morphisms f W Œp�! Œq� in�f such that U � f .T /, with compositions and identities defined as in�f .

Moreover , under this equivalence , the wedge _ corresponds to

.T; p/_ .U; q/D .T [ .pCU/; pC q/;

where pCU D fpCu j u 2 U g.

Proof We may identify a necklace T D�n1 _ � � � _�nk with T D f0 < n1 < n1Cn2 < � � �< pg � Œp�,
where p D n1C � � �Cnk , and we will do so for the rest of this proof. Note that, under this identification,
Œp� is the set of vertices and T is the set of joints of the necklace. Further, a necklace map T ! U is
completely determined on vertices, which is a morphism Œp�! Œq� in �f . It remains to show that a
morphism f W Œp�! Œq� in �f is the vertex map of a necklace map T ! U if and only if U � f .T /.

Suppose f is the vertex map of some necklace map T ! U. Assume that there exists a u 2 U n f .T /.
Then we may choose subsequent joints t < t 0 in T such that f .t/ < u < f .t 0/. Now the unique edge
in T between t and t 0 must be sent to an edge in U between f .t/ and f .t 0/. But there is no such
edge. Conversely, assume U � f .T /. We may write T D f0 D t0 < t1 < � � � < tk�1 < tk D pg

and U D f0 D u0 < u1 < � � � < ul�1 < ul D qg. Then f D f1 C � � � C fk for some unique maps
fi W Œti � ti�1�! Œf .ti /�f .ti�1/� in�f . Fixing i 2 f1; : : : ; kg, there is a unique j 2 f1; : : : ; lg such that
uj�1� f .ti�1/� f .ti /�uj . So we can extend fi to an order morphism Œti� ti�1�! Œuj �uj�1�, which
induces a simplicial map �ti�ti�1 !�uj�uj�1 ! U. These maps combine to give a map of necklaces
T ! U whose vertex map is f.

Clearly, this correspondence is functorial and preserves the wedge sum _.

Henceforth, we will identify Nec with the category described in Proposition 3.4. So we will also use the
notation

T D f0D t0 < t1 < t2 < � � �< tk D pg

to refer to the necklace �t1 _�t2�t1 _ � � � _�p�tk�1 . We will often refer to a necklace .T; p/ just by its
underlying set of joints T.

Definition 3.5 Let f W .T; p/! .U; q/ be a map of necklaces. We say f is inert if pD q and f D idŒp�.
We say f is active if f .T /D U.

Remark 3.6 Every necklace map f W .T; p/! .U; q/ can be uniquely factored as an active necklace map
.T; p/! .f .T /; q/ followed by an inert necklace map .f .T /; q/! .U; q/. In fact, it is easy to see that
the active and inert necklace maps form an (orthogonal) factorisation system on Nec in the sense of [9].
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Remark 3.7 A simplex �n, considered as a necklace with a single bead, is represented in Nec by the
pair .f0 < ng; n/. On the other hand, the necklace .Œn�; n/ represents the spine of �n, that is, the union of
the edges 0! 1! � � � ! n in �n.

More generally, for any necklace .T; p/, we can consider .Œp�; p/, which is the spine passing through
all the vertices of T. Note that there is a unique inert necklace map .Œp�; p/! .T; p/ which represents
the inclusion of the spine into T. Further, there is a unique order isomorphism Œk�' T, where k is the
number of beads of T. Thus there is a unique active map .Œk�; k/! .T; p/, which is the inclusion of the
spine passing through all the joints of T.

3.B Necklace categories

Consider the category VNecop
of functors Necop! V . As Necop and V are both monoidal categories, we

can endow VNecop
with the (nonsymmetric) monoidal structure given by Day convolution (see [12]). We

denote the resulting monoidal category by .VNecop
;˝Day; I /.

Given two functors X; Y W Necop ! V , their Day convolution X ˝Day Y is obtained by the left Kan
extension of the composite

Necop
�Necop X�Y

��! V �V �˝���! V

along _WNecop �Necop!Necop,

X ˝Day Y D Lan_.X.�/˝Y.�//:

Further, the monoidal unit of VNecop
is given by the representable functor on the monoidal unit f0g of Nec.

As f0g is also the terminal object of Nec, we find that F.Nec.�; f0g//' I is the constant functor on I,
the monoidal unit of V .

Definition 3.8 Consider the category

VCatNec D VNecop
-Cat

of small categories enriched in the monoidal category .VNecop
;˝Day; I /. We call the objects of VCatNec

necklace categories and its morphisms necklace functors.

If V D Set, we simply write CatNec for Set CatNec.

Construction 3.9 We construct a functor

.�/nec
W S˝V! VCatNec

as follows. Let .X; S/ be a templicial object. Define

XT DXt1 ˝S � � � ˝S Xn�tk�1 2 VQuivS

for any necklace T D f0 D t0 < t1 < � � � < tk D pg. We will also write �T for the quiver morphism
�t1;t2�t1;:::;p�tk�1 WXp!XT .
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This extends to a functor Xnec
�
WNecop! VQuivS as follows. Take a necklace map f W .T; p/! .U; q/

and write U D f0D u0 < u1 < � � �< ul D qg.

� If f is inert, then p D q and U � T. Then there exist unique necklaces .Ti ; ui � ui�1/ for
i 2 f1; : : : ; lg such that T D T1 _ � � � _Tl . Now set

X.f / WXU
�T1˝���˝�Tl
���������!XT :

� If f is active, then there exist unique fi W Œti� ti�1�! Œf .ti /�f .ti�1/� in�f for all i 2 f1; : : : ; kg
such that f D f1C � � �Cfk . Now set

X.f / WXU 'Xf .t1/˝S � � � ˝S Xq�f .tk�1/
X.f1/˝���˝X.fk/
������������!XT ;

where the isomorphism is induced by the strong unitality of X and the fact that U D f .T /.

It follows from the coassociativity of � that X� is functorial on inert morphisms, and from the functoriality
of X that X� is functorial on active morphisms. Then it follows from the naturality of � that X� is
functorial on all morphisms.

If we fix vertices a; b 2 S, then we obtain a functor

X�.a; b/ WNecop
! V; T 7!XT .a; b/:

Now let Xnec denote the necklace category with S as its object set and X�.a; b/ as its hom-object for all
a; b 2 S. The composition X�.a; b/˝DayX�.b; c/!X�.a; c/ for a; b; c 2 S is induced by the canonical
morphism

XT .a; b/˝XU .b; c/!XT_U .a; c/

and the identities are given by the morphism I ! X�.a; a/ for a 2 S induced by the isomorphism
I 'X0.a; a/DXf0g.a; a/.

This clearly extends to a functor .�/nec W S˝V! VCatNec.

Notation 3.10 As in �, we distinguish some special maps in Nec:

� For any 0 < j < n, we write

ıj W f0 < n� 1g ! f0 < ng

for the active necklace map whose underlying morphism in �f is the coface map ıj W Œn�1�! Œn�,
ie ıj .i/D i if i < j and ıj .i/D j C 1 if j � i .

� For any k; l > 0, we write

�k;l W f0 < k < kC lg ! f0 < kC lg

for the unique inert necklace map.
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Construction 3.11 Let C be a necklace category with set of objects S. We construct a templicial object
.Ctemp; S/ as follows. For every necklace T, we have a V-enriched quiver CT D .CT .a; b//a;b2S . Then
the composition and identities of C induce quiver morphisms

mU;V W CU ˝S CV ! CU_V and u W IS ! Cf0g

for all necklaces U and V. Set Ctemp
0 D IS and p0 D u W C

temp
0 ! Cf0g. Now let n > 0. We inductively

define an object Ctemp
n 2 VQuivS along with morphisms pn and �k;l as the limit of the diagram of solid

arrows in VQuivS

(5)

Ctemp
n

Q
k;l>0
kClDn

Ctemp
k
˝S Ctemp

l

Q
r;s;t>0
rCsCtDn

Ctemp
r ˝S Ctemp

s ˝S Ctemp
t

Cf0<ng
Q
k;l>0
kClDn

Cf0<kg˝S Cf0<lg

Q
k;l>0
kClDn

Cf0<k<kClg

pn

.�k;l /k;l

Q
k;l pk˝pl

Q
k;l mf0<kg;f0<lg

.C.�k;l //k;l

ˇ

˛

where ˛ and ˇ are defined by

�r;s;t˛ D .idr ˝�s;t /�r;sCt and �r;s;tˇ D .�r;s˝ idt /�rCs;t :

For example, Ctemp
1 D Cf0<1g with p1 D idCf0;1g , and Ctemp

2 is the pullback of mf0<1g;f0<1g and C.�1;1/.
We further set �0;n and �n;0 to be the left and right unit isomorphisms, respectively,

Ctemp
n

��! Ctemp
0 ˝S Ctemp

n ; Ctemp
n

��! Ctemp
n ˝S Ctemp

0 :

Further, let f W Œm�! Œn� be a morphism in �f . We define a quiver morphism Ctemp.f / W Ctemp
n ! Ctemp

m

by induction on m. Set Ctemp.idŒ0�/ to be the identity on IS . If m > 0, we let Ctemp.f / be the unique
morphism satisfying, for all k; l > 0 with kC l Dm,

�k;lCtemp.f /D .Ctemp.f1/˝S Ctemp.f2//�p;q and pmCtemp.f /D C.f /pn;

where f1 W Œk�! Œp� and f2 W Œl �! Œq� are unique in �f such that f1Cf2 D f. (Note that, when mD 1,
the first condition is empty and Ctemp.f / is just C.f /pn.)

We have thus constructed a well-defined functor

Ctemp
W�

op
f
! VQuivS :

By construction, Ctemp is strongly unital and colax monoidal with comultiplication given by the morphisms
.�k;l/k;l�0.

Theorem 3.12 The functor .�/nec W S˝V ! VCatNec is fully faithful and left-adjoint to a functor
.�/temp W VCatNec! S˝V which is given on objects by the assignment C 7! Ctemp of Construction 3.11.
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Proof Let C be a necklace category and define a necklace functor "C W .Ctemp/nec ! C by the quiver
morphism

"CT W .C
temp/T

pt1˝���˝pp�tk�1
������������! Cf0<t1g˝ � � �˝ Cf0<p�tk�1g

mC
�! CT

for any necklace T D f0D t0 < t1 < � � �< tk D pg.

Let .X; S/ be a templicial object andH WXnec! C a necklace functor with object map f WS!Ob.C/. We
will construct a templicial morphism .˛; f / W.X; S/! .Ctemp;Ob.C// by induction. Let ˛0 be the canonical
quiver morphism fŠ.X0/' fŠ.IS /! IOb.C/ D Ctemp

0 . For n > 0, let ˇn W fŠ.Xn/D fŠ.Xf0<ng/! Cf0<ng
be adjoint to Hf0<ng W Xf0<ng ! f �.Cf0<ng/. By Construction 3.11, we have a unique morphism
˛n W fŠ.Xn/! Ctemp

n such that
pn˛n D ˇn

and, for all k; l > 0 with kC l D n, �k;l ı˛n is equal to the composite

fŠ.Xn/
fŠ.�

X
k;l
/

�����! fŠ.Xk˝Xl/! fŠ.Xk/˝fŠ.Xl/
˛k˝˛l
����! Ctemp

k
˝ Ctemp

l
;

where we used the colax monoidal structure of fŠ. It follows that .˛; f / is a well-defined templicial
morphism which is unique such that "C ı ˛nec D H. Hence, the assignment C 7! Ctemp extends to a
right-adjoint of .�/nec.

Now let X be a templicial object. Since the composition Xnec
T ˝S X

nec
U ! Xnec

T_U of Xnec is an iso-
morphism for all T;U 2 Nec, it follows from Construction 3.11 that pn W .Xnec/

temp
n ! Xf0<ng D Xn

is an isomorphism. We thus obtain a natural isomorphism .�/temp ı .�/nec ' idS˝V , which shows that
.�/nec is fully faithful.

3.C Some constructions revisited

We show that the functor zU W S˝V! SSet (Proposition 2.8) and the templicial nerve NV W VCat! S˝V
(Definition 2.11) factor through the category VCatNec of necklace categories.

Notation 3.13 By postcomposition, the adjunction F W Set � V WU induces an adjunction F W SetNecop �
VNecop

WU. Note that, as F is strong monoidal and preserves colimits, the induced functor F W SetNecop
!

VNecop
is strong monoidal as well. Therefore, we have an induced adjunction, which we denote by

CatNec VCatNec:
F

U

a

Proposition 3.14 There is diagram of adjunctions

SSet S˝V

CatNec VCatNec

zF

.�/nec

F

.�/nec .�/temp

U

zU

.�/temp
aa

a
a
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which commutes in the sense that we have natural isomorphisms

.�/nec
ı zF ' F ı .�/nec and zU ı .�/temp

' .�/temp
ıU :

In particular , we have a natural isomorphism

zU ' .�/temp
ıU ı .�/nec:

Proof It suffices to show the commutativity of the left-adjoints. But this immediately follows from the fact
that F WSet!V is strong monoidal and preserves colimits. The final isomorphism zU ' .�/tempıU ı.�/nec

follows from the fact that .�/nec is fully faithful.

Lemma 3.15 Let C be a finitely complete category. Let f W A! B be a morphism in C and n� 2. Then
A is the limit of the diagram of solid arrows

A
Q
k;l>0
kClDn

A
Q

r;s;t>0
rCsCtDn

A

B
Q
k;l>0
kClDn

B

˛

ˇ

�

Q
k;l f

�

f

where � is the diagonal morphism and ˛ and ˇ are defined by

�r;s;t˛ D �rCs;t and �r;s;tˇ D �r;sCt

for all r; s; t > 0 with r C sC t D n.

Proof This is an easy verification.

Let .�/ W V! VNecop
denote the diagonal functor associating to every object V 2 V the constant functor

on V. Then .�/ is easily seen to be strong monoidal and thus it induces a functor

.�/ W VCat! VCatNec:

Proposition 3.16 We have a natural isomorphism

NV ' .�/
temp
ı .�/:

Proof Let C be a small V-enriched category and n� 0. Applying Lemma 3.15 to the n-fold composition
m
.n/
C W C

˝n! C as a morphism in VQuivOb.C/, it follows from Construction 3.11 that Ctemp
n ' C˝n by

induction on n. It quickly follows that this identification induces an isomorphism of templicial objects
Ctemp 'NV.C/, which is clearly natural in C.
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4 Enriching the homotopy coherent nerve

Let Cat� denote the category of small simplicial categories, that is categories enriched in the cartesian
monoidal category of simplicial sets .SSet;�; �0/. In this section we generalise the classical adjunction
between the categorification functor C WSSet!Cat� and the homotopy coherent nerveN hc WCat�!SSet
to the templicial level, yielding an adjunction CV aN

hc
V which depends on V (Definition 4.9). We first

recall in Section 4.A the homotopy coherent nerve due to Cordier [10]. It is most easily constructed as the
formal right-adjoint to the categorification functor C, which has historically gone through several different
equivalent descriptions. This goes back to Cordier and Porter [11] and a different definition is given
in [28], which we outline below. Later, Dugger and Spivak [14] gave a very elegant and simple description
of C by means of necklaces. We will closely follow their approach and adapt it to the templicial setting in
Section 4.C.

4.A The classical homotopy coherent nerve

We recall Cordier’s homotopy coherent nerve. Further, we give a new expression for its left-adjoint
(Proposition 4.6) which will allow us to generalise it more easily to the templicial setting in Section 4.B.

Notation 4.1 Given a necklace .T; p/, consider the poset

PT D fU � Œp� j T � U g

ordered by inclusion. Equivalently, it is the poset of inert necklace maps U ,! T.

If T D f0 < pg is a simplex, we also write PT D Pp.

Remark 4.2 It is easy to see that the assignment T 7! PT extends to a strong monoidal functor

P WNec! Cat;

where, for every necklace map f W T ! U, we have P.f /.V /D f .V / for all V 2 PT . For necklaces T
and U, the monoidal structure is given by

PT �PU ! PT_U ; .V;W / 7! .V _W /;

which is clearly an order isomorphism.

In [28, Section 1.1.5], a simplicial category CŒ�n� is constructed as follows. Its objects are given by the
set Œn� and, for all i; j 2 Œn�, we have

CŒ�n�.i; j /D

�
N.Pj�i / if i � j;
∅ i > j:

Note that N.Pj�i /' .�1/�j�i�1 if i < j and N.Pj�i /'�0 if i D j. Further, given i � j � k in Œn�,
the composition

mi;j;k W CŒ�
n�.i; j /�CŒ�n�.j; k/! CŒ�n�.i; k/
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is given by applying N to the order morphism

Pj�i �Pk�j ' Pf0<j�i<k�ig ,! Pk�i ; .T; U / 7! T _U:

Finally, the identities are given by the unique vertex of CŒ�n�.i; i/'�0 for i 2 Œn�.

It is now easy to see that the above construction extends to a functor

CŒ�.�/� W�! Cat�:

Then, by left Kan extension along the Yoneda embedding � ,! SSet, the cosimplicial object CŒ�.�/�
induces an adjunction

SSet Cat�:
C

N hc

a

For all small simplicial categories C and n� 0,

N hc.C/n ' Cat�.CŒ�n�; C/:

Example 4.3 Given a small simplicial category C, let us describe its homotopy coherent nerve in low
dimensions:

� The vertices of N hc.C/ are given by the set of objects Ob.C/.
� The edges of N hc.C/ are given by the morphisms of C (that is, vertices f 2 C0.A;B/ for some
A;B 2 Ob.C/).

� A 2-simplex of N hc.C/ is given by a (not necessarily commutative) diagram of morphisms in C
C

A B

f g

h

�

along with an edge � of C.A;B/ from h to the composition g ıf.

Proposition 4.4 [14, Proposition 3.7] There is an isomorphism of simplicial sets

CŒT �.0; p/'N.PT /

that is natural in all necklaces .T; p/ 2Nec.

Proposition 4.5 [14, Proposition 4.3] For every simplicial set K with vertices a and b, there is an
isomorphism of simplicial sets

CŒK�.a; b/' colim
T!Ka;b in SSet�;�

.T;p/2Nec

CŒT �.0; p/:

Recall that by Proposition 2.8 we may view a simplicial set K as a templicial set and thus, for any
a; b 2K0, we can apply Construction 3.9 to obtain a functor K�.a; b/ WNecop! Set, T 7!KT .a; b/. It
follows from Yoneda’s lemma that we have a canonical bijection, natural in T 2Nec,

SSet�;�.T;Ka;b/'KT .a; b/:
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With this in mind, we introduce another description of C by means of a weighted colimit. For background
on weighted colimits, see [38, Definition 7.4.1], for example.

Proposition 4.6 For any simplicial setK with vertices a and b, CŒK�.a; b/ is isomorphic to the weighted
colimit in SSet

colimK�.a;b/NP.�/

of NP.�/ WNec! SSet with weight K�.a; b/ WNecop! Set.

Proof From Propositions 4.4 and 4.5, it is clear that CŒK�.a; b/ is given by the coequaliser in SSeta
T!U!Ka;b
T;U2Nec

N.PT /
a

T!Ka;b
T2Nec

N.PT /� CŒK�.a; b/;
˛

ˇ

where ˛ and ˇ are given by respectively projecting onto T !Ka;b and applying NP.�/ to T ! U for
any T ! U !Ka;b in SSet�;�.

Since morphisms T !Ka;b in SSet�;� with T a necklace correspond to elements of the set KT .a; b/,
we obtain a coequaliser diagrama

T!U in Nec

KU .a; b/�N.PT /
a
T2Nec

KT .a; b/�N.PT /� CŒK�.a; b/;
˛

ˇ

where ˛ and ˇ are given by respectively applying K�.a; b/ and NP.�/ to T ! U in Nec. But this
coequaliser is precisely the weighted colimit described in the statement.

4.B The templicial homotopy coherent nerve

Consider the category SV of simplicial objects in V , with the pointwise symmetric monoidal structure
induced by that of V . Note that its monoidal unit is the simplicial object F.�0/D I (the constant functor
on I ). Further, SV is canonically enriched and tensored over V . We denote the enrichment over V
by Œ�;��. For every V 2 V and A 2 SV , the tensoring V �A is given by the monoidal product V ˝A,
where V denotes the constant functor on V.

We denote the category of small SV-enriched categories by VCat�. Note that the adjunctionF WSet�V WU
induces an adjunction F WSSet �SV WU by postcomposition, for which F is still strong monoidal. Hence,
we have an induced adjunction between simplicial categories and SV-categories, which we denote by

Cat� VCat�:
F

U

a

From Proposition 4.6, it is easy to see that the adjunction C a N hc actually factors through the cate-
gory CatNec of Definition 3.8. Moreover, it suggests that we can define the templicial categorification
functor by means of a similar weighted colimit.
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Construction 4.7 We construct an adjunction

VNecop
SV

s

n

a

as follows. Given a functor X WNecop! V , consider the weighted colimit in SV

s.X/D colimX FNP.�/

of the composite Nec P.�/
��! Cat N

�! SSet F
�! SV with weight X. Explicitly, s.X/ may be realised as the

coequaliser in SV

(6)
a

f W T!U in Nec

XU ˝FN.PT /
a
T2Nec

XT ˝FN.PT /� s.X/;
ˇ

˛

where ˛ and ˇ are given by respectively applying X and FNP.�/ to a necklace morphism f W T ! U.

As a weighted colimit, s.X/ fits into a canonical bijection of sets

SV.s.X/; Y /' VNecop
.X; ŒFNP.�/; Y �/

which is natural in Y 2 SV . Hence, the assignment X 7! s.X/ extends to a functor s W VNecop
! SV

which is left-adjoint to the functor

n W SV! VNecop
; Y 7! ŒFNP.�/; Y �:

Proposition 4.8 The functor s W VNecop
! SV of Construction 4.7 is strong monoidal.

Proof For functors X; Y WNecop! V ,

s.X ˝Day Y /D colim
T2Nec

.X˝DayY /.T / FNPT ' colim
U;V 2Nec

X.U/˝Y.V / FNPU_V

' colim
U2Nec

X.U/ FNPU ˝ colim
V 2Nec

Y.V / FNPV D s.X/˝ s.Y /;

where we have used the presentation of X ˝Day Y as a left Kan extension and the strong monoidality of
F, N and P.�/ (see Remark 4.2). Further, since I D F.Nec.�; f0g//,

s.I /D colim
T2Nec

I FNPT ' FNPf0g ' F.�0/:

Definition 4.9 By virtue of Proposition 4.8, the adjunction s a n between VNecop
and SV induces an

adjunction

VCatNec VCat�
s

n

a

We call the composite
CV W S˝V

.�/nec

����! VCatNec
s
�! VCat�

the categorification functor. It is left-adjoint to the composite

N hc
V W VCat�

n
�! VCatNec

.�/temp

����! S˝V;

which we call the templicial homotopy coherent nerve.
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Remark 4.10 Suppose V D Set. Then the adjunction CV a N
hc
V reduces to the classical adjunction

C a N hc. Indeed, it suffices to note that CV reduces to C, which follows from Proposition 4.6 and
Construction 4.7.

Example 4.11 Let C be a small SV-category. We describe the templicial objectN hc
V .C/ in low dimensions

using Construction 3.11. Note the analogy with Example 4.3.

� The vertex set of N hc
V .C/ is simply Ob.C/.

� Further, for any A;B 2 Ob.C/, it follows from N.Pf0<1g/'�0 that

N hc
V .C/1.A;B/D n.C/f0<1g.A;B/D ŒFN.Pf0<1g/; C.A;B/�' C0.A;B/:

� In dimension 2, it follows from N.Pf0<2g/'�1 and N.Pf0<1<2g/'�0 that

n.C/f0<2g.A;B/D ŒFN.Pf0<2g/; C.A;B/�' C1.A;B/;

n.C/f0<1<2g.A;B/D ŒFN.Pf0<1<2g/; C.A;B/�' C0.A;B/:

Here, the morphism n.C/f0<2g.A;B/ ! n.C/f0<1<2g.A;B/ is induced by the inert necklace map
�1;1 W f0 < 1 < 2g ,! f0 < 2g and thus corresponds to the face map d0 W C1.A;B/ ! C0.A;B/. It
follows from (5) that we have a pullback diagram

N hc
V .C/2.A;B/

`
C2Ob.C/ C0.A; C /˝ C0.C;B/

C1.A;B/ C0.A;B/

m0;0

d0

In particular, we see that the underlying set of the object N hc
V .C/2.A;B/ consists of pairs .�; ˛/ with

˛ 2 U
�`

C2Ob.C/ C0.A; C /˝ C0.C;B/
�

and � 2 U.C1.A;B// an edge from hD d1.�/ to m.˛/.

Proposition 4.12 There are canonical natural isomorphisms

CV ı zF ' F ıC and zU ıN hc
V 'N

hc
ıU :

Proof As CV aN
hc
V , CaN hc, zF a zU and F a U , it suffices to show the first natural isomorphism. Since

F W SSet! SV preserves colimits and is strong monoidal, it is clear that

colim
T2Nec

FXT FNPT ' F
�

colim
T2Nec

XT NPT
�

for any functor X WNecop! Set. It follows that we have a natural isomorphism F ı s' s ıF of functors
SetNecop

! SV , and thus also F ı s ' s ıF of functors CatNec ! VCat�. Thus, by Proposition 3.14,
F ıC' CV ı zF as well.
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4.C Simplification of the categorification functor

Following [14, Section 4], we give a simplified description of the categorification functor CV W S˝V!
VCat� of Definition 4.9. Let us first recall their approach.

Let .T; p/ be a necklace and n� 0. A flag of length n on T is defined as an n-simplex of the nerve N.PT /.
Explicitly, a flag of length n on T is a sequence of inclusions

ET D .T0 � � � � � Tn/

such that T � T0 and Tn � Œp�. We call a flag ET on a necklace T flanked if T D T0 and Tn D Œp�.

Consider a simplicial set K with vertices a and b, and T D�n1 _� � �_�nk a necklace. A map T !Ka;b

in SSet�;� is totally nondegenerate if, for every i 2 f1; : : : ; kg, the composite map in SSet

�ni ,! T !Ka;b

represents a nondegenerate ni -simplex of K.

As an immediate consequence of Proposition 4.5, an n-simplex of CŒK�.a; b/ consists of an equivalence
class

(7) ŒT; T !Ka;b; ET �

of triples .T; T !Ka;b; ET / where

� T is a necklace,

� T !Ka;b is a map in SSet�;� (or equivalently an element of KT .a; b/),

� ET is a flag of length n on T.

The equivalence relation is generated by setting two triples .T; T !Ka;b; ET / and .U; U !Ka;b; EU/ to
be equivalent if there exists a map of necklaces f W T ! U making the obvious diagram commute and
such that f .Ti /D Ui for all 0� i � n.

Then one can make the following reductions:

(1) In every equivalence class (7), there exists a triple .T; T ! Ka;b; ET / such that ET is flanked.
Moreover, two such triples are equivalent if and only if they can be connected by a zigzag of
morphisms of flagged necklaces in which every flag is flanked.

(2) In every equivalence class (7), there exists a unique triple .T; T !Ka;b; ET / such that ET is flanked
and T !Ka;b is totally nondegenerate. In other words, there is a bijection

CŒK�n.a; b/'
a
T2Nec
ET flanked flag

of length n

Knd
T .a; b/;

where Knd
T .a; b/�KT .a; b/ is the subset of totally nondegenerate maps T !Ka;b .
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The main ingredient in the first reduction is flankification. Given a necklace T with a flag ET D
.T0 � � � � � Tn/, there is a unique order isomorphism Tn ' Œk�, where k is the number of beads
of Tn. For all i 2 Œn�, write T 0i for the image of Ti under this isomorphism, so that T 00 � � � � � T

0
n D Œk�.

Further set T 0 D T 00, so that the flag ET 0 is flanked on T 0. Then .T 0; ET 0/ is the flankification of .T; ET /.

We now proceed to adapting these steps to the templicial setting. Generalising the first of the above
reductions to templicial objects is fairly straightforward. This is done in Proposition 4.15. For the second
reduction, we have to restrict to templicial objects that have nondegenerate simplices (Definition 2.16).
Our definition of CV ŒX� has the advantage that there is no reference to X in the indexing category of the
colimit involved, which allows for more categorical and shorter proofs of the reduction steps.

Notation 4.13 Given an integer n� 0, let us write

Nec�Œn�

for the category of pairs .T; ET / where T is a necklace and ET D .T0; : : : ; Tn/ is a flag of length n on T. A
morphism .T; ET /! .U; EU/ in Nec�Œn� is a necklace map f W T !U such that f .Ti /DUi for all i 2 Œn�.
Further, we let

Nec�f Œn�

denote the full subcategory of Nec�Œn� spanned by flagged necklaces whose flags are flanked. Note that a
morphism in Nec�

f
Œn� is necessarily active and surjective on vertices.

Lemma 4.14 Let n� 0. Flankification extends to a functor Nec�Œn�!Nec�
f
Œn� which is right-adjoint to

the inclusion � WNec�
f
Œn� ,!Nec�Œn�.

Proof Write 
.T; ET / for the flankification of a flagged necklace .T; ET /. If k is the number of beads
of T, we obtain a morphism � W �
.T; ET /! .T; ET / in Nec�Œn� with underlying morphism Œk�' Tn ,! Œp�

in�f . Given .U; EU/2Nec�
f
Œn� with .U; q/ a necklace, and a morphism f W �.U; EU/! .T; ET / in Nec�Œn�,

we have in particular that Tn D f .Un/D f .Œq�/. So the morphism f W Œq�! Œp� in �f factors uniquely
as some g W Œq�! Œk� followed by Œk� ,! Œp�. Moreover, g defines a morphism .U; EU/! 
.T; ET / in
Nec�

f
Œn� such that � ı �.g/.

Proposition 4.15 Let .X; S/ be a templicial object and a; b 2 S. Then , for every n � 0, we have a
canonical isomorphism

CV ŒX�n.a; b/' colim
.T; ET /2Nec�

f
Œn�

XT .a; b/:

Proof In view of (6), we have a coequaliser, for every integer n� 0,a
f W T!U
ET flag on T
of length n

XU .a; b/
a
T2Nec
ET flag on T
of length n

XT .a; b/� CV ŒX�n.a; b/;
˛

ˇ
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where ˛ is given by X.f / and ˇ is given by applying f to ET , for a necklace morphism f W T ! U. We
thus have a canonical isomorphism

CV ŒX�n.a; b/' colim
.T; ET /2Nec�Œn�

XT .a; b/:

Now, as the inclusion Nec�
f
Œn� ,! Nec�Œn� is a left-adjoint by Lemma 4.14, the corresponding functor

between opposite categories is a right-adjoint and thus a final functor. Hence, the result follows.

Remark 4.16 The simplicial structure of CV ŒX�.a; b/D colimX�.a;b/NP.�/ is given by that of NPT ,
ie by deleting and copying terms in a flag, but the simplicial structure on colim

.T; ET /2Nec�
f

XT .a; b/ is
slightly more difficult. The degeneracy maps and inner face maps are still given by respectively copying
and deleting terms in the flags. The outer face maps however are given by first deleting the term T0 or Tn
from a flag .T0; : : : ; Tn/ and then applying the flankification functor.

Let .X; S/ be a templicial object with nondegenerate simplices and T a necklace, which we write as
f0D t0 < t1 < t2 < � � �< tk D pg. Then let

Xnd
T DX

nd
t1
˝S X

nd
t2�t1

˝S � � � ˝S X
nd
p�tk�1

2 VQuivS ;

where Xnd
n denotes the quiver of nondegenerate simplices of Definition 2.16.

Proposition 4.17 Let .X; S/ be a templicial object with nondegenerate simplices. For all n � 0 and
a; b 2 S, we have an isomorphism in V ,

CV ŒX�n.a; b/'
a
T2Nec
ET flanked flag

of length n

Xnd
T .a; b/:

Proof By Proposition 4.15 and Lemma 2.19, we have an isomorphism

CV ŒX�n.a; b/' colim
.T; ET /2Nec�

f
Œn�

a
fi W Œti�ti�1��Œni �

i2f1;:::;kg

.Xnd
n1
˝S � � � ˝S X

nd
nk
/.a; b/;

where we’ve written T Df0D t0<t1< � � �<tkDpg for any .T; ET /2Nec�
f
Œn�. Now let f W .T; p/! .U; q/

be an active necklace map whose underlying morphism f W Œp�! Œq� in�f is surjective. We can uniquely
decompose f D f1C� � �Cfk with fi W Œti � ti�1�� Œni � in �surj for all i 2 f1; : : : ; ng. Moreover, given
a flag ET of length n on T, there is a unique flanked flag EU D .U0; : : : ; Un/ on U such that f W T ! U

lifts to a morphism f W .T; ET /! .U; EU/ in Nec�
f
Œn� (simply set Ui D f .Ti /). It follows that

CV ŒX�n.a; b/' colim
.T; ET /2Nec�

f
Œn�

a
.T; ET /!.U; EU/ in Nec�

f
Œn�

Xnd
U .a; b/

'

a
.U; EU/2Nec�

f
Œn�

colim
.T; ET /!.U; EU/ in Nec�

f
Œn�

Xnd
U .a; b/'

a
.U; EU/2Nec�

f
Œn�

Xnd
U .a; b/:
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The last isomorphism is obtained by noting that the colimit on the left-hand side is indexed over the
category ..Nec�

f
Œn�/

=.U; EU/
/op, which is connected, and the functor involved is constant on Xnd

U .a; b/.

4.D Comparison with the templicial nerve

Analogous to the classical homotopy coherent nerve, we show that the templicial homotopy coherent
nerve N hc

V restricts to the templicial nerve NV (see Section 2.B) when applied to ordinary V-enriched
categories.

Consider the V-enriched left-adjoint �0 W SV! V to the functor .�/ W V! SV sending every object V 2 V
to the constant functor on V. Then, for any Y 2 SV , we have a reflexive coequaliser

(8) Y1 Y0 � �0.Y /:s0

d0

d1

For example, if V D Set, then �0 is the functor taking the set of connected components of a simplicial set.

As the monoidal product ˝ of V preserves colimits in each variable, it follows that �0 is strong monoidal
and thus we have an induced adjunction

VCat� VCat:
�0

.�/

a

Proposition 4.18 We have a natural isomorphism

N hc
V ı .�/'NV :

Proof By Proposition 3.16, NV ' .�/
temp ı .�/ for .�/ W VCat! VCatNec. Thus it suffices to show that

we have an isomorphism n ı .�/' .�/ of functors V! VNecop
. Take an object A 2 V and write Œ�;��

for the internal hom of V . Since the simplicial set N.PT / clearly only has one connected component, it
follows from the fact that F preserves colimits that

ŒFNPT ; A�' Œ�0FNPT ; A�' ŒF .�0NPT /; A�' ŒF .f�g/; A�' A

for all necklaces T. It follows that n.A/ is isomorphic to the constant functor on A. Clearly, this
isomorphism is natural in A, as desired.

Definition 4.19 It immediately follows from Proposition 4.18 that the templicial nerve NV has a left-
adjoint given by the composite

hV D �0 ıCV W S˝V! VCat;

which we call the homotopy category functor.

Remark 4.20 By Remark 2.14, hV necessarily recovers the classical homotopy category functor
h W SSet! Cat when V D Set.
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Corollary 4.21 Let .X; S/ be a templicial object with a; b 2 S. Then we have a reflexive coequalisera
T2Nec
T¤f0g

XT .a; b/
a
p>0

X
˝p
1 .a; b/� hVX.a; b/

ˇ

˛

with ˛ and ˇ induced by the unique active and inert necklace maps .Œk�; k/! .T; p/ and .Œp�; p/! .T; p/

of Remark 3.7, respectively, for any necklace .T; p/ with k beads.

Proof It directly follows from Proposition 4.15 and (8) that, for all a; b 2 S, we have the (reflexive)
coequaliser

(9) colim
T2Nec�
T¤f0g

XT .a; b/ colim
Œp�2�surj
p>0

X
˝p
1 .a; b/� hVX.a; b/;

ˇ 0

˛0

where Nec� denotes the subcategory of Nec consisting of all active necklace maps that are surjective
on vertices, and ˛0 and ˇ0 are defined similarly to ˛ and ˇ. Via the epimorphism

`
T XT .a; b/ �

colimT XT .a; b/, we may replace the left-hand colimit by
`
T XT .a; b/.

To show that we may also replace the right-hand colimit, observe that any surjective necklace map
f W .Œp�; p/� .Œq�; q/ with q > 0 can be factored as an inert map .Œp�; p/! .T; p/ followed by some
� W .T; p/! .Œq�; q/ such that T has q beads and the unique active map .Œq�; q/ ,! .T; p/ is a section
of � . Indeed, let � W Œp�� Œq� be the underlying morphism of f in �f . Then � has a section ı in �f .
Now simply set T D ı.Œp�/.

Recall the commutativity results for the templicial nerve (Proposition 2.15). While it follows immediately
from Proposition 4.12 that hV ı zF ' F ı h, the homotopy category functors and forgetful functors do not
commute in general, as the following example shows.

Example 4.22 Let V DMod.k/ be the category of k-modules over with k an arbitrary unital commu-
tative ring. Let hk D hMod.k/. Consider the templicial k-module X D zF .@�2/. Then the hom-object
.hkX/.0; 2/ 2Mod.k/ is isomorphic to

F.h.@�2/.0; 2//D F
�n

0
1

2
; 0 2

o�
' k˚ k:

On the other hand, note that each edge in zU.X/ between two given vertices is uniquely determined
by an element ai 2 k. So the set h zU.X/.0; 2/ consists of equivalence classes of sequences of edges
.a1; : : : ; an/ from 0 to 2 in zU.X/. One can check that

h zU zF .@�2/.0; 2/' U.k/qU.0/ U.k/;

which identifies a sequence .a1; : : : ; an/ with its product an � � � a1 in k. The two terms U.k/ correspond to
paths either passing through the vertex 1 or not. Now the induced map h zU zF .@�2/.0; 2/!U..hkX/.0; 2//

on hom-sets corresponds to the canonical map

U.k/qU.0/ U.k/! U.k˚ k/;
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which is certainly not a bijection if k is not the zero ring. Hence, the canonical functor

h zU.X/! U.hkX/
is not an equivalence of categories.

In the next section, we will restrict to a special class of templicial objects, which we call quasicategories
in V . It turns out that, for a quasicategory X in V , the canonical functor h zU.X/! U.hVX/ is always an
isomorphism (under suitable hypotheses on V); see Corollary 5.23 below.

5 Quasicategories in a monoidal category

Quasicategories are models for .1; 1/-categories first introduced by Joyal [22] as simplicial sets satisfying
the weak Kan condition in the sense of Boardman and Vogt [8]. That is, a simplicial setX is a quasicategory
if every simplicial map ƒnj !X from an inner horn can be extended to a map �n!X from the standard
simplex. In [23], Joyal equips SSet with a model structure in which the fibrant objects are precisely the
quasicategories. In this section, we introduce the natural analogue of quasicategories in the templicial
context (Definition 5.4). However, in view of Example 2.10, we express the lifting condition in the
category VNecop

, rather than S˝V . Nonetheless, we still recover classical quasicategories when V D Set
(Proposition 5.8). We continue in Section 5.B by showing our main result: that the templicial nerve
produces quasicategories in V from locally Kan SV-categories (Corollary 5.12). In Section 5.C, we
discuss the homotopy category of a quasicategory in V .

5.A Horn filling in necklaces

For integers 0� j � n, we denote by ƒnj the j th horn of the n-simplex. That is, ƒnj is the union of all
the faces of �n, except the j th face. In order to define quasicategories in V , we wish to consider the usual
horn lifting property in the category VNecop

via Construction 3.9. In this case, it is convenient to express
the horn as a union of necklaces, rather than faces.

Proposition 5.1 For all integers 0 < j < n,

.ƒnj /�.0; n/D

n�1[
iD1
i¤j

ıi .�
n�1/�.0; n/[

n�1[
kD1

.�k _�n�k/�.0; n/

as a subfunctor of �n
�
.0; n/ in SetNecop

.

Proof For all 0 < k; i < n with i ¤ j, we have inclusions �k _�n�k �ƒnj and ıi .�n�1/�ƒnj in SSet.
It follows that

n�1[
iD1
i¤j

ıi .�
n�1/�.0; n/[

n�1[
kD1

.�k _�n�k/�.0; n/� .ƒ
n
j /�.0; n/:
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Conversely, let f W T ! .ƒnj /0;n be a map in SSet�;� with .T; p/ a necklace. Suppose first that f is
surjective on vertices. As the unique nondegenerate n-simplex of �n is not contained in ƒnj , there must
be some k 2 T such that 0 < f .k/ < n. Therefore, f factors through �l _�n�l with l D f .k/. Now
suppose that f is not surjective on vertices. Then f must factor through ıi .�n�1/ for some i 2 Œn� n fj g.
As a map in SSet�;�, f always reaches the vertices 0 and n of �n, and thus 0 < i < n.

Example 5.2 The outer horns aren’t as well behaved in SetNecop
as the inner horns. For example, ƒ20 is

the pushout �1qf0g�1 in SSet, but .ƒ20/�.0; 2/ is isomorphic to just �1
�
.0; 1/ as all maps T ! .ƒ20/0;2

in SSet�;� must factor through the edge 0! 2 of ƒ20.

The following corollary expresses the advantage of working in the functor category VNecop
. While not

every simplex of a templicial object is represented by a templicial morphism (see Example 2.10), it is
represented by a morphism in VNecop

.

Corollary 5.3 Let .X; S/ be a templicial object with a; b 2 S.

(1) Let .T; p/ be a necklace. There is a bijective correspondence between morphisms zF .T /�.0; p/!
X�.a; b/ in VNecop

and elements � 2 U.XT .a; b//.

(2) Let 0<j <n be integers. There is a bijective correspondence between morphisms zF .ƒnj /�.0; n/!
X�.a; b/ in VNecop

and elements

xk 2 U..Xk˝S Xn�k/.a; b// and yi 2 U.Xn�1.a; b//

for all 0 < k; i < n with i ¤ j, which satisfy:

� For all 0 < i < i 0 < n with i ¤ j ¤ i 0,

di 0�1.yi /D di .yi 0/:

� For all 0 < k < l < n,

.idXk ˝�l�k;n�l/.xk/D .�k;l�k˝ idXn�l /.xl/:

� For all 0 < k < n� 1 and 0 < i < n with i ¤ j,

�k;n�k�1.yi /D

�
.di ˝ idXn�k�1/.xkC1/ if i � k;
.idXk ˝ di�k/.xk/ if i > k:

Proof A morphismF.T�.0; p//' zF .T /�.0; p/!X�.a; b/ is equivalent to a map T�.0; p/!U.X�.a; b//
in SetNecop

, which corresponds to an element � 2 U.XT .a; b// by the Yoneda lemma. This shows (1).
Statement (2) follows from Proposition 5.1.
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Definition 5.4 Let Y W Necop! V be a functor. We say Y lifts inner horns if, for all 0 < j < n, any
lifting problem

zF .ƒnj /�.0; n/ Y

zF .�n/�.0; n/

has a solution in VNecop
. We say Y lifts inner horns uniquely if every such lifting problem has a unique

solution in VNecop
.

We call a templicial object .X; S/ in V a quasicategory in V if the functor X�.a; b/ lifts inner horns
for all a; b 2 S. In this case, we will refer to the elements of S as the objects of X and to elements
of U.X1.a; b// as the morphisms a! b in X.

Remark 5.5 Let Y WNecop! V be a functor. By the adjunction F a U, Y lifts inner horns in VNecop
if

and only if the composite UY WNecop! Set lifts inner horns in SetNecop
.

As for ordinary quasicategories, there is an elementwise characterisation of quasicategories in V , although
it is bit more cumbersome to describe.

Proposition 5.6 Let .X; S/ be a templicial object. The following statements are equivalent :

(1) X is a quasicategory in V .

(2) Let a; b 2 S and 0 < j < n. For all collections of elements .xk/n�1kD1
, .yi /n�1iD1;i¤j

satisfying the
conditions of Corollary 5.3(2), there is an element z 2 U.Xn.a; b// such that

�k;n�k.z/D xk and di .z/D yi

for all 0 < k; i < n with i ¤ j.

Proof This immediately follows from Corollary 5.3.

Remark 5.7 Note the similarities with the classical elementwise characterisation of a quasicategory.
The elements yi with 0 < i < n, i ¤ j represent all inner faces of the horn ƒnj . They still have to satisfy
the same conditions as usual. However, the two outer faces of the horn are replaced by the elements xk
with 0 < k < n. The two new conditions of Corollary 5.3(2) merely express that these outer faces are
glued to each other and to the inner faces in the appropriate way.

Indeed, when V D Set, we recover the classical notion of a quasicategory.

Proposition 5.8 A simplicial set is a quasicategory if and only if it is a quasicategory in Set (in the sense
of Definition 5.4).

Proof Let X be a simplicial set, considered as a templicial set with X0 its set of vertices. Then the
assignment .xk/n�1kD1

7! .x1n�1; x
2
1/ defines a bijection between the set of all collections of elements

.xk D .x
1
k; x

2
k/ 2Xk �Xn�k/

n�1
kD1
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satisfying .x1
k
; �l�k;n�l.x

2
k
//D .�k;l�k.x

1
k
/; x2

l
/ for all 0< k < l < n, and the set of all pairs .yn; y0/2

Xn�1�Xn�1 satisfying dn�1.y0/D d0.yn/. It follows that condition .2/ of Proposition 5.6 is equivalent
to:

.20/ Let 0 < j < n. Consider elements yi 2 Xn�1 for all 0 � i � n with i ¤ j which satisfy, for all
0� i < i 0 � n with i ¤ j ¤ i 0,

di 0�1.yi /D di .yi 0/:

Then there is an element z 2Xn such that di .z/D yi for all 0� i � n with i ¤ j.

But this precisely expresses that X is a quasicategory.

5.B Nerves and quasicategories

We show that the earlier-defined templicial versions of classical nerves give examples of quasicategories
in V .

Lemma 5.9 Let C be a necklace category with objects A and B. Consider the canonical morphism
� W Ctemp

� .A;B/! C�.A;B/ induced by the counit of the adjunction .�/nec a .�/temp. Given integers
0 < j < n, any lifting problem in VNecop

zF .ƒnj /�.0; n/ Ctemp
� .A;B/

zF .�n/�.0; n/ C�.A;B/

�

has a unique solution.

Proof The top horizontal morphism corresponds to some collections of elements .xk/n�1kD1
and .yi /n�1iD1;i¤j

with xk 2 U..C
temp
k
˝ Ctemp

n�k
/.a; b// and yi 2 U.C

temp
n�1.a; b//, satisfying the conditions of Corollary 5.3(2).

Moreover, the bottom horizontal morphism corresponds to an element z02U.Cf0<ng.a; b// and the commu-
tativity of the diagram comes down to the condition that C.�k;n�k/.z0/Dmf0<kg;f0<n�kg.pk˝pn�k/.xk/
and C.ıi /.z0/D pn�1.yi / for all 0 < k; i < n with i ¤ j.

Then, by the limit diagram (5), there exists a unique element z 2U.Ctemp
n .a; b// such that �k;n�k.z/D xk

for all 0 < k < n, and pn.z/D z0. Again by (5), for all 0 < k; i < n with i ¤ j,

�k;n�1�k.di .z//D

(
.di ˝ idCtemp

n�k�1
/.�kC1;n�k.z// if i � k;

.idCtemp
k
˝ di�k/.�k;n�k.z// if i > k;

D �k;n�1�k.yi /;

pn�1.di .z//D C.ıi /pn.z/D C.ıi /.z0/D pn�1.yi /;

and thus di .z/D yi . Hence, the element z determines the unique solution to the lifting problem.
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Proposition 5.10 Let C be a necklace category with object set S. Suppose that , for all A;B 2 Ob.C/,
C�.A;B/ lifts inner horns. Then Ctemp is a quasicategory in V .

Proof This is immediate from Lemma 5.9.

Corollary 5.11 For any small V-category C, the templicial object NV.C/ is a quasicategory in V .

Proof This follows from Propositions 3.16 and 5.10.

Corollary 5.12 Let C be small simplicial V-category. Assume that , for all objects A and B of C, the
simplicial set U.C.A;B// is a Kan complex. Then the templicial object N hc

V .C/ is a quasicategory in V .

Proof By Proposition 5.10, it suffices to check that, for all A;B 2 Ob.C/, the functor

n.C.A;B//� D ŒFNP.�/; C.A;B/� WNecop
! V

lifts inner horns in VNecop
. By the adjunction san, this is equivalent to showing that, for all 0<j <n, every

morphism s. zF .ƒnj /�.0; n//! C.A;B/ in SV extends to s. zF .�n/�.0; n//. Now, by Proposition 4.12 and
the adjunction F a U, this is further equivalent to the lifting problem in SSet

CŒƒnj �.0; n/ U.C.A;B//

CŒ�n�.0; n/

This has a solution because U.C.A;B// is a Kan complex, as was shown in [28, Proposition 1.1.5.10]
and is given in more detail in [30, Tag 00LH] (beware that, in the latter, the notation Path is used instead
of C).

Corollary 5.13 Let X be a quasicategory in V . Then zU.X/ is a quasicategory.

Proof This follows from Propositions 3.14, 5.8 and 5.10.

The converse to Corollary 5.13 does not hold in general.

Example 5.14 Consider the over category VDAb =Z of abelian groupsA with a Z-linear map p WA!Z.
Then V is bicomplete and symmetric monoidal closed with monoidal unit given by idZ W Z! Z. The
forgetful functor U W V! Set associates to every map p W A! Z the set fa 2 A j p.a/D 1g.

Now consider the simplicial set �2qf0;2gƒ21:

a

c1

c2

b

wf1

f2

g1

g2
h
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Set X D zF .�2qf0;2gƒ21/ 2 S˝Ab. We can promote X to a templicial object in V by equipping it with
Z-linear maps p WXn.x; y/! Z defined by

p.f1/D p.f2/D p.g2/D p.h/D 1; p.g2/D 2 and p.w/D 1

Then, for example, U.X1.a; c2//D ff2g but U.X1.c2; b//D∅. Consider the functor zU W S˝V! SSet
as induced by U above (not by Ab! Set). Then zU.X/'�2qf0g�1, which is clearly a quasicategory.

However, X is not a quasicategory in V . To see this, consider the element

˛ D f2˝g2�f1˝g1 2 U..X1˝X1/.a; b//

(note that, indeed, .p ˝ p/.˛/ D p.f2/p.g2/ � p.f1/p.g1/ D 1). But there exists no element � 2
U.X2.a; b// such that �1;1.�/D ˛.

We end this subsection by characterising the essential image of the templicial nerve functor NV W VCat!
S˝V in terms of horn fillings.

Proposition 5.15 Let .X; S/ 2 S˝V . Consider the following statements:

(1) .X; S/ is isomorphic to the templicial nerve of a small V-category.

(2) For all a; b 2 S, X�.a; b/ lifts inner horns uniquely.

Then .1/ implies .2/. Moreover , if the functor U W V! Set is conservative , then .1/ and .2/ are equivalent.

Proof Let C be a small V-category. We wish to show that NV.C/�.A;B/ lifts inner horns uniquely for
all A;B 2 Ob.C/. Since NV ' .�/

temp ı .�/ (Proposition 3.16), it suffices by Lemma 5.9 to note that the
lifting problem

zF .ƒnj /�.0; n/ C.A;B/

zF .�n/�.0; n/

has a unique solution for all 0 < j < n, which is clear.

Assume that .2/ holds and that U is conservative. By (3), it suffices to show that each comultiplication
morphism �k;n�k with 0 < k < n is an isomorphism. Take xk 2 U.Xk ˝S Xn�k/. By induction on n,
we can define, for any 0 < l < n with l ¤ k,

xl D

�
.idXl ˝�

�1
k�l;n�k

/.�l;k�l ˝ idXn�k /.xk/ if l < k;
.��1
k;l�k

˝ idXn�l /.idXk ˝�l�k;n�l/.xk/ if l > k:

Further set, for all 0 < i < n with i ¤ k,

yi D

�
��1
k�1;n�k

.di ˝ idXn�k /.xk/ if i < k;
��1
k;n�k�1

.idXk ˝ di�k/.xk/ if i > k:

It follows that the elements .xl/n�1lD1
and .yi /n�1iD1;i¤k

satisfy the conditions of Corollary 5.3(2) and thus
there is a unique element z 2 U.Xn.a; b// such that �l;n�l.z/D xl and di .z/D yi for all 0 < l; i < n
with i ¤ k. In particular, �k;n�k.z/ D xk . For any other z0 2 U.Xn.a; b// with �k;n�k.z0/ D xk , it
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follows from the definitions of the xl and yi that also �l;n�l.z0/D xl and di .z0/D yi for all 0 < l; i < n
with i ¤ k. Thus z0 D z and hence the map

U.�k;n�k/ W U.Xn.a; b//! U..Xk˝Xn�k/.a; b//

is a bijection. AsU is conservative, �k;n�k WXn!Xk˝Xn�k is an isomorphism of V-enriched quivers.

5.C Simplification of the homotopy category

We now turn our attention to the homotopy category hVX when X is a quasicategory in V . As is the case
in the classical situation, this allows for a simpler description of hVX.

Construction 5.16 Let .X; S/ be a templicial object and a; b 2 S. We define an object HomLX .a; b/1 2 V
by the pullback

HomLX .a; b/1 X2.a; b/

X1.a; b/ .X1˝S X1/.a; b/

�2

�1

�˝sX0

�X1;1

Further, we let d1 D �1, d0 D dX1 �2 and we let s0 WX1.a; b/! HomLX .a; b/1 be the unique morphism
such that �1s0 D idX1.a;b/ and �2s0 D sX1 . We obtain a reflexive pair

HomLX .a; b/1 X1.a; b/s0

d0

d1

and we define an object h0VX.a; b/ as the coequaliser of this pair,

(10) HomLX .a; b/1 X1.a; b/
q
�� h0VX.a; b/

d0

d1

Remark 5.17 It is possible to extend Construction 5.16 to obtain a simplicial object HomLX .a; b/ W�
op!V

which generalises the left-pinched morphism space of a simplicial set (as defined in [30, Tag 01KX]).
In particular, HomLX .a; b/0 D X1.a; b/. Then the morphisms d0; d1 W HomLX .a; b/1 � X1.a; b/ and
s0 W X1.a; b/ ! HomLX .a; b/1 constitute the lowest-dimensional face and degeneracy morphisms of
HomLX .a; b/. We will not go into them here however, and leave their investigation to later research.

Remark 5.18 As U preserves pullbacks, U.HomLX .a; b/1/ is the set of all 2-simplices � 2 zU.X/ with
d0.�/ D s0.b/ and d1d2.�/ D a. In other words, it describes homotopies between two edges a! b

in zU.X/.

Assuming that zU.X/ is a quasicategory and that U preserves reflexive coequalisers, it follows that we
have an isomorphism

U.h0VX.a; b//' h
zU.X/.a; b/

and the canonical morphism X1.a; b/� h0VX.a; b/ precisely takes the homotopy class Œf � in h zU.X/ of
any f 2 U.X1.a; b//.
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Lemma 5.19 Assume that U W V! Set preserves reflexive coequalisers. Let X be a quasicategory in V
with objects a and b. For any w;w0 2 U.X2.a; b//,

.q˝ q/�1;1.w/D .q˝ q/�1;1.w
0/ D) q.dX1 .w//D q.d

X
1 .w

0//

in h0VX.a; b/.

Proof LetQ be the quiver given by HomLX .a; b/1 for all objects a and b ofX. Let � 2U..Q˝Q/.a; b//
and w;w0 2 U.X2.a; b// be such that �1;1.w/D .d0˝ d0/.�/ and �1;1.w0/D .d1˝ d1/.�/. Then:

� Consider x1 D .d1˝ sX0 d1/.�/ 2U..X1˝X2/.a; b//, x2 D .�2˝d1/.�/ 2U..X2˝X1/.a; b//
and y2 Dw 2U.X2.a; b//. These define a morphism zF .ƒ31/�.0; 3/!X�.a; b/, which extends to
an element z 2 U.X3.a; b//. Setting w00 D dX1 .z/ 2 U.X2.a; b//, we have dX1 .w

00/D dX1 .w/.

� Similarly, consider x1D.d0˝�2/.�/2U..X1˝X2/.a;b//, x2Dw00˝ sX0 .b/2U..X2˝X1/.a;b//
and y2 D w0. These define a morphism zF .ƒ31/�.0; 3/! X�.a; b/, which extends to an element
z 2 U.X3.a; b//. Then set � D dX1 .z/ 2 U.X2.a; b//.

It follows that �1;1.�/D dX1 .w/˝ s
X
0 .b/ and dX1 .�/D d

X
1 .w

0/. Hence, qdX1 .w/D qd
X
1 .w

0/.

As the diagram (10) is a reflexive coequaliser, it is preserved by �˝� in both variables simultaneously,
so that we again have a reflexive coequaliser

.Q˝Q/.a; b/ .X1˝X1/.a; b/
q˝q
��� .h0VX ˝ h

0
VX/.a; b/

d0˝d0

d1˝d1

Now assume that .q˝ q/�1;1.w/D .q˝ q/�1;1.w0/. As U preserves reflexive coequalisers, there exist
˛0; : : : ; ˛n 2 U..X1 ˝X1/.a; b// such that �1;1.w/ D ˛0, ˛n D �1;1.w0/ and, for all i 2 f1; : : : ; ng,
there exists a � 2 U..Q˝Q/.a; b// such that

˛i�1D .d0˝d0/.�/ and .d1˝d1/.�/D˛i or ˛i�1D .d1˝d1/.�/ and .d0˝d0/.�/D˛i :

For every 0 < i < n, ˛i defines a horn zF .ƒ21/�.0; 2/! X�.a; b/, which we can extend to an element
wi 2 U.X2.a; b// so that �1;1.wi /D ˛i . Thus, it follows by the previous that

qd1.w/D qd1.w1/D � � � D qd1.wn�1/D qd1.w
0/:

Lemma 5.20 Assume that U W V! Set is faithful. Let g W X ! Y and f W X !Z be morphisms in V
such that g is a regular epimorphism. Suppose that , for all x; y 2 U.X/,

g.x/D g.y/ D) f .x/D f .y/:

Then there exists a unique morphism h W Y !Z such that hg D f.

Proof Denote the kernel pair X �Y X � X of g by �1 and �2. Since g is the coequaliser of this
pair, it suffices to show that f�1 D f�2. As U is faithful, this is equivalent to showing that, for all
.x; y/2U.X/�U.Y /U.X/, we have f .x/D f .y/. But this is equivalent to the hypothesis on f and g.
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Construction 5.21 Assume that U W V! Set is faithful and preserves and reflects reflexive coequalisers.
Let .X; S/ be a quasicategory in V . We construct a V-enriched category h0VX whose hom-objects are
given by h0VX.a; b/ of Construction 5.16. Let h0VX denote the quiver given by h0VX.a; b/ for all a; b 2 S,
and let q WX1! h0VX denote the canonical quiver morphism.

First define u W IS
s0
�! X1

q
�! h0VX. Note that U also reflects regular epimorphisms (as they are the

coequaliser of their kernel pair). Thus, as X is a quasicategory in V , the comultiplication �1;1 W X2!
X1˝S X1 is a regular epimorphism. Further, q is a regular epimorphism by definition. Now �˝�
preserves reflexive coequalisers in each variable and thus also regular epimorphisms. It follows that
q˝2 ı�1;1 is a regular epimorphism as well. Using Lemmas 5.19 and 5.20, we have a unique quiver
morphism m W h0VX ˝S h

0
VX ! h0VX such that the following diagram commutes:

X2 X˝21 .h0VX/
˝2

X1 h0VX

�1;1 q˝2

m
d1

q

Given a 2-simplex .˛i;j /1�i<j�2 (see Remark 2.9) of zU.X/with vertices a, b and c, we have�1;1.˛02/D
˛01˝˛12 and thus m.q.˛01/˝ q.˛02//D q.d1.˛02//. Therefore, the induced map

U.h0VX.a; b//�U.h
0
VX.b; c//! U.h0VX.a; b/˝ h

0
VX.b; c//

U.ma;b;c/
�������! U.h0VX.a; c//

coincides with the composition law of h zU.X/ under the isomorphisms supplied by Remark 5.18. The
element ua D q.s0.a// W I ! h0VX.a; a/ is clearly the identity at a in h zU.X/. It then follows from the
faithfulness of U that m is associative and unital with respect to u. So we obtain a V-category h0VX.

Note that, by construction, we have an isomorphism of categories

U.h0VX/' h zU.X/:

Proposition 5.22 Assume that U W V! Set is faithful and preserves and reflects reflexive coequalisers.
The assignment X 7! h0VX of Construction 5.21 extends to a functor h0V from the full subcategory of S˝V
spanned by all quasicategories in V to VCat, which is left-adjoint to the templicial nerve functor NV .

In particular , there exists a canonical isomorphism of V-enriched categories

hVX ' h
0
VX

for every quasicategory X in V .

Proof It follows from Construction 5.21 and Lemma 2.12 that we have a unique templicial morphism
�X WX!NV.h

0
VX/ such that �X1 WX1!h0VX is precisely q. We claim that �X is the unit of an adjunction

h0V aNV .

Now let C be an arbitrary small V-category and .�; f / W X ! NV.C/ a templicial morphism. Then,
by Lemma 2.12, � W fŠX ! NV.C/ corresponds to a quiver morphism H W X1 ! f �.C/ such that the
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diagrams (4) commute. Letting Q denote the quiver given by HomLX .a; b/1 for all objects a and b of X,
we have a commutative diagram

Q X2 X1 f �.C/

X1 X˝21 f �.C/˝2 f �.C˝2/

f �.mC/

H

dX1
�2

d1D�1

�˝sX0

�X1;1

H˝2

H˝u

d0

It follows that Hd0 DHd1 WQ! f �.C/ and thus there exists a unique quiver morphism H 0 W h0VX !

f �.C/ such that H 0q DH. By construction, H 0 defines a V-functor h0VX ! C, which is clearly unique,
such that NV.H/ ı �X D .�; f /.

Corollary 5.23 Assume that U W V! Set is faithful and preserves and reflects reflexive coequalisers. Let
X be a quasicategory in V . The canonical functor

h zU.X/! U.hVX/
is an isomorphism of categories.

Proof This is now an immediate consequence of Proposition 5.22 and the fact that U.h0VX/' h zU.X/.
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Closures of T-homogeneous braids are real algebraic

BENJAMIN BODE

A link in S3 is called real algebraic if it is the link of an isolated singularity of a polynomial map from
R4 to R2. It is known that every real algebraic link is fibered and it is conjectured that the converse is
also true. We prove this conjecture for a large family of fibered links, which includes closures of both
T-homogeneous (and therefore also homogeneous) braids and braids that can be written as a product
of the dual Garside element and a positive word in the Birman–Ko–Lee presentation. The proof offers
a construction of the corresponding real polynomial maps, which can be written as semiholomorphic
functions. We obtain information about their polynomial degrees.

57K10; 14P25, 32S55

1 Introduction

It is well known that the set of algebraic links, the links that arise as the links of isolated singularities of
complex polynomials, consists of certain iterated cables of torus links; see Brauner [15; 16; 17]. In the
last chapter of his seminal work [25], Milnor discusses the real analogue of this classification problem.
Let f WR4!R2 be a polynomial map with f .0/D 0 whose Jacobian Df vanishes at the origin, but has
full rank at all other points of some neighborhood of the origin. In this case, we say that the origin is an
isolated singularity of f. Exactly as in the complex case, the intersection f �1.0/\S3� of the vanishing
set of f and a 3-sphere of sufficiently small radius � > 0 is a link, whose link type does not depend on �.
We call this link the link of the singularity and denote it by Lf .

Analogous to the terminology from the complex setting, we say that a link L is real algebraic if LD Lf
for some polynomial f. In contrast to the set of algebraic links, the set of real algebraic links has not
been classified yet. Note that a generic real polynomial in these dimensions does not have an isolated
singularity. The difficulty of constructing polynomials with isolated singularities and a given link type
has already been noted by Milnor [25].

While there are many differences between the complex and the real setting, the importance of (Milnor)
fibrations can be found in both. In particular, Milnor [25] showed that every real algebraic link is fibered.
It is an open conjecture by Benedetti and Shiota [6] that the set of real algebraic links and the set of fibered
links are identical. In addition to the complex algebraic links, which are obviously also real algebraic,
several families of fibered links have been proved to be real algebraic. However, compared with the set of
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all fibered links, these families are still comparatively small. Looijenga [23] proved that every fibered
link that satisfies a certain “odd” symmetry is real algebraic. This includes the connected sum K #K
of any fibered knot K with itself. Answering a question of Milnor [25], Perron [28] constructed a real
polynomial map that realizes the figure-eight knot as a real algebraic knot. Later, Rudolph [32] came up
with a different polynomial for the figure-eight knot and gave the example of certain unions of complex
algebraic links (up to orientation or mirror reflections). These were then studied in more generality by
Pichon [29], who proved that Lf [ xLg is real algebraic if and only if it is fibered. Here the overline
denotes a reversal of orientation and Lf and Lg are links of singularities of holomorphic polynomials f
and g. The corresponding real polynomial map can be written as f Ng WR4 ŠC2!C ŠR2, where Ng is
the complex conjugate of g. In earlier work [9], we proved that closures of braids of the form B2 for any
homogeneous braid B are real algebraic. Examples of real polynomial maps with isolated singularities
have also been constructed by A’Campo [1] and Seade [35; 34]. Another result that can be interpreted as
evidence for Benedetti and Shiota’s conjecture is due to Kauffman and Neumann [22]. It states that if
we consider real analytic maps with so-called tame singularities instead of polynomial maps, then the
conjecture is true.

The main result of this paper is a construction of certain polynomials with isolated singularities, which
allows us to prove that a large family of fibered links is real algebraic.

All links in this family are closures of so-called P-fibered braids or, equivalently, bindings of braided
open book decompositions, which can be described in terms of certain diagrams called Rampichini
diagrams; see Bode [12], Morton and Rampichini [26] and Rampichini [30]. We introduce an operation
on Rampichini diagrams detailed in the later sections. We say that one P-fibered braid B2 is obtained from
another B1 by the insertion of inner loops if their Rampichini diagrams are related by such operations.
The family of fibered links for which we can prove real algebraicity can be characterized in terms of
properties of their Rampichini diagrams.

Theorem 1.1 Let B1 be a P-fibered braid on n strands with an odd , pure Rampichini diagram. Let B2 be
a P-fibered braid that is obtained from B1 by the insertion of inner loops. Then the closure of B2 is real
algebraic.

Furthermore , the corresponding real polynomial map with an isolated singularity can be taken to be
semiholomorphic (ie it can be written as a polynomial f W C2! C in complex variables u, v and the
complex conjugate Nv) and of degree n with respect to the complex variable u.

The properties of being odd and pure will be defined at a later point (Definitions 3.5 and 2.6). It is not
straightforward to decide if a given link satisfies the condition from Theorem 1.1. However, for large
families of fibered links we prove that this is the case.

Theorem 1.2 Let B be a T-homogeneous braid. Then the closure of B is real algebraic and the
corresponding polynomial can be taken to be semiholomorphic.
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The family of T-homogeneous braids (see Definition 2.11) was introduced by Rudolph [33] as a general-
ization of the family of homogeneous braids (whose closures are known to be fibered; see Stallings [36]),
so we immediately obtain the following corollary.

Corollary 1.3 Let B be a homogeneous braid. Then the closure of B is real algebraic and the corre-
sponding polynomial can be taken to be semiholomorphic.

While previous constructions resulted in links that are unions of complex algebraic links (up to orientation
or mirror reflection) (see Rudolph [32] and Pichon [29]) or in links that satisfy, in addition to their
fiberedness, certain symmetry properties (being “odd” in the case of Looijenga [23], or the closure of the
square of a braid in the case of Perron’s [28] and Rudolph’s figure-eight knot [32] as well as in our work
[9; 13]), Theorem 1.2 and Corollary 1.3 have no such constraints. To be precise, together [33; 12] imply
that every T-homogeneous braid is P-fibered. Combining this with [9; 13] shows that the closure of B2 is
real algebraic for every T-homogeneous braid B. Theorem 1.2 goes beyond that by stating that it is not
necessary to square the braid. Since in general closures of T-homogeneous braids are neither odd nor
2-periodic nor are all of their components (mirror images of) complex algebraic knots, this yields a much
larger family than previous constructions.

In the context of braided open books and Rampichini diagrams it is useful to represent braids in terms
of the BKL-generators ai;j of Birman, Ko and Lee [8], also called band generators, instead of Artin
generators �i . A word in BKL-generators is called BKL-positive if it does not include inverses of any of
the generators ai;j . Let ı D a1;2a2;3 : : : an�1;n D �1�2 : : : �n�1 denote the dual Garside element [8].

Theorem 1.4 Let B D ıP, where P is a BKL-positive word. Then the closure of B is real algebraic.

Banfield [4] showed that closures of braids of the form ı0P, where ı0 D an�1;nan�2;n�1 : : : a1;2 D

�n�1�n�2 : : : �1 and P is a BKL-positive braid, are fibered. The same arguments apply to ıP. Likewise,
[8] defines the dual Garside normal form using ı0 as the dual Garside element. But the same arguments
can be used to define a dual Garside normal form in terms of ı, which is for example used by Ito and
Wiest [21]. This means that in the BKL-presentation every braid on n strands can be written as ıkP for
some k 2 Z, where P D A1A2 : : : Am is BKL-positive. This representation becomes unique for every
given braid once appropriate conditions on the factors Ai are imposed [8]. We then call ıkP the dual
Garside normal form of the braid. Since ık�1P is BKL-positive if k � 1, Theorem 1.4 immediately
implies the following corollary.

Corollary 1.5 Let B be a braid whose dual Garside normal form contains a positive power of the dual
Garside element ı. Then the closure of B is real algebraic and the corresponding polynomial can be taken
to be semiholomorphic.

The remainder of the paper is structured as follows. Section 2 reviews the relevant concepts in the study
of P-fibered braids and Rampichini diagrams. We also introduce the definitions of inner loops and pure
Rampichini diagrams, which feature in Theorem 1.1. Section 3 introduces odd Rampichini diagrams and
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proves a result about corresponding (singular) P-fibered braids with a certain “odd” symmetry. The proof
of Theorem 1.1 then follows a similar strategy as the proof of our main result in [11], which constructs
weakly isolated singularities (as opposed to isolated singularities) for any link type. In comparison to
the work in [11], the individual steps require much more care as the fibration properties and isolation of
the singularity are very strong conditions. We first use trigonometric interpolation and approximation to
find a loop in the space of monic, complex polynomials ht of fixed degree, whose coefficients are finite
Fourier series and whose roots form a singular braid Bsing that is related to the braids B1 and B2 and that
has to satisfy the “odd” symmetry requirement (see Section 4). From this we construct a radially weighed
homogeneous polynomial that is degenerate in the sense of Oka [27] or Araújo dos Santos, Bode and
Sanchez Quiceno [2] and whose zeros form the cone over the singular braid Bsing. In Section 5 we show
that trigonometric interpolation techniques can also be used to find a deformation of this polynomial that
has an isolated singularity and whose link is obtained from the singular braid by an appropriate resolution
of its singular crossings. In Section 6 the resulting link is shown to be the closure of the desired braid B2,
which concludes the proof of Theorem 1.1. Then Theorems 1.2 and 1.4 along with their corollaries are
shown in Section 7.

Acknowledgments This work is supported by the European Union’s Horizon 2020 Research and
Innovation Programme under the Marie Skłodowska-Curie grant agreement 101023017.

2 Background

2.1 Braids

A geometric braid on n strands is a loop in the configuration space of n distinct unmarked points in
the complex plane. Via the fundamental theorem of algebra this space is identified with the space
Xn of monic polynomials in one complex variable of degree n and with distinct roots. This way a
braid parametrized as .z1.t/; z2.t/; : : : ; zn.t//, where t is going from 0 to 2� , corresponds to the loop
gt .u/ WD

Qn
jD1.u� zj .t//. We call an equivalence class of geometric braids under braid isotopies a

braid. Braid isotopies correspond to homotopies of loops (with fixed basepoint) in Xn, so the braid group
Bn on n strands can be defined to be the fundamental group of Xn. It is common to visualize geometric
braids as the set of parametric curves

Sn
jD1.zj .t/; t/ in C � Œ0; 2��.

Definition 2.1 We say that a geometric braid B is P-fibered if the corresponding loop of polynomials gt
defines a fibration via arg.g/ W .C �S1/ nB! S1, g.u; eit / WD gt .u/. We say that a braid is P-fibered if
it can be represented by a P-fibered geometric braid.

The condition of being P-fibered has the following geometric interpretation in terms of the critical values
vj .t/ for j D 1; 2; : : : ; n�1 of gt WC!C. Since the roots of gt are simple, all of its critical values vj .t/
are nonzero. A geometric braid is P-fibered if and only if, for every j D 1; 2; : : : ; n� 1, the derivative
@arg.vj .t//=@t never vanishes. Thus, as t increases from 0 to 2� , every critical value twists around 02C
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0

v1.t/

v2.t/
v3.t/

v4.t/

Figure 1: The motion in the complex plane of the critical values vj .t/ of the loop of polynomials
gt corresponding to a P-fibered geometric braid.

in a fixed direction, either clockwise .@arg.vj .t//=@t < 0/ or counterclockwise .@arg.vj .t//=@t > 0/.
This is illustrated in Figure 1.

The closure of a P-fibered braid B is a fibered link in the 3-sphere. Via this closing procedure (described
in more detail in [12]), the braided surface F' D arg.gt /�1.'/ is identified with a fiber surface, whose
boundary is the closure of B. A fibration of a link complement over a circle that comes from a P-
fibered geometric braid and the corresponding loop of polynomials is also called a braided open book
decomposition of S3 [12].

Instead of the more common Artin presentation of the braid group Bn, we will mostly work with the
presentation of Birman, Ko and Lee [8], where the generators are ai;j for 1� i < j � n and the relations
are

ai;jak;m D ak;mai;j if .i � k/.i �m/.j � k/.j �m/ > 0;(1)

ai;jaj;k D ai;kai;j D aj;kai;k for all i; j; k with 1� k < j < i � n;(2)

where we set aj;i D ai;j for all i; j 2 f1; 2; : : : ; ng. A geometric realization of a BKL-generator (also
called band generator) ai;j is depicted in Figure 2. The better-known Artin generator �i is equal to ai;iC1.

We can associate in a straightforward way a braided surface (in the sense of Rudolph [31; 33]) or banded
surface to a given BKL-word. Starting with n parallel disks, the braided surface is obtained by inserting
a half-twisted band between the i th and j th disk for each generator ai;j in the given word, where the
sign of the twist corresponds to the sign of the generator. Note that the topology of this surface does not
change under the BKL-relations (1) and (2). However, it does change under the trivial group relation
ai;ja

�1
i;j D a

�1
i;j ai;j D e.

In the construction of polynomials described in the later sections we will also encounter singular braids.
These differ from usual (geometric) braids in that we allow a finite number of simple intersections (double
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Figure 2: The band generator a2;5 in B6.

points, or singular crossings) between the strands of a singular braid. There is now a rich theory of such
singular braids [3; 7] and related variants, such as welded braids [20], but we will not really need any of
these results apart from the definition itself.

2.2 Rampichini diagrams

In this subsection we review Rampichini diagrams and their connection to P-fibered braids. More details
and proofs can be found in [12; 30].

Remark 2.2 Throughout this paper the expression k mod n refers to the representative of k modulo n in
f1; 2; : : : ; ng. We use the cycle notation with arrows for permutations, ie .1! 2/ denotes the transposition
that swaps 1 and 2. In diagrams, where there is little space and no chance of confusion with vectors, we
also use .1; 2/ for .1! 2/.

Let g WC!C be an element of Xn, that is, a monic polynomial of degree n with distinct roots. Since g
is monic, it satisfies lim�!1 arg.g.�ei�//D n�. Thus, viewing the closed disk D as a compactification
of C, we can interpret g as a simple branched cover from the disk D to itself with g.ei�/D ein�. The
nth roots of unity (labeled clockwise by 1 through n as in Figure 3(a)) are thus the n preimage points of
arg.g/D 0 on @D. They divide @D into n arcs Ai , where Ai connects i and i C 1 mod n. The choice of
which root of unity is labeled 1 is not important, but once we have made that choice, it should be the
same for all polynomials.

Furthermore, we assume that the critical values vj for j D 1; 2; : : : ; n� 1 of g have distinct arguments
and are ordered so that 0 < arg.v1/ < arg.v2/ < � � � < arg.vn�1/ < 2� . We denote the n� 1 critical
points of g by cj for j D 1; 2; : : : ; n� 1, indexed so that g.cj /D vj . The map arg.g/ induces a singular
foliation on D, with the roots of g as elliptic singular points and the critical points as hyperbolic points
(see Figure 3(a)).

The leaf of a critical point ck has the shape of a cross, consisting of one line that connects two roots
and one line that connects two points on @D, say on Ai and Aj , intersecting in ck . Then we associate
to a critical point ck the transposition �k D .i ! j / (see Figure 3(b)). Since there is a one-to-one
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(a) (b) i

j

Ai

Aj

A1

A4 A3

A2

2

1

4

3 ck.t/

Figure 3: (a) The singular leaves of the singular foliation on Dt induced by arg.gt / and the
definition of the segments Ai . Small circles are roots of gt . (b) The singular leaf containing ck.t/.
The transposition associated to ck.t/ and vk.t/D gt .ck.t// is .i ! j /.

correspondence between critical points and critical values, we can also think of �k as a transposition
associated with the critical value vk . The ordered set of transpositions �k for k D 1; 2; : : : ; n�1 is called
the cactus of g and satisfies

Qn�1
kD1 �k D .1! 2! 3! � � � ! n� 1! n/.

Polynomials like g above, that is, monic, of degree n, with distinct roots and critical values that have
distinct arguments, are generic in the following sense. Consider the complex vector space Cn with
the surjective map � that sends an n-tuple of complex numbers .z1; z2; : : : ; zn/ to the polynomialQn
jD1.z�zj /. The map � is a branched covering map and the preimage of Xn under � is the complement

of 1
2
n.n� 1/ complex hyperplanes in Cn. If we also want to account for distinct critical values, it is

better to use a different projection map � , namely the one that sends an n-tuple .c1; c2; : : : ; cn�1; a0/
to the unique monic polynomial of degree n with critical points c1; c2; : : : ; cn�1 and constant term a0.
The preimage points of polynomials with nondistinct roots or nondistinct critical values correspond to
the solutions of a polynomial equation [5], so the space of polynomials with distinct roots and distinct
critical values X 0n is the image of a Zariski-open subset of Cn, the complement of a number of algebraic
hypersurfaces of complex dimension n� 1, under � . Within X 0n the polynomials where the k distinct
critical values have the same argument form real submanifolds of real dimension kC 2.n� 1� k/C 1,
where we have k dimensions corresponding to motions of one of the k critical values along the fixed
half-line of constant argument, 2.n� 1� k/ dimensions for the unrestricted motion of the remaining
n� 1� k critical values and one dimension for rotating the half-line of constant argument with k critical
values on it. The set of polynomials like g above is therefore the complement of such manifolds of
dimension at most 2n� 3 (for k D 2) in X 0n, which is itself the image of the complement of a number of
complex hypersurfaces in Cn under the branched covering map � . In other words, the properties of g are
generic.

Consider now a path gt in Xn, with the parameter t going from 0 to 2� , whose endpoints satisfy the
properties of g above. After a small homotopy of the path that does not change its endpoints, we may
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(a) (b)

0
0 2�

2�

.2; 3/

.1; 4/

.3; 4/

.1; 4/ .2; 4/ .3; 4/

.2; 4/

.2; 3/

.1; 4/

.1; 2/

.3; 4/

.2; 4/

.3; 4/

.1; 4/

.1; 2/

.3; 4/

.1; 2/

.3; 4/

.1; 2/

.1; 4/

.1; 4/ .2; 4/ .3; 4/

0
0 2�

2�

t

'

t

'

Figure 4: A Rampichini diagram. The transpositions at t D 0 are �1 D .1! 4/, �2 D .2! 4/

and �3 D .3! 4/. A band word for the fiber F'D2��" is given by a3;4a�11;2a1;4.

assume that for all but finitely many values of t 2 Œ0; 2�� the arguments of the critical values vj .t/ are
distinct and at the remaining values of t there are only two critical values with the same argument (but
different absolute values). For every value of t we order the critical values by their argument in Œ0; 2�/.
Note that this means that the labeling of the critical values changes at the values of t where two critical
values have the same argument or where one critical value crosses the line argD 0 (either from below or
from above). We have a cactus �k.t/ for k D 1; 2; : : : ; n�1, for every value of t for which the arguments
of the critical values are distinct.

We store this information on the different cacti in a so-called square diagram as in Figure 4(a). It consists
of a square containing curves that are labeled by transpositions in Sn, the symmetric group on n elements.
The square represents a cylinder S1 � Œ0; 2�� with coordinates .'; t/, both of which go from 0 to 2� ,
where ' is 2�-periodic. A point .'; t/ in the square lies on one of the curves in the diagram if and only
if there is a critical value vj .t/ of gt with arg.vj .t//D '. Every point on a curve in the diagram thus
corresponds to a critical value vj .t/. Note that this means that every horizontal line (t D constant) has
exactly n� 1 intersections with the curves in the square, when counted with multiplicities. The label of a
point on a curve (away from intersection points) is the transposition �j .t/ associated to the corresponding
critical value vj .t/. At intersection points of curves in the square there is no well-defined transposition.

The labels in a square diagram can only change at the right edge .' D 2�/ of the square, where all labels
are shifted by �1 mod n or at intersection points between the different curves. An intersection point
between two curves in the square at .'�; t�/ occurs if and only if arg.vj .t�//D arg.vjC1.t�//D '� for
some j, where the indexing of the critical values at t D t� is taken to be that at t��" for sufficiently small
" > 0. The labels �j and �jC1 at the intersection point change as follows. If jvj .t/.t�/j < jvjC1.t�/j,
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then

(3) �j .t�C "/D �jC1.t�� "/; �jC1.t�C "/D �jC1.t�� "/�j .t�� "/�jC1.t�� "/;

and if jvj .t/.t�/j> jvjC1.t�/j, then

(4) �j .t�C "/D �j .t�� "/�jC1.t�� "/�j .t�� "/; �jC1.t�C "/D �j .t�� "/:

In other words, the indices of the labels are swapped and the label of the critical value with smaller
absolute value is conjugated by the label of the other critical value. In Figure 4(a) we only label arcs of
the curves with transpositions (as opposed to every single point), since it is understood that the labels do
not change along the arcs.

If gt is a loop, then its square diagram can be interpreted as a torus as the critical values at t D 0 along with
their labels match those at tD2� . The roots of gt form a P-fibered geometric braid if and only if the curves
in the corresponding square diagram are strictly monotone increasing or strictly monotone decreasing, ie
they can be locally interpreted as graphs of strictly monotone increasing functions t .'/ (corresponding to
@arg.vj .t//=@t > 0) or strictly monotone decreasing functions (corresponding to @arg.vj .t//=@t < 0). In
this case we call the square diagram a Rampichini diagram.

Instead of using transpositions as labels we may use band generators, where .i ! j / is replaced by ai;j
if the corresponding line in the Rampichini diagram is strictly monotone increasing and by a�1i;j if the line
is strictly monotone decreasing. This way, the rules (3) and (4) become the band relations (1) and (2).

Rampichini diagrams have the following nice properties. At every fixed value of t apart from those with
nondistinct arguments of critical values, the labels �j .t/ 2 Sn at that height t , indexed with increasing ',
satisfy

Qn
jD1 �j .t/D .1! 2! 3! � � �! n�1! n/, since we have a cactus at all such values of t . At

every fixed value of ' (away from intersection points of curves in the square) the labels (thought of as
BKL-generators) spell a band word for the fiber surface F' D arg.gt /�1.'/ when read from the bottom
to the top (ie with increasing t ).

Every P-fibered braid can be represented by a Rampichini diagram (after a small homotopy of gt in Xn
to ensure that the critical values are distinct) and, conversely, every Rampichini diagram describes a
P-fibered braid [12; 30]. We say that a BKL-word w is a P-fibered braid word if it appears in a Rampichini
diagram R as the band word for a fiber surface F' . In this case we also say that R is a Rampichini
diagram for the P-fibered braid word w.

Remark 2.3 In [26; 12], the roots of unity on @D are labeled counterclockwise instead of clockwise.
As pointed out in [12], this different convention means that a cactus f�j gjD1;2;:::;n�1 is defined by the
property

Qn
jD1 �j D .1! n! n� 1! � � � ! 3! 2/ instead of .1! 2! 3! � � � ! n� 1! n/.

Another consequence of this is that in [26; 12] the labels on the right edge of a Rampichini diagram
increase by 1, while in this paper they decrease by 1 (modulo n). There are two reasons to prefer the
convention that we use in this paper. Firstly, the definition of a cactus in this paper matches the one
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that is commonly used in the study of polynomials and branched coverings [19]. Secondly and more
importantly, in contrast to what is claimed in [26; 12] the labels .i; j / in a Rampchini diagram coming
from the counterclockwise convention do not directly correspond to the band generators ai;j . Using the
usual definition of the BKL-generators, where strands are labeled from left to right and bands are in front
of all intermediate strands, the label .i; j / in a Rampichini diagram in [26] or [12] actually corresponds to
anC1�i;nC1�j . This does not really affect any of the results in [26] or [12], but it is important to remember
how extracting band words from a Rampichini diagram depends on the convention. For example, Morton
and Rampichini [26] describe an algorithm based on their labeling convention that is meant to check if a
given band word B D

Ql
kD1.aik ;jk

/"k represents a P-fibered braid. However, taking B as an input, the
algorithm actually determines whether

Ql
kD1.anC1�ik ;nC1�jk

/"k is a P-fibered braid. Note that these
are not only different braids, but have in general different closures; see Remark 2.10. Therefore, choosing
the labels of the roots of unity on @D in order to define the transpositions in a Rampichini diagram is
not simply a matter of taste, as was suggested in [12]. If we want the correspondence between labels in
Rampichini diagrams and band generators, we need to label the roots of unity clockwise.

In order to keep Rampichini diagrams clear and less cluttered, we will from now on omit the labels apart
from those at the edges of the square. Instead we will at each intersection point in the diagram mark one
curve as the undercrossing curve by deleting the curve in a small neighborhood of the intersection (as is
common in knot diagrams); see Figure 4(b). By choosing the curve whose critical value has the smaller
absolute value to be the undercrossing strand, we can move between these two visual representations of
Rampichini diagrams without losing any information, since at each crossing the label of the undercrossing
curve is conjugated by the label of the overcrossing curve.

Remark 2.4 Originally, the decision to use crossings (as in knot diagrams) instead of labels in Rampichini
diagrams was motivated by purely aesthetic aspects, as Rampichini diagrams with many intersection
points needed many labels, which makes the visual representation rather confusing. However, it turns out
that it is no coincidence that the resulting Figure 4(b) is a link diagram of a link in a thickened torus (ie a
virtual link) with some labels on the edge of the square. We know that every P-fibered braid corresponds
to a Rampichini diagram and vice versa. The critical values vj .t/ of the corresponding polynomial gt ,
which are known to be nonzero, form a closed (affine) braid

(5)
[

t2Œ0;2��

n[
jD1

.vj .t/; eit /

in .Cnf0g/�S1, which is a thickened torus (see [10] and also recent work by Manturov and Nikonov [24]).
It is this link that appears in a Rampichini diagram with our new crossing convention. The resulting virtual
link is braided both in the t-direction and the '-direction, ie transverse to all lines of constant t and all
lines of constant '. Any virtual Reidemeister move that preserves this braiding property corresponds to a
homotopy of the loop in the space of critical values, which lifts to a homotopy of the loop in Xn [12]. In
other words, the braided open book described by a Rampichini diagram does not change under isotopies of
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the corresponding virtual link as long as the link remains doubly braided throughout the isotopy. (In fact, it
is sufficient if it remains braided in the t -direction throughout the isotopy and “doubly braided” at the end
of the isotopy.) We thus have a 1-1-correspondence between Rampichini diagrams and links in a thickened
torus that are “doubly braided” and labeled with certain transpositions. (Note that not every choice of
labels on the boundary of the square diagram can be completed to a Rampichini diagram [26; 30].)

Definition 2.5 We call a Rampichini diagram R simple if the corresponding banded fiber surface consists
of n disks connected by exactly n� 1 bands. In other words, any horizontal line .t D constant/ has n� 1
intersections with the curves in R (counted with multiplicity) and any vertical line .' D constant/ also
has n� 1 intersections with the curves in R (counted with multiplicity).

Every fiber surface F' coming from a simple Rampichini diagram is a braided surface with n disks and
n� 1 bands. Thus they all have genus 0 and a connected boundary. Therefore, they are bounded by an
unknot. The Rampichini diagram in Figure 4(a) is simple. It represents a braid on four strands, since every
horizontal line has three intersection points with the curves in the square (counted with multiplicities),
and every fiber surface F' has three bands, since each vertical line has three intersection points with the
curves (again counted with multiplicities).

Let

(6) zVn D f.v1; v2; : : : ; vn�1/ 2 .C n f0g/
n�1
W vi ¤ vj if i ¤ j g

and

(7) Vn D zVn=Sn�1;

where the action of the symmetric group Sn�1 permutes the different vi . The fundamental group of Vn is
the affine braid group Baff

n�1, the subgroup of the braid group Bn where one of the strands is a vertical
line, in this case f0g � Œ0; 2��. This is discussed in more detail in [10]. The fundamental group of zVn
is the intersection of the affine braid group and the pure braid group on n strands, both considered as
subgroups of Bn.

Let X 0n be the space of polynomials in Xn with distinct critical values. Then we may think of Vn as the
space of sets of critical values of polynomials in X 0n. The map �n WX 0n! Vn that sends a polynomial to
its set of critical values maps a loop gt in X 0n to a loop in Vn.

Definition 2.6 Let gt be a loop in X 0n and R its Rampichini diagram. Then we say that R is pure if the
loop �n.gt / in Vn lifts to a loop in zVn.

In other words, a Rampichini diagram is pure if the corresponding critical values form a pure braid in
.C n f0g/� S1. In this case we have two different ways to index the critical values. The first one is
described above, where at every value of t we order the critical values by their arguments. This means
that the indices are not constant along curves of critical values. They change at intersection points in the
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Rampichini diagram and at the right edge of the square. The second one is given by the indices at t D 0
and keeping the indices constant along each curve of critical values, ie the indexing comes from thinking
of �n.gt / as a loop in zVn. In order to distinguish these two different orderings of critical values, we write
v.t/j for the first (0� arg.v.t/j / < arg.v.t/k/ < 2� if and only if j < k) and vj .t/ for the second (j < k
if and only if 0 � arg.v.0/j / < arg.v.0/k/ < 2�). Note that the index of a transposition �j .t/ always
refers to the indexing of the first kind, ie �j .t/ is the transposition associated with v.t/j .

Critical values of loops of polynomials corresponding to P-fibered braids satisfy @arg.vj .t//=@t ¤ 0, so
every curve of critical values vj .t/ has an associated sign "j 2f˙1g, which is equal to sign

�
@arg.vj .t//=@t

�
and which determines whether the corresponding curve in the Rampichini diagram is strictly monotone
increasing or decreasing. We call "j the sign of the critical value vj .t/ and say that a critical value vj is
positive/negative if "j is positive/negative.

The composition of two paths in Vn corresponds to a square diagram that is obtained by gluing the top
edge of one square diagram along the bottom edge of the other square diagram. Since the paths have
matching endpoints, the labels and endpoints in the respective square diagrams also match. Likewise,
if the '-coordinates and corresponding labels at the top edge of one square diagram match those at the
bottom edge of another square diagram, we may glue the two diagrams along these edges to obtain a new
diagram.

2.3 Inner loops

Let .v1; v2; : : : ; vn�1/ 2 zVn with arg.vj /¤ arg.vk/ if j ¤ k. The vi are not necessarily ordered by their
arguments.

Definition 2.7 An inner loop is a loop 
j (or 
�1j ) in zVn based at .v1; v2; : : : ; vn�1/, where every critical
value except one is stationary and one critical value vj moves in a counterclockwise (or clockwise)
loop exactly once around the origin, such that whenever arg.vj .t// D arg.vi .t// with j ¤ i we have
jvj .t/j< jvi .t/j. We call vj the moving critical value of this inner loop.

Figure 5 shows the motion of the critical values during an inner loop. For a path 
 in a topological space
parametrized by t in Œ0; 2��, we write 
 jba for the segment of the path 
 between 
.a/ and 
.b/.

Definition 2.8 Let gt be a loop in X 0n whose roots form a P-fibered braid and let R be the corresponding
Rampichini diagram, which we assume to be pure. Then �n.gt / can be viewed as a loop in zVn. Let
ti 2 Œ0; 2�� for i D 1; 2; : : : ;M be such that the arguments of the critical values of gti are distinct for
each fixed ti and let j.i/ 2 f1; 2; : : : ; n� 1g for i D 1; 2; : : : ;M. Let "j.i/ be the sign of the critical
value vj.i/.t/. Let R0 be the square diagram corresponding to the following loop in zVn:

(8) �n.gt /j
t1
0 ı 


"j.1/

j.1/
ı �n.gt /j

t2
t1
ı 


"j.2/

j.2/
ı � � � ı �n.gt /j

tiC1

ti
ı 


"j.iC2/

j.iC1/
ı � � � ı 


"j .M/

j.M/
ı �n.gt /j

2�
tM
:

Then we say that R0 is obtained from R by inserting inner loops.
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0

v1.t/

v2.t/
v3.t/

v4.t/

Figure 5: The inner loop 
3.

First note that every loop in zVn corresponds to the critical values of some path in Xn [12], so R0 is
actually well defined as the square diagram of that path. (The path is not unique, but the choice of path
does not matter.) For the construction of R0 we may assume that the loop in (8) is rescaled so that it
is parametrized by t 2 Œ0; 2��. The following lemma establishes that the corresponding path in X 0n is
actually a loop and, moreover, R0 is a Rampichini diagram.

Lemma 2.9 Let R0 be a square diagram that is obtained from a Rampichini diagram R by inserting inner
loops. Then , after a small isotopy of the loop in (8), R0 is a Rampichini diagram.

Proof Figure 6 shows how the insertion of an inner loop affects a Rampichini diagram. It corresponds to
the insertion of a line that is almost horizontal and that loops around the '-coordinate exactly once. Since
jvj .t/j< jvi .t/j at all intersection points, the inserted line lies below all other curves in the diagram and
thus its label must be conjugated at each crossing point in the diagram, while the other labels remain

(a) (b)

0
0 2�

2�

.1; 4/

.1; 2/

.3; 4/

.1; 4/.2; 4/ .3; 4/

.2; 4/.2; 4/

.3; 4/

.1; 2/

.1; 4/

.1; 4/ .2; 4/ .3; 4/

0
0 2�

2�

t

'

t

'

Figure 6: (a) A simple, pure Rampichini diagram. (b) The Rampichini diagram after the insertion
of an inner loop.
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unaffected. Since the sign of the inner loop 
"jj matches the sign "j of the label of the moving critical
value vj .t/, the curves in R0 are again strictly monotone after a small deformation of the curves (so that
the critical values that are not moving during an inner loop become nonstationary). We now have to show
that the labels �j .2�/ at the top edge of the square diagram are identical to the labels �j .0/ at the bottom
edge. By the arguments in the proof of Theorem 5.6 in [12], this implies that the corresponding path
in X 0n is a loop and hence R0 is a Rampichini diagram.

We know that during an inner loop only the label of the moving critical value changes. We have to show
that after the completion of the inner loop it is again the original label. Let �j .ti / for j D 1; 2; : : : ; n� 1
be the transpositions in R associated with the critical values at the height t D ti at which an inner loop
will be inserted, ordered by increasing value of '. Let k be the index of the moving critical value for the
inserted inner loop 
"j.i/

j.i/
, ie vj.i/.ti /D v.ti /k in R. Let � 0

k
denote its label after the inner loop.

By one of the defining properties of Rampichini diagrams,
Qn�1
jD1 �j .ti /D .1! 2! 3!� � �!n�1!n/.

In fact, this equality is true for any height t in a square diagram, not just at t D ti . We thus have

(9)
n�1Y
jD1

�j .ti /D .1! 2! 3! � � � ! n� 1! n/D

� k�1Y
jD1

�j .ti /

�
� 0k

� n�1Y
jDkC1

�j .ti /

�
;

where the left-hand side describes the cactus at t D ti � " and the right-hand side the cactus at t D ti C "
for some small positive ". This implies that �k.ti /D � 0k after multiplying by

�Qk�1
jD1 �j .ti /

��1 on the left
and by

�Qn�1
jDkC1 �j .ti /

��1 on the right. Thus the labels after an inserted inner loop are the same as the
labels before the inner loop. Since R is a Rampichini diagram, the labels at its top edge are equal to the
label at its bottom edge. It follows that the same holds for R0, which proves the lemma.

Remark 2.10 Figure 6(b) illustrates the arguments of Remark 2.3. It shows that the braid a3;4a2;4a�11;2a1;4,
which closes to the Hopf link, is a P-fibered braid. If we had used the convention from [26] for labels on
Rampichini diagrams, the labels on the right edge would read from the bottom to the top: .1; 2/, .1; 3/,
.3; 4/ and .1; 4/. However, the closure of a1;2a1;3a�13;4a1;4 is a 2-component unlink and therefore not
fibered. This is not a contradiction. We simply have to remember that labels .i; j / in the convention
from [26] do not really correspond to band generators ai;j , but to anC1�i;nC1�j . This means that some
examples in [26] are not quite correct. Figure 10 in [26] for example displays a Rampichini diagram with
their labeling convention, which is supposed to show that the braid a3;4a�11;2a2;3 is P-fibered. Actually, it
shows that a1;2a�13;4a2;3 is P-fibered.

Instead of inserting inner loops into Rampichini diagrams, we can also insert them into a diagram as
in Figure 7 corresponding to a trivial loop in X 0n, where all curves in the diagram are vertical. We call
such a square diagram trivial. Note that there are also nontrivial paths, whose square diagrams are trivial,
since the only requirement is that the argument of the critical values do not change. Since there are no
intersections of the curves with each other or with the right edge of the square, the labels in a trivial
square diagram never change.
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(a) (b)

0
0 2�

2�
.1; 4/ .2; 4/ .3; 4/

t

'

0
0 2�

2�
.1; 4/ .2; 4/ .3; 4/

t

'

Figure 7: (a) A trivial square diagram corresponding to a constant loop in the space of polynomials.
(b) A singular Rampichini diagram.

A trivial square diagram exists for any choice of cactus �j for j D 1; 2; : : : ; n� 1, which by definition
satisfies

Qn
iD1 �i D .1! 2! 3! � � � ! n � 1! n/, and signs "j 2 f˙1g for j D 1; 2; : : : ; n � 1.

Inserting a finite number of inner loops 
"j.i/

j.i/
for i D 1; 2; : : : ;M into the diagram results in a Rampichini

diagram R0 by the same arguments as in Lemma 2.9.

We can read off a band word for the resulting fiber surface F2��" of the corresponding braid from the
Rampichini diagram R0. Note that every critical value vj .t/ always contributes the same letter, which
we call a"jj . Its sign is always equal to the sign "j of the critical value, while its associated transposition
is �

QnC1
iDjC1

�i

j
. Here ab denotes conjugation of a group element a by another group element b, that is,

ab D b�1ab. The definition of a"jj clearly depends on the choice of cactus f�j gjD1;2;:::;n�1.

Definition 2.11 A braid B is called T-homogeneous if there is a choice of cactus f�j gjD1;2;:::;n�1 and
signs "j 2 f˙1g such that B can be represented by a word that only contains the letters a"jj and that
contains a"jj for every j D 1; 2; : : : ; n� 1.

In some texts these braids are also called strict(ly) T-homogeneous braids to emphasize the second
property, that every a"jj appears in the word [33].

T-homogeneous braids are thus exactly those braids that can be obtained from a trivial square diagram as
in Figure 7(a) by insertion of inner loops. Each inserted inner loop can be interpreted as a loop in zVn and
a trivial square diagram corresponds to a constant loop in zVn. Therefore every T-homogeneous braid has
a pure Rampichini diagram.

Example 2.12 We may choose �j D .j ! n/ for j D 1; 2; : : : ; n�1 and obtain a"jj D a
"j
j;jC1D �

"j
j , so

T-homogeneous braids for this choice of cactus are exactly the homogeneous braids in Artin generators �j .
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(a) (b)

C�
�

�

C

�

(c)

Figure 8: (a) An embedded tree T in the complex plane. The signs "e are drawn on each edge e.
(b) The loop 
e exchanges the roots on the endpoints of e as in the upper picture if "e DC1 and
as in the lower picture if "e D�1. (c) A T-homogeneous braid with T as in (a).

Definition 2.11 describes the family of T-homogeneous braids in terms of their braid words. An alternative,
equivalent definition explains the origin of the “T” in the name. Let T be an embedded tree in C with n
vertices. We may assign to every edge e a sign "e 2 f˙1g. We define a loop 
e in Xn as follows. The
basepoint of 
e is the polynomial in Xn whose roots are the positions of the vertices of T. Throughout
the loop all roots that do not correspond to endpoints of the edge e remain stationary, while the two
endpoints of e exchange their position as in Figure 8(b), where the way in which they swap depends on
the sign "e. A geometric braid B is T-homogeneous if its corresponding loop of polynomials gt is the
composition of loops of the form 
e , where e runs through the set of edges of T, and for every edge e the
corresponding loop 
e appears in the factorization, ie gt D

Ql
iD1 
ei

, where
Q

denotes composition of
loops, and for every edge e there is an i 2 f1; 2; : : : ; lg with ei D e. The two definitions are equivalent
with different choices of an embedded tree T (up to planar isotopy) corresponding to different choices of
a cactus f�j gjD1;2;:::;n�1. Homogeneous braids correspond to a path graph (or “linear graph”).

Homogeneous braids are known to close to fibered links [36]. In fact, all T-homogeneous braids are
known to close to bindings of totally braided open books [33], which is a property that is equivalent to
being P-fibered [12].

Let B be a P-fibered geometric braid with corresponding loop of polynomials gt and a pure Rampichini
diagram R. Deforming its loop of critical values .v1.t/; v2.t/; : : : ; vn�1.t// in Vn lifts to a deformation
of gt and, as long as the deformation only changes the absolute values of the vj .t/, the Rampichini
diagram and the fiberedness property remain unchanged. Now consider such a deformation, where we
only change one of the curves of critical values vj .t/ so that it becomes 0 at some t D � 2 Œ0; 2�� and
call the lifted loop Qgt . Then Qg� has a double root and therefore the roots of Qgt do not form a braid, but a
singular braid. Since the argument of the critical value at t D � is not defined, we cannot associate to it a
label or a transposition like we usually do in Rampichini diagrams. We define a singular Rampichini
diagram Rf.ti ;j.i/giD1;2;:::;M

to be a Rampichini diagram R where, at a finite number of distinct values of
t D ti for i D 1; 2; : : : ;M, one of the curves, corresponding to the critical value vj.i/.ti /, in R at height t
is replaced by a small circle. The rest of the diagram is unchanged. This is displayed in Figure 7b),
which can be obtained from the Rampichini diagram in Figure 6(a). The circles represent values of t at
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which a critical value becomes zero. While Rampichini diagrams visualize certain loops in Vn that lift to
loops in Xn, singular Rampichini diagrams visualize certain loops in the space of n� 1 distinct complex
numbers (a space that is homeomorphic to Xn�1), which lift to loops in the space of monic polynomials
of degree n, but not to loops in Xn.

Note that not every loop ht in the space of monic polynomials of fixed degree n gives rise to a singular
Rampichini diagram. Apart from the usual condition that @arg.vj /.t/=@t ¤ 0 for all vj .t/ ¤ 0, it is
necessary that limt!ti arg.vj.i/.t// and limt!ti @arg.vj.i/.t//=@t are well defined, with the latter being
nonzero. Furthermore, it was an assumption that there is only a finite number of singular crossings and
no higher multiplicity than 2 for any root of ht .

Since the roots of a loop of polynomials ht corresponding to a singular Rampichini diagram form a
singular braid, the level sets of arg.ht / are not braided surfaces anymore. Therefore, the property of
Rampichini diagrams that we can read off band words for the fibers is not true anymore.

3 Odd P-fibered braids

P-fibered braids play a big role in constructions of real algebraic links. If B is a P-fibered braid, then the
closure of B2 is real algebraic [9]. The corresponding semiholomorphic polynomial can be constructed
explicitly as

(10) f .u; reit /D r2kng

�
u

r2k
; e2it

�
;

where k is a sufficiently large integer, n is the number of strands and gt .u/ D g.u; t/ is the loop
corresponding to the P-fibered geometric braid B parametrized in terms of trigonometric polynomials,
so that the coefficients of g (as a polynomial in u) are polynomials in eit and e�it . Note that f is
radially weighted homogeneous, ie f .�2ku; �v/D �2knf .u; v/ for all � 2R. This construction requires
2-periodicity of a braid (ie B2 instead of B), since this guarantees that f, which is a priori a polynomial
in u, v, Nv and

p
v Nv, is actually a polynomial in u, v and Nv, since all terms with square roots come with

an even exponent.

In [9] we discuss another symmetry, which will be essential here. Instead of the even symmetry of B2,
where all frequencies in the trigonometric parametrization of the roots are even and thus gtC� D gt , we
require the odd symmetry gtC�.u/D�gt .�u/ for all t 2 Œ0; �/ and all u 2C. In this case, we say that
gt is odd.

Polynomials in eit and e�it with complex coefficients are also called finite Fourier series or complex
trigonometric polynomials. We reserve the term trigonometric polynomial for finite Fourier series that
are real functions. They can thus be expressed as R-linear combinations of 1, cos.kt/ and sin.kt/, where
k goes through a finite range of natural numbers.

We write f .i/ for the i th derivative of a function f. The C k-norm is jf jk D supi�k supx2R jf
.i/.x/j.
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A weaker version of the following result, where all components were required to have the same number
of strands, was proved in [9, Lemma V.4].

Theorem 3.1 LetB be a P-fibered geometric braid on n strands with corresponding loop of polynomialsgt.
Assume that the coefficients of gt are finite Fourier series. If n is odd and gt is odd , then the closure
of B is real algebraic , with the corresponding polynomial map given by

(11) f .u; reit /D rkng

�
u

rk
; eit

�
;

where g.u; t/D gt .u/ and k is a large odd integer.

Proof Equation (11) can be rewritten as

(12) f .u; v/D
p
v Nv
kn
g

�
u
p
v Nv
k
;
v
p
v Nv

�
:

As in the case of the even symmetry of B2, choosing k sufficiently large clears the denominator and, since
k, n and gt are all odd, all monomials involving

p
v Nv come with an even exponent, so f is a polynomial

in u, v and Nv.

Note that f is radially weighted homogeneous, since f .�ku; �v/D �knf .u; v/. It then follows by the
same arguments as in the proof of Theorem I.1 in [9] that the origin is an isolated singularity if and only
if B is P-fibered. Furthermore, for each fixed r the zeros of f jjvjDr form the closed braid B in C � rS1.
By the same arguments as in [14] or [9], the link of the singularity is the closure of B.

Note that the condition that coefficients of gt should be finite Fourier series is not really a restriction.
For an odd loop of polynomials gt with degu.gt / odd, the coefficient aj .t/ of uj is an odd function,
ie aj .t C�/D�aj .t/, if j is even, and an even function, ie aj .t C�/D aj .t/, if j is odd. Odd/even
trigonometric polynomials are dense in the space of odd/even 2�-periodic functions in the C k-norm
for any natural number k. Therefore, if B is a P-fibered geometric braid whose corresponding loop of
polynomials gt is odd, then an arbitrarily close approximation of B is an isotopic P-fibered braid whose
corresponding loop of polynomials is odd and has coefficients that are finite Fourier series.

Definition 3.2 A cactus f�j gjD1;2;:::;2n�2 with �j D .k.j /! l.j // is called odd if it satisfies

(13) �jCn�1 D .k.j /Cn .mod 2n� 1/! l.j /Cn .mod 2n� 1//

for all j D 1; 2; : : : ; n� 1.

Lemma 3.3 Let g WC!C, g.u/D
Q2n�1
jD1 .u� zj /, be a monic polynomial of degree 2n� 1 with an

odd cactus and critical values vj for j D 1; 2; : : : ; 2n� 2 that satisfy

(14) 0 < arg.v1/ < arg.v2/ < � � �< arg.vn�1/ < � < arg.vn/ < arg.vnC1/ < � � �< arg.v2n�2/ < 2�:

Then Qg WC!C, Qg.z/D
Q2n�1
jD1 .uC zj /, has the same cactus as g.
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Proof By assumption, the critical values vj for j D 1; 2; : : : ; n� 1 of g have an argument between 0
and � , while the critical values vjCn�1 for j D 1; 2; : : : ; n�1 of g have an argument between � and 2� .
Note that the critical values of Qg are QvjCn�1 D�vj for j D 1; 2; : : : ; 2n� 2, where the indices are taken
mod 2n� 2. Hence the critical values Qvj for j D 1; 2; : : : ; n� 1 of Qg have an argument between 0 and �
and the critical values QvjCn�1 for j D 1; 2; : : : ; n� 1 have an argument between � and 2� .

The singular foliation of the disk induced by arg. Qg/ is exactly the singular foliation induced by arg.g/
rotated by � . Thus, if j 2 f1; 2; : : : ; n� 1g and �j D .k.j /! l.j //, then arg. QvjCn�1/ 2 .�; 2�/ with
label Q�jCn�1 D .k.j /Cn! l.j /Cn/D �jCn�1, since g has an odd cactus.

Likewise, from �jCn�1 D .k.j /C n .mod 2n� 1/! l.j /C n .mod 2n� 1// for j D 1; 2; : : : ; n� 1,
we get that Qvj for j D 1; 2; : : : ; n�1 has the label Q�j D .k.j /! l.j //D �j . Thus Qg has the same cactus
as g.

Lemma 3.4 Let g be a polynomial in X 02n�1 with an odd cactus and critical values vj for j D
1; 2; : : : ; 2n � 2 that satisfy the following property. For every j 2 f1; 2; : : : ; 2n � 2g there is a k 2
f1; 2; : : : ; 2n� 2g such that arg.vk/ D arg.vj /C � . Then there is a path in X 02n�1 from g to Qgwhose
square diagram is trivial , where Qg is as in Lemma 3.3.

Proof Riemann’s uniqueness theorem states that (once we have fixed a labeling of the arcs Aj for
j D 1; 2; : : : ; 2n� 1 on @D as we have done at the beginning of Section 2.2), for every cactus and set of
critical values vj , there is a unique monic polynomial with the given cactus and set of critical values vj ,
up to translations in the complex plane z 7! zC b [12].

In particular, we can translate the roots of g in parallel so that one of them becomes 0 without changing
the cactus or the set of critical values. In other words, fixing one k 2 f1; 2; : : : ; 2n�1g, the path in X 02n�1
that corresponds to the path of polynomials with roots zj .t/D zj � t

2�
zk , with t going from 0 to 2� , has

a trivial square diagram.

By Lemma 3.3, g and Qg have the same cactus and, by the given symmetry of the critical values vj of g,
the critical values of Qg have the same arguments as vj for j D 1; 2; : : : ; 2n� 2. Therefore there is a path
in V2n�1 that does not change the arguments of the critical values and goes from the set of critical values
of g to the set of critical values of Qg. Then this path lifts to a unique path in X 02n�1 if we require that
throughout the path the constant term of every polynomial is 0 [5]. By Riemann’s uniqueness theorem,
this path thus goes from the translated g to a translation of Qg. Since the arguments of the critical values
do not change along the corresponding path in V2n�1, the path in X 02n�1 has a trivial square diagram.
The composition of the path that translates g and this path, followed by a translation that ends at Qg, is
then the desired path in X 02n�1 with a trivial square diagram.

We know from [12] that every Rampichini diagram arises from some loop gt in Xn corresponding to a
P-fibered braid.
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(a) (b)

0
0 2�

2�
.1; 4/.2; 4/.3; 4/

.1; 4/

.1; 2/

.3; 4/
.3; 4/

.1; 2/

.1; 4/

.1; 4/.2; 4/.3; 4/ .1; 5/ .1; 6/.1; 7/

.3; 4/

.2; 5/

.4; 5/

.6; 7/

.1; 5/

.1; 7/

.1; 7/

.5; 6/

.1; 5/

0
0 2�

2�

{n.B/mn.B/

R0
t

'

t

'

Figure 9: (a) A Rampichini diagram R. (b) The corresponding Rampichini diagram R00 with odd
symmetry. Its lower half is the Rampichini diagram R0. The labels at ' D � (interpreted as band
generators) read from the bottom to the top spell {n.B/mn.B/.

Definition 3.5 We say that a Rampichini diagram is odd if there is a corresponding loop gt in Xn that is
odd.

We define mn W Bn! B2n�1 to be the group homomorphism that sends a generator ai;j with i; j ¤ 1
to ai�n;j�n and ai;1 D a1;i to a1;i�n, where indices are understood modulo 2n� 1. Furthermore, we
write {n W Bn! B2n�1 for the inclusion which sends ai;j to ai;j .

Lemma 3.6 Let B be a P-fibered braid word on n strands. Then there is an odd Rampichini diagram for
the P-fibered braid word {n.B/mn.B/.

Proof Let R be the Rampichini diagram (see Figure 9(a)) whose labels at ' D 2� � " spell the word B.
We can define a square diagram R0 (see the lower half of Figure 9(b)) by gluing a trivial square diagram
with n� 1 vertical curves as in Figure 7(a) on the right edge of R and continuing all curves on the right
edge of R towards the right edge of the new diagram R0, crossing below the curves of the trivial diagram.
The new cactus at t D 0 is given by �j .0/D .k.j /! l.j //, the original labels ofR, for j D 1; 2; : : : ; n�1,
and �jCn�1 D .k.j /Cn .mod 2n� 1/! l.j /Cn .mod 2n� 1// for j D 1; 2; : : : ; n� 1. It is thus an
odd cactus.

The square diagram R0 corresponds to a loop in Vn and we claim that this loop lifts to a loop in X 0n. By
the proof of Theorem 5.6 in [12], it is enough to check that the labels at the top edge of the square are the
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same as the labels at the bottom when we follow the rules of how labels change at crossings and at the
right edge of the square. Since the vertical curves are the overcrossing strand in each crossing and since
they never cross the right edge of the square, their labels do not change at all.

We call the curves in R and in R0 that are strictly monotone increasing positive curves and the curves that
are strictly monotone decreasing negative curves. We have to show that shifting the indices of every label
of a positive curve on the right edge of R by �1 mod n is equal to shifting the indices of the corresponding
labels on the right edge of R0 by �1 mod 2n�1. Likewise we have to show that the labels of the negative
curves in R0 at ' D � are equal to the corresponding labels on the right edge of R. This implies that the
labels in the left half of R0 are equal to the corresponding labels in R.

If a label of a positive curve on the right edge ofR is .i!j /, then the corresponding label on the right edge
ofR0 is given by the conjugate of .i!j / by

Qn�1
kD1 �kCn�1D .1!nC1!nC2!� � �!2n�2!2n�1/.

If both i and j are different from 1, the result of this conjugation is equal to .i ! j /, since i; j …
f1; nC 1; nC 2; : : : ; 2n� 1g. If one of them (say i) is equal to 1, then we obtain .nC 1! j /. This is
precisely what we wanted, since

(15) .1� 1! j � 1/ mod nD .n! j � 1/D .nC 1� 1! j � 1/ mod 2n� 1:

If a label of a negative curve on the left edge of R is .i ! j /, then the corresponding label on the right
edge of R is .i C 1! j C 1/ mod n, while it is .i C 1! j C 1/ mod 2n� 1 on the right edge of R0.
The label of the same curve in R0 at ' D � after it has crossed all vertical curves is the conjugate of
.iC1!jC1/ mod 2n�1 by

Q1
kDn�1 �kCn�1D .1!2n�1!2n�2!� � �!nC1/. If both i and j are

different from n, this is simply .iC1! jC1/ mod 2n�1D .iC1! jC1/ mod n, which is the desired
label. If one of them (say j ) is equal to n, then we obtain .1! iC1/ mod 2n�1D .nC1! iC1/ mod n.
Thus in all cases the labels in the left half of R0 are the same as the corresponding labels in R. Since R is
a Rampichini diagram, its labels at t D 0 are equal to its labels at t D 2� and thus R0 corresponds to a
loop g0t in X 0n.

We may deform R0 and the corresponding loop of polynomials g0t in a neighborhood of t D 0 such that
the basepoint g00 satisfies the property from Lemma 3.4: for every critical value v0j .0/ of g00 there is a
critical value v0

k
.0/ with k 2 f1; 2; : : : ; 2n� 2g such that arg.v0j .0//D arg.v0

k
.0//C� .

Note that R0 was constructed in such a way that g00 has an odd cactus. By Lemma 3.4 there is a path
in X 02n�1 from g00 to Qg00 (the monic polynomial satisfying Qg00.u/D�g

0
0.�u/) with trivial square diagram.

The square diagram that is the composition of R0 and this trivial square diagram can be interpreted as a
square diagram of a path 
t from g00 to Qg00.

For a path 
t in X 02n�1 given by
Qn
jD1.u� zj .t// we denote by Q
t the path given by

Qn
jD1.uC zj .t//.

If 
t is the path from g00 to Qg00 described above, we can associate to Q
t a square diagram (see the top half
of Figure 9(b)). Its labels at the bottom edge match its labels at the top edge by the same arguments as
above.
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We now compose 
t and Q
t , which is by construction an odd loop in X 02n�1. Its corresponding square
diagram R00 (see Figure 9(b)) is thus odd. It contains curves with vertical segments, but after a small
isotopy that maintains oddness all curves are strictly monotone increasing or decreasing. Therefore, it is
a Rampichini diagram.

We claim that the labels at ' D � in this Rampichini diagram spell the word {n.B/mn.B/. We already
know that the lower half of the diagram spells {n.B/, since the lower left quadrant has the same labels as
the original diagram R. By the same arguments, the upper right quadrant is the original diagram R except
that all labels on the right edge have been shifted by n mod 2n� 1. It follows that the labels on the left
edge in the upper half of R00 are the same as the labels on the left edge of R shifted by n mod 2n� 1.
Therefore the labels in the upper half of R00 at ' D � are the labels on the right edge of R shifted by
n� 1D�n mod 2n� 1, except if the corresponding label in R was of the form ai;1, which is the only
label that is affected by conjugation by

Qn�1
jD1 �j . In this case the label on the right edge in the upper right

quadrant is aiCn;nC1. On the left edge of R00 it becomes an;iCn�1mod 2n�1 D an;i�nmod 2n�1 and after
conjugation by

Qn�1
jD1 �j D .1! 2! 3! � � � ! n� 1! n/ we have a1;i�n mod 2n�1. Hence the labels

in the top half at ' D � spell mn.B/.

Note that if a knot K is a closure of a P-fibered braid B on n strands, then the closure of {n.B/mn.B/
is the connected sum K #K. Following the construction above we obtain an odd loop of polynomials
for the P-fibered braid {n.B/mn.B/ on 2n � 1 strands. By Theorem 3.1 we get a semiholomorphic
polynomial with an isolated singularity at the origin and K #K as the link of that singularity. This proves
the P-fibered/semiholomorphic version of a result by Looijenga [23].

Theorem 3.7 Let K be a knot that is the closure of a P-fibered braid on n strands. Then K #K is real
algebraic and the corresponding real polynomial can be taken to be semiholomorphic and of degree 2n�1
with respect to the complex variable u.

4 Trigonometric interpolation and approximation

The goal of this section is to prove that any singular Rampichini diagram that is obtained from a pure
Rampichini diagram by inserting circles denoting singularities can be realized by a loop of polynomials ht
whose coefficients are polynomials in eit and e�it .

The following result follows immediately from a theorem by Deutsch [18], which is a generalization of
work by Walsh [37].

Lemma 4.1 Let f W R! R be a 2�-periodic C k-function. Then , for any chosen set of points zj for
j D 1; 2; : : : ;M and any " > 0, there is a trigonometric polynomial ftrig with f .i/trig .zj /D f

.i/.zj / for all
j D 1; 2; : : : ;M and i D 1; 2; : : : ; k, and jf �ftrigjk < ".
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Proof The proof is completely analogous to that of Corollary 3.2 in [18]. For every j D 1; 2; : : : ;M and
i D 1; 2; : : : ; k, we can define the operator Li;j .g/D g.i/.zj / on the space of 2�-periodic C k-functions,
which evaluates the i th derivative of a function at the point zj . Then every Li;j is a continuous linear
operator, since

(16) jLi;j .g/j D jg
.i/.zj /j � sup

x2R
jg.i/.x/j �

kX
iD1

sup
x2R
jg.i/.x/j D jgjk :

The lemma then follows from [18, Theorem 0], since trigonometric polynomials are dense in the space of
2�-periodic functions with the C k-norm.

Applying this lemma to the real and imaginary part of a 2�-periodic C k-function f WR!C results in
the analogous result for finite Fourier series.

For a power series f D
P1
jD0 aj t

j , we call the smallest index j with aj ¤ 0 the lowest order of f.

Lemma 4.2 Let B be a P-fibered geometric braid on n strands with a pure Rampichini diagram R. Let
vj .t/ for j D 1; 2; : : : ; n� 1 denote the critical values of the corresponding loop of polynomials. Let
f.ti ; j.i//giD1;2;:::;M with ti 2 Œ0; 2��, ti ¤ tj if i ¤ j, and j.i/ 2 f1; 2; : : : ; n�1g be such that for every
i 2 f1; 2; : : : ;M g we have arg.vj.i/.ti //¤ arg.vk.ti // for all k ¤ j.i/. Then there exists a loop ht in the
space of monic polynomials with fixed degree n such that all of its coefficients are finite Fourier series
and ht has an associated singular Rampichini diagram given by Rf.ti ;j.i//giD1;2;:::;M

.

Proof Since B is a P-fibered geometric braid, we know that the critical values vj .t/ of the corresponding
loop of polynomials satisfy @arg.vj .t//=@t ¤ 0 for all t 2 Œ0; 2��. This property does not change under
small C 1-deformations of vj .t/, ie there is an "0 such that, for all positive "< "0 and any smooth function
F W Œ0; 2��!C with jF j1 < ", we have vj .t/CF.f /¤ 0 and @arg.vj .t/CF.t//=@t ¤ 0 for all t . This
can be seen from arg.vj .t/CF.t//D Im

�
Log.vj .t/CF.t//

�
and thus

(17)
@arg.vj CF /

@t
D

Re.vj CF / @Im.vj CF /=@t � Im.vj CF / @Re.vj CF /=@t
.Re.vj CF //2C .Im.vj CF //2

:

Let " < "0 be such a small positive number. In particular, the above implies that jvj .t/j > " for all j
and t . Pick a small number ı > 0 and define Vi as the open interval .ti � ı; ti C ı/. In particular, ı should
be chosen so that in every Vi the argument of vj.i/.t/ differs from the argument of any other critical

value. Let fj W Œ0; 2��!R be the smooth function defined to be �e�..t�ti /=..t�ti /
2�ı2//

2

on all Vi with
j.i/D j and everywhere else constant 0.

We may deform the critical values vj .t/ without changing arg vj .t/ such that jvj.i/.t/j becomes small
in Vi for all i . More precisely, we want that jvj.i/.ti /j is a global minimum of jvj.i/.t/j (and in particular
jvj.i/.ti /j D jvj.i 0/.ti 0/j for all i and i 0 with j.i/D j.i 0/) and jfj vj.i/.t/j1 < "=n for all t in any Vi with
j.i/D j. Note that " is the same as above and does not depend on i . This deformation of the critical
values can be performed without changing vj .t/ in any Vi with j.i/¤ j.
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This deformation lifts to a homotopy of the loop of polynomials with distinct roots and fixed degree [12].
We can now approximate the critical points cj .t/ for j D1; 2; : : : ; n�1 of the resulting polynomials gt (the
endpoint of the homotopy) and its constant term a0.t/ by finite Fourier series using the C 2-norm, while
interpolating the values of cj .t/, a0.t/ and their first and second derivatives at t D ti for i D 1; 2; : : : ;M.
(It is at this point that we use the fact that R is pure. Since vj .2�/D vj .0/, we have cj .2�/D cj .0/,
which is necessary for a finite Fourier series.) This approximation and simultaneous interpolation exists
by Lemma 4.1. By choosing the approximation close enough to the original cj .t/ and a0.t/, we can
guarantee that there are still no argument-critical points of gt . Since all critical values are smooth (in fact,
analytic) functions of the critical points and the constant term, we can arrange that the critical values
wj .t/ for j D 1; 2; : : : ; n� 1 of gt satisfy jwj .t/� vj .t/j1 < "=n on all Vi with j.i/¤ j. Furthermore,
since all critical points and the constant term are parametrized by finite Fourier series, every coefficient
of gt is a finite Fourier series. It follows that the critical values wj .t/ for j D 1; 2; : : : ; n� 1 of gt are
also parametrized by finite Fourier series and are nonzero. Moreover, the interpolation guarantees that
we still have jwj.i/.ti /j as a global minimum of jwj.i/.t/j and choosing the approximation sufficiently
close gives jfjwj .t/j1 < "=n. Note that this inequality is automatically satisfied outside of the Vi with
j.i/D j, where fj � 0.

We claim that we can obtain the desired loop of polynomials ht by only changing the constant term
of gt . More specifically, we are going to add n� 1 finite Fourier series A1.t/, A2.t/; : : : ; An�1.t/ to
its constant term. These functions are defined successively as follows. We perform a simultaneous
trigonometric interpolation and approximation of the function fj and its first N derivatives, where N is
some sufficiently large natural number. The resulting interpolating trigonometric polynomial Fj should
agree with the values of fj and its firstN derivatives on all tD ti . Then we defineAj .t/DFj .t/wj;j�1.t/,
where wk;j .t/D wk.t/C

Pj
iD1Ai .t/. Note that adding a term Aj .t/ to the constant term of a loop of

polynomials shifts all critical values by Aj .t/, so wk;j .t/ for k D 1; 2; : : : ; n� 1 are the critical values
of gt C

Pj
iD1Ai .t/. We prove the following claim by induction on j.

Claim If the approximation of fj by Fj is sufficiently close for all j D 1; 2; : : : ; n�1, then the following
properties hold for all j D 1; 2; : : : ; n� 1:

� wk;j .t/D 0 if and only if k � j and t D ti for some i with j.i/D k.

� arg.wk;j .t// and @arg.wk;j .t//=@t have well-defined limits as t goes to ti for all i with j.i/D k,
with the latter limit being nonzero.

� The critical values wk;j .t/ for k D 1; 2; : : : ; n � 1 have no argument-critical points , wherever
wk;j .t/¤ 0.

� For all k we have jwk;j � vkj1 < .j C 1/"=n on all Vi with j.i/¤ k.

� For all k > j we have jfkwk;j j1 < "=n on all Vi .

� jwk;j .ti /j is a global minimum of jwk;j .t/j for all i with j.i/D k.
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Before we go into the proof of the claim, note that each Aj is indeed a finite Fourier series, since Fj is a
trigonometric polynomial and wj is a finite Fourier series for all j D 1; 2; : : : ; n� 1.

Base case j D 1 First we focus on w1;1. The function A1.t/ was constructed such that w1;1.t/D 0 if
and only if t D ti and j.i/ D 1. This can be seen as follows. There is a neighborhood of t D ti with
j.i/D 1 such that in that neighborhood any sufficiently close approximation of f1 in the C 2-norm has
positive second derivative. It follows that t D ti is the unique point where F1 takes the value �1 in that
neighborhood and thus t D ti is the only zero of w1;1 in that neighborhood. We can guarantee that there
are no zeros of w1;1 outside of these neighborhoods, since their complement in Œ0; 2�� is compact and
we may choose the approximation arbitrarily close.

Furthermore, @arg.w1;1.t//=@t ¤ 0 whenever w1;1 ¤ 0, since in this case argw1;1.t/D argw1.t/. This
equality also implies that arg.w1;1.t// and @arg.w1;1.t//=@t have well-defined limits as t goes to ti with
j.i/D 1, which are equal to arg.w1.ti // and @arg.w1/=@t.ti /¤ 0, respectively.

We know that w1.t/ differs from v1.t/ on Vi with j.i/ ¤ 1 by at most "=n in the C 1-norm. Since
f1 � 0 on every such Vi , it follows that if F1 is a sufficiently close approximation of f1, it satisfies
jF1.t/w1.t/j1 < "=n on all such Vi . We thus obtain

(18) jw1;1.t/� v1.t/j1 � jF1.t/w1.t/j1Cjw1.t/� v1.t/j1 <
2"

n

on all Vi with j.i/¤ 1.

Now we turn our attention to wk;1 with k > 1. We want to show that for any k ¤ 1 the new critical
values wk;1.t/ are nonzero and satisfy @wk;1.t/=@t ¤ 0. We know that jf1w1j1 < "=n on all Vi (on those
with j.i/D 1 by construction, on the others because f1 � 0). It follows that if F1 is a sufficiently close
approximation of f1, it satisfies jF1.t/w1.t/j1 < "=n on all Vi . Recall that in the Vi with j.i/¤ k, the
critical value wk.t/ with k ¤ 1 differs from the original vk.t/ by at most "=n in the C 1-norm, so

(19) jwk;1.t/� vk.t/j1 � jF1.t/w1.t/j1Cjwk.t/� vk.t/j1 <
2"

n
:

Thus wk;1.t/ is nonzero and has no argument-critical points in Vi for all i with j.i/¤ k.

Outside of the Vi with j.i/¤k the same is true if jF1w1j1 is sufficiently small on Œ0; 2��n
�S

i jj.i/¤k Vi
�
,

which can be arranged by choosing F1 sufficiently close to f1 on the compact set Œ0; 2��n
�S

i jj.i/¤k Vi
�
.

Obviously, arg.wk;1.t// and @arg.wk;1.t//=@t have well-defined limits as t approaches ti with j.i/D
k > 1, since wk;1 with k > 1 has no zeros. Thus its argument and its derivative are well defined at t D ti .
Since there are no argument-critical points, this value of the derivative is nonzero. We have thus proved
the first four items of the claim for j D 1.

Since for all i with j.i/¤ 1 we have f1 � 0 on all Vi , any sufficiently close approximation F1 satisfies
jfkwk;1j1 D jfk.wk CF1w1/j1 < "=n on Vi for k > 1. Here we have used that jfkwkj1 < "=n on Vi
with j.i/D k and fk � 0 everywhere else.
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The sixth item is obviously true for k D 1, since w1;1.t/D 0 if and only if t D ti by the first item. For
k > 1, note that by the interpolation property of F1 we have

(20) F1.ti /D F
.1/
1 .ti /D F

.2/
1 .ti /D � � � D F

.N/
1 .ti /D 0

for all i with j.i/ > 1. Since wk.t/ is given by a nonvanishing finite Fourier series, it is real-analytic
and jwk.t/j is real-analytic, too. We want the natural number N, which determines to which order F1
interpolates the derivatives of f1 at t D ti with j.i/ > 1 to be larger than the lowest order of the power
series of jwk.t/j�jwk.ti /j centered at t D ti . (We are omitting the fact that this lowest order could depend
on i and k. We simply choose N so that it is sufficient for all i and k.) Since jwk.ti /j is a local minimum,
this lowest order has a positive coefficient and by the interpolation property jwk;1.t/j � jwk;1.ti /j has the
same lowest-order term. It follows that jwk;1.ti /j is a local minimum and the only local minimum in
a neighborhood. On the compact complement of these neighborhoods in Œ0; 2�� we can guarantee that
jwk;1.t/j> jwk;1.ti /j by choosing a sufficiently close approximation F1 of f1. On Œ0; 2��n

�S
i jj.i/D1 Vi

�
,

where f1 � 0, this is obvious. On Vi with j.i/D 1 we may use that jwk.t/j D jvk.t/j> ", so

(21) jwk;1.t/j D jwk.t/CA1.t/j �
ˇ̌
jwk.t/j � jA1.t/j

ˇ̌
> "�

"

n
>
"

n

> jfkwkj1 � jfk.ti /wk.ti /j D jwk;1.ti /j:

Here we have used that jA1.t/j D jF1.t/w1.t/j< "=n. Thus jwk;1.ti /j with j.i/D k are global minima
of jwk;1.t/j for all k. This concludes the proof of the six items in the claim for the base case of j D 1.

Induction We assume that the claim holds for some j � 1 2 f1; 2; : : : ; n� 2g and want to show that it
then also holds for j.

By the same arguments as in the base case, we have wj;j .t/D 0 if and only if t D ti for i with j.i/D j.
Away from these points we have arg.wj;j .t//D arg.wj;j�1.t//, so there are no argument-critical points
of wj;j and arg.wj;j .t// and @arg.wj;j .t//=@t have well-defined limits, equal to arg.wj;j�1.ti // and
@arg.wj;j�1/=@t.ti /, as t goes to ti with j.i/D j.

For wk;j consider that, by the induction hypothesis, jwk;j�1 � vkj1 < j"=n on all Vi with j.i/ ¤ k.
The induction hypothesis also states that jfjwj;j�1j1 < "=n on all Vi . This means that on all Vi with
j.i/¤ k we have

(22) jwk;j � vkj1 � jFjwj;j�1j1Cjwk;j�1� vkj1 <
.jC1/"

n

if Fj is sufficiently close to fj . This implies that wk;j .t/ is nonzero and has no argument-critical points
in Vi with j.i/¤ k. Since for k > j the critical value wk;j�1.t/ is nonzero and has no argument-critical
points, the same is true for wk;j .t/ on the compact set Œ0; 2�� n

�S
i jj.i/¤k Vi

�
if the approximation of

fj by Fj is sufficiently close. Since wk;j .t/ with k > j is nonvanishing, its argument and the derivative
of its argument are well defined everywhere and naturally have a well-defined, nonzero limit at t D ti .
This proves the first four items of the claim for wk;j with k � j and the fourth item for wk;j with k < j.
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For the fifth item, consider that, on Vi with j.i/¤ k, the function fk is constant zero, while on Vi with
j.i/D k > j the function fj is constant zero. In either case we have that

(23) jfkwk;j j1 D jfk.wk;j�1Cfjwj;j�1/j1 <
"

n

on Vi by the induction hypothesis.

The sixth item in the claim is trivial for all k with k � j, since in these cases we already know that t D ti
with j.i/D k are the only zeros of wk;j .t/. For k > j it is the same argument as in the base case (j D 1).
The fact that Fj interpolates fj and its first N derivatives guarantees that t D ti is a local minimum and,
by choosing the approximation sufficiently close, we can show that these are global minima of jwk;j .t/j.

What is left to show are the first three items of the claim for wk;j .t/ with k < j. This is particularly
subtle in neighborhoods of t D ti with j.i/D k, where wk;j has a zero.

Sincewk;j�1 for k<j is a finite Fourier series, both the numerator and the denominator of @argwk;j�1=@t ,
given by

(24) NUMD Re.wk;j�1.t//
@Im.wk;j�1/

@t
.t/� Im.wk;j�1.t//

@Re.wk;j�1/
@t

.t/

and

(25) DEND
�
Re.wk;j�1.t//

�2
C
�
Im.wk;j�1.t//

�2
;

are real analytic. As both of these go to zero as t approaches ti with j.i/D1, the derivative @argwk;j�1=@t
is not defined at these points. However, by assumption it has a well-defined limit as t approaches ti and,
by the interpolation property of each F 0j for j 0 < j, it is equal to @wk=@t.ti /¤ 0.

Since both NUM and DEN are real-analytic, we may consider their power series at t D ti . LetP
m bm.t � ti /

m be the power series of DEN and let m.i/ denote the lowest index with bm.i/ ¤ 0.
(Since the limit of their quotient is well defined and nonzero, using the power series of DEN to define
m.i/ would have the same result.) From the interpolation properties of Fi for i D 1; 2; : : : ; j, we know
that the lowest-order term of Fk is quadratic and the lowest order of Fi for i ¤ k is N C 1 > 2. Since
wk;k�1.t/ is nonzero for all t , we have that m.i/ D 4. We know thus that for any ı0 > 0 there are
neighborhoods Wi � Vi of ti on which jNUMj and jDENj are both greater than ı0j.t � ti /mj, where
m>m.i/D 4.

Since we chose Fj so that jFj jN < "0 outside of Vi with j.i/D j for some arbitrarily small "0, we have
jFj .t/j < j.t � ti /

N j"0 and j@Fj .t/=@t j < j.t � ti /N�1j"0 for all t 2 Vi with j.i/ ¤ j. It follows that,
in Wi � Vi with j.i/ ¤ j, we have jwk;j .t/j � ı0j.t � ti /mj � j.t � ti /N j"00maxt2Wi

jwj;j�1.t/j with
N >m>m.i/D 4, which has no zero in Wi apart from t D ti if "00 is sufficiently small. Therefore, the
ti with j.i/D k are the only zeros of wk;j in Wi when j.i/¤ j. Since these were also the only zeros of
wk;j�1 anywhere, a sufficiently close approximation Fj of fj guarantees that there are no zeros of wk;j
outside of the Wi with j.i/¤ j either. As in the previous cases this follows from fj � 0 outside of Vi
with j.i/D j, and jwk;j j � jvkj � jwk;j � vkj> .n� j � 1/"=n on Vi with j.i/D j.
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Similarly, the modulus of the numerator NUMk;j of @argwk;;j =@t satisfies

(26) jNUMk;j j D

ˇ̌̌̌
Re.wk;j�1CAj /

@Im.wk;j�1CAj /
@t

� Im.wk;j�1CAj /
@Re.wk;j�1CAj /

@t

ˇ̌̌̌
D

ˇ̌̌̌
NUMk;j�1CRe.wk;j�1/

@Im.Aj /
@t

�Im.wk;j�1/
@Re.Aj /
@t

CRe.Aj /
@Im.wk;j�1/

@t

� Im.Aj /
@Re.wk;j�1/

@t
CRe.Aj /

@Im.Aj /
@t

� Im.Aj /
@Re.Aj /
@t

ˇ̌̌̌
> ıj.t � ti /

m
j � 2j.t � ti /

N
j"0 max

t2Wi

ˇ̌̌̌
@wk;j�1

@t
.t/

ˇ̌̌̌
max
t2Wi

jwj;j�1.t/j

� 2j.t � ti /
N�1
j"0 max

t2Wi

jwk;j�1.t/j max
t2Wi

jwj;j�1.t/j

� 2j.t � ti /
N
j"0 max

t2Wi

jwk;j�1.t/j max
t2Wi

ˇ̌̌̌
@wj;j�1

@t
.t/

ˇ̌̌̌
� 2j.t � ti /

2N�1
j"02 max

t2Wi

jwj;j�1.t/j
2

� 4j.t � ti /
2N
j"0
ˇ̌̌̌
@wj;j�1

@t
.t/

ˇ̌̌̌
max
t2Wi

jwj;j�1.t/j

> 0

in Wi with j.i/ ¤ j, where we use Aj D Fjwj;j�1 and jRe.z/j � jzj for all z 2 C (and likewise for
Im.z/). The last inequality holds because "0 can be chosen arbitrarily small and N >m.

Thus there are no argument-critical points of wk;j in Wi with j.i/¤ j. We already showed above that
there are no argument-critical points of wk;j in Vi with j.i/¤ k. Since wk;j�1 is nonzero and has no
argument-critical points in the complement of these Wi and Vi , a sufficiently close approximation Fj
of fj guarantees that there are no argument-critical points of wk;j in the complement either.

Note that the interpolation property of Fj guarantees that arg.wk;j .t// and @arg.wk;j .t//=@t have well-
defined limits as t goes to ti with j.i/D k, which equal arg.wk;j�1.ti // and @arg.wk;j�1/=@t.ti /¤ 0,
respectively. This concludes the proof of the claim by induction.

The desired loop of polynomials ht is given by gt C
Pn�1
jD1Aj .t/ with critical values wj;n�1.t/ for

j D 1; 2; : : : ; n� 1. The first three items of the claim imply that the square diagram associated to ht is a
singular Rampichini diagram and, by construction, it is equal to Rf.ti ;j.i//giD1;2;:::;M

.

Lemma 4.3 Let B be a P-fibered braid on nD 2n0� 1 strands with an odd , pure Rampichini diagram R.
Suppose that the set f.ti ; j.i//giD1;2;:::;M withM even from Lemma 4.2 satisfies the following symmetry.
For every iD1; 2; : : : ; 1

2
M , we have tiCM=2D tiC� mod 2� and k

�
iC 1

2
M
�
Dk.i/Cn0�1 mod 2n0�2,

where vj.iCM=2/.tiCM=2/D v.tiCM=2/k.iCM=2/ and vj.i/.ti /D v.ti /k.i/. Then ht in Lemma 4.2 can be
taken to be odd.

Proof This lemma only requires small modifications to the proof of Lemma 4.2. Since R is odd, we
may take gt to be odd. Since the set f.ti ; j.i//giD1;2;:::;M has the symmetry above, the data set for the
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interpolation can be taken to have an odd symmetry. In other words, all functions fj that are approximated
can be taken to satisfy fj .xC�/D�fj .x/. Since the set of odd trigonometric polynomials is dense in
the space of odd periodic functions, Lemma 4.1 guarantees that the interpolating function Fj can also be
taken to be odd. Note that the critical values wj .t/ of gt are odd functions, so Aj is also odd. We obtain
htC�.u/D gtC�.u/C

Pn�1
jD1Aj .t C�/D�gt .�u/�

Pn�1
jD1Aj .t/D�ht .�u/.

Lemma 4.4 The functions jwj;n�1.t/j are real-analytic.

Proof Since wj;n�1.t/ is a finite Fourier series, its absolute value is real-analytic, except possibly at
values of t , where wj;n�1.t/D 0. By construction,

(27) wj;n�1.t/D .1CFj .t//wj;j�1.t/C
X
k>j

Ak.t/

and each Ak.t/ has a lowest order of at least 5, while the power series of .1C Fj .t//2jwj;j�1.t/j2

has lowest order equal to 4. Thus the root of jwj;n�1.t/j2 at t D ti is exactly of order 4. We can thus
write jwj;n�1.t/j2 D .t � ti /4W.t/, where W is real-analytic with W.ti / > 0. Then jwj;n�1.t/j is given
by .t � ti /2

p
W.t/, which is a well-defined nonnegative function which squares to jwj;n�1.t/j2 and is

real-analytic, since W.t/ is nonzero in a neighborhood of ti .

5 Isolated singularities

Let R be an odd, pure Rampichini diagram corresponding to a P-fibered braid B on n strands. By
Lemma 4.2, we obtain a singular Rampichini diagram Rfti ;j.i/giD1;2;:::;M

from a loop ht in the space
of polynomials, whose coefficients are trigonometric polynomials, for any given set of ti and j.i/.
Furthermore, by Lemma 4.3 the new trigonometric loop ht still is odd, satisfying htC�.u/D�ht .�u/,
if the data .ti ; j.i// displays an odd symmetry. We write Bsing for the singular braid that is formed by the
roots of ht .

We can use the construction from Theorem 3.1 to obtain a semiholomorphic, radially weighted homoge-
neous polynomial

(28) f .u; reit /D rknh

�
u

rk
; eit

�
;

where h.u; t/ D ht .u/, n D deg.ht / and k is a sufficiently large odd integer. The fact that this is a
polynomial (as opposed to a rational map or a function involving square roots) follows from the same
reasoning as Theorem 3.1.

Note that the variety of f is the cone of the closed singular braid Bsing. Since the singular crossings
are critical points, f does not have an isolated singularity (not even weakly isolated). It is a degenerate
mixed function in the sense of Oka [27] and in the sense of [2]. In [27], Oka generalizes the definition of
Newton polygons of complex polynomials to mixed functions and in [2] we investigate deformations
of nondegenerate mixed functions and found that adding higher-order terms (above the boundary of
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the Newton polygon of the mixed function) does not change the link of a singularity. Since we are
now dealing with a degenerate function, our situation is different. We claim that we can add a term
of the form rmA.eit /, where m is a large even integer and A is an even polynomial in eit and e�it , ie
A.t C�/D A.t/, and construct in this way a polynomial with an isolated singularity. The function A is
found via trigonometric interpolation.

Recall that the critical values of ht are denoted bywj;n�1.t/, whose zeros occur at tD ti for iD1; 2; : : : ;M,
corresponding to singular crossings in Bsing and singularities in the singular Rampichini diagram. We
assume that the conditions from Lemma 4.3 are satisfied, so M is even and the ti are indexed so that
tiCM=2 D ti C� mod 2� for all i D 1; 2; : : : ; 1

2
M . A singular crossing of Bsing corresponds to a circle

in the singular Rampichini diagram at ti on the curve corresponding to the critical value wj.i/;n�1.ti /.
This means that wj;n�1.t/D 0 if and only if j D j.i/ and t D ti . By construction, arg.wj.i/;n�1.t// and
@arg.wj.i/;n�1/=@t have well-defined limits as t goes to ti , which we denote by arg.wj.i/;n�1.ti // and
@arg.wj.i/;n�1/=@t.ti /, respectively.

We will find A via a trigonometric interpolation that fixes the values of A and @A=@t at each ti for
i D 1; 2; : : : ;M. We can take a solution of this interpolation problem to be of degree M. Set m D
maxfknC 1;M g, where k is the integer chosen in (28).

We define A WR!C to be the even finite Fourier series that solves

(29) arg.A.ti //D arg.wj.i/;n�1.ti //C�;
@jAj

@t
.ti /D 0;

@arg.A/
@t

D
knCm

2m�kn

@arg.wj.i/;n�1/
@t

.ti /

for all i D 1; 2; : : : ; 1
2
M . By the even symmetry of A, this also fixes the value of A and its derivative

at ti for i D 1
2
M C 1; 1

2
M C 2; : : : ;M. It is implicit in the interpolation data that A.ti /¤ 0 for all i .

Lemma 5.1 Let A W R ! C be an even finite Fourier series as above. Then p D f C rmA is a
semiholomorphic polynomial with an isolated singularity.

Proof The function f is a semiholomorphic polynomial. Since m is at least the degree of A, we can
cancel the denominator of rmA.eit /D .v Nv/m=2A.v=

p
v Nv/. Since A is even, all remaining factors of

p
v Nv

come with an even exponent, so f C rmA is a polynomial in u, v and Nv.

One advantage of working with semiholomorphic polynomials is that a critical point must satisfy
@p=@u D 0. Since @p=@u D @f=@u, this can only happen at critical points of f, considered as a
family of complex polynomials, parametrized by v. Note that pjvD0 D un, so the origin is the only
critical point with v D 0. The u-coordinate of a point with @f=@uD 0 is thus rkcj .t/, where cj .t/ is
a critical point of ht . Thus all points where the derivative of p with respect to u vanishes are of the
form .rkcj .t/; reit / with p.rkcj .t/; reit /D rknwj;n�1.t/C r

mA.t/. We now consider the real Jacobian
matrix of p at such a point in coordinates .Re.u/; Im.u/; r; t/D .Re.u/; Im.u/; jvj; arg.v//:

(30)
�
0 0 knrkn�1 Re.wj;n�1.t//Cmrm�1 Re.A.t// rkn @Re.wj;n�1.t//=@tCrm @Re.A.t//=@t
0 0 knrkn�1 Im.wj;n�1.t//Cmrm�1 Im.A.t// rkn @Im.wj;n�1.t//=@tCrm @Im.A.t//=@t

�
:
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In order to show that the singularity at the origin is isolated, we show that for small positive values of r
this matrix has full rank. For this we compute the determinant of the 2-by-2 matrix given by the nonzero
entries above. The determinant is equal to

(31) knr2kn�1
�
Re.wj;n�1.t// Im.w0j;n�1.t//� Im.wj;n�1.t//Re.w0j;n�1.t//

�
C knrknCm�1

�
Re.wj;n�1.t// Im.A0.t//� Im.wj;n�1.t//Re.A0.t//

�
CmrknCm�1

�
Re.A.t// Im.w0j;n�1.t//� Im.A.t//Re.w0j;n�1.t//

�
Cmr2m�1

�
Re.A.t// Im.A0.t//� Im.A.t//Re.A0.t//

�
;

where the dash denotes the derivative with respect to t . By assumption we have that m> kn.

For a set of open neighborhoods Ui (to be determined later) of the ti , the resulting expression goes to

(32) Re.wj;n�1.t// Im.w0j;n�1.t//� Im.wj;n�1.t//Re.w0j;n�1.t//D jwj;n�1.t/j
2 arg.wj;n�1/0.t/¤ 0

on Œ0; 2�� n
�S

i jj.i/Dj Ui
�

as r goes to zero. Thus we obtain a nonzero determinant for all points
.rkcj .t/; reit / with sufficiently small r except possibly for those with j D j.i/ and t 2 Ui for some i .

For every i D 1; 2; : : : ;M we define R1.t/D jA.t/j and ıi .t/ such that

(33) A.t/DR1.t/ei. arg.wj.i/;n�1.t//Cıi .t//

on Ui . Furthermore, we write ˛i .t/ for arg.wj.i/;n�1.t// and R2.t/D jwj.i/;n�1.t/j. This means that

(34)
Re.A.t//DR1.t/

�
cos arg.wj.i/;n�1.t// cos ıi .t/� sin arg.wj.i/;n�1.t// sin ıi .t/

�
;

Im.A.t//DR1.t/
�
cos arg.wj.i/;n�1.t// sin ıi .t/C sin arg.wj.i/;n�1.t// cos ıi .t/

�
:

We now look at the individual terms in (31). First,

(35) Re.wj.i/;n�1.t// Im.w0j.i/;n�1.t//� Im.wj.i/;n�1.t//Re.w0j.i/;n�1.t//DR2.t/
2˛i .t/

0;

which is 0 if and only if t D ti .

Second,

(36) Re.wj.i/;n�1.t// Im.A0.t//� Im.wj.i/;n�1.t//Re.A.t//0

DR2.t/
˚
cos˛i .t/

�
R1.t/

�
�sin˛i .t/˛i .t/0 sin ıi .t/C cos˛i .t/ cos ıi .t/ ıi .t/0

C cos˛i .t/ ˛i .t/0 cos ıi .t/� sin˛i .t/ sin ıi .t/ ıi .t/0
�

CR01.t/.cos˛i .t/ sin ıi .t/C sin˛i .t/ cos ıi .t//
�

� sin˛i .t/
�
R1.t/

�
�sin˛i .t/ ˛i .t/0 cos ıi .t/� cos˛i .t/ sin ıi .t/ ıi .t/0

� cos˛i .t/ ˛i .t/0 sin ıi .t/� sin˛i .t/ cos ıi .t/ ıi .t/0
��

CR01.t/.cos˛i .t/ cos ıi .t/� sin˛i .t/ sin ıi .t//
	

DR2.t/.R1.t/ cos ıi .t/ .ıi .t/0C˛i .t/0/CR01 sin ıi .t//:
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Furthermore,

(37) Re.A.t// Im.wj.i/;n�1.t//
0
� Im.A.t//Re.wj.i/;n�1.t//

0

DR1.t/
�
.cos˛i .t/ cos ıi .t/� sin˛i .t/ sin ıi .t//.R02.t/ sin˛i .t/CR2.t/ cos˛i .t/ ˛i .t/0/

� .cos˛i .t/ sin ıi .t/C sin˛i .t/ cos ıi .t//.R02.t/ cos˛i .t/�R2.t/ sin˛i .t/ ˛i .t/0/
�

DR1.t/R2.t/ cos ıi .t/˛i .t/0�R1.t/R02.t/ sin ıi .t/:

Lastly,

(38) Re.A.t// Im.A.t//0� Im.A.t//Re.A.t//0 DR1.t/2.˛i .t/0C ıi .t/0/:

Thus (31) becomes

(39) ˛i .t/
0.knr2kn�1R2.t/

2
C .knCm/rknCm�1R1.t/R2.t/ cos ıi .t/Cmr2m�1R1.t/2/

C ıi .t/
0.knrknCm�1R1.t/R2.t/ cos ıi .t/Cmr2m�1R1.t/2/

C sin ıi .t/ rknCm�1.knR01.t/R2.t/�mR1.t/R
0
2.t//:

Each term is a real analytic function of t (see Lemma 4.4) and thus can be locally written as a power series
centered at ti . Consider the lowest-order term of the series of sin ıi .t/ .knR01.t/R2.t/�mR1.t/R

0
2.t//

and recall that 2 is the lowest order of R2. Since 0 is the lowest order of R1 and 1 is the lowest order
of sin ıi (since ıi .ti / is either 0 or � , and ı0i .ti /¤ 0 by the interpolation property), the lowest order of
sin ıi mR1R02 is 2, while the lowest order of sin ıi knR01R2 is greater than 2. Likewise, the lowest orders
of the series for ˛0i .knCm/R1R2 cos ıi and ı0iknR1R2 cos ıi centered at ti are also both 2.

Let r2 denote the lowest-order coefficient of R2. We compute the coefficient of .t � ti /2 for

(40) ˛i .t/
0.knCm/R1.t/R2.t/ cos ıi .t/C ıi .t/0knR1.t/R2.t/ cos ıi .t/

C sin ıi .t/ .knR01.t/R2.t/�mR1.t/R2.t/
0/

and obtain

(41) ˛0i .ti /.knCm/r2R1.ti / cos ıi .t/C ı0i .ti /knr2R1.ti / cos ıi .t/� cos ıi .t/ı0i .ti /mR1.ti /2r2

D r2R1.ti / cos ıi .ti / .˛0i .ti /.knCm/C ı
0
i .ti /.kn� 2m//;

which is 0, since ı0i .ti /D ˛i .ti /.knCm/=.2m� kn/ by the interpolation property.

Therefore, the lowest order of (40) is at least 3. It follows that there is a neighborhood Ui of ti where the
absolute value of (40) is less than or equal to the absolute value of

(42) 2R1.t/R2.t/
p
knm˛i .t/

0;

whose lowest order is 2. This implies that the absolute value of the determinant in (39) is at least

(43) j˛i .t/0r2kn�1.
p
knR2.t/�

p
mR1.t/r

m�kn/2C ıi .t/
0mr2m�1R1.t/

2
j

D j˛i .t/
0
jr2kn�1.

p
knR2.t/�

p
mR1.t/r

m�kn/2Cjıi .t/
0
jmr2m�1R1.t/

2

� jıi .t/
0
jmr2m�1R1.t/

2 > 0;
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since r > 0 and Ui can be chosen such that R1.t/ > 0 and jıi .t/0j> 0. The first equality holds because
˛i .t/

0 and ıi .t/0 have the same sign.

Thus there are no critical points .rkcj .t/; reit / of p with t 2Ui and r > 0. Note that the Ui do not depend
on r . Since S1 n

�SM
iD1 Ui

�
is compact, sufficiently small choices of r > 0 guarantee that .rkcj .t/; reit /

with t 2 Œ0; 2�� n
�SM

iD1 Ui
�

is not a critical point of p either (see (32)). Therefore, the origin is an
isolated singularity of p.

6 The proof of Theorem 1.1

In order to finish the proof of Theorem 1.1 we have to determine the links of the constructed singularities
via their Rampichini diagrams.

Lemma 6.1 Let B be the vanishing set of pjrD" WC �S1!C, with " > 0 sufficiently small. Then B is
a closed geometric braid , whose braid isotopy class is P-fibered.

A Rampichini diagram for B is obtained from Rf.ti ;j.i//giD1;2;:::;M
by inserting inner loops 
"i

j.i/
at t D ti

for i D 1; 2; : : : ; 1
2
M , where "i D sign.@arg.wj.i/;n�1/=@t.ti //, and removing the circles at t D ti for

i D 1
2
M C 1; 1

2
M C 2; : : : ;M.

Remark 6.2 We do not claim that B itself is a P-fibered geometric braid, as pjrD" might have argument-
critical points. However, B is braid isotopic to a P-fibered geometric braid.

Proof The function pjrD" corresponds to a loop of monic complex polynomials of degree n with critical
values "knwj;n�1.t/C "mA.t/.

We first have to show that no critical value is equal to 0, which implies that B is a closed braid. For this
note that at t D ti we have wj.i/;n�1.ti /D 0 and A.ti /¤ 0, so "knwj.i/;n�1.ti /C "mA.ti /¤ 0. Using
the notation from the previous section we may write

(44) "knwj;n�1.t/C "
mA.t/D ei˛i .t/"kn.R2.t/CR1.t/"

m�kneiıi .t//:

Since ıi .ti /D 0 and ı0i .ti /¤ 0, there is a neighborhood Ui of ti , where ıi .t/ is neither 0 nor � , such that
(44) is nonzero for all t in Ui . The complement of these neighborhoods is a compact subset of S1 on
which R2 is nonzero, so we can ensure that (44) is nonzero by choosing " sufficiently small. This shows
that no critical value is 0. Thus there are no double roots of pjrD". It follows that B is a closed braid,
since p is a semiholomorphic polynomial.

Now we consider the square diagram associated to the loop of polynomials pjrD". Outside of the Ui
the critical values approximate wj;n�1.t/ arbitrarily well, so outside the Ui the square diagram looks
exactly like the square diagram of ht , which is a singular Rampichini diagram, all of whose singularities
lie inside the Ui . Likewise, the critical values whose corresponding curves do not have a singularity in Ui
are also arbitrarily well approximated by the critical values of pjrD". Thus we only have to study what
happens in a neighborhood of the singular points of the singular Rampichini diagram associated to ht .
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(a) (b)

t D ti C�

t D ti

t D ti C�

t D ti

wj.iCM=2/;n�1.t/

wj.i/;n�1.t/

wj.iCM=2/;n�1.t/C "
m�knA.t/

wj.i/;n�1.t/C "
m�knA.t/

Figure 10: (a) The motion of the critical valueswj.i/;n�1.t/ andwj.iCM=2/;n�1.t/ in neighborhoods
of t D ti and t D tiCM=2 D ti C� , respectively. (b) The motion (up to isotopy in .C n f0g/�S1)
of the deformed critical values wj.i/;n�1.t/C "m�knA.t/ and wj.iCM=2/;n�1.t/C "m�knA.t/ in
neighborhoods of t D ti and t D tiCM=2 D ti C� , respectively.

There are two cases to consider. First, let i 2
˚
1; 2; : : : ; 1

2
M
	
. Equation (44) shows that t D ti is the

unique value in Ui for which arg
�
ei˛i .t/"kn.R2.t/CR1.t/"

m�kneiıi .t//
�
D ˛i .ti /C � . At t D ti the

derivative of arg
�
ei˛i .t/"kn.R2.t/CR1.t/"

m�kneiıi .t//
�

with respect to t is equal to ı0i .ti /, which by
construction has the same sign as ˛0i .ti /.

Let Q"i >0 and Ui D .ti� Q"i ; tiC Q"i /. Note that we may choose Q"i so small that both arg.wj.i/;n�1.ti� Q"i //
and arg.wj.i/;n�1.ti � Q"i // are arbitrarily close to arg.wj.i/;n�1.ti //. Furthermore, we can assume
that in Ui the critical value "knwj.i/;n�1.t/C "mA.t/ has the smallest absolute value of all critical
values. Then the argument of "knwj.i/;n�1.ti � Q"i /C "mA.ti � Q"i / is arbitrarily close to the argument
of wj.i/;n�1.ti � Q"i / and the argument of "knwj.i/;n�1.ti C Q"i /C "mA.ti C Q"i / is arbitrarily close to the
argument of wj.i/;n�1.ti C Q"i /. Since the path "knwj.i/;n�1.t/C "mA.t/ crosses the line ' D ˛i .ti /C�
exactly once and since it has the smallest absolute value among all critical values, this path can be deformed
into one without any argument-critical points and that winds around the origin exactly once (see Figure 10).

This deformation of the loop of critical values lifts to a deformation of the braid B [12]. By construction
the direction of this path (clockwise .�1/ or counterclockwise .C1/) is given by sign.˛0i .ti // and thus
consistent with the monotonicity of the corresponding curve in the rest of the square diagram. Note that
the deformation of the path taken by "knwj.i/;n�1.t/C rmA.t/ is an inner loop 
 sign.˛0

i
.ti //

j.i/
, since the

moving critical value has the smallest absolute value throughout Ui .

Thus, after a deformation of the critical values, which lifts to a braid isotopy of B, there are no argument-
critical points in Ui for i D 1; 2; : : : ; 1

2
M , and by Lemma 2.9 the labels at t D ti � Q"i match the labels at

t D ti C Q"i .
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Now we consider i D 1
2
M C 1; 1

2
M C 2; : : : ;M. We know that at t D ti we have

(45) arg.ei˛i .t/"kn.R2CR1"
m�kneiıi .t///D ˛i .ti /:

Equation (44) shows that t D ti is the unique point in Ui where this is true and there is no point in Ui with
arg.ei˛i .t/"kn.R2CR1"

m�kneiıi .t///D ˛i .ti /C� . It follows that the path taken by the critical value
"knwj.i/;n�1.t/C"

mA.t/ in Ui does not twist around the origin. It has winding number zero and can thus
be deformed to a curve without argument-critical points, connecting "knwj.i/;n�1.ti � Q"i /C"mA.ti � Q"i /
and "knwj.i/;n�1.ti C Q"i /C "mA.ti C Q"i / (see Figure 10).

Again this deformation of the loop of critical values lifts to a deformation of the polynomial and thus to
a braid isotopy of B. In the Ui with i 2

˚
1
2
M C 1; 1

2
M C 2; : : : ;M

	
the deformed square diagram of

pjrD" thus looks exactly like the singular Rampichini diagram of ht , except that the singularities have
been removed (see Figure 10).

Therefore, the complete deformed square diagram of pjrD" is obtained from the singular Rampichini
diagram Rf.ti ;j.i//giD1;2;:::;M

of ht by inserting inner loops of the appropriate signs at the singularities at
t D ti for i D 1; 2; : : : ; 1

2
M , and simply removing the circles representing the singularities at t D ti for

i D 1
2
M C 1; 1

2
M C 2; : : : ;M.

Since there are no argument-critical points, the deformed diagram is a Rampichini diagram and B is
P-fibered.

By the same arguments as in [14, Theorem I.1] the link of the singularity is equivalent to the closure of B.

Note that this completes the proof of Theorem 1.1.

Proof of Theorem 1.1 Let B2 be a P-fibered braid, whose Rampichini diagram R0 can be obtained from
an odd, pure Rampichini diagram R by the insertion of inner loops. Then there is a corresponding odd
loop of polynomials ht , parametrized by trigonometric polynomials, whose singular Rampichini diagram
is R, but with singularities at t D ti for i D 1; 2; : : : ; 1

2
M , the positions where we want to insert inner

loops, and at t D tiCM=2 D ti C� . We construct the functions f, A and p and by the previous lemmas p
has an isolated singularity at the origin and the closure of B2 is the link of the singularity. The polynomial
p is semiholomorphic and its degree with respect to u is equal to n, the number of strands of B2.

Theorem 1.1 deals with P-fibered braids whose Rampichini diagrams are obtained from odd, pure
Rampichini diagrams by inserting inner loops. The result remains true if we replace “odd” by “simple”.

Theorem 6.3 Let B1 be a P-fibered braid on n strands with a simple , pure Rampichini diagram. Let B2
be a P-fibered braid whose Rampichini diagram is obtained from that of B1 by the insertion of inner loops.
Then the closure of B2 is real algebraic.

Furthermore , the corresponding real polynomial map with an isolated singularity can be taken to be
semiholomorphic (ie it can be written as a polynomial in complex variables u, v and the complex
conjugate Nv) and of degree 2n� 1 with respect to the complex variable u.
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.3; 4/

.2; 4/

.1; 2/

.1; 4/

.3; 4/

.1; 2/

.1; 4/

.3; 4/

.1; 2/

.1; 4/

.6; 7/

.1; 5/

.1; 7/

.2; 4/

(a) (b)

(c)

(d)

Figure 11: A sequence of Rampichini diagrams, where we have omitted several labels. (a) A
Rampichini diagram that is obtained from a simple, pure Rampichini diagram by inserting an
inner loop. (b) The corresponding simple, pure Rampichini diagram. (c) The singular Rampichini
diagram with odd symmetry. (d) The final Rampichini diagram.

Proof Examples of Rampichini diagrams of B2 and B1 are shown in Figure 11(a) and (b), respectively.
We want to show that B2 can also be obtained from a P-fibered braid with odd, pure Rampichini diagram
by the insertion of inner loops. As in Section 3 we can construct an odd Rampichini diagram Rodd for
{n.B1/mn.B1/. Then the desired Rampichini diagram is obtained from Rodd by inserting inner loops
into the lower left quadrant of Rodd (Figure 11(d)). We can thus construct an odd singular Rampichini
diagram with singularities at t D ti 2 .0; �/ for i D 1; 2; : : : ; 1

2
M with j.i/ 2 f1; 2; : : : ; n � 1g and

t D tiCM=2 D ti C� for i D 1; 2; : : : ; 1
2
M with j

�
i C 1

2
M
�
2 fn; nC 1; : : : ; 2n� 2g, corresponding to

an odd loop of polynomials ht as in the proof of Theorem 1.1 (see Figure 11(c)).
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The braid that one obtains from this odd singular Rampichini diagram by inserting inner loops at
the singularities with ti 2 .0; �/ and deleting the circles of the singularities with ti 2 .�; 2�/ is then
{n.B2/mn.B1/. Since the Rampichini diagram of B1 is simple, its closure is the unknot O, so the closure
of {n.B2/mn.B1/ is a connected sum of the closure of B2 and O and hence equal to the closure of B2.

By Theorem 1.1, every P-fibered braid that can be obtained from an odd, pure Rampichini diagram closes
to a real algebraic link. Thus the closure of B2 is real algebraic.

Example 6.4 Figure 11(b) shows a Rampichini diagram for the braid B1 D a3;4a�11;2a1;4, which closes
to the unknot. We obtain a Rampichini diagram for the braid B2 D a3;4a2;4a�11;2a1;4 in Figure 11(a) by
inserting an inner loop. A braid word in BKL-generators for a braid with the same closure but with an
odd, pure Rampichini diagram is then {n.B2/mn.B1/D a3;4a2;4a�11;2a1;4a6;7a

�1
1;5a1;7, which closes to

the Hopf link. In fact, we could have inserted any number of inner loops into the Rampichini diagram
of B1, so that for example the closure of ak1

3;4a
k2

2;4a
�k3

1;2 a
k4

1;4 is real algebraic for every set of positive
integers k1; k2; k3; k4. We obtain this braid word by inserting k1 inner loops in the Rampichini diagram
in Figure 11(b) into the curve in the bottom right corner, k2 inner loops in the same position as in
Figure 11(a), and k3 and k4 inner loops into the curves in Figure 11 next to the labels .1; 2/ and .1; 4/,
respectively.

The proof of Theorem 1.1 is quite constructive. It describes explicitly the different approximations and
interpolation steps that have to be performed in order to obtain the desired parametrization of the critical
values. From the corresponding loop of polynomials ht we obtain the function f as in (28) and the
additional term A is again found via a very concrete interpolation process. However, it is still very
challenging to produce examples of the resulting polynomials p D f CA.

The step that is difficult to perform in practice is the one that takes us from a parametrization of the
critical values with labels (or, equivalently, from a Rampichini diagram) to the loop of polynomials ht .
For this it is necessary to solve a system of polynomial equations for every value of t 2 Œ0; 2��. This is
very challenging even with the use of mathematical software. Recall that the different interpolation and
approximation steps outlined in the previous sections were quite subtle. We can therefore not expect to
obtain a loop of polynomials with the desired properties by simply solving the system of polynomials for
a finite set of values of t in Œ0; 2�� and then interpolating between these.

7 T-homogeneous braids and braids with positive Garside factor

We want to show that the family of T-homogeneous braid closures can be constructed as real algebraic
links as in Theorems 1.1 and 6.3.

Definition 7.1 We say a braid word A in BKL-generators on n strands is a subword of a braid word B
on n strands if deleting some letters (ie bands) from B results in A.
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Proof of Theorem 1.2 We know that every T-homogeneous braid B on n strands is P-fibered and by
definition B can be represented by a strictly homogeneous word w in a certain subset of BKL-generators,
say a1; a2; : : : ; an�1 with signs "j 2 f˙1g for j D 1; 2; : : : ; n. We can choose a subword of w of length
n� 1 containing each a"jj . This subword is also T-homogeneous and hence P-fibered. Let R denote its
Rampichini diagram, which is simple and pure.

It follows from the definition of T-homogeneity that the Rampichini diagram of B can be obtained from R

by inserting inner loops. Theorem 6.3 then implies that the closure of B is real algebraic.

Corollary 1.3 immediately follows, since homogeneous braids are T-homogeneous. By construction the
corresponding polynomial is semiholomorphic. The degree of the polynomial with respect to the complex
variable u is 2n� 1, where n is the number of strands of the homogeneous braid representative.

We proved in [13] that every link L is a sublink of a real algebraic link that consists of two nontrivially
linked copies ofL. Stallings showed that for every linkL there is an unknotO 2S3nL, nontrivially linked
with L, such that L[O is the closure of a homogeneous braid [36]. Combining this with Corollary 1.3
results in a proof of the following corollary.

Corollary 7.2 For every link L in S3 there is an unknot O 2 S3 nL, nontrivially linked with L, such
that L[O is real algebraic.

Now we prove Theorem 1.4. It states that any braid that is the product of a positive power of the dual
Garside element ı and a BKL-positive word closes to a real algebraic link. As in the previous proof we
show that this family of braids is obtained from a simple, pure Rampichini diagram by inserting inner
loops.

Lemma 7.3 For every positive generator ai;j there is a sequence of BKL-moves on the braid word
a1;na2;n : : : an�1;n that results in a BKL-word whose last letter is ai;j .

Proof Assume i < j and take the generator ai;n and move it towards aj;n conjugating the labels in
between by ai;n at each step. After this the word looks like

(46) a1;na2;n : : : ai�1;nai;iC1ai;iC2 : : : ai;j�1ai;naj;najC1;n : : : an�1;n:

Then exchange ai;n and aj;n, conjugating ai;n by aj;n, to obtain

(47) a1;na2;n : : : ai�1;nai;iC1ai;iC2 : : : ai;j�1aj;nai;jajC1;n : : : an�1;n:

Now move the generator ai;j all the way to the end of the word conjugating every generator in between
by ai;j . We thus obtain a word whose last letter is ai;j .

Note that such a sequence can be represented by a square diagram R, whose labels at the bottom edge
spell a1;na2;n : : : an�1;n and whose labels at the top edge spell the final word of the sequence whose
last letter is ai;j . The lines are strictly monotone increasing and the words spelled by the labels at any
horizontal slice of the diagram spell the intermediate BKL-word in the sequence.
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(a) (b)

0
0 2�

2�
.1; 5/.2; 5/.3; 5/.4; 5/

.1; 2/

.2; 3/

.3; 4/

.4; 5/

.1; 3/

0
0 2�

2�

t

'

t

'

(c)

t

'

.4; 5/

.3; 4/

.2; 3/

.1; 2/

0 0

2�

2�

.1; 3/

.3; 4/

Figure 12: (a) R0.a1;3/ for n D 5. The transpositions at the top and bottom edge both read
.1; 5/, .2; 5/, .3; 5/, .4; 5/ from left to right. (b) A Rampichini diagram for ı with nD 5. (c) A
Rampichini diagram for ı built from R0.a1;3/, R0.a3;4/ and the diagram in (b). Inserting inner
loops where the labels .1; 3/ and .3; 4/ are results in a Rampichini diagram for a1;3a3;4ı.

Therefore, we can construct for every positive generator a square diagram R0.ai;j /, whose labels at the
bottom and top edge both spell a1;na2;n : : : an�1;n, whose curves do not intersect the right edge of the
square (' D 2�), and that for some value of t has the property that the label of the critical value with
largest '-coordinate is ai;j . This diagram is obtained from R by composing it with the inverse of R, ie
a square diagram that reverses the sequence of BKL-words from Lemma 7.3. Note that since all labels
are positive, the inverse of R is still realized by strictly monotone increasing lines, see Figure 12(a).
The reason why R0.ai;j / is not a Rampichini diagram is that it is not 2�-periodic with respect to the
t -coordinate. The endpoints at the top edge are strictly to the right of the starting points at the bottom edge.

Proof of Theorem 1.4 Let B D ıP. Note that ı is a P-fibered braid with a simple, pure Rampichini
diagram as in Figure 12(b). In particular, the labels at t D 0 read a1;n; a2;n; : : : ; an�1;n from left to right.
We now have to show that every band in P can be obtained by inserting inner loops. Note that, since ı is
a positive word, all curves in the Rampichini diagram are strictly monotone increasing.

Let P D
QM
kD1 aik ;jk

. We glue the bottom edge of the square diagram R0.aik ;jk
/ along the top edge of

R0.aik�1;jk�1
/ for all k D 2; 3; : : : ;M. This results in a square diagram whose labels at the bottom edge

and at the top edge are a1;n; a2;n; : : : ; an�1;n. However the endpoints of the curves at the top edge of the
square are strictly to the right of the endpoints of the curves at the bottom edge. We glue the top edge of
this square diagram along the bottom edge of the Rampichini diagram of ı. In order to be able to perform
these concatenations of square diagrams, we have to shift the curves in the upper square diagram to the
right so that the endpoints of its curves on its bottom edge coincide with the endpoints of the lower square
diagram on its top edge. Likewise we have to shift curves (in parallel) so that the endpoints at the top
edge of the new diagram coincide with the endpoints on the bottom edge of R0.ai1;j1

/. Note that none of
these parallel shifts affect the crossing pattern or cactus at any value of t , nor do they change the strict
monotonicity of the curves (see Figure 12).
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The resulting square diagram is a simple, pure Rampichini diagram of ı and there are tk for kD1; 2; : : : ;M
with tk > tk�1 such that �n�1.tk/ D aik ;jk

. Thus inserting inner loops whose moving critical value
corresponds to �n�1.tk/ results in a Rampichini diagram of Pı.

It follows from Theorem 6.3 that the closure of Pı, which is also the closure of B, is real algebraic.
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A new invariant of equivariant concordance and results on 2-bridge knots

ALESSIO DI PRISA

GIOVANNI FRAMBA

We study the equivariant concordance classes of 2-bridge knots and we prove that no 2-bridge knot is
equivariantly slice. Finally, we introduce a new equivariant concordance invariant for strongly invertible
knots. Using this invariant as an obstruction we strengthen the result on 2-bridge knots, proving that every
2-bridge knot has infinite order in the equivariant concordance group.

57K10; 57R85

1 Introduction

A strongly invertible knot is a pair .K; �/, where K � S3 is an oriented knot and � 2 DiffeoC.S3/ is
an involution such that �.K/DK and � reverses the orientation on K. By the resolution of the Smith
conjecture [16] it is known that Fix.�/ is an unknot which intersects K in two points. Sakuma [17] gave
a well-defined notion of equivariant connected sum for strongly invertible knots by endowing them with
a direction. Furthermore, Sakuma [17] studied strongly invertible knots up to equivariant concordance
and introduced the equivariant concordance group zC.

The equivariant concordance group is far from being understood. However, the first author proved
in [7] that zC is not abelian, and several authors defined new invariants for equivariant concordance and
obstructions for equivariant sliceness; see for example Boyle and Issa [2], Alfieri and Boyle [1], Dai,
Hedden and Mallick [5], Dai, Hedden and Stoffregen [6] and Miller and Powell [15]. In particular, Boyle
and Issa [2] defined the butterfly link associated with a directed strongly invertible knot and used it to
define several equivariant concordance invariants.

We study the equivariant concordance of 2-bridge knots. In Proposition 3.2 we provide a formula to
compute the butterfly polynomial [2] for a certain class of strongly invertible 2-bridge knots. Our initial
goal was to prove Proposition 4.1 by combining the equivariant slice obstructions from the Kojima–
Yamasaki �-function of Sakuma’s link [17] and of the butterfly link [2]. This approach was inconclusive.
However, using this formula we prove Corollary 3.3, which is a statement analogous to [17, Theorem II]
in the case of the butterfly polynomial.

The main result of the paper is Theorem 5.10, which states the following:
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Theorem Let K be a directed strongly invertible knot and let yLb.K/ be its butterfly link endowed with
the opposite semiorientation. If the Conway polynomial of yLb.K/ is nonzero then K is not equivariantly
slice and has infinite order in zC.

Using this result we are able to prove Proposition 5.11, showing that every 2-bridge knot has infinite
order in the equivariant concordance group.

Organisation of the paper

Section 2 contains a brief recap on the results on directed strongly invertible knots that we need later in
the paper. In Section 3 we provide a formula for the butterfly polynomial [2, Definition 4.7] of 2-bridge
knots. In Section 4 we prove that every 2-bridge knot is not equivariantly slice, using the nullity of the
butterfly link as an obstruction to equivariant sliceness. Finally, in Section 5 we define a new equivariant
concordance invariant for strongly invertible knots. We use this invariant to show that the equivariant
concordance order of every 2-bridge knot is infinite.

2 Preliminaries

2.1 Directed strongly invertible knots

We briefly recall the notion of direction for a strongly invertible knot and of the equivariant concordance
group. For the details see [17; 2].

Definition 2.1 A direction on a strongly invertible knot .K; �/ is the choice of an oriented half-axis h,
ie one of the two connected components of Fix.�/ nK.

We call the triple .K; �; h/ a directed strongly invertible knot. We write K instead of .K; �; h/ when it is
not strictly necessary to specify the choice of strong inversion and direction.

Definition 2.2 Let .K; �; h/ be a directed strongly invertible knot. We define

� the mirror of .K; �; h/ by mK D .mK; �; h/,

� the axis-inverse of .K; �; h/ by iKD .K; �;�h/, where �h is the direction given by the half-axis h

with the opposite orientation,

� the antipode of .K; �; h/ by aK D .K; �; h0/, where h0 is the direction given by the half-axis
complementary to h. The orientation on h0 is the one coherent with h.

Definition 2.3 We say that two directed strongly invertible knots .Ki ; �i ; hi/, i D 0; 1, are equivariantly
concordant if there exists a smooth properly embedded annulus C Š S1 � I � S3 � I, invariant with
respect to some involution � of S3 � I such that

� @.S3 � I;C /D .S3;K0/t�.S
3;K1/,

Algebraic & Geometric Topology, Volume 25 (2025)



A new invariant of equivariant concordance and results on 2-bridge knots 1119

� � is in an extension of the strong inversion �0 t �1 on S3 � 0tS3 � 1,

� the orientations of h0 and �h1 induce the same orientation on the annulus Fix.�/, and h0 and h1

are contained in the same component of Fix.�/ nC .

The equivariant concordance group is the set zC of equivalence classes of directed strongly invertible
knots up to equivariant concordance, endowed with the operation induced by the equivariant connected
sum, which we denote by z# (see [17; 2] for details).

Remark 2.4 It is easy to see that the mirror, axis-inverse and antipode induce involutive maps from the
equivariant concordance group to itself. From the definition of equivariant connected sum we can easily
deduce the following properties. Given two directed strongly invertible knots K and J , we have

� m.K z# J /DmK z# mJ,

� i.K z# J /D iJ z# iK,

� a.K z# J /D aJ z# aK.

Equivalently, we can say that m is an automorphism of zC, while i and a are antiautomorphisms.

Remark 2.5 As a consequence, the equivariant concordance order of a directed strongly invertible knot
.K; �; h/ does not depend on the choice of a direction and it does not change when taking the mirror of
the knot.

2.2 Butterfly links

Boyle and Issa [2, Definition 4.1] associated a directed strongly invertible knot .K; �; h/ with a 2-
component 2-periodic link (ie the involution � exchanges its components), called the butterfly link Lb.K/,
defined as follows. Take an equivariant band B, parallel to the preferred half-axis h, which attaches
to K at the two fixed points. Performing a band move on K along B produces a 2-component link. The
link Lb.K/ is the one obtained from such a band move on K so that the linking number between its
components is 0. Observe that @B nK consists of two arcs parallel to h, which we orient as h. The
arcs lie in different components of Lb.K/ and the orientation on each component of Lb.K/ is the one
induced from the orientation of the respective arc.

The following result can be proven easily by adapting the proof of [2, Proposition 7]. We report the proof
because it will be useful for Proposition 5.4.

Proposition 2.6 Let .Ki ; �i ; hi/, i D 0; 1, be two equivariantly concordant directed strongly invertible
knots. Then , Lb.K0/ and Lb.K1/ are equivariantly concordant (as 2-periodic links).

Proof Let C �S3�I be an annulus between .K0; �0; h0/ and .K1; �1; h1/ that is invariant with respect
to an extension � W S3 � I ! S3 � I of �0 t �1. Let A D Fix.�/ be the annulus of fixed points of �.
Observe that C \A D ˛ [ ˇ, where ˛ and ˇ are two curves joining respectively the initial and final
points of the half-axes of K0 and K1.
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Now An .˛[ˇ/ has two connected components: call D the component containing h0 and h1. Choose an
equivariant tubular neighbourhood N of D and observe that N \C is a D1-subbundle of N j˛[ˇ . Consider
two equivariant bands Bi �S3�fig, i D 0; 1, with Bi intersecting Ki and containing the half-axis hi . We
can choose Bi in such a way that BinKi�N ; hence B0[B1[C intersects N in a D1-subbundle of N j@D .

Choose B0 so that the band move of K0 along B0 produces Lb.K0/, and take B1 so that the D1-subbundle
of N j@D given by N \ .B0 [B1 [C / extends to E � N, which is a D1-bundle over D. Call L the
2-component link obtained from K1 by the band move along B1.

Now E ŠD1 �D ŠD1 �D1 �D1, where 0� @D1 �D1 D ˛[ˇ. Then

Cb D .C nD1
� @D1

�D1/[ @D1
�D1

�D1

is an equivariant concordance between Lb.K0/ and L. Since the linking number between components
is a concordance invariant of 2-component links, we have LDLb.K1/.

Corollary 2.7 A directed strongly invertible knot is equivariantly slice if and only if its butterfly link is
equivariantly slice (as a 2-periodic 2-component link ).

Proof Let K be a directed strongly invertible knot. Suppose that K is equivariantly slice, ie equivariantly
concordant to the unknot. Then Lb.K/ is equivariantly concordant to the butterfly link of the unknot,
which is easily seen to be a 2-component unlink, and hence Lb.K/ is equivariantly slice. Conversely,
suppose that Lb.K/ bounds the disjoint union D1 tD2 of two disks in B4 which is invariant under an
extension of the involution of Lb.K/. Observe that the equivariant band move on K that gives Lb.K/ can
be seen as an equivariant cobordism C �S3� Œ0; 1� of genus 0 (ie a pair of pants) between K and Lb.K/.
Then C [D1[D2 is an equivariant slice disk with boundary K.

2.3 Strong inversions on 2-bridge knots

Let K DK.p; q/� S3 be a 2-bridge knot. From [19] we know that we can write p=q as a continued
fraction

Œa1; : : : ; an�D a1C
1

a2C
1

: : :
C

1

an
where a1; : : : ; an and n are even nonzero integers.

Recall that every 2-bridge knot is simple (see [8]). Sakuma [17] showed that a hyperbolic 2-bridge knot
K.p; q/ admits exactly two inequivalent structures of strongly invertible knot. The first structure is given
by the diagram

I1

�
a1; a3; : : : ; an�1I

1
2
a2;

1
2
a4; : : : ;

1
2
an

�
;

where the strong involution on a diagram I1.˛1; : : : ; ˛nI c1 : : : ; cn/ is given by the �-rotation around the
vertical axis (see Figure 1).
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�cn �c1 �cn�c1˛1

˛n

I1.˛1; : : : ; ˛nI c1 : : : ; cn/

�˛2 .�1/n�1˛n ˛1

˛1 .�1/n�1˛n �˛2

I2.˛1; ˛2; : : : ; ˛n/

Figure 1: The two families of symmetric diagrams.

If ai D�an�iC1 for all i , the second symmetry on K.p; q/ is represented by the diagram

I2.a1; a2; : : : ; an=2/;

where the strong involution is the �-rotation around the central dot (see Figure 1, bottom). Otherwise it
is given by

I1

�
�an;�an�2; : : : ;�a2I �

1
2
an�1; : : : ;�

1
2
a3;�

1
2
a1

�
:

If K.p; q/ is a torus knot, it admits one only strong inversion, namely the one described by

I1

�
a1; a3; : : : ; an�1I

1
2
a2;

1
2
a4; : : : ;

1
2
an

�
:

�˛2

b ˛1˛1 b

�˛2

Figure 2: A diagram equivalent to the one in Figure 1, bottom.
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Observe that the knot represented in Figure 1, bottom, can be equivariantly isotoped into the strongly
invertible knot given in Figure 2, where b D .�1/n�1˛nC 1.

In the following, we will consider either I1.˛1; : : : ; ˛nI c1 : : : ; cn/ (Figure 1, top) or I2.˛1; : : : ; ˛n/

(Figure 2) as a diagram for the directed strongly invertible knot K DK.p; q/, with the direction given by
the oriented unbounded half-axis in the figures, unless the direction is otherwise specified. Here n> 0,
˛1; : : : ; ˛n 2 2Z n f0g and c1; : : : ; cn 2 Z n f0g.

3 �-function

Let K[J be a 2-component link with linking number 0 between components. Kojima and Yamasaki [14]
introduced the �-function, which is a topological concordance invariant for such links.

We briefly recall the construction of this invariant. Let XK be the complement of K in S3 and let
zXK ! XK be its infinite cyclic covering. Denote by t a generator of the deck transformation of zXK .

Recall that the Alexander module of K is H1. zXK ;Z/ endowed with the ZŒt; t�1�-module structure
induced by the action of t . Now let l be the canonical longitude of J and let Ql and QJ be two nearby lifts
of l and J to zXK .

Since lk.K;J /D 0, we know Ql and QJ are closed curves; hence they can be seen as classes in H1. zXK ;Z/.
Since the Alexander module is a torsion ZŒt; t�1�-module, there exists a nonzero f .t/ 2 ZŒt; t�1� such
that f .t/ � Ql D 0, ie we can find a 2-chain � such that @�D f .t/ � Ql . Then the �-function is defined as

�.K;J I t/D
1

f .t/

X
n2Z

#.�\ tn QJ / � tn;

where #.�\ tn QJ / is the algebraic intersection.

One can check that � is well defined and has the following properties (see [14]):

(i) �.K;J I t/D �.K;J I t�1/.

(ii) �.K;J I 1/D 0.

(iii) � does not depend on the orientation of the link.

(iv) � is an invariant of topological concordance of links.

Observe that in general � does depend on the order of the components of the link, ie �.K;J I t/¤�.J;KI t/.

In the following we will denote by Zhti � ZŒt; t�1� the subgroup of Laurent polynomials satisfying
properties (i) and (ii).

Boyle and Issa [2] defined the butterfly polynomial �.Lb.K// of a directed strongly invertible knot K

as the �-function of its butterfly link (since Lb.K/ is 2-periodic it does not depend on the order of its
components) and showed that it induces a group homomorphism

�.Lb.�// W zC!Q.t/:
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Figure 3: Fundamental domain of the Whitehead link.

Remark 3.1 Since the butterfly polynomial induces a homomorphism, every directed strongly invertible
knot with nontrivial butterfly polynomial has infinite order in zC.

We now describe a formula to compute the butterfly polynomial of 2-bridge knots. To do so, we report a
convenient algorithm [17; 20] to compute �.K;J I t/ when K is unknotted.

In this special case the infinite cyclic cover of XK is diffeomorphic to R�D2, and the �-function of L is
simply

�.K;J I t/D
X
i2Z

lk.Ql ; t i. QJ //t i :

The algorithm consists of the following four steps.

(1) Start by noting that lk.Ql ; t i. QJ //t i D lk. QJ ; t i. QJ //t i for i ¤ 0, since Ql is a nearby perturbation of QJ.
Therefore, letting r D lk.Ql ; QJ /, we getX

i2Z

lk.Ql ; t i. QJ //t i
D

X
i2Zn0

lk. QJ ; t i. QJ //t i
C r:

In the following steps we compute N�.t/D
P

i2Zn0 lk. QJ ; t i. QJ //t i . Since �.1/D 0, it is easy to retrieve
r D�N�.1/.

(2) Draw a fundamental domain of the infinite cyclic cover zXK (see Figure 3). Assign a label and an
orientation to each arc as follows:

(i) The arc starting from the top right point has index 0 and is oriented downwards.

(ii) Suppose an arc ˛ is already labelled and oriented. Let A be the end point of ˛ and B be the
point opposite to A. Call ˇ the strand that starts from B (by saying this we are orienting it).
Define index.ˇ/ (the label on ˇ) to be index.˛/C 1 if B lies on the lower side of the domain or
index.˛/� 1 if B is on the upper side.

The labels we put on the strands keep track of which translate of QJ in zXK they correspond to. A strand
labelled by i is a portion of t i. QJ /. Hence a crossing where an arc labelled by i overcrosses an arc labelled
by j corresponds to a crossing between t i. QJ / and tj . QJ / or, equivalently, between QJ and t i�j . QJ /. This
motivates the following step.

(3) Assign to each double point P a sign �P 2 fC;�g and an integer dP 2 Z as follows. The sign �P is
the sign of the crossing and dP is the difference between the label on the overcrossing arc and the label
of the undercrossing arc.
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�cn �c1 �cn�c1˛1

˛n

�cn �c1 �cn�c1˛1

˛n

�b

b D
Pn

iD1 ˛i

Figure 4: Strong inversion on a 2-bridge knot and construction of the butterfly link.

(4) Now let
N�.t/D

X
P

�P tdP and r D�N�.1/:

Then �.t/ is obtained as �.t/D N�.t/C r .

We will use this algorithm to prove Proposition 3.2.

Proposition 3.2 Let I1.˛1; : : : ; ˛nI c1; : : : ; cn/ be a diagram for the directed strongly invertible knot
K DK.p; q/. Then the butterfly polynomial of K is given by

�Lb.K /.t/D

nX
iD1

ci.t
�i C t��i /� 2

nX
iD1

ci ;

where �i D
1
2

Pi
jD1 j̨ .

Proof Figure 4 shows the construction of the butterfly link Lb.K/ D K0 t K1 that starts from
I1.˛1; : : : ; ˛nI c1; : : : ; cn/. We only add a box of �2�n crossings, so that lk.K0;K1/ D 0. Observe
that Lb.K/ is the denominator closure of the rational tangle T in Figure 5 (for details see [10, Figure 5]).

Using the procedure described in [11, Section 2], we can compute the coefficients of the continued fraction
associated with this tangle, finding that they are

Œ�b; 2cn; ˛n; : : : ; 2c1; ˛1�:

The coefficients are all nonzero even integers; then, by [13, Exercise 2.1.14], we find that Lb.K/ is
equivalent to the link represented by the diagram in Figure 5.

The diagram in Figure 5 has unknotted components, so we can compute the �-function of the link Lb.K/

drawing a fundamental domain (Figure 6) and applying the algorithm previously described.

Observe that we can assume b � 0. In fact it follows from [2, Proposition 11] that �Lb.mK /.t/ D

��Lb.K /.t/.
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�cn

�c1

�cn

�c1

˛1 ˛n �b

�2c1 �2cn

˛1 ˛n �b

b D
Pn

iD1 ˛i

Figure 5: Left: rational tangle T. Right: canonical form of Lb.K/.

We start by labelling and orienting the arcs. Call 
 the top-right arc, labelled 0. The arc 
 runs across each
�2ci box reaching the left side of the domain. If ˛1 > 0, then 
 rises and ends in the upper horizontal
bar. Then we will run across 1

2
˛1 arcs riding from the lower bar to the upper bar, labelled with increasing

indexes. If ˛1 < 0, then 
 descends ending in the lower horizontal bar and the following 1
2
˛1 arcs ride

from the upper bar to the lower one with decreasing labels. This means that in both cases the last arc of
this group is labelled by 1

2
˛1.

This goes for all the groups of 1
2
˛i vertical arcs: in each group the labels increase or decrease by 1 and

the arc entering the �2ci box, after the group of 1
2
˛i vertical arcs, is labelled by

Pi
jD1

1
2 j̨ D �i .

The arc exiting the nth box is labelled by �n D
Pn

iD1
1
2
˛i . The last group of vertical arcs consists of

exactly j�nj arcs oriented upwards or downwards depending on whether �n < 0 or �n > 0. It follows
that the labels increase, or decrease, by 1 until they reach 0, at this point we meet the first arc, which is
already oriented and labelled.

�2c1 �2cn

0

sign.˛1/

1
2
˛1

�n�1C sign.˛n/

�n
sign.�n/

�n� sign.�n/

Figure 6: Fundamental domain with labelled oriented arcs.
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˛1 D 8> 0

˛2 D�6< 0

˛3 D 2> 0

b D 4> 0

�2c1 �2c2 �2c3

Figure 7: Example of fundamental domain.

At last, we count the crossings. We must count the crossings in the groups of vertical arcs and in the
boxes for i 2 f1; : : : ; ng and in the last group of j�nj vertical arcs. For each i 2 f1; : : : ; ng in the i th box
we find that the two strands run in opposite direction, one labelled 0 and one labelled �i . Hence we count

� jci j crossings with � D sign.ci/ and d D �i ,

� jci j crossings with � D sign.ci/ and d D��i .

Regarding the crossings in the vertical arcs, the idea is that they do not contribute inasmuch they simplify
with each other. In fact the undercrossing arc is the same strand for each crossing and the labels of the
overcrossing arcs start from one value and after increasing and decreasing they get back to the same value.
This is due to the fact that the linking number between the components of the butterfly link is 0 and the
two components only cross each other in the boxes of crossings that go from ˛1 to ˛n and in the box
containing �b crossings. Let us be more precise.

The 1
2
j˛i j crossings in the i th group of vertical arcs contribute to the �-function with a polynomial that

depends on the sign of ˛i and of b in the following way:

f .˛i ; b/D

(
Ct�i�1

P˛i=2

hD1
th; ai > 0;

�t�i�1
Pj˛i j=2�1

hD0
t�h; ai < 0:

Similarly, the crossings in the last group of vertical arcs contribute with

f .b/D�

�nX
hD1

th:

See Figure 7 for an example. To prove that these two functions are correct we must examine the two
possible cases.

(1) If ˛i > 0, then each crossing is positive, the undercrossing arc is labelled by 0 and the labels on the
1
2
˛i overcrossing arcs go from �i�1C 1 to �i�1C

1
2
˛i .

(2) If ˛i < 0, then each crossing is negative, the undercrossing arc is labelled by 0 and the labels on the
1
2
j˛i j overcrossing arcs go from �i�1 to �i�1C 1C 1

2
˛i .

The computation for the last group of vertical arcs works in the same way.
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It follows that the count of the crossings on the vertical groups of arcs for i 2 f1; : : : ; ng simplifies with
the count of the crossings on the last group of vertical arcs:� nX

iD1

f .˛i ; b/

�
Cf .b/D 0:

This means that

N�.t/D

nX
iD1

ci.t
�i C t��i / and N�.1/D 2

nX
iD1

ci I

hence �.t/D
Pn

iD1 ci.t
�i C t��i /� 2

Pn
iD1 ci .

In analogy with Sakuma’s result [17, Theorem II], we can observe the following corollary to Proposition 3.2.

Corollary 3.3 Every Laurent polynomial in Zhti is realised as butterfly polynomial of some directed
strongly invertible knot.

Proof Notice that the �-function of the butterfly link of the 2-bridge knot Kn D I1.2nI 1/ is

�.t/D tn
C t�n

� 2;

and these form a set of generators for Zhti.

Remark 3.4 Using only the formula of Proposition 3.2 we are not able to deduce that no 2-bridge knot
is equivariantly slice. As an example, the butterfly polynomial vanishes on the family of directed strongly
invertible knots given by I1.2a;�2a; 2a;�2aI b; c;�b; d/, with a; b; c; d 2 Z n f0g.

4 No 2-bridge knot is equivariantly slice

In this section we prove the following two propositions.

Proposition 4.1 The strongly invertible knot K D I1.˛1; : : : ; ˛nI c1; : : : ; cn/ is not equivariantly slice.

Proposition 4.2 The strongly invertible knot K D I2.˛1; : : : ; ˛n/ is not equivariantly slice.

To prove Proposition 4.1, we use the nullity of the butterfly link as an obstruction to equivariant sliceness.

Let L�S3 be a link, and denote by †.L/ the 2-fold cover of S3 branched over L. Recall that the nullity
of L is defined as

n.L/D 1C dim.H1.†.L/;Q//

and that the nullity is an invariant for link concordance, as shown in [12].

Proof of Proposition 4.1 Consider on K the direction specified in Figure 4. Recall that the fraction
associated with K is

p=q D Œ˛1; 2c1; : : : ; ˛n; 2cn�:
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�a2

b a1a1 b

�a2 �˛2

b ˛1

Figure 8: Left: butterfly link of I2.a1; a2; : : : ; an=2/. Right: the quotient knot K and the quotient
axis xA (in red).

As shown in the proof of Proposition 3.2, observe that Lb.K/ is a 2-bridge link with continued fraction�
�
Pn

iD1 ˛i ; 2cn; ˛n; : : : ; 2c1; ˛1

�
(see Figure 5). It follows that the associated rational number is

p00=q00 D�

nX
iD1

˛i C q0=p0;

where p0=q0 D Œ2cn; ˛n; : : : ; 2c1; ˛1�. It is a well-known fact (see [10, Theorem 4]) that p D p0 and q0 is
such that q � q0 ��1 mod p. It follows that p00=q00 2Q n f0g. Since the 2-fold cover †.Lb.K// of S3

branched over Lb.K/ is a lens space and p00=q00 ¤ 0, it is a rational homology S3. In particular, the
nullity of Lb.K/ is n.Lb.K//D 1. Since the nullity of the 2-component unlink is easily seen to be 2,
Lb.K/ is not concordant to the unlink. Therefore K is not equivariantly slice.

Proof of Proposition 4.2 By [17, Proposition 2.3], if
P

i�0 ˛2iC1 ¤ 0, then Sakuma’s �-polynomial is
nonvanishing for K, and hence K has infinite order in zC.

Therefore, we can assume
P

i�0 ˛2iC1D 0, and hence n> 2. In this case, we can see from Figure 8, left,
that the butterfly link Lb.K/ of K is a 2-bridge link. In order to conclude the proof as in Proposition 4.1,
we just have to show that Lb.K/ is not the unlink. Let K be the knot obtained by quotienting .S3;Lb.K//

by the involution �, as depicted in Figure 8, right.

Suppose by contradiction that Lb.K/ is the unlink, and hence †.Lb.K//Š S1�S2. Observe that K is
a 2-bridge knot with continued fraction p=q D Œ˛1; : : : ; ˛n˙ 1�.

We want to show that K is not an unknot. Observe that K is isotopic to the 2-bridge knot given
by the continuous fraction Œ�˛n � 1;�˛n�1; : : : ;�˛1�. If K is unknotted, by [18] we know that
Œ�˛n� 1;�˛n�1; : : : ;�˛1�D 1=s for some s 2 Z. Then

˙sC1

s
D Œ�˛n;�˛n�1; : : : ;�˛1�:

Computing the continuous fraction term by term, one finds that

Œ˛1; : : : ; ˛n�D Œ˙2;�2; : : : �:

This proves that K cannot be an unknot, since these coefficients do not satisfy the constraintX
i�0

˛2iC1 D 0:
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K
K K K K K

UB

�b �b �b �b �b

yLb.K/ Lm.K/

Figure 9: Construction of the moth link.

Now, since Lb.K/ is obtained from K by taking the double cover branched over the quotient of the axis xA,
†.Lb.K// is a double branched cover over †.K/. Since the transfer map (see [3, Chapter III, Section 2])

H1

�
†.K/;Z

�
1
2

��
Š Z=pZ ,!H1

�
†.Lb.K//;Z

�
1
2

��
Š Z

�
1
2

�
is injective and Z

�
1
2

�
is torsion-free, we obtain a contradiction. It follows that Lb.K/ is a nontrivial

2-bridge link, n.Lb.K//D 1 and hence that K is not equivariantly slice.

5 A new invariant of equivariant concordance

Recall that a semiorientation on a link L is the choice of an orientation on each component of L, up to
reversing the orientation on all components simultaneously.

Definition 5.1 Let K be a directed strongly invertible knot. We define yLb.K/ to be the 2-periodic,
semioriented link obtained by endowing Lb.K/ with the opposite semiorientation.

Observe that yLb.K/ is obtained from K via a band move coherent with the (unique) semiorientation
of K. Conversely, we can attach another equivariant band B to yLb.K/ obtaining again K (see Figure 9).

Definition 5.2 We define the moth link of K to be the link Lm.K/ given by the union of K and a
meridian U of the core of the band B, as described in Figure 9. Observe that this meridian can be chosen
so that Lm.K/ is a 2-component strongly invertible link.

Remark 5.3 Using the notation of [9], Lm.K/ is the strong fusion of the link yLb.K/ along the band B.

Proposition 5.4 Let .K0; �0; h0/ and .K1; �1; h1/ be two equivariantly concordant directed strongly
invertible knots. Then Lm.K/ is equivariantly concordant to Lm.J /.

Proof Let C �S3�I be a concordance between .K0; �0; h0/ and .K1; �1; h1/ equivariant with respect
to an extension � W S3 � I ! S3 � I of �0 t �1. In the proof of Proposition 2.6 we found an equivariant
embedding of EŠD1�D1�D1 in S3�I which intersects the concordance C in D1�@D1�D1 and such
that Cb D .C nE/[@D1�D1�D1 exhibits an equivariant concordance between Lb.K0/ and Lb.K1/.
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K

J

band sum

K

J K

J

Figure 10: The band sum of Lm.K/ and Lm.J / is Lm.K z# J /.

Now let N be a tubular neighbourhood of D1 � 0�D1 in S3 � I and let c be the arc 0� 0�D1. We
can take � > 0 small such that E� DD1� �D1�D1 �N. Then .Cb nE�/[D1�@.�D1/�D1[@N jc

is an equivariant concordance between Lm.K0/ and Lm.K1/.

Definition 5.5 Let K be a directed strongly invertible knot. We define the moth polynomial of K as the
�-function of Lm.K/DK[U, taken with respect to the component K, ie

�.Lm.K//.t/D �.K;U I t/:

Proposition 5.6 The moth polynomial induces a group homomorphism

�.Lm.�// W zC!Q.t/:

Proof Let K and J be two directed strongly invertible knots. By Proposition 5.4 if K and J are
equivariantly concordant then Lm.K/ and Lm.J / are concordant. Since the �-function is a concordance
invariant, �.Lm.K// D �.Lm.J //; therefore �.Lm.�// is well defined. Next we have to show that
�.Lm.K z# J //D �.Lm.K//C �.Lm.J //. This follows by observing that Lm.K z# J / is obtained from
Lm.K/ and Lm.J / by a band sum, as shown in Figure 10 and using [4, Theorem 7.1].

We provide now a formula to compute the moth polynomial of a directed strongly invertible knot K from
the Conway polynomial of K and yLb.K/.

Proposition 5.7 The moth polynomial of a directed strongly invertible knot K can be computed by the
formula

�.Lm.K//.t/D
r yLb.K /

.z/

zrK .z/
;

where rL.z/ is the Conway polynomial of an oriented (or semioriented ) link L and zD i.2� t� t�1/1=2.

The proposition above is an immediate consequence of Propositions 5.8 and 5.9.
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Proposition 5.8 [9, Proposition 1] Let L be a 2-component link and let b be a band with ends on
different components of L. Denote by L.b/ the knot obtained by performing a band move on L along b

and by yL.b/ the strong fusion of L given by b. Then the Cochran invariant of yL.b/ is given by

ˇ. yL.b//.x/D
�ix�1=2rL.ix

1=2/

rL.b/.ix
1=2/

:

Proposition 5.9 [4, Theorem 7.1] The Kojima–Yamasaki �-function can be expanded in powers of
x D .1� t/.1� t�1/ so that

�.L/.t/D ˇ.L/.x/:

Since �.Lm.�// is a homomorphism, Proposition 5.7 implies the following result.

Theorem 5.10 Let K be a directed strongly invertible knot such that r yLb.K /
.z/¤ 0. Then K is not

equivariantly slice and has infinite order in zC.

As an immediate application of Theorem 5.10 we have the following refinement of the results in Section 4
on 2-bridge knots.

Proposition 5.11 Every 2-bridge knot has infinite order in zC, independently of the choice of strong
inversion and direction.

Proof First of all, by Remark 2.5 it is sufficient to show that a directed strongly invertible knot K of
type I1.˛1; : : : ; ˛n; c1; : : : ; cn/ or I2.a1; : : : ; an/, with the direction specified in Figures 1, top, and 2,
has infinite order in zC.

As proven in Propositions 4.1 and 4.2, either Sakuma’s �-polynomial of K is nonzero, and hence K has
infinite order, or †.Lb.K//D†. yLb.K// is a rational homology S3.

Recall now that, for a link L� S3, we have jH1.†.L/;Z/j D j�L.�1/j, where 0 means that the group
is infinite. Since H1.†. yLb.K//;Z/ is finite, we deduce that the Alexander polynomial of yLb.K/ is
nonzero, and hence by Theorem 5.10 that K has infinite order in zC.
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Recipes to compute the algebraic K -theory of
Hecke algebras of reductive p-adic groups
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We compute the algebraic K-theory of the Hecke algebra of a reductive p-adic group G using the fact
that the Farrell–Jones conjecture is known in this context. The main tools will be the properties of the
associated Bruhat–Tits building and an equivariant Atiyah–Hirzebruch spectral sequence. In particular,
the projective class group can be written as the colimit of the projective class groups of the compact open
subgroups of G.

55P91; 19D50, 20C08

1 Introduction

We begin with stating the main theorem of this paper; explanation will follow:

Main Theorem 1.1 Let G be a td-group which is modulo a normal compact subgroup a subgroup of
a reductive p-adic group. Let R be a uniformly regular ring with Q�R. Choose a model ECop.G/ for
the classifying space for proper smooth G-actions. Let I � Cop be the set of isotropy groups of points
in ECop.G/.

Then:

(i) The map induced by the projection ECop.G/!G=G induces for every n 2 Z an isomorphism

HG
n .ECop.G/IKR/!HG

n .G=GIKR/DKn.H.GIR//:

(ii) There is a (strongly convergent) spectral sequence

E2p;q D SHG;Ip

�
ECop.G/IKq.H.‹IR//

�
)KpCq.H.GIR//;

whose E2-term is concentrated in the first quadrant.

(iii) The canonical map induced by the various inclusions K �G,

colim
K2SubI.G/

K0.H.KIR//!K0.H.GIR//;

can be identified with the isomorphism appearing in assertion (i) in degree n D 0 and hence is
bijective.

(iv) We have Kn.H.GIR//D 0 for n� �1.
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Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.
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We proved assertion (i) of Theorem 1.1 in [2, Corollary 1.8]. So this paper deals with implications of it
concerning computations of the algebraic K-groups Kn.H.G// of the Hecke algebra of G.

A td-group G is a locally compact, second countable, totally disconnected topological Hausdorff group.
It is modulo a normal compact subgroup a subgroup of a reductive p-adic group if it contains a (not
necessarily open) normal compact subgroup K such that G=K is isomorphic to a subgroup of some
reductive p-adic group.

A ring is called uniformly regular if it is Noetherian and there exists a natural number l such that any
finitely generated R-module admits a resolution by projective R-modules of length at most l . We write
Q � R if, for any integer n, the element n � 1R is a unit in R. Examples of uniformly regular rings R
with Q�R are fields of characteristic zero.

We denote by H.GIR/ the Hecke algebra consisting of locally constant functions s WG!R with compact
support, where the additive structure comes from the additive structure of R and the multiplicative
structure from the convolution product. Note that H.GIR/ is a ring without unit.

We denote by ECop.G/ a model for the classifying space for proper smooth G-actions, ie a G-CW-
complex, whose isotropy groups are all compact open subgroups of G and for which ECop.G/

H is weakly
contractible for any compact open subgroup H � G. Two such models are G-homotopy equivalent.
Hence HG

n .ECop.G/IKR/ is independent of the choice of a model. If G is a reductive p-adic group with
compact center, then its Bruhat–Tits building is a model for ECop.G/. If the center is not compact, one
has to pass to the extended Bruhat–Tits building.

We will construct a smooth G-homology theory HG
� .�IKR/ in Section 3. It assigns to a smooth G-CW-

pair .X;A/ a collection of abelian groups HGn .X;AIKR/ for n 2 Z that satisfies the expected axioms, ie
long exact sequence of a pair, G-homotopy invariance, excision, and the disjoint union axiom. Moreover,
for every open subgroup U �G and n 2 Z, we have

.1.2/ HG
n .G=U IKR/ŠKn.H.U IR//:

Let F be a collection of open subgroups of G which is closed under conjugation. Examples are the
set Cop of compact open subgroups of G and the set I of isotropy groups of points of some model for
ECop.G/. The subgroup category SubF .G/ appearing in Theorem 1.1(iii) has F as set of objects and
will be described in detail in Section 2.A.

The abelian groups SHG;Fp

�
EF .G/IKq.H.‹IR//

�
appearing in Theorem 1.1(ii) will be defined for

the covariant functor Kq.H.‹IR// W SubF .G/! Z-Mod, whose value at U 2 F is Kn.H.U IR//, in
Section 2.B. They are closely related to the Bredon homology groups BHG;Fp

�
EF .G/IKq.H.‹IR//

�
.

The proof of Theorem 1.1 will be given in Section 4.

The relevance of the Hecke algebra H.GIR/ is that the category of nondegenerate modules over it
is isomorphic to the category of smooth G-representations with coefficients in R; see for instance
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Bernstein [5] or Garrett [13]. Hence, in particular, its projective class group K0.H.GIR// is important.
The various inclusions K!G for K 2 Cop induce a map

.1.3/
M
K2Cop

K0.H.KIR//!K0.H.GIR//;

which factors over the canonical epimorphism
L
K2CopK0.H.KIR//! colimK2SubI.G/K0.H.KIR//

to the isomorphism appearing in Theorem 1.1(iii) and is hence surjective. Dat [10] has shown that the
map (1.3) is rationally surjective for G a reductive p-adic group and RDC. In particular, the cokernel of
it is a torsion group. Dat [9, Conjecture 1.11] conjectured that this cokernel is zwG-torsion. Here zwG is a
certain multiple of the order of the Weyl group of G. Dat [9, Proposition 1.13] proved this conjecture for
G D GLn.F / for a p-adic field F of characteristic zero and asked about the integral version — see the
comment following [9, Proposition 1.10] — which is now proven by Theorem 1.1(iii).

The computations simplify considerably in the case of a reductive p-adic group thanks to the associated
(extended) Bruhat–Tits building; see Sections 5 and 7. As an illustration we analyze the projective class
groups of the Hecke algebras of SLn.F /, PGLn.F / and GLn.F / in Section 6.

One of our main tools will be the smooth equivariant Atiyah–Hirzebruch spectra sequence, which we
will establish and examine in Section 2.
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2 The smooth equivariant Hirzebruch spectral sequence

Throughout this section we fix a set F of open subgroups of G which is closed under conjugation. Our
main examples for F are the family Op of all open subgroups and the family Cop of all compact open
subgroups. An F-G-CW-complex X is a G-CW-complex X such that, for every x 2 X, its isotropy
group Gx belongs to F. A smooth G-CW-complex is the same as an Op-CW-complex and a proper
smooth G-CW-complex is the same as a Cop-CW-complex. Let HG� be a smooth G-homology theory.

The main result of this section is:

Algebraic & Geometric Topology, Volume 25 (2025)



1136 Arthur Bartels and Wolfgang Lück

Theorem 2.1 Consider a pair .X;A/ of F-G-CW-complexes and a smooth G-homology theory HG� .
Then there is an equivariant Atiyah–Hirzebruch spectral sequence converging to HGpCq.X;A/, whose
E2-term is given by

E2p;q D BHG;Fp .X;AIHGq /

for the Bredon homology BHG;Fp .X;AIHGq / of .X;A/ with coefficients in the covariant ZOrF .G/-
module HGq that sends G=H to HGq .G=H/.

The remainder of this section is devoted to the definition of the Bredon homology, the construction of the
equivariant Atiyah–Hirzebruch spectral sequence, and some general calculations concerning the E2-term.
Convergence means that there is an ascending filtration Fl;m�lHGm.X;A/ for l D 0; 1; 2; : : : of HGm.X;A/
such that Fp;qHGpCq.X;A/=Fp�1;qC1H

G
pCq.X;A/ŠE

1
p;q for E1p;q D colimr!1Erp;q .

2.A The smooth orbit category and the smooth subgroup category

The F-orbit category OrF .G/ has as objects homogeneous G-spaces G=H with H 2 F. Morphisms
from G=H to G=K are G-maps G=H ! G=K. We will put no topology on OrF .G/. For any G-map
f WG=H !G=K of smooth homogeneous spaces, there is an element g 2G such that gHg�1 �K and
f is the G-map Rg�1 WG=H !G=K sending g0H to g0g�1K. Given two elements g0; g1 2G such that
giHg

�1
i �K for i D 0; 1, we have Rg�10 DRg�11 if and only if g1g�10 2K. We get a bijection

.2.2/ Knfg 2G j gHg�1 �Kg Š�!mapG.G=H;G=K/; g 7!Rg�1 :

The F-subgroup category SubF .G/ has F as the set of objects. ForH;K 2F, denote by conhomG.H;K/
the set of group homomorphisms f WH !K for which there exists an element g 2G with gHg�1 �K
such that f is given by conjugation with g, ie f D c.g/ WH !K, h 7! ghg�1. Note that c.g/D c.g0/
holds for two elements g; g0 2 G with gHg�1 �K and g0Hg0�1 �K if and only if g�1g0 lies in the
centralizer CGH D fg 2 G j gh D hg for all h 2 H g of H in G. The group of inner automorphisms
Inn.K/ of K acts on conhomG.H;K/ from the left by composition. Define the set of morphisms

morSubCop.G/.H;K/ WD Inn.K/nconhomG.H;K/:

There is an obvious bijection

.2.3/ Knfg 2G j gHg�1 �Kg=CGH
Š�! Inn.K/nconhomG.H;K/; KgCGH 7! Œc.g/�;

where Œc.g/�2 Inn.K/nconhomG.H;K/ is the class represented by the element c.g/ WH!K, h 7!ghg�1,
in conhomG.H;K/ and K acts from the left and CGH from the right on fg 2G j gHg�1 �Kg by the
multiplication in G.

Let

.2.4/ P WOrF .G/! SubF .G/

be the canonical projection which sends an object G=H to H and is given on morphisms by the obvious
projection under the identifications (2.2) and (2.3).
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2.B Cellular chain complexes and Bredon homology

Given an F-G-CW-complex X, we obtain a contravariant OrF .G/-space OX WOrF .G/! Spaces by
sending G=H to mapG.G=H;X/ D XH. We get a contravariant SubF .G/-space SX W SubF .G/ !

Spaces by sending H to CGHnmapG.G=H;X/ D CGHnX
H. A morphism H ! K given by an

element g 2G satisfying gHg�1 �K is sent to the map CGKnXK ! CGHnX
H induced by the map

XK !XH, x 7! g�1x.

Given a pair .Y; A/ with a filtration A D Y�1 � Y0 � Y1 � Y2 � � � � � Y with Y D colimn!1 Yn,
we associate to it a Z-chain complex C c� .Y; A/, whose nth chain module is the singular homology
H

sing
n .Yn; Yn�1/ of the pair .Yn; Yn�1/ (with coefficients in Z) and whose nth differential is given by the

composite

H
sing
n .Yn; Yn�1/

@n
�!H

sing
n�1.Yn�1/

H
sing
n�1.in�1/
��������!H

sing
n�1.Yn�1; Yn�2/

for @n the boundary operator of the pair .Yn; Yn�1/ and in�1 W Yn�1 D .Yn�1;∅/! .Yn�1; Yn�2/ the
inclusion.

Given a pair of F-G-CW-complexes .X;A/, the filtration by its skeletons induces filtrations on XH and
CGHnX

H for everyH 2F. We get a contravariant ZOrF .G/-chain complexCOrF .G/
� .X;A/ WOrF .G/!

Z-Ch and a contravariant ZSubF .G/-chain complex C SubF .G/
� .X;A/ W SubF .G/! Z-Ch by putting

C
OrF .G/
� .X;A/.G=H/ WD C c� .OX .G=H/;OA.G=H//D C

c
� .X

H ; AH /;

C
SubF .G/
� .X;A/.H/ WD C c� .SX .X/.H/; SA.H//D C

c
� .CGHnX

H ; CGHnA
H /:

Choose a G-pushout

.2.5/

`
i2In

G=Hi �S
n�1

`
i2In

qn
i

//

��

Xn�1

��`
i2In

G=Hi �D
n `

i2In
Qn
i

// Xn�1

It induces, for every closed subgroup H �G, pushouts`
i2In

.G=Hi /
H �Sn�1

`
i2In

.qn
i
/H

//

��

XHn�1

��`
i2In

.G=Hi /
H �Dn `

i2In
.Qn
i
/H

// XHn�1

and `
i2In

CGHn.G=Hi /
H �Sn�1

`
i2In

CGHn.q
n
i
/H
//

��

CGHnX
H
n�1

��`
i2In

CGHn.G=Hi /
H �Dn `

i2In
CGHn.Q

n
i
/H
// CGHnX

H
n�1
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Note that .G=Hi /H agrees with morOrF .G/.G=H;G=Hi / D mapG.G=H;G=Hi /. In the sequel, for a
set S we denote by ZS the free Z-module with basis S. Since singular homology satisfies the disjoint union
axiom, homotopy invariance and excision, we obtain an isomorphism of contravariant ZOrF .G/-modules

.2.6/
M
i2In

ZmorOrF .G/.‹; G=Hi /
Š�! COrF .G/

n .X;A/;

where ZmorOrF .G/.‹; G=Hi / is the free ZOr.G/-module based at the object G=Hi [14, Example 9.8 on
page 164], and analogously an isomorphism of contravariant ZSubF .G/-modules

.2.7/
M
i2In

ZmorZSubF .G/.‹;Hi /
Š�! C SubF .G/

n .X;A/:

If P�C
OrF .G/
� .X;A/ is the ZSubF .G/-chain complex obtained by induction with P W OrF .G/ !

SubF .G/ fromC
OrF .G/
� .X;A/— see [14, Example 9.15 on page 166] — we conclude from (2.6) and (2.7)

that the canonical map of ZSubF .G/-chain complexes

.2.8/ P�C
OrF .G/
� .X;A/ Š�! C

SubF .G/
� .X;A/

is an isomorphism.

For a covariant ZOr.G/-module M, we get from the tensor product over OrF .G/— see [14, 9.13 on
page 166] — a Z-chain complex COrF .G/

� .X;A/˝ZOrF .G/M.

Definition 2.9 (Bredon homology) We define the nth Bredon homology to be the Z-module

BHG;Fn .X;AIM/DHn.C
OrF .G/
� .X;A/˝ZOrF .G/M/:

Given a covariant ZSubF .G/-module N, define analogously

SHG;Fn .X;AIN/DHn.C
SubF .G/
� .X;A/˝ZSubF .G/N/:

Given a covariant ZSubF .G/-module N, define the covariant ZOrF .G/-module P �N to be N ıP. We
get from the adjunction of [14, 9.22 on page 169] and (2.8) a natural isomorphism of Z-chain complexes

.2.10/ C
SubF .G/
� .X;A/˝ZSubF .G/N

Š�! C
OrF .G/
� .X;A/˝ZOrF .G/ P

�N

and hence a natural isomorphism of Z-modules

.2.11/ BHG;Fn .X;AIP �N/ Š�! SHG;Fn .X;AIN/:

Let .X;A/ be a pair of F-CW-complexes. Denote by I the set of isotropy groups of points in X. Let
M be a covariant ZOrF .G/-module and N be a covariant SubF .G/-module. Denote by M jI and N jI
their restrictions to OrI.G/ and SubI.G/. Then one easily checks using [11, Lemma 1.9] that there are
canonical isomorphisms

BHG;In .X;AIM jI/Š BHG;Fn .X;AIM/;.2.12/

SHG;In .X;AIN jI/Š BHG;Fn .X;AIN/:.2.13/

Algebraic & Geometric Topology, Volume 25 (2025)



Recipes to compute the algebraic K-theory of Hecke algebras of reductive p-adic groups 1139

2.C The construction of the equivariant Atiyah–Hirzebruch spectral sequence

Proof of Theorem 2.1 Since .X;A/ comes with the skeletal filtration, there is by a general construction
a spectral sequence

Erp;q; d rp;q WE
r
p;q!Erp�r;qCr�1

converging to HGpCq.X;A/, whose E1-term is given by

E1p;q DHGpCq.Xp; Xp�1/;

and the first differential is the composite

d1p;q WE
1
p;q DHGpCq.Xp; Xp�1/!HGpCq�1.Xp�1/!HGpCq�1.Xp�1; Xp�2/DE

1
p�1;q;

where the first map is the boundary operator of the pair .Xp; Xp�1/ and the second is induced by the
inclusion. The elementary construction is explained for trivial G for instance in [18, 15.6 on page 339].
The construction carries directly over to the equivariant setting.

The straightforward proof of the identification of E2p;q with BHG;Fp .X;AIHq/ is left to the reader.

2.D Passing to the subgroup category

Condition 2.14 (SubjF ) Let HG� .�/ be a smooth G-homology theory. Then HG� .�/ satisfies the
condition (SubjF ) if, for any H 2 F and g 2 CGH, the G-map Rg�1 W G=H ! G=H sending g0H
to g0g�1H induces the identity on HGq .G=H/, ie HGq .Rg�1/D idHGq .G=H/.

Remark 2.15 Suppose that the G-homology theory HG� satisfies the condition (SubjF ). Then the
covariant ZOrF .G/-module HGq sendingG=H withH 2F to HGq .G=H/ defines a covariant ZSubF .G/-
module HGq WSubF .G/!Z-Mod uniquely determined by HGq DHGq ıP for the projectionP WOrF .G/!

SubF .G/. Moreover, we obtain from (2.11), for every pair .X;A/ of F-G-CW-complexes, natural
isomorphisms

BHG;Fn .X;AIHGq .�// Š�! SHG;Fn .X;AIHGq .�//:

Note that the right-hand side is often easier to compute than the left-hand side. One big advantage of
Sub.G/ in comparison with Or.G/ is that, for a finite subgroup H � G, the set of automorphisms
of H is the group NGH=H �CGH, which is finite, whereas the set of automorphisms of G=H in Or.G/

for a finite group H is the group NGH=H, which is not necessarily finite. This is a key ingredient in
the construction of an equivariant Chern character for discrete groups G and proper G-CW-complexes
in [15; 16].

If G is abelian, SubF .G/ reduces to the poset of open subgroups of G ordered by inclusion.
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2.E The connective case

Theorem 2.16 (i) Suppose that HGq .G=H/D 0 for every H 2 F and q 2 Z with q < 0. Then we
get , for every pair .X;A/ of F-G-CW-complexes and every q 2 Z with q < 0,

HGq .X;A/D 0:

(ii) Choose a model ECop.G/ for the classifying space of smooth proper G-actions. Let I be the set
of isotropy groups of points in ECop.G/. Suppose that HGq .G=H/D 0 for every open H 2 I and
q 2 Z with q < 0.

(a) Then , for every q < 0, we have HGq .ECop.G// D 0, the edge homomorphism induces an
isomorphism

BHG0 .ECop.G/IHGq .�// Š�!HG0 .EF .G//

and the canonical map

colim
G=H2OrI.G/

HG0 .G=H/ Š�!HG0 .EF .G//

is bijective.

(b) Suppose additionally that HG� satisfies condition (SubI); see Condition 2.14. Then the edge
homomorphism induces an isomorphism

SHG0 .ECop.G/IHGq .�// Š�!HG0 .EF .G//

and the canonical map

colim
H2SubI.G/

HG0 .H/
Š�!HG0 .ECop.G//

is bijective.

Proof (i) This follows directly from the smooth equivariant Atiyah–Hirzebruch spectral sequence of
Theorem 2.1.

(a) We get HGq .ECop.G//D 0 for q < 0 from assertion (i).

We get from the smooth equivariant Atiyah–Hirzebruch spectral sequence of Theorem 2.1 an isomorphism

BHG;I0 .ECop.G/IHG0 /DH0.C
OrI.G/
� .ECop.G//˝ZOrI.G/H

G
0 /
Š�!HG0 .ECop.G//

sinceE2p;qDBHG;I0 .ECop.G/IHGq /D0 is valid for p; q2Z if p<0 or q<0. Since the ZOrI.G/-module
COrI.G/
n .ECop.G// is free in the sense of [14, 9.16 on page 167] for n � 0 by (2.6) and ECop.G/

H is
weakly contractible forH 2I, the ZOrI.G/-chain complex COrI.G/

� .ECop.G// is a projective ZOrI.G/-
resolution of the constant contravariant ZOrI.G/-module Z, whose value is Z at each object and which
assigns to any morphism idZ. Since �˝Z˝ZOrI .G/

HGq is right exact by [14, 9.23 on page 169], we get
an isomorphism

H0.C
OrI.G/
� .ECop.G//˝ZOrI.G/H

G
0 /Š Z˝ZOrI.G/H

G
0 :
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We conclude from the adjunction appearing in [14, 9.21 on page 169] and the universal property of the
colimit that there is a canonical isomorphism

colim
G=H2OrI.G/

HG0 .G=H/Š Z˝ZOrI.G/H
G
0 :

This finishes the proof of assertion (a).

(b) This follows from assertion (a), since we get from (SubI) a canonical isomorphism

colim
G=H2OrI.G/

HG0 .G=H/ Š�! colim
H2SubI.G/

HGq .H/

for the covariant ZSubI.G/-module HGq determined by the covariant ZOrI.G/-module HGq ; see
Remark 2.15.

2.F The first differential

Let X be an F-G-CW-complex. Suppose that X0 D j̀2J G=Vj and that X1 is given by the G-pushout

.2.17/

`
i2I G=Ui �S

0

`
i2In

qi
//

��

X0

��`
i2I G=Ui �D

1 `
i2I Qi

// X1

We want to figure out the map of ZOrF .G/-modules 
 making the diagramL
i2I ZmorOrF .G/.‹; G=Ui /

Š
��



//
L
j2J ZmorOrF .G/.‹; G=Vj /

Š
��

C
OrF .G/
1 .X/

cn
// C

OrF .G/
0 .X/

commute, where the vertical isomorphisms come from the isomorphisms (2.6). In order to describe 
 , we
have to define for each i 2 I and j 2 J a map of ZOr.G/-modules


i;j W ZmorOrF .G/.‹; G=Hi /! ZmorZOrF .G/.‹; G=Kj /

such that fj 2 In�1 j 
i;j ¤ 0g is finite for every i 2 In. Note that 
i;j is determined by the image
of idG=Hi . Hence we need to specify for i 2 I and j 2 J an element

.2.18/ N
i;j 2 ZmorOrF .G/.G=Ui ; G=Vj /D ZmapG.G=Ui ; G=Vj /:

For each i 2 I, there are two elements j�.i/ and jC.i/ in J such that the image of G=Hi � f˙1g under
the map qi appearing in (2.17) is the summand G=Kj˙.i/ belonging to j˙.i/ of j̀2I0

G=Kj if we write
S0 D f�1; 1g. Denote by .q1i /˙1 WG=Hi !G=Kj˙ the restriction of q1i to G=Hi � f˙1g. We leave the
elementary proof of the next lemma to the reader.
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Lemma 2.19 In ZmapG.G=Hi ; G=Kj /,

N
i;j D

8<:
˙Œ.q1i /˙1� if j D j˙.i/ and j�.i/¤ jC.i/;
Œ.q1i /C1�� Œ.q

1
i /�1� if j D j�.i/D jC.i/;

0 if j … fj�.i/; jC.i/g:

Remark 2.20 This implies, for the Z-chain complex COrF .G/
� .X;A/ ˝OrF .G/ M for a covariant

ZOrF .G/-module M, that its first differential agrees with the Z-homomorphism

˛ D .˛i;j /i2I;j2J W
M
i2I

M.G=Ui /!
M
j2J

M.G=Vj /;

where the Z-homomorphisms ˛i;j WM.G=Ui /!M.G=Vj / are given, in the notation of Lemma 2.19, by

˛i;j D

8<:
˙M..q1i /˙/ if j D j˙.i/ and j�.i/¤ jC.i/;
M..q1i /C1/�M..q

1
i /�1/ if j D j�.i/D jC.i/;

0 if j … fj�.i/; jC.i/g:

Note that the cokernel of ˛ is BHG;F0 .X IM/.

We get a computation of the first differential of C SubF .G/
� .X;A/˝ZSubF .G/N for a covariant ZSubF .G/-

module N from the isomorphism (2.10). Explicitly, the first differential is given by

ˇ D .ˇi;j /i2I;j2J W
M
i2In

N.Ui /!
M

j2In�1

N.Vj /;

where the Z-homomorphisms ˇi;j W N.G=Ui /! N.G=Vj / are given as follows. Choose for the map
.qi /˙ W G=Ui ! G=Vj an element .gi /˙ with .qi /˙.eUi / D .gi /�1˙ Vj . Let Œc.gi /˙� W Ui ! Vj be the
morphism in SubF .G/ represented by c.gi /˙ W Ui ! Vj sending u to gug�1. Then

ˇi;j D

8<:
˙N.Œc.gi /˙�/ if j D j˙.i/ and j�.i/¤ jC.i/;
N.Œc.gi /C�/�N.Œc.gi /��/ if j D j�.i/D jC.i/;
0 if j … fj�.i/; jC.i/g:

Note that the cokernel of ˇ is SHG;F0 .X IN/.

3 A brief review of the Farrell–Jones conjecture for the algebraic K -theory
of Hecke algebras

In this section we give a review of the Farrell–Jones conjecture for the algebraic K-theory of Hecke
algebras. Further information can be found in [4; 2].

Let R be a (not necessarily commutative) associative unital ring with Q�R. Let G be a td-group. Let
H.GIR/ be the associated Hecke algebra.

One can construct a covariant functor

KR WOrOp.G/! Spectra
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such that �n.KR.Q
0=U 0//ŠKn.H.U IR// for any n 2 Z and open subgroup U �Q. Associated to it

is a smooth G-homology theory HG
� .�IKR/ such that

.3.1/ HG
n .G=U IKR/ŠKn.H.U IR//

for every n 2 Z and every open subgroup U �Q.

The next result follows from [2, Corollary 1.8].

Theorem 3.2 Let G be a td-group which is modulo a normal compact subgroup a subgroup of a reductive
p-adic group. Let R be a uniformly regular ring with Q�R.

Then the map induced by the projection ECop.G/!G=G induces for every n 2 Z an isomorphism

HG
n .ECop.G/IKR/

Š�!HG
n .G=GIKR/DKn.H.GIR//:

4 Proof of Theorem 1.1

Proof of Theorem 1.1 (i) This is exactly Theorem 3.2.

(ii) Since an open group homomorphism U ! V between two td-groups induces a ring homomorphism
H.U IR/ ! H.V IR/ between the Hecke algebras and hence a homomorphism Kn.H.U IR// !
Kn.H.V IR//, and inner automorphisms of a td-group U induce the identity on Kn.H.U IR//, we get a
covariant ZSubCom.G/-module Kn.H.‹IR// whose value at U is Kn.H.U IR//. Since the isomorphism
(3.1) is natural, we get an isomorphism of covariant ZOrOp.G/-modules

P �Kn.H.‹IR// Š�! �n.KR/

for the projection P W OrOp.G/! SubOp.G/ of (2.4). So the smooth equivariant Atiyah–Hirzebruch
spectral sequence applied to the smooth homology theoryHG

� .�IKR/ takes, for an F-G-CW-complex X,
the form

.4.1/ E2p;q D SHG;Fq

�
X IKq.H.‹IR//

�
)HG

pCq.X IKR/:

Now assertion (ii) follows from the special case X DECop.G/ and assertion (i).

(iii)–(iv) As Kq.H.KIR// vanishes for every compact td-group K and every q � �1 [4, Lemma 8.1],
assertions (iii)–(iv) follow from Theorem 2.16 applied in the case X DECop.G/ and from assertion (i).

5 The main recipe for the computation of the projective class group

Throughout this section, G will be a td-group and R a uniformly regular ring with Q � R, eg a field
of characteristic zero. We will assume that the assembly map HG

n .ECop.G/IKR/!HG
n .G=GIKR/D

Kn.H.GIR// is bijective for all n2Z. This is known to be true for subgroups of reductive p-adic groups
by Theorem 3.2.
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5.A The general case

Let X be an abstract simplicial complex with a simplicial G-action such that all isotropy groups are
compact open, the G-action is cellular, and jX jK is nonempty and connected for every compact open
subgroup K of G.

We can choose a subset V of the set of vertices of X such that the G-orbit through any vertex in X
meets V in precisely one element. Fix a total ordering on V. Let E be the subset of V �V consisting
of those pairs .v; w/ such that v � w and there exists g 2 G for which v and gw satisfy v ¤ gw and
span an edge Œv; gw� in X. For .v; w/ 2E, define F.v;w/ to be the subset of GvnG=Gw consisting of
elements x for which v and gw satisfy v ¤ gw and span an edge Œv; gw� in X for some (and hence all)
representative g of x. Choose a subset F.v;w/ of G such that the projection G!GvnG=Gw induces a
bijection F.v;w/! F.v;w/.

Then, for every edge of X, the G-orbit through it meets the set fŒv; gv� j .v; w/ 2 E; g 2 F.v;w/g in
precisely one element. Moreover, the 0-skeleton of jX j is given by jX j0 D

`
u2V G=Gu and jX j1 is

given by the G-pushout`
.v;w/2E

`
g2F.v;w/G=.Gv \Ggw/�S

0

`
.v;w/2E

`
g2F.v;w/ q.v;w/;g

//

��

jX j0

��`
.v;w/2E

`
g2F.v;w/G=.Gv \Ggw/�D

1 // jX j1

where q.v;w/;g WG=.Gv \Ggw/�S0! jX j0 D
`
u2V G=Gu is defined as follows. Write S0 D f�1; 1g.

The restriction of q.v;w/;g to G=.Gv \Ggw/� f�1g lands in the summand G=Gv and is given by the
canonical projection. The restriction of q.v;w/;g to G=.Gv \Ggw/� f1g lands in the summand G=Gw
and is given by the G-map Rg�1 WG=.Gv \Ggw/!G=Gw sending z.Gv \Ggw/ to zgGw .

Next we define a map

ˇ D .ˇ.v;w/;g;u/ W
M

.v;w/2E

M
g2F.v;w/

K0.H.Gv \Ggw IR//!
M
u2V

K0.H.GuIR//:

If uD v, then ˇ.v;w/;g;v WK0.H.Gv \Ggw IR//!K0.H.GvIR// is the map induced by the inclusion
Gv\Ggw!Gv multiplied with �1. If uDw, then ˇ.v;w/;g;w K0.H.Gv\Ggw IR//!K0.H.Gw IR//
is the map induced by the group homomorphism Gv \Ggw !Gw sending z to g�1zg. If u … fv;wg,
then ˇ.v;w/;g;u D 0.

Lemma 5.1 The cokernel of ˇ is isomorphic to K0.H.GIR//.

Proof We conclude from Remark 2.20 that the cokernel of ˇ is SHG;Cop
0 .X IKG0 .�//. The up-to-

G-homotopy unique G-map f W X ! ECop.G/ induces for every compact open subgroup K � G

a 1-connected map f K W jX jK ! ECop.G/
K. This implies that the map SHG;Cop

0 .X IKG0 .�// !

SHGICop
0 .ECop.G/IK

G
0 .�// induced by f is an isomorphism; see [14, Proposition 23(iii) on page 35].
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Theorem 2.16(b) implies SHG0 .ECop.G/IK
G
0 .�//ŠH

G
0 .ECop.G/IKR/. Since by assumption we have

HG
0 .ECop.G/IKR/ŠK0.H.GIR//, Lemma 5.1 follows.

Remark 5.2 Suppose additionally that X possesses a strict fundamental domain �, ie a simplicial
subcomplex � that contains exactly one simplex from each orbit for the G-action on the set of simplices
of X. Then one can take V to be the set of vertices of � and, for .v; w/ 2E, the set F.v;w/ to be feg.
Moreover, ˇ reduces to the map

ˇ D .ˇ.v;w;u// W
M

.v;w/2E

K0.H.Gv \Gw IR//!
M
u2V

K0.H.GuIR//;

where ˇ.v;w/;u is the map induced by the inclusion Gv\Gw!Gv multiplied with �1 for uD v, the map
induced by the inclusion Gv \Gw !Gw for uD w, and zero for u … fv;wg. Note that E is the subset
of V �V consisting of elements .v; w/ for which v < w holds and v and w span an edge Œv; w� in �.

5.B A variation

Consider a central extension 1! zC ! zG pr
�!G! 1 of td-groups together with a group homomorphism

� W zG ! Z such that zC \ �M is compact for �M WD ker.�/. We still consider the abstract simplicial
complex X of Section 5.A coming with a simplicial G-action such that all isotropy groups are compact
open, and jX jK is nonempty and connected for every compact open subgroup K of G. Furthermore, we
will assume that the assembly map H zGn .ECop. zG/IKR/!H

zG
n .
zG= zGIKR/DK0.H. zGIR// is bijective

for all n 2 Z.

If zC is compact, then we can consider X as a zG-CW-complex by restricting the G-action with pr and
Section 5.A applies. Hence we will assume that zC is not compact, or, equivalently, that zC is not contained
in the kernel �M WD ker.�/. Then the index m WD ŒZ W�.C/� is a natural number m� 1. We fix an element
Qc 2 zC with �. Qc/Dm. In the sequel, we choose for every g 2G an element Qg in zG satisfying pr. Qg/D g
and denote, for an open subgroup U �G, by zU � zG its preimage under pr W zG!G. Let


 W
M

.v;w/2E

M
g2F.v;w/

K0.H. zGv \ zGgw \ �M IR//!M
u2V

K0.H. zGu\ �M IR//
be the map whose component for .v; w/ 2E, g 2 F.v;w/ and u 2 V is the map

.5.3/ 
.v;w/;g;u WK0.H. zGv \ zGgw \ �M IR//!K0.H. zGu\ �M IR//
defined next. If uD v, it is the map coming from the inclusion zGv \ zGgw \ �M ! zGv \ �M multiplied
with �1. If uD w, it is the map coming from the group homomorphism zGv \ zGgw \ �M ! zGw \ �M
sending x to Qgx Qg�1. If u … fv;wg, it is trivial. Note that this definition is independent of the choice of
Qg 2 zG satisfying pr. Qg/D g for g 2 F.v;w/.

Lemma 5.4 The cokernel of 
 is K0.H. zGIR//.

Proof Note that jX j �R carries the G�Z-CW-complex structure coming from the product of the G-
CW-complex structure on jX j and the standard free Z-CW-structure on R. Since the Z-CW-complex R
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has precisely one equivariant 1-cell and one equivariant 0-cell, the set of equivariant 0-cells of the
G�Z-CW-complex jX j �R can be identified with the set V and the set of equivariant 1-cells can be
identified with the disjoint union of V and the set

`
.v;w/2E F.v;w/. Now the 0-skeleton of jX j �R is

given by the disjoint union
`
u2V
zG= zGu�Z and the 1-skeleton of jX j�R is given by the G�Z-pushout

.5.5/

`
v2V
zG= zGv�Z�S0q

`
.v;w/2E

`
g2F.v;w/

zG=. zGv\ zGgw/�Z�S0
Qq
//

��

`
u2V
zG= zGu�Z

��`
v2V
zG= zGv�Z�D1q

`
.v;w/2E

`
g2F.v;w/

zG=. zGv\ zGgw/�Z�S0 // .jX j�R/1

where Qq is given as follows. Write S0 D f�1; 1g. Fix u 2 V. The restriction of Qq to the summand
zG= zGv�Z�f�g lands in the summand zG= zGv�Z and is given by id for �D�1 and by id� sh1 for �D 1,

where sha W Z! Z sends b to aC b for a; b 2 Z. Fix .v; w/ 2E and g 2 F.v;w/. The restriction of Qq
to the summand zG=. zGv \ zGgw/�Z� f�1g belonging to .v; w/ and g lands in the summand for uD v
and is the canonical projection zG=. zGv \ zGgw/�Z! zG= zGv �Z. The restriction of Qq to the summand
zG=. zGv \ zGgw/�Z� f1g belonging to .v; w/ and g lands in the summand for uD w and is the map
R Qg�1 � idZ W zG=. zGv \ zGgw/�Z! zG= zGw �Z, where R Qg�1 sends Qz. zGv \ zGgw/ to Qz Qg�1 zGw .

We have the group homomorphism

� WD pr�� W zG!G �Z:

Its kernel is zC \ �M. Its image has finite index in G �Z, which agrees with the index m of the image
of � in Z.

We are interested in the zG-CW-complex ��.jX j �R/ obtained by restriction with � from the G�Z-CW-
complex jX j�R. So we have to analyze how theG�Z-cells in ��.jX j�R/ viewed as zG-spaces decompose
as disjoint unions of zG-cells. Consider any open subgroup U �G. Then we obtain a zG-homeomorphism

˛.U / W

m�1a
pD0

zG=. zU \ �M/ Š�! ��.G=U �Z/

by sending the element Qz. zU \ �M/ in the pth summand to .pr. Qz/U; �.Qz/Cp/. Next we have to analyze
the naturality properties of ˛.U /. The diagram, for a 2 Z,`m�1

pD0
zG=. zU \ �M/

˛.U /
//

O�a

��

��.G=U �Z/

id�sha
��`m�1

pD0
zG=. zU \ �M/

˛.U /

// ��.G=U �Z/

commutes, where O� sends the summand for p D 0; : : : ; m� 2 by the identity to the summand for pC 1
and sends the summand for p D m � 1 to the summand for p D 0 by the map RQc W zG=. zU \ �M/!

zG=. zU \ �M/ for Qc 2 zC satisfying �. Qc/Dm. Note for the sequel that the endomorphism �n.KR.RQc//
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of �n.KR. zG= zU \ �M//DK0.H. zU \ �M// is the identity, since conjugation with Qc induces the identity
on zU \ �M.

Consider two open subgroups U and V of G and an element g 2 G with gUg�1 � V. Then we get
well-defined zG-maps R Qg�1 W zG=. zU \ �M/ ! zG=. zV \ �M/ sending Qz. zU \ �M/ to Qz Qg�1. zV \ �M/ and
Rg�1 � id W ��.G=U �Z/! ��.G=V �Z/ sending .zU; n/ to .zg�1V; n/ and the following diagram
commutes: `m�1

pD0
zG=. zU \ �M/

˛.U /

Š
//

`m�1
pD0 R Qg�1

��

��.G=U �Z/

R
g�1
�sh

�. Qg�1/

��`m�1
pD0

zG=. zV \ �M/
˛.V /

Š
// ��.G=V �Z/

In particular the following diagram commutes:`m�1
pD0

zG=. zU \ �M/
˛.U /

Š
//

��. Qg/ı.
`m�1
pD0 R Qg�1/

��

��.G=U �Z/

R
g�1
�id

��`m�1
pD0

zG=. zV \ �M/
˛.V /

Š
// ��.G=V �Z/

Now we obtain from the G�Z-pushout (5.5) by applying restriction with � and the maps ˛U above
a zG-pushout describing how the 1-skeleton of the zG-CW-complex ��.jX j � R/ is obtained from its
0-skeleton and explicit descriptions of the attaching maps.

In the sequel Am stands for them-fold direct sum of copies of A for an abelian group A and � WAm!Am

denotes the permutation map sending .a1; a2; : : : ; am/ to .am; a1; : : : ; am�1/ and aug WAm!A denotes
the augmentation map sending .a1; : : : ; am/ to a1C � � �C am.

Let ı be the map given by the direct sum

ı D
M
v2V

ıv W
M
v2V

K0.H. zGv \ �M IR//m!M
v2V

K0.H. zGv \ �M IR//m;
where ıv WK0.H. zGv \ �M IR//m!K0.H. zGv \ �M IR//m is � � id. Let

� W
M

.v;w/2E

M
g2F.v;w/

K0.H. zGv \ zGgw \ �M IR//m!M
u2V

K0.H. zGu\ �M IR//m
be the map given by the components �.v;w/;g;u defined as follows. For uD v, the map �.v;w/;g;v is the
m-fold direct sum 
m

.v;w/;g;v
of the maps 
.v;w/;g;v defined in (5.3). For uD w, we put

�.v;w/;g;w WK0.H. zGv\ zGgw\ �M IR//m 
m
.v;w/;g;u
������!K0.H. zGv\ �M IR//m ��. Qg/

����!K0.H. zGw\ �M IR//m:
Since �m D id, the map ��. Qg/ depends only on N�.g/, where N� WG! Z=m sends g to the image of Qg
under the projection Z! Z=m for any choice of an element Qg 2 zG with pr. Qg/D g.
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The cokernel of the map

ı˚ � W

�M
v2V

K0.H. zGv \ �M IR//m�˚� M
.v;w/2E

M
g2F.v;w/

K0.H. zGv \ zGgw \ �M IR//m�
!

M
u2V

K0.H. zGu\ �M IR//m
is K0.H. zGIR// because of Theorem 2.16(b) and Remark 2.20, by the same argument as appears in the
proof of Lemma 5.1, since .��.jX j�R//K is connected for every compact open subgroup K of zG. It does
not matter that ��.jX j �R/ is a zG-CW-complex but not a simplicial complex, since in the description
of ˇi;j appearing in Remark 2.20 the case ji .C/D j�.i/ never occurs.

We can identify
L
v2V K0.H. zGv \ �M IR// and the cokernel of ı, since we have the exact sequence

Am
��id
���!Am ˛

�!A! 0 for every abelian group A. The cokernel of ı˚ � is isomorphic to the cokernel
of the composite of � with the mapM

v2V

aug W
M
v2V

K0.H. zGv \ �M IR//m!M
v2V

K0.H. zGv \ �M IR//D cok.ı/:

For every .v; w/ 2E, g 2 F.v;w/ and u 2 V, the diagram

K0.H. zGv \ zGgw \ �M IR//m �.v;w/;u
//

aug
��

K0.H. zGu\ �M IR//m
aug
��

K0.H. zGv \ zGgw \ �M IR//

.v;w/;u

// K0.H. zGu\ �M IR//
commutes, since ˛ ı� D ˛.

6 The projective class group of the Hecke algebras of SLn.F /, PGLn.F /

and GLn.F /

Next we apply the recipes of Section 5 to some prominent reductive p-adic groups G as an illustration.
For the remainder of this section R is a uniformly regular ring with Q�R.

Note that, for a reductive p-adic group G, the assembly map HG
n .ECop.G/IKR/!HG

n .G=GIKR/D

Kn.H.GIR// is bijective for all n 2 Z by Theorem 3.2. Moreover, the Bruhat–Tits building X of G
or of G=cent.G/ can serve as the desired simplicial complex X appearing in Section 5. The original
construction of the Bruhat–Tits building can be found in [8]. For more information about buildings, we
refer to [1; 6; 7; 17]. The space X carries a CAT(0)-metric, which is invariant under the action of G or
G=cent.G/; see [6, Theorem 10A.4 on page 344]. Hence jX jH is contractible for any compact open
subgroup H of G or G=cent.G/, since XH is a convex nonempty subset of X and hence contractible
by [6, Corollary II.2.8 on page 179]. Therefore the geometric realization of the Bruhat–Tits building X is
(after possibly subdividing to achieve a cellular action) a model for ECop.G/ or ECop.G=cent.G//.
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6.A SLn.F /

We begin with computing K0
�
H.SLn.F /IR/

�
, where F is a non-Archimedean local field with valuation

v WF !Z[f1g. The following claims about the Bruhat–Tits building X for SLn.F / (and later about X 0)
can all be verified from the description of X in [1, Section 6.9].

For l D 0; : : : ; n� 1, let U S
l

be the compact open subgroup of SLn.F / consisting of all matrices .aij /
in SLn.F / satisfying v.ai;j / � �1 for 1 � i � n� l < j � n, v.ai;j / � 1 for 1 � j � n� l < i � n
and v.ai;j / � 0 for all other i and j. In particular, U S

0 D SLn.O/, where O D fz 2 F j v � 0g. The
intersection of the U S

l
is the Iwahori subgroup I S of SLn.F /. It is given by those matrices A in SLn.F /

for which v.ai;j /� 1 for i > j and v.ai;j /� 0 for i � j .

The .n�1/-simplex � can be chosen with an ordering on its vertices such that the isotropy group of its
l th vertex vl is U S

l
. The isotropy group of a face � of � is the intersection of the isotropy groups of the

vertices of � . In particular, the isotropy group of � is the Iwahori subgroup IS of SLn.F /. Consider the
map

dSLn.F / W
M

0�i<j�n�1

K0.H.U S
i \U

S
j IR//!

M
0�l�n�1

K0.H.U S
l IR//

for which the component dSLn.F /
i<j;l

WK0.H.U S
i \U

S
j IR//!K0.H.U S

l
IR// is given by�K0.H.f ii<j IR//

if l D i , by K0.H.f
j
i<j IR// if l D j, and zero if l … fi; j g, where f ki<j WU

S
i \U

S
j !U S

k
is the inclusion

for k D i; j.

Then the cokernel of dSLn.F / is K0
�
H.SLn.F /IR/

�
by Lemma 5.1 and Remark 5.2.

6.B PGLn.F /

Next we compute K0
�
H.PGLn.F /IR/

�
. The action of SLn.F / on X extends to an action of GLn.F /.

This action factors through the canonical projection pr W GLn.F /! PGLn.F / to an action of PGLn.F /.
These actions are still simplicial, but no longer cellular. Let

Oh WD

0BBB@
1
: : :

1

�

1CCCA 2 GLn.F /;

where we choose a uniformizer � 2F, ie an element in F satisfying v.�/D 1. Obviously Ohn is the diagonal
matrix � � In, all of whose diagonal entries are �, and hence is central in GLn.F /. Define h 2 PGLn.F /
by h D pr. Oh/. Then hvl D vlC1 for l D 0; : : : ; n� 2 and hvn�1 D v0 and hn is the unit in PGLn.F /.
In particular, the action of PGLn.F / is transitive on the vertices of X. To obtain a cellular action, X
can be subdivided to X 0 as follows. The .n�2/-skeleton of X is unchanged, while the .n�1/-simplices
of X are replaced in X 0 with cones on their boundary. More formally, the vertices of X 0 are the vertices
of X and the barycenters b� of .n�1/-simplices � of X. A set S of vertices of X 0 is a simplex of X 0

if and only if either S is a k-simplex of X and k < n� 1 or S contains exactly one barycenter b� and
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all v 2 S n fb�g are vertices of � (in the simplicial structure of X). The action of PGLn.F / on X 0 is
then cellular and is transitive on .n�1/-simplices of X 0. There are two orbits of vertices, represented by
v0 and b�. Let k WD

�
1
2
n
˘
. There are kC 1 orbits of 1-simplices, represented by fv0; v1g,. . . ,fv0; vkg

and fv0; b�g. Next we describe some isotropy groups.

For an open subgroupW �PGLn.F /, let �W be its preimage under the projection pr WGLn.F /!PGLn.F /.
For l D 0; : : : ; n � 1, let U G

l
be the compact open subgroup of GLn.F / given by Ohl GLn.O/ Oh�l D

CPGLn.F /vl D CPGLn.F /hlv0 . In particular, U G
0 D GLn.O/. Note that

U G
l \SLn.F /D . Ohl GLn.O/ Oh�l/\SLn.F /D Ohl SLn.O/ Oh�l D U Sl :

The intersection of the U G
l

is the Iwahori subgroup IG of GLn.F /. Let U P
l

be the image of U G
l

in PGLn.F /. This is the isotropy group of the vertex vl for the action of PGLn.F /. The Iwahori
subgroup I P of PGLn.F / is the image of IG under pr. It is the pointwise isotropy subgroup for �. Let
H be the subgroup generated by the image of h in PGLn.F /. It is a cyclic subgroup of order n that
cyclically permutes the vertices of �. This subgroup normalizes I P and the isotropy group of b� is the
product HI P. Recall that vl D hlv0 and hence UP

l
D hlU0Ph

�l .

Write iH W I P!HI P, i0 W I P!U P
0 , c0 WU P

0 \U
P
i !U P

0 for the inclusions and define cl WU P
0 \U

P
l
!U P

0

by z 7! h�lzhl . Let

dPGLn.F / WK0.H.I P
IR//˚

kM
lD1

K0.H.U P
0 \U

P
l IR//!K0.H.HI P

IR//˚K0.H.U P
0 IR//

be the map that isK0.iH /��K0.i0/ onK0.H.I PIR// and 0�.K0.cl/�K0.c0// onK0.H.U P
0 \U

P
l
IR//.

The cokernel of the homomorphism dPGLn.F / agrees with SHPGLn.F /
0

�
X 0IK0.H.‹IR//

�
by Lemma 5.1

if, using the notation of Section 5.A, we put E D fv0; b�g with v0 < b�, F.v0:v0/D fh; h2; : : : ; hkg
and F.v0; b�/D feg.

6.C GLn.F /

Next we compute K0
�
H.GLn.F /IR/

�
. Note that GLn.F / has a noncompact center. Hence Section 5.A

does not apply and we have to pass to the setting of Section 5.B using the short exact sequence 1! C D

cent.GLn.F //! GLn.F /
pr
�! PGLn.F /! 1, the discussion in Section 6.B and Lemma 5.4.

Let �M be the kernel of the composite � WGLn.F /
det
�!F � �

�!Z. Let yH �GLn.F / be the infinite cyclic
subgroup generated by the element Oh. Note that �M \C consists of those diagonal matrices whose entries
on the diagonal are all the same and are sent to 0 under �. We conclude .GLn.O/ �C/\ �M D GLn.O/
from C \ �M � GLn.O/ � �M. Recall that, for W � PGLn.F /, we denote by �W its preimage under
pr W GLn.F /! PGLn.F /. Since pr.U G

l
/D U P

l
, we get, for l D 0; : : : ; n� 1,fU P

l \
�M D .U G

l �C/\
�M D . Ohl GLn.O/ Oh�l �C/\ �M D Ohl�.GLn.O/�C/\ �M �

Oh�lD Ohl GLn.O/ Oh�lDU G
l :

Now one easily checks �I P\ �M D IG. Finally we show eHI P\ �M D IG. We get IG � eHI P\ �M from�I P\ �M D IG. Consider an element A 2 eHI P\ �M. We can find an integer b, an element B 2 IG, and an
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element D 2C such that AD OhbBD and �.A/D 0. From IG � �M, we conclude OhbD 2 �M. Since �.D/
is divisible by n and �. Oh/D 1 holds, b is divisible by n. This implies Ohb 2 C and hence OhbD 2 C \ �M.
As .C \ �M/IG D IG, we conclude A 2 IG. Hence eHI P\ �M D IG.

Let Q{0 W IG! U G
0 and Qc0 W U G

0 \U
G
i ! U G

0 be the inclusions and let Qcl W U G
0 \U

G
l
! U G

0 be the map
sending Qz to Oh�l Qz Ohl . Let

NdGLn.F / WK0.H.IG
IR//˚

kM
lD1

K0.H.U G
0 \U

G
l IR//!K0.H.IG

IR//˚K0.H.U G
0 IR//

be the map that is idK0.IG/��K0.Q{0/ onK0.H.IGIR// and 0�.K0. Qcl/�K0. Qc0// onK0.H.U G
0 \U

G
i IR//.

The cokernel of the map NdGLn.F / is K0
�
H.GLn.F /IR/

�
by Lemma 5.4. Let

QdGLn.F / W

kM
lD1

K0.H.U G
0 \U

G
l IR//!K0.H.U G

0 IR//

be the map which is given by K0. Qcl/�K0. Qc0/ on K0.H.U G
0 \U

G
l
IR//. Since QdGLn.F / has the same

cokernel as NdGLn.F /, the cokernel of QdGLn.F / is K0
�
H.GLn.F /IR/

�
.

7 Homotopy colimits

7.A The Farrell–Jones assembly map as a map of homotopy colimits

Next we want to extend the considerations of Section 6 to the higher K-groups. For this purpose and the
proofs appearing in [2], it is worthwhile to write down the assembly map in terms of homotopy colimits.
The projections G=U !G=G for U compact open in G induce a map

.7.1/ hocolim
G=U2OrCop.G/

KR.G=U /!KR.G=G/'K .H.GIR//:

This map can be identified after applying �n with the assembly map appearing in Theorems 1.1(i) and 3.2.
This follows from [11, Section 5].

7.B Simplifying the source of the Farrell–Jones assembly map

Let X be an abstract simplicial complex with simplicial G-action such that the isotropy group of each
vertex is compact open and the G-action is cellular. Furthermore we assume that jX jK is weakly
contractible for any compact open subgroup of G. Then jX j is a model for ECop.G/.

Let C be a collection of simplices of X that contains at least one simplex from each orbit of the action
of G on the set of simplices of X. Define a category C.C / as follows. Its objects are the simplices from C.
A morphism gG� W �! � is an element gG� 2G=G� satisfying g� � � . The composite of gG� W �! �

with hG� W � ! � is hgG� W � ! �. Define a functor

.7.2/ �C W C.C /op
!OrCop.G/

by sending an object � to G=G� and a morphism gG� W � ! � to Rg WG=G� !G=G� , g0G� 7! g0gG� .
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Lemma 7.3 Under the assumptions above , the map induced by the functor �C ,

hocolim
�2C.C/op

KR.G=G� /
��! hocolim

G=U2OrCop.G/
KR.G=U /;

is a weak homotopy equivalence.

Proof We want to apply the criterion [12, 9.4]. So we have to show that the geometric realization
of the nerve of the category G=K # �C is a contractible space for every object G=K in OrCop.G/. An
object in G=K # �C is a pair .�; u/ consisting of an element � 2 C and a G-map u W G=K ! G=G� .
A morphism .�; u/! .�; v/ in G=K # �C is given by a morphism gG� W � ! � in C.C / such that the
G-map Rg WG=G� !G=G� sending zG� to zgG� satisfies v ıRg D u.

Let P.XK/ be the poset given by the simplices of XK ordered by inclusion. Then we get an equivalence
of categories

F W P.XK/op '
�!G=K # �C

as follows. It sends a simplex � to the object .�; pr� WG=K!G=G� / for the canonical projection pr� .
A morphism �! � in P.XK/op is sent to the morphism .�; pr� /! .�; pr� / in G=K # �C which is given
by the morphism eG� W � ! � in C.C /.

Consider an object .�; u/ inG=K # �C . We want to show that it is isomorphic to an object in the image of F.
Choose g 2G such that g�1Kg�G� and let u be the G-map Rg WG=K!G=G� sending zK to zgG� .
ThenK�Gg� and we can consider the object F.g�/D .g�; prg� / for the projection prg� WG=K!Gg� .
Now the isomorphism gG� W � ! g� in C.C / induces an isomorphism F.g�/ Š�! .�; u/ in G=K # �C .

Obviously F is faithful. It remains to show that F is full. Fix two objects � and � in P.XK/. Consider a
morphism f W F.�/D .�; pr� /! F.�/D .�; pr� / in G=K # �C . It is given by a morphism gG� W � ! �

in C.C / such that the composite of Rg W G=G� ! G=G� with pr� is pr� . This implies gG� D G� and
hence g 2 G� . Since g� � � by the definition of a morphism in C.C /, we get � � � . Hence f is the
image of the morphism � ! � under F. This shows that F is full.

Hence it remains to show that geometric realization of the nerve of P.XK/op is contractible. Since this is
the barycentric subdivision of jX jK, this follows from the assumptions.

Suppose additionally that X admits a strict fundamental domain �, ie a simplicial subcomplex � that
contains exactly one simplex from each orbit for the G-action on the set of simplices of X. Then we can
take for C the simplices from �. In this case C.C / can be identified with the poset P.�/ of simplices
of �. Recall that, for any open subgroup U of G, there is an explicit weak homotopy equivalence
K .H.U IR// '�! KR.G=U /, where the source is the K-theory spectrum K .H.U IR// of the Hecke
algebra H.U IR/; see [3, (5.6) and Remark 6.7]. Lemma 7.3 implies:

Theorem 7.4 Let X be an abstract simplicial complex with a simplicial G-action such that the isotropy
group of each vertex is compact open , the G-action is cellular , and jX jK is weakly contractible for every
compact open subgroup K of G. Let � be a strict fundamental domain.

Algebraic & Geometric Topology, Volume 25 (2025)



Recipes to compute the algebraic K-theory of Hecke algebras of reductive p-adic groups 1153

Then the assembly map

.7.5/ hocolim
�2P.�/op

K .H.G� IR//! hocolim
G=U2OrCop.G/

KR.G=U /

induced by the functor P.�/op!OrCop.G/ sending a simplex � to G� is a weak homotopy equivalence.

Example 7.6 (SLn.F /) Let X be the Bruhat–Tits building for SLn.F /. Then the canonical SLn.F /
action on X is cellular. We will use again the notation introduced in Section 6. The .n�1/-simplex �,
viewed as a subcomplex of X, is a strict fundamental domain. Applying this in the case nD 2 yields the
homotopy pushout diagram

K .H.I SIR// //

��

K .H.U S
1 IR//

��

K .H.U S
0 IR//

// K
�
H.SL2.F /IR/

�
For the K-groups this yields a Mayer–Vietoris sequence, infinite to the left,

.7.7/ � � � !Kn.H.I S
IR//!Kn.H.U S

1 IR//˚Kn.H.U
S
0 IR//!Kn

�
H.SL2.F /IR/

�
!Kn�1.H.I S

IR//!Kn�1.H.U S
1 IR//˚Kn�1.H.U

S
0 IR//! � � �

� � � !K0.H.I S
IR//!K0.H.U S

1 IR//˚K0.H.U
S
0 IR//!K0

�
H.SL2.F /IR/

�
! 0

and Kn
�
H.SL2.F /IR/

�
D 0 for n� �1.

For nD 3 we obtain the homotopy pushout diagram

K .H.U S
12IR//

//

��

K .H.U S
2 IR//

��

K .H.I SIR//

77

//

��

K .H.U S
02IR//

66

��

K .H.U S
1 IR//

// K
�
H.SL3.F /IR/

�
K .H.U S

01IR//
//

77

K .H.U S
0 IR//

66

where we abbreviated U S
ij WD U

S
i \U

S
j . In general, for SLn.F / we obtain a homotopy pushout diagram

whose shape is an n-cube.

To such an n-cube there is assigned a spectral sequence concentrated in the region for p � 0 and
0� q � n� 1, which corresponds to the spectral sequence appearing in Theorem 1.1(ii).

8 Allowing central characters and actions on the coefficients

So far we have only considered the standard Hecke algebra H.GIR/. There are more general Hecke
algebras H.GIR; �; !/ [4], and all the discussions of this paper carry over to them in the obvious way.
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We prove that for any reduced differential graded Lie algebra L, the classical Quillen geometrical
realization hLiQ is homotopy equivalent to the realization hLi D Homcdgl.L�;L/ constructed via the
cosimplicial free complete differential graded Lie algebra L�. As the latter is a deformation retract of
the Deligne–Getzler–Hinich realization MC�.L/ we deduce that, up to homotopy, all known topological
realization functors of complete differential graded Lie algebras coincide. Immediate consequences of
our main result include an elementary proof of the Baues–Lemaire conjecture and the description of the
Quillen realization as a representable functor.

17B55, 55P62

Introduction

In [13], Quillen constructed a geometrical realization functor

h � iQ W dgl1! sset1

from the category of simply connected differential graded Lie algebras to the category of reduced simplicial
sets. This was the starting point of rational homotopy theory, from the Lie approach, as this functor
induces an equivalence between the corresponding homotopy categories when considering rational reduced
simplicial sets. Later on [8; 9], the Deligne–Getzler–Hinich groupoid functor

MC� W cdgl! sset

was defined in the category of complete differential graded Lie algebras, for which we use the acronym
cdgl henceforth. Given L a cdgl, MC�.L/DMC.A�

y̋L/ is the simplicial set of Maurer–Cartan elements
of the simplicial cdgl A�

y̋L in which A� denotes the simplicial commutative differential graded algebra
of PL-differential forms on the standard simplices.

Finally — see Buijs, Félix, Murillo and Tanré [4] — there is a realization functor for cdgl’s based on a
quite geometrical cosimplicial cdgl L�,

(1) h � iW cdgl! sset; hLi D Homcdgl.L�;L/:
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Buijs, Félix, Murillo and Tanré [3, Theorem 0.2] and Robert-Nicoud [14, Theorem 5.2] showed that, for
any cdgl L, hLi is simplicially isomorphic to 
�.L/, the nerve of L [8, Section 5], which is a deformation
retract of MC�.L/.

It is important to remark that the realization functor of (1), in fact the adjoint pair of functors in (2), has
been widely and highly nontrivially extended to the L1-algebra setting by Robert-Nicoud and Vallette [15,
Sections 2 and 3] by means of the so-called integration functor R, which in turn recovers again the
Getzler nerve functor 
�.

Here, we close up the circle and prove:

Theorem 0.1 For any simply connected differential graded Lie algebra L, the simplicial sets hLi and
hLiQ have the same weak homotopy type.

A precise and slightly more general statement of this result is Theorem 2.1. The first immediate con-
sequence is that the functors induced in the respective homotopy categories by the global model and
realization functors, see [4],

(2) sset cdgl
h � i

oo

L
//

extend (in a unique way) the classical equivalence due to Quillen between the homotopy categories of
rational reduced simplicial sets and that of simply connected differential graded Lie algebras. In particular,
and under no restriction, the Quillen original realization functor is representable by the cosimplicial Lie
algebra L� and thus, it can be finally regarded as the Eckmann–Hilton dual of the realization functor of
commutative differential graded algebras — see Sullivan [16] — which is corepresentable by A�. That
is a question which has puzzled rational homotopists since the birth of both the Sullivan and Quillen
approaches to rational homotopy theory.

Theorem 0.1 was already known for simply connected differential graded Lie algebras of finite type
[4, Corollary 11.17] but its proof heavily relied in the Baues–Lemaire conjecture [1, Conjecture 3.5]
proved by Majewski [10]. The opposite procedure is now available. Namely, the self-contained proof of
Theorem 0.1 under no restriction lets us trivially reprove this conjecture by which, given L the minimal
Quillen model of a simply connected complex of finite type X , the commutative differential graded
algebra C�.L/ of the Chevalley–Eilenberg cochain functor on L has the homotopy type of the Sullivan
minimal model of X .

For completeness, we also collect extensions of this conjecture to the nonfinite type and/or not simply
connected case and describe, in this extended scenario, the result of composing the Sullivan realization
functor of commutative differential graded algebras [16],

h � iS W cdga! sset; hAiS D Homcdga.A;A�/;

and the appropriate extension of the Chevalley–Eilenberg cochain functor adapted to the specific class of
considered differential graded Lie algebras.
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1 Preliminaries

Unless explicitly stated otherwise, any algebraic object is assumed to be Z-graded and having Q as
coefficient field. We denote in bold the category containing such object.

A differential graded Lie algebra (dgl henceforth) is a graded vector space L endowed with a Lie bracket
Œ � ; � � satisfying graded antisymmetry and Jacobi identity, and a linear derivation d of degree �1 such
that d2 D 0. An element a 2L�1 is Maurer–Cartan (MC element hereafter) if daD�1

2
Œa; a�. Given an

MC element a 2L�1 the map da D d C ada is a new differential on L. The component of L at a is the
connected sub-dgl La of .L; da/ given by

La
p D

�
ker da if p D 0;

Lp if p > 0:

A dgl L is called free if it is free as a Lie algebra, that is, LD L.V / for some graded vector space V . A
dgl L is simply connected or reduced if it is concentrated in positive degrees, LD

L
p�1 Lp.

A complete differential graded Lie algebra, cdgl henceforth, is a dgl L equipped with a decreasing
filtration of differential ideals,

LD F1
� � � � � Fn

� FnC1
� � � � ;

with ŒFp;Fq �� FpCq for p; q � 1 and such that the natural map

L Š
�! lim

 ��
n

L=Fn

is a dgl isomorphism. The lower central series of a given dgl,

L1
� � � � �Ln

�LnC1
� � � � ; L1

DL; Ln
D ŒL;Ln�1�;

is always a filtration. A morphism f W L! L0 between cdgl’s is a filtration preserving dgl morphism.
Note that any simply connected dgl is always complete.

Given a free Lie algebra L.V / we write

yL.V /D lim
 ��

n

L.V /=L.V /n

where, as before, fL.V /ngn�0 denotes the lower central series of L.V /. This Lie algebra is complete
with respect to the filtration Fn D ker.yL.V /! L.V /=L.V /n/ for n� 1.

Algebraic & Geometric Topology, Volume 25 (2025)
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The homotopy theory of cdgl’s, for which we refer to [4], is based on the pair of adjoint functors, (global)
model and realization,

(3) sset cdgl;
h � i

oo

L
//

which highly rely on the cosimplicial cdgl L� D fLngn�0; see [4, Chapter 6]. For each n� 0,

Ln D
�
yL.s�1�n/; d

�
where s�1�n denotes the desuspension of the nondegenerate simplicial chains on the simplicial set �n.
That is, for any p � 0, a generator of degree p� 1 of s�1�n can be written as ai0���ip with

0� i0 < � � �< ip � n:

The cofaces and codegeneracies in L� are induced by those on the cosimplicial chain complex s�1�n:

For each 0� i � n, the map ıi W f0; : : : ; n� 1g ! f0; : : : ; ng,

ıi.j /D

�
j if j < i;

j C 1 if j � i;

defines the cdgl morphism

ıi W yL.s
�1�n�1/! yL.s�1�n/; ıi.a`0���`p /D aıi .`0/���ıi .`p/:

On the other hand, the map �i W f0; : : : ; nC 1g ! f0; : : : ; ng,

�i.j /D

�
j if j � i;

j � 1 if j > i;

also defines the cdgl morphism �i W
yL.s�1�nC1/! yL.s�1�n/,

�i.a`0���`q
/D

�
a�i .`0/����i .`q/ if �i.`0/ < � � �< �i.`q/;

0 otherwise:

The differential d on each Ln satisfies:

(1) For each i D 0; : : : ; n, the generators a0; : : : ; an 2 s�1�n, corresponding to vertices, are MC
elements.

(2) The linear part of d is induced by the boundary operator of s�1�n.

(3) The cofaces and codegeneracies are cdgl morphisms.

Moreover, two differentials satisfying these properties produce isomorphic cdgl’s [4, Theorem 6.1].

The realization of any cdgl L is defined as the simplicial set,

hLi D Homcdgl.L�;L/; di D Homcdgl.ıi ;L/; si D Homcdgl.�i ;L/:

If L is connected, that is, nonnegatively graded, then hLi is a connected simplicial set and for any n� 1,
the map

(4) �n W �nhLi
Š
�!Hn�1.L/; �nŒ'�D Œ'.a0���n/�

Algebraic & Geometric Topology, Volume 25 (2025)
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is a group isomorphism [2, Theorem 4.6; 4, Theorem 7.18]. Here, the group law in H0.L/ is given by
the Baker–Campbell–Hausdorff product (BCH product henceforth).

On the other hand, in the seminal paper [13], for which we refer for details of what follows, D Quillen
introduced a couple of functors,

sset1
�
// dgl1;

h � iQ

oo

which are the composition of the following pairs of adjoint functors (the upper arrow denotes left adjoint),

� W sset1
G
// sgp0

W
oo

yQ
// sch0

G
oo

oo
yU

sla1//

P

oo
N �

dgl1 Wh � iQ://

N

Here, sset1, sgp0, sch0 and sla1 denote, respectively, the categories of reduced simplicial sets (those
with only one simplex in dimensions 0 and 1), connected simplicial groups (G0 D f1g), connected
complete Hopf algebras (A<0 D 0 and A0 D Q), and reduced simplicial Lie algebras. Each of these
pairs induces Quillen equivalences on the corresponding homotopy categories when localizing on rational
weak homotopy equivalences in sset1 and sgp0, on weak homotopy equivalences in sch0 and sla1, and on
quasi-isomorphisms in dgl1 [13, Theorem I].

Recall that, given X a reduced simplicial set, �X is simplicially modeled by the Kan simplicial group
G.X / where, for any n � 0, .GX /n is the free group generated by XnC1 n s0Xn or, equivalently, the
quotient group .GX /n D Free.XnC1/=.s0Xn/. Faces and degeneracies are defined as

Nsi W .GX /n! .GX /nC1; Nsix D siC1x; x 2XnC1; i D 0; : : : ; n;

Ndi W .GX /n! .GX /n�1; Ndix D diC1x; x 2XnC1; i D 1; : : : ; n;

Nd0 W .GX /n! .GX /n�1; Nd0x D .d0x/�1.d1x/; x 2XnC1:

Next, see for instance [7, Proposition 8.4.1], the composition P yQGX is the simplicial free complete Lie
algebra

Ln D
yL.XnC1=s0Xn/; n� 0;

in which Xn denotes here the vector space generated by the n-simplices of X . We denote by ŒŒ � ; � �� the
Lie bracket in this simplicial Lie algebra. The faces and degeneracies, Ndi’s and Nsi’s, act as above on
generators and are extended as Lie morphisms. Note that, since the multiplication on GX is taken to the
BCH product on L, we have

Nd0x D .�d0x/� .d1x/; x 2Xn;

where � denotes the BCH product.

Finally, �.X /DN L is the reduced dgl given by the normalized chain complex on L,

.N L/n D
n\

iD1

ker. Ndi W Ln! Ln�1/; n� 1; d D Nd0;

Algebraic & Geometric Topology, Volume 25 (2025)
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endowed with the bracket induced by the simplicial Eilenberg–Zilber formula: given ! 2 .N L/n and
!0 2 .N L/m,

Œ!; !0�D
X

.�;�/2S0
n;m

"�;� ŒŒNs�m
Ns�m�1

� � � Ns�1
!; Ns�n

Ns�n�1
� � � Ns�1

!0��;

where S0
n;m denotes the .n;m/-shuffles of f0; 1; : : : ; nCm� 1g and "�;� is the sign of such a shuffle.

In general, given a simplicial vector space V we denote by C.V / its simplicial chain complex in which
Cn.V /DVn and the boundary operator is given by

P
i.�1/idi . Given another simplicial vector space W ,

there are natural chain maps, Eilenberg–Zilber and Alexander–Whitney (see for instance [11, Section 29]),

C.V /˝C.W / C.V ˝W /;
�

oo

r
//

in which V ˝W is the simplicial tensor product, given by

r.˛˝ˇ/D
X

.�;�/2S0
n;m

"�;�s�˛˝ s�ˇ; ˛ 2 Vn; ˇ 2Wm;

where s� and s� stand for s�m
s�m�1

� � � s�1
and s�n

s�m�1
� � � s�1

, and

�.˛˝ˇ/D

nX
kD0

dn�k
kC1˛˝ dk

0 ˇ D

nX
kD0

dkC1dkC2 � � � dn˛˝ d0d1 � � � dk�1ˇ; ˛˝ˇ 2 Vn˝Wn:

These maps restrict to the corresponding normalized chain complexes

N V ˝N W N.V ˝W /
�

oo

r
//

where they satisfy

(5) �r D idN V˝N W ; r�' idN.V˝W / :

With this notation, the Lie bracket on �.L/DN L is given by

(6) Œ � ; � �D ŒŒ � ; � �� ır WN L˝N L!N L:

2 The proof and consequences

In view of (4), if L is a simply connected dgl then hLi is a rational simplicial set. As the Quillen functors
induce equivalences between the homotopy categories of reduced rational simplicial sets and that of
simply connected dgl’s, Theorem 0.1 is an immediate consequence of the following, more general, result:

Theorem 2.1 Given a simply connected dgl L, there is a surjective quasi-isomorphism

ˆ W �hLi '�!L:

Algebraic & Geometric Topology, Volume 25 (2025)
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Proof Write X� D hLi D Homcdgl.L�;L/. We first define a linear map

ˆ W C.L/!L

recursively on each Lm
n D
yLm.XnC1=s0Xn/, with n� 1 the simplicial degree and m� 1 the word length:

If ' W L2!L 2X2 is an indecomposable of L1 define ˆ.'/D�'.a012/ 2L1. Observe that if ' D s0�,
then ˆ.'/D��.�0.a012//D��.0/D 0. Set ˆ.L�2

1
/D 0.

Assume ˆ is built on L<n and define
ˆ W Ln!L

as follows. Again, for an indecomposable ' W LnC1!L 2XnC1 define

ˆ.'/D .�1/n'.a0���nC1/:

Once more, if ' D s0�, then ˆ.'/D 0 and thus ˆ is well defined on XnC1=s0Xn. Now, if ˆ has been
defined for ˛; ˇ 2 Ln, set

(7) ˆŒŒ˛; ˇ��D Œ � ; � � ı .ˆ˝ˆ/ ı�.˛˝ˇ/:

Note that ˆ is well defined since, given its formula, it inductively maps Lm
n into Lm.

Finally, recall that �.X /DN L and define

ˆ W �hLi !L

as the restriction of ˆ to N L� C.L/.

(i) ˆ W N L ! L is a morphism of Lie algebras Indeed, by (6), (7) and (5) respectively, we have the
identities

ˆ ı Œ � ; � �Dˆ ı ŒŒ � ; � �� ır D Œ � ; � � ı .ˆ˝ˆ/ ı� ır D Œ � ; � � ı .ˆ˝ˆ/:

(ii) ˆ W N L ! L is a surjective chain map We first check that it is enough to show that ˆd D dˆ for
the indecomposable elements of N L (with respect to the Lie bracket ŒŒ � ; � ��). Assume that this is the case
and suppose, inductively, that ˆ.d˛/D dˆ.˛/ and ˆ.dˇ/D dˆ.ˇ/ for some elements ˛; ˇ 2 .N L/n.
Then

ˆ.d ŒŒ˛; ˇ��/Dˆ ı ŒŒ � ; � �� ı .d ˝ d/.˛˝ˇ/

D Œ � ; � � ı .ˆ˝ˆ/ ı� ı .d ˝ d/.˛˝ˇ/

D Œ � ; � � ı .ˆ˝ˆ/ ı .d ˝ idC.�1/n id˝d/ ı�.˛˝ˇ/

D Œ � ; � � ı .d ˝ idC.�1/n id˝d/ ı .ˆ˝ˆ/�.˛˝ˇ/

D d ı Œ � ; � � ı .ˆ˝ˆ/�.˛˝ˇ/D dˆŒŒ˛; ˇ��;

where, for the above identities we have used, respectively, the following facts: d D Nd0 in N L so it
commutes with ŒŒ � ; � ��; formula (7); � is a chain map; induction hypothesis; d is a derivation on L; and
again formula (7).
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We next prove that ˆ commutes with the differential for indecomposable elements of N L. Note that, for
a fixed degree n� 1, the indecomposable subspace of .N L/n is the vector subspace of XnC1 generated
by the nondegenerate simplices.

Choose ' WLnC1!L such a generator so that Ndi' D 0 for i D 1; : : : ; n, which is equivalent to ' ı ıi D 0

for i D 2; : : : ; nC 1. This implies that the only possible nonzero images of generators are

(8) '.a01���nC1/D x01; '.a02���nC1/D x0; '.a12���nC1/D x1; '.a23���nC1/D x2;

which are elements in L of degree n; n� 1; n� 1 and n� 2 respectively. Recall that, in LnC1,

da01���nC1 D

nC1X
iD0

.�1/ia
0���Oi���nC1

C�n

where �n is a decomposable element of degree n� 1. By degree reasons, one easily sees that '.�n/D 0

except, at most, for nD 3 and as long as�3 contains Œa234; a234� as a summand. The technical Lemma 2.2
below shows that this is not the case for an appropriate choice of the differential in L4, which is not
canonical as remarked in Section 1. Therefore,

'.da01���nC1/D '.a12���nC1/�'.a02���nC1/:

Another easy inspection lets us also write

'.da02���nC1/D '.da12���nC1/D '.a2���nC1/;

and we conclude that

(9) dx01 D x1�x0 and dx0 D dx1 D x2:

On the one hand,
dˆ.'/D .�1/ndx01 D .�1/n.x1�x0/:

On the other hand,

ˆ.d'/Dˆ. Nd0'/Dˆ
�
.�d0'/� .d1'/

�
Dˆ.d1' � d0'/Cˆ.‰/

D .�1/n�1.x0�x1/Cˆ.‰/D .�1/n.x1�x0/Cˆ.‰/;

where ‰ is an infinite sum of decomposable ŒŒ � ; � ��-brackets whose letters are either d0' and d1'. Taking
into account how ˆ operates in ŒŒ � ; � ��-brackets, see (7), the only possible nonzero values of ', see (8),
and degree arguments, one checks that ˆ.‰/D 0 and therefore dˆ.'/Dˆ.d'/.

Finally, to see that ˆ is surjective, given x 2Ln consider the decomposable element ' in .N L/n defined
by

'.a01���nC1/D .�1/nx; '.a12���nC1/D .�1/ndx; '.a02���nC1/D '.a23���nC1/D 0;

In view of (8) and (9) ' is well defined and ˆ.'/D x.
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(iii) ˆ W N L ! L is a quasi-isomorphism Recall our notation X D Homcdgl.L�;L/ and consider, for
any n� 1, the composition

�nC1 W �nC1.X /



Š
�!Hn.N L/

Hn.ˆ/
���!Hn.L/

where 
 W �nC1.X /
Š
�!Hn.�X / is the isomorphism induced by � in homotopy and homology groups re-

spectively. Recall once again that �DNP yQG and through this composition the class of an .nC1/-simplex
' representing an element in �nC1.X / is taken precisely to the homology class of the indecomposable
element ' whose degree has been shifted by 1.

Indeed, Œ'� 2 �nC1.X / is trivially sent to Œ'� 2 �n.GX /. By [13, Section 3] this is taken to the homotopy
class of the generator ' of the simplicial free Lie algebra Ln. Finally, by (4.1) of [13, Section 4] this
homotopy class is sent to the homology class Œ'� 2 .N L/n

Hence �nC1Œ'�D .�1/nŒ'.a01���nC1/� which is, up to the sign, the isomorphism (4) and we conclude that
Hn.ˆ/ is an isomorphism for any n� 1.

Lemma 2.2 The differential d in the term L4 of the cosimplicial cdgl L� can be chosen so that
Œa234; a234� does not appear as a summand of da01234.

Recall that the differential on each Ln is not canonical and might be modified to produce isomorphic
copies of this cdgl.

Proof Write V D s�1ƒ4
4
� s�1�4 where ƒ4

4
denotes the 4th horn of �4. Recall from the proof of [4,

Theorem 6.7] that in L4 the differential of the top generator is given by

da0
a01234 D a0123��

where � 2 yL.V / is any solution of the equation

(10) da0
a0123 D @a0

�;

which always exists as H.yL.V /; da0
/ D 0. Write � D

P
j�1 �j , da0

a0123 D
P

k�1 !k , where the
subscripts denotes word lengths, and da0

D
P

i�1 di where each di (not to be confused with face maps!)
increases the word length by i � 1. Then (10) becomes the following family of equations in yL.V /:X

jCiDkC1

di�j D !k ; k � 1;

which can be recursively solved by choosing �k so that

(11) d1�k D !k � @2�k�1� � � � � @kC1�1:

Note that such an element exists since H.yL.V /; d1/D 0.

Next, we modify such a solution as follows. With the help of a computer we find the element in L2.V /,


 D 2Œa24� a23� a34; a0234�� Œa023; a023�C 2Œa023; a024�� 2Œa023; a034�� Œa024; a024�

C 2Œa024; a034�� Œa034; a034�C Œa234; a234�;
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which contains the summand Œa234; a234� and satisfies d1
 D 0, as can be easily checked. Hence, for a
good choice of � 2Q, the term Œa234; a234� does not appear in the element �2C�
 . Furthermore,

d1.�2C�
 /D d1�2 D !2� d2�1;

so (11) holds for � 0
1
D �1 and � 0

2
D �2C �
 . Solving, as stated, (11) recursively for k � 3, we get a

sequence � 0
k

of elements in Lk.V / such that � 0 D
P1

kD1 �
0
k

is another solution of (10). Thus, in L4,
the differential of the top generator, which is now da0

a01234 D a0123 ��
0, does not contain the term

Œa234; a234�.

Recall from [4, Chapter 8] that (3) constitutes a Quillen pair with respect to the usual model category on
sset and the one on cdgl given in [4, Section 8.1]. Then, the first consequence of Theorem 0.1 reads:

Corollary 2.3 The adjoint functors

Ho sset Ho cdgl
h � i

oo

L
//

extend the equivalences

Ho ssetQ
1

�
// Ho dgl1:

h � iQ

oo

Here, Ho ssetQ
1 denotes the homotopy category of rational reduced simplicial sets.

Proof On the one hand, by Theorem 0.1, hLi ' hLiQ for any simply connected dgl L.

On the other hand, for any reduced simplicial set X , consider La
X

where a is the only 0-simplex of X (see
[4, Chapters 6 and 8]). We finish by checking that La

X
' �.X /. For this, write X as the homotopy colimit

hocolim
 �����

iXi where Xi are finite type subsimplicial sets of X . As � and L are, respectively, equivalence
and left adjoint functors between the corresponding homotopy categories, they both preserve homotopy
colimits. Hence,

�.X /D �.hocolim
 �����

i Xi/' hocolim
 �����

i �.Xi/' hocolim
 �����

i L
a
Xi
' La

X ;

where the third identity is [4, Theorem 10.2].

Remark 2.4 In fact, the model and realization functors constitute the only Quillen pair extending, up
to homotopy, the classical Quillen functors in the following sense: It is known that a Quillen model
.L.V /; d/ of a given reduced simplicial set X can be chosen to be generated by the desuspension of
nondegenerate simplices and where the differential reflects the simplicial structure of X . In particular, if
we write d D

P
i�1 di where di increases the bracket length by i � 1, it follows that d1 W V ! V is the

desuspension of the chain differential on the nondegenerate simplices and d2 W V ! V ˝V corresponds
to an approximation of the diagonal. If we now allow simplices in degree 0 and 1, then vertices of X
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must correspond to MC elements of V . As asserted in [4, Proposition 7.8] there is a unique differential d

in yL.V / fulfilling this properties and L.X /D .yL.V /; d/ is the model functor whose (unique) adjoint is
necessarily the realization functor h � i.

Corollary 2.5 (Baues–Lemaire conjecture) Let L be the minimal Quillen model of a simply connected
complex of finite type X . Then the commutative differential graded algebra C�.L/ given by the Chevalley–
Eilenberg cochain functor on L has the homotopy type of the Sullivan minimal model of X .

Proof It is enough (and in fact equivalent) to check that the Sullivan realization of C�.L/ has the
homotopy type of that of the Sullivan minimal model of X which is its rationalization XQ. Indeed,

hC�.L/iS ' hLi ' hLiQ 'XQ:

For the first equivalence one can use different arguments; a direct proof is in [5, Theorem 8.1]. Also one
can consider the simplicial isomorphism hC�.L/iS ŠMC�.L/, which is classical and easy to prove (see
the bibliographical notes of [4, Chapter 11]), and then take into account that hLi is a deformation retract
of MC�.L/. The second equivalence is Theorem 0.1.

3 Extending the Baues–Lemaire conjecture

Recall from [4, Section 3.2] that the minimal model of a connected cdgl M is a connected cdgl of the
form .yL.V /; d/, in which d is decomposable, together with a quasi-isomorphism

.yL.V /; d/ '�!M:

The minimal model of a connected simplicial set X is the minimal model of La
X

where a is any of the
0-simplices of X regarded as a Maurer–Cartan element of LX ; see [4, Section 8.4].

In this context, the Baues–Lemaire conjecture has already been extended to the connected case: if L is
the minimal Lie model of a connected simplicial set of finite type X then [4, Theorem 10.8] guarantees
that lim

��!n
C�.L=Ln/ is a Sullivan model of X .

On the other hand, the generalization of rational homotopy theory to nonnilpotent spaces given by Pridham
in [12], by means of the pro-category of nilpotent, finite type, differential graded Lie algebras, also admits
a deep extension of the Baues–Lemaire conjecture [12, Corollary 4.41 and Remark 4.42].

Another way to interpret this conjecture in this extended scenario is via the category edgl of complete
enriched dgl’s (edgl henceforth); see [6, Section 12] for details. A connected dgl L is complete enriched
if there is a family fI˛g˛2J of ideals of L, where J is well ordered and directed, satisfying

(i) ˛ � ˇ if and only if Iˇ � I˛;

(ii) L=I˛ is a finite type nilpotent dgl for each ˛ 2 J ;

(iii) LD lim
 ��˛2J L=I˛.
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Given an edgl L one can define the enriched cochains by

C�e .L/D lim
��!
˛2J

C�.L=I˛/:

By Theorem 4 of [6, Section 15] the enriched cochains functors establishes an equivalence between the
homotopy categories of edgl’s and connected commutative differential graded algebras. In particular, the
Sullivan model of any connected simplicial set can be regarded as the enriched cochains of some edgl.

We remark that the categories edgl and cdgl are different in general, but if L is a dgl such that L=ŒL;L�

is of finite type, then L is a cdgl if and only if it is an edgl. In particular L� is a cosimplicial edgl and for
each edgl L we may define its realization as the simplicial set

(12) hLie D Homedgl.L�;L/:

By the same observation, if L is a cdgl such that L=ŒL;L� is of finite type then hLi D hLie . However, in
general, h � ie coincides with the Sullivan realization of the enriched cochains:

Proposition 3.1 Let L be any edgl. Then hC�e .L/iS ' hLie.

Proof Since the Sullivan realization functor is a contravariant right adjoint,

hC�e .L/iS ' lim
 ��
˛2J
hC�.L=I˛/iS :

But, as each L=I˛ is of finite type, the above observation tells us that hC�.L=I˛/iS 'hL=I˛i' hL=I˛ie .
Finally, by (12), h � ie commutes with limits and we conclude that hC�e .L/iS ' hLie.

Example 3.2 In the nonfinite type setting, the realization of a Sullivan model of a space which, as
remarked above, is the enriched cochain functor of some edgl, may not coincide with the rationalization
of the space. Or equivalently, with the realization of the (unenriched) Quillen model of the space. For
instance, let X D

W
i�1 S2

i be a countably infinite wedge of 2-spheres. Its Quillen model is the simply
connected (and hence complete) dgl LD .L.V /; 0/ where V is a countably infinite-dimensional vector
space concentrated in degree 1. Its realization hLi ' hLiQ is then homotopy equivalent to

W
i�1.S

2
i /Q.

On the other hand, let fvigi�1 be a basis of V , and denote V .n/� V the vector space generated by the
vi for i � n. Then the family of ideals fIngn�1 of L, where In D

Sn�1
jD0 L�n�j .V .j C 1//, defines an

edgl L0 D lim
 ��n

L=In whose realization hL0ie , as remarked above, is weakly homotopy equivalent to the
realization of the Sullivan minimal model of X . That is, lim

 ��n

W
i�n.S

2
i /Q.
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For a pair .G;N / of a group G with normal subgroup N, we consider the space of quasimorphisms and
quasicocycles on N nonextendable to G. To treat this space, we establish the five-term exact sequence of
cohomology relative to the bounded subcomplex. As an application, we study the spaces associated with
the kernel of the (volume) flux homomorphism, the IA-automorphism group of a free group, and certain
normal subgroups of Gromov-hyperbolic groups.

Furthermore, we employ this space to prove that the stable commutator length is equivalent to the stable
mixed commutator length for certain pairs of a group and normal subgroup.
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1 Introduction

1.1 Motivations

A quasimorphism on a group G is a real-valued function f WG!R on G satisfying

D.f / WD supfjf .xy/�f .x/�f .y/j W x;y 2Gg<1:
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We call D.f / the defect of the quasimorphism f. A quasimorphism f on G is said to be homogeneous if
f .xn/D n � f .x/ for every x 2G and every integer n. Let Q.G/ denote the real vector space consisting
of homogeneous quasimorphisms on G. The (homogeneous) quasimorphisms are closely related to the
second bounded cohomology group H2

b
.G/D H2

b
.GIR/, and have been extensively studied in geometric

group theory and symplectic geometry (see Calegari [26], Frigerio [40] and Polterovich and Rosen [88]).

In this paper, we consider a pair .G;N / of a group G with normal subgroup N. Let i WN ! G be the
inclusion map. In this setting, we can construct the following two real vector spaces:

� the space Q.N /G of all G-invariant homogeneous quasimorphisms on N , where f W N ! R is
said to be G-invariant if f .gxg�1/D f .x/ for every g 2G and every x 2N ;

� the space H1.N /G C i�Q.G/, where H1.N /G is the space of all G-invariant homomorphisms
from N to R and i� is the linear map from Q.G/ to Q.N / induced by i WN ,!G.

An element f 2 Q.N / belongs to i�Q.G/ if and only if there exists Of 2 Q.G/ such that Of jN � f ; in
this case, we say that f is extendable to G. Since a homogeneous quasimorphism is conjugation-invariant
(see Lemma 3.1), the space i�Q.G/ is contained in Q.N /G. The extendability problem asks whether
there exists f 2 Q.N /G that is not extendable to G or, equivalently, whether the quotient vector space

Q.N /G= i�Q.G/

is nonzero. A stronger version of this problem asks whether the quotient space

Q.N /G=.H1.N /G C i�Q.G//

is nonzero. We have some reasons to take the quotient vector space over H1.N /G C i�Q.G/, instead
of one over i�Q.G/. Elements in H1.N /G seem “trivial” as quasimorphisms in Q.N /G ; also, when
we apply the Bavard duality theorem for stable mixed commutator lengths (see Theorem 7.1), precisely
the elements in H1.N /G behave trivially. An example of a pair .G;N / such that Q.N /G= i�Q.G/ is
nonzero is provided by Shtern [90], and an example of a pair such that Q.N /G=.H1.N /G C i�Q.G// is
nonzero is provided by the first and second authors [58]. Some of the authors generalize the result of [58]
and provide an extrinsic application in [61] (see Theorem 1.3).

Here we show that, under a certain condition on � DG=N and a mild condition on G, the quotient real
vector space Q.N /G=.H1.N /G C i�Q.G// is finite-dimensional. For example, amenability of � and
finite presentability of G suffice. We exhibit here two such examples: one corresponds to a surface group
(Theorem 1.1), and the other to the fundamental group of a hyperbolic mapping torus (Theorem 1.2). We
discuss this point in more detail in the latter part of this subsection. We remark that in Theorem 1.2 the
group quotient � DG=N is nonabelian solvable in general. The main novel point of these theorems is that
we obtain nonzero finite-dimensionality of vector spaces associated with quasimorphisms: the (quotient)
spaces of homogeneous quasimorphisms modulo genuine homomorphisms tend to be either zero- or
infinite-dimensional for groups naturally appearing in geometric group theory. To be more precise, if a
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group admits hyperbolicity in a certain weak sense, then the space is infinite-dimensional (see Bestvina
and Fujiwara [12]); the space vanishes for higher-rank lattices (see Burger and Monod [22; 23]). We also
mention that there are some exceptions in the world of one-dimensional dynamics to the aforementioned
tendency, such as certain Thompson-type groups; see Fournier-Facio and Lodha [36] and Calegari [26,
Chapter 5].

Theorem 1.1 (nonzero finite-dimensionality in surface groups) Let l be an integer greater than 1,
GD�1.†l/ the surface group with genus l , and N the commutator subgroup Œ�1.†l/; �1.†l/� of �1.†l/.
Then

dim.Q.N /G= i�Q.G//D l.2l � 1/ and dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D 1:

For l 2N, let Mod.†l/ be the mapping class group of the surface †l and sl WMod.†l/! Sp.2l;Z/ the
symplectic representation. For a mapping class 2Mod.†l/, we take a diffeomorphism f representing 
and let Tf denote the mapping torus of f. The fundamental group of Tf is isomorphic to the semidirect
product �1.†l/Ìf� Z and surjects onto Z2l Ìsl . /Z via the abelianization map �1.†l/! H1.†l IZ/.
Note that the kernel of the surjection is equal to the commutator subgroup of �1.†l/.

Theorem 1.2 (nonzero finite-dimensionality in hyperbolic mapping tori) Let l be an integer greater
than 1,  2Mod.†l/ a pseudo-Anosov element and f a diffeomorphism representing  . Let G be the
fundamental group of the mapping torus Tf and N the kernel of the surjection G! Z2l Ìsl . /Z. Then

dim.Q.N /G= i�Q.G//D dim Ker.I2l � sl. //C dim Ker
�
I.2l

2 /
�
V2

sl. /
�

and
dim

�
Q.N /G=.H1.N /G C i�Q.G//

�
D dim Ker.I2l � sl. //C 1:

Here , for n 2 N, In denotes the identity matrix of size n, and
V2

sl. / W
V2 R2l !

V2 R2l is the map
induced by sl. /.

In particular , if  is in the Torelli group (that is , sl. /D I2l ), then

dim.Q.N /G= i�Q.G//D 2l C
�2l

2

�
and dim

�
Q.N /G=.H1.N /G C i�Q.G//

�
D 2l C 1:

In Theorem 1.2, the pseudo-Anosov property for  is assumed to ensure hyperbolicity of G; see
Theorem 4.8. In Theorems 4.5 and 4.11, we also obtain results analogous to Theorems 1.1 and 1.2 in the
free group setting.

In study of quasimorphisms, it is often quite hard to obtain nonzero finite-dimensionality. For instance, if
a group G can act nonelementarily in a certain good manner on a Gromov-hyperbolic geodesic space,
then the dimension of Q.G/ is of the cardinal of the continuum [12]; contrastingly, a higher-rank lattice G

has zero Q.G/ [22]. For a group G such that the dimension of Q.G/ is of the cardinal of the continuum,
understanding all quasimorphisms on G might have been considered an impossible subject. Our study
of the space of nonextendable quasimorphisms might have some possibility of shedding light on this
problem modulo “trivial or extendable” quasimorphisms.
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Theorems 1.1 and 1.2 treat the case where G is a nonelementary Gromov-hyperbolic group and N a
subgroup with solvable quotient. In this case, a result of Epstein and Fujiwara [34] implies that the
dimension of Q.G/ is the cardinal of the continuum. The kernel of the restriction i� WQ.G/!Q.N /G can
be identified with Q.�/. Since � is now finitely generated solvable, the dimension of Q.�/D H1.�/ is
finite. This implies that the dimension of Q.N /G is also the cardinal of the continuum. Nevertheless, our
results (Theorems 1.9 and 1.10) imply that the spaces Q.N /G= i�Q.G/ and Q.N /G=.H1.N /GCi�Q.G//
are always both finite-dimensional. Theorems 1.1 and 1.2 provide nonvanishing examples, and it might
be an interesting problem to understand all quasimorphism classes in these examples.

We outline how we deduce finite-dimensionality of Q.N /G= i�Q.G/ and Q.N /G=.H1.N /G C i�Q.G//
under certain conditions in our results. Our main theorem, Theorem 1.5 (stated in Section 1.2), establishes
the five-term exact sequence of the cohomology H�

=b
associated with a short exact sequence of groups

1!N !G! �! 1:

Here, H�
=b

relates the bounded cohomology H�
b

with the ordinary cohomology H�; see Section 1.2 for
the precise definition of H�

=b
. In Theorems 1.9 and 1.10, we assume that � is boundedly 3-acyclic,

meaning that H2
b
.�IR/ D 0 and H3

b
.�IR/ D 0 (Definition 1.8). Then the five-term exact sequence

enables us to relate Q.N /G= i�Q.G/ and Q.N /G=.H1.N /G C i�Q.G//, respectively, to the ordinary
second cohomology H2.�/D H2.�IR/ and H2.G/D H2.GIR/. Since second ordinary cohomology
is finite-dimensional under certain mild conditions, we obtain the desired finite-dimensionality results.
In this point of view, our main theorem (Theorem 1.5) might be regarded as filling in a missing piece
between the bounded cohomology theory and the ordinary cohomology theory.

We also note that the extendability and nonextendability of invariant quasimorphisms themselves have
applications. See Section 2.1 for an application to the stable (mixed) commutator lengths, and Section 2.3
for one to symplectic geometry. As a notable extrinsic application, we recall our following theorem:

Theorem 1.3 [61, Theorem 1.1] Let †l be a closed orientable surface whose genus l is at least
two and � an area form on S. Let Diff0.†l ; �/ denote the identity component of the group of dif-
feomorphisms of †l that preserve �. Assume that a pair f;g 2 Diff0.†l ; �/ satisfies fg D gf. Let
Flux� WDiff0.†l ; �/!H1.†l IR/ be the volume flux homomorphism and ^ WH1.†l IR/�H1.†l IR/!

H2.†l IR/ŠR the cup product. Then

Flux�.f / ^ Flux�.g/D 0:

The statement of Theorem 1.3 might not seem to have any relation to quasimorphisms. Nevertheless,
the key to the proof is comparison between vanishing and nonvanishing of Q.N /G= i�Q.G/, where
G D Flux�1

� .hFlux�.f /;Flux�.g/=ki/ for a sufficiently large integer k and N D Ker.Flux�/; see
Section 2.3 for basic concepts around volume flux homomorphisms. (We discuss a related example in
Example 7.15.)
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1.2 Main theorem

To treat the spaces of nonextendable quasimorphisms, we establish the five-term exact sequence of group
cohomology H�

=b
relative to bounded cochain complexes. Throughout the paper, the coefficient module

of the cohomology groups is the field R of real numbers unless otherwise specified. The main reason we
are interested in this cohomology H�

=b
is that H1

=b
.G/ and Q.G/ are isomorphic (see Remark 1.6).

Now we start the definition of H�
=b

. Let V be a left normed G-module, and C n.GIV / the space of
functions from the n-fold direct product G�n of G to V. The group cohomology is defined by the
cohomology group of C n.GIV / with a certain differential (see Section 3 for the precise definition).
Recall that the spaces C n

b
.GIV / of the bounded functions form a subcomplex of C �.GIV /, and its

cohomology group is the bounded cohomology group of G. We write C �
=b
.GIV / to indicate the quotient

complex C �.GIV /=C �
b
.GIV /, and write H�

=b
.GIV / to mean its cohomology group.

Our main result is the five-term exact sequence of the cohomology H�
=b

. Before stating our main theorem,
we first recall the five-term exact sequence of ordinary group cohomology.

Theorem 1.4 (see for example Brown [19, Corollary VII.6.4]) Let 1!N i
�! G

p
�! � ! 1 be an

exact sequence of groups and V a left RŒ��-module. Then there exists an exact sequence

0! H1.�IV /
p�
�! H1.GIV / i�

�! H1.N IV /G �
�! H2.�IV /

p�
�! H2.GIV /:

The following theorem is the main result in this paper:

Theorem 1.5 (main theorem) Let 1!N i
�!G

p
�! �! 1 be an exact sequence of groups and V a

left Banach RŒ��-module equipped with a �-invariant norm k � k. Then there exists an exact sequence

(1-1) 0! H1
=b.�IV /

p�
�! H1

=b.GIV /
i�
�! H1

=b.N IV /
G �=b
�! H2

=b.�IV /
p�
�! H2

=b.GIV /:

Moreover , the exact sequence above is compatible with the five-term exact sequence of group cohomology;
that is , the following diagram commutes:

(1-2)

0 // H1.�IV /
p�
//

�1

��

H1.GIV /
i�
//

�2

��

H1.N IV /G
�
//

�3

��

H2.�IV /
p�
//

�4

��

H2.GIV /

�5

��

0 // H1
=b
.�IV /

p�
// H1
=b
.GIV /

i�
// H1
=b
.N IV /G

�=b
// H2
=b
.�IV /

p�
// H2
=b
.GIV /

Here the �i are the maps induced from the quotient map C �! C �
=b

.

Remark 1.6 By the definition of H�
=b

, there exists a natural map Q.G/! H1
=b
.G/D H1

=b
.GIR/, and it

is known that this is an isomorphism (see the proof of [26, Theorem 2.50]). Then diagram (1-2) gives
rise to

(1-3)

0 // H1.�/
p�
//

�1

��

H1.G/
i�
//

�2

��

H1.N /G
�
//

�3

��

H2.�/
p�
//

�4

��

H2.G/

�5

��

0 // Q.�/
p�

// Q.G/ i�
// Q.N /G

�=b
// H2
=b
.�/

p�
// H2
=b
.G/
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Note that the exactness of the sequence

0! Q.�/ p�
�! Q.G/ i�

�! Q.N /G

is well known (see [26, Remark 2.90]).

Remark 1.7 It is straightforward to show that the quotient space H1
=b
.N IV /G= i�H1

=b
.GIV / is iso-

morphic to yQ.N IV /QG= i�yQZ.GIV /, where yQZ.GIV / and yQ.N IV /QG are the spaces of quasicocycles
on G and G-quasiequivariant V -valued quasimorphisms on N, respectively (see Definition 6.1 and
Section 8.2; see also Remark 6.4). In Section 8.2, we will apply Theorem 1.5 to the extension problem
of G-quasiequivariant quasimorphisms on N to quasicocycles on G. We also mention that, for a group–
subgroup pair .G;H / for H (not being normal in G, but) being hyperbolically embedded into G, certain
extension theorems of quasicocycles have been obtained by Hull and Osin [49] and Frigerio, Pozzetti and
Sisto [41].

This theorem provides several arguments to estimate the dimensions of the spaces Q.N /G= i�Q.G/ and
Q.N /G=.H1.N /GC i�Q.G// as follows. Here we recall the definition of bounded k-acyclicity of groups
from Ivanov [53] and Moraschini and Raptis [82].

Definition 1.8 (bounded k-acyclicity) Let k be a positive integer. A group G is said to be boundedly
k-acyclic if Hi

b
.G/D 0 for every positive integer i with i � k.

We note that H1
b
.G/D 0 for every group G. We recall properties and examples of boundedly k-acyclic

groups in Theorem 3.6. In particular, we recall that amenable groups, such as abelian groups, are
boundedly k-acyclic for all k (Theorem 3.5(5)).

Theorem 1.9 If the quotient group � DG=N is boundedly 3-acyclic , then

dim.Q.N /G= i�Q.G//� dim H2.�/:

Moreover , if G is Gromov-hyperbolic , then

dim.Q.N /G= i�Q.G//D dim H2.�/:

In fact, the assumption of Gromov-hyperbolicity of G can be weakened to the surjectivity of the comparison
map cG W H2

b
.G/! H2.G/; see Theorem 4.1.

On the space Q.N /G=.H1.N /G C i�Q.G//, we also obtain the following:

Theorem 1.10 If � D G=N is boundedly 3-acyclic , then the map p� ı .�4/
�1 ı �=b induces an iso-

morphism
Q.N /G=.H1.N /G C i�Q.G//Š Im.p�/\ Im.cG/;

where cG W H2
b
.G/! H2.G/ is the comparison map. In particular , if � is boundedly 3-acyclic , then

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.G/:
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When N D ŒG;G�, we have a more precise calculation of dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
(see

Corollary 4.3). As we mentioned in the previous subsection, there are many examples of a finitely
presented group whose space of homogeneous quasimorphisms is infinite-dimensional, for instance any
nonelementary Gromov-hyperbolic group [34]. Nevertheless, if we assume that � DG=N is boundedly
3-acyclic, then we have the following two statements: the space Q.N /G=.H1.N /G C i�Q.G// is finite-
dimensional if G is finitely presented (following from Theorem 1.10); and the space Q.N /G= i�Q.G/ is
finite-dimensional if � is finitely presented (following from Theorem 1.9).

There are several known conditions that guarantee Q.N /GD i�Q.G/, ie every G-invariant quasimorphism
is extendable (see Malyutin [67], Ishida [50; 51] Shtern [90] and Kawasaki, Kimura, Matsushita and
Mimura [60]). We say that a group homomorphism p WG! � virtually splits if there exist a subgroup ƒ
of finite index in � and a group homomorphism s Wƒ!G such that f ı s.x/D x for every x 2ƒ. The
first, second, fourth and fifth authors showed that, if the group homomorphism p WG! � virtually splits,
then Q.N /G D i�Q.G/ [60]. Thus the space Q.N /G= i�Q.G/, which we consider in Theorem 1.9, can
be seen as a space of obstructions to the existence of virtual splittings.

2 Other applications of the main theorem

In this section, we provide several other applications of our main theorem (Theorem 1.5); we also use its
corollaries, Theorems 1.9 and 1.10. To conclude the section, we briefly describe the organization of the
rest of the paper.

2.1 On equivalences of sclG and sclG;N

As an application of the spaces of nonextendable quasimorphisms, we treat the equivalence problems
of the stabilizations of usual and mixed commutator lengths. For two nonnegative-valued functions �
and � on a group G, we say that � and � are bi-Lipschitzly equivalent (or equivalent in short) if there
exist positive constants C1 and C2 such that C1� � � � C2�. By Theorem 1.10, H2.G/ D 0 implies
that Q.N /G=.H1.N /G C i�Q.G//D 0 if � DG=N is boundedly 3-acyclic. We show that the condition
Q.N /G=.H1.N /G C i�Q.G//D 0 implies that certain two stable word lengths related to commutators
are bi-Lipschitzly equivalent.

Let G be a group and N a normal subgroup. A .G;N /-commutator is an element of G of the form
Œg;x� D gxg�1x�1 for some g 2 G and x 2 N. Let ŒG;N � be the group generated by the set of
.G;N /-commutators. Then ŒG;N � is a normal subgroup of G and is included in N. For an element
x in ŒG;N �, the .G;N /-commutator length or the mixed commutator length of x is defined to be the
minimum number n such that there exist n .G;N /-commutators c1; : : : ; cn such that x D c1 � � � cn, and is
denoted by clG;N .x/. Then there exists a limit

sclG;N .x/ WD lim
n!1

clG;N .xn/

n

and we call sclG;N .x/ the stable .G;N /-commutator length of x.

Algebraic & Geometric Topology, Volume 25 (2025)



1176 Morimichi Kawasaki, Mitsuaki Kimura, Shuhei Maruyama, Takahiro Matsushita and Masato Mimura

When N DG, clG;G.x/ and sclG;G.x/ equal the commutator length and stable commutator length of x,
respectively. We write clG.x/ and sclG.x/ instead of clG;G.x/ and sclG;G.x/. The commutator lengths
and stable commutator lengths have a long history (see [26]), for instance in the study of theory of
mapping class groups (see [32; 27; 10]) and diffeomorphism groups (see [21; 95; 96; 97; 17]). The
celebrated Bavard duality theorem [6] describes the relationship between homogeneous quasimorphisms
and the stable commutator length. In particular, for an element x 2 ŒG;G�, sclG.x/ is nonzero if and only
if there exists a homogeneous quasimorphism f on G with f .x/¤ 0.

In [58; 60], we construct a pair .G;N / such that sclN and sclG;N are not bi-Lipschitzly equivalent
on ŒN;N �. Contrastingly, in several cases it is known that sclG and sclG;N are bi-Lipschitzly equivalent on
ŒG;N �. For example, if the map p WG!�DG=N virtually splits, then sclG and sclG;N are bi-Lipschitzly
equivalent on ŒG;N �. In this paper, the vanishing of Q.N /G=.H1.N /GCi�Q.G// implies the equivalence
of sclG and sclG;N as follows. We note that H2.G/D 0 implies Q.N /G=.H1.N /G C i�Q.G//D 0 by
Theorem 1.10 when � DG=N is boundedly 3-acyclic.

Theorem 2.1 Assume that Q.N /G D H1.N /G C i�Q.G/. Then:

(1) sclG and sclG;N are bi-Lipschitzly equivalent on ŒG;N �.

(2) If � DG=N is amenable , then sclG.x/� sclG;N .x/� 2 � sclG.x/ for all x 2 ŒG;N �.

(3) If � DG=N is solvable , then sclG.x/D sclG;N .x/ for all x 2 ŒG;N �.

Remark 2.2 Recently, several examples of nonamenable boundedly acyclic groups have been constructed
(see [38; 37; 79; 78]; we also recall some of them in Theorem 3.6). However, our proof of Theorem 2.1(2)
does not work if the assumption of amenability of � in (2) is replaced with bounded 3-acyclicity. Indeed,
in our proof, we use the fact that H2

b
.G/! H2

b
.N /G is isometric, which is deduced from the amenability

of � [74, Proposition 8.6.6].

By Theorem 1.10, when G=N is boundedly 3-acyclic, H2.G/D 0 implies Q.N /G DH1.N /GC i�Q.G/,
and hence sclG;N and sclG are equivalent on ŒG;N �. There are plenty of examples of groups whose
second cohomology groups vanish, as follows:

� The free groups Fn.

� Let l be a positive integer. Let Nl be the nonorientable closed surface with genus l , and set
G D �1.Nl/. Then, G D ha1; : : : ; al j a

2
1
� � � a2

l
i and H2.G/D H2.Nl/D 0.

� Let K be a knot in S3. Then the knot group G of K is defined to be the fundamental group
of the complement S3 nK. Since S3 nK is an Eilenberg–Mac Lane space, we have H2.G/ D

H2.S3 nK/D zH0.K/D 0.

� The braid group Bn. Akita and Liu [1, Corollary 3.21] gave sufficient conditions on a labeled
graph � for the real second cohomology group of the Artin group A.�/ to vanish.

� The Baumslag–Solitar groups BS.m; n/Dha; b j bamb�1Dani with m¤n (see [13], for example).

� Free products of the above groups.
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For other examples satisfying Q.N /G D H1.N /G C i�Q.G/, see Example 4.13 and Corollaries 4.12,
4.14 and 4.16.

Finally, we discuss pairs .G;N / with nonequivalent sclG and sclG;N . In [58], the first and second authors
provided the first example of such .G;N / (Example 7.14); we obtain another example with smaller G in
Example 7.15, which follows from [61]. These two examples may be seen as one example, coming from
symplectic geometry. Unfortunately, in the present paper, we are unable to provide any new example from a
different background. We remark that some of the authors [69] provided new examples after our work here;
see the discussion below Problem 9.9. By Theorem 2.1, the vanishing of Q.N /G=.H1.N /G C i�Q.G//
implies the equivalence of sclG and sclG;N . After this work, the authors proved that its converse holds if
N D ŒG;G� [59]. We discuss problems on this equivalence/nonequivalence in more detail in Section 9.2.

2.2 The case of IA-automorphism groups of free groups

Here we provide an example where Q.N /G D H1.N /G C i�Q.G/ but � is not amenable. Our example
comes from the automorphism group of a free group and the IA-automorphism group. The group of
automorphisms of a group G is denoted by Aut.G/. Let IAn be the IA-automorphism group of the free
group Fn, ie the kernel of the natural homomorphism Aut.Fn/! GL.n;Z/. Let Aut.Fn/C denote the
preimage of SL.n;Z/ in Aut.Fn/. The following theorem will be proved in Section 8; see Theorems 8.9
and 8.17 for more general statements.

Theorem 2.3 (1) For every n � 2, we have Q.IAn/
Aut.Fn/ D i�Q.Aut.Fn// and Q.IAn/

AutC.Fn/ D

i�Q.AutC.Fn//.

(2) For every n � 6 and every subgroup G of Aut.Fn/ of finite index, Q.N /G D i�Q.G/. Here ,
N D IAn\G.

Remark 2.4 (1) The bound n � 6 in Theorem 2.3(2) comes from Theorem 8.6(1), which treats an
effective bound of the Borel stable range for second ordinary cohomology with the trivial real coefficients
of SLn.

In fact, by appealing to a recent result of Bader and Sauer [3], we are able to improve this bound to n� 4.
We will see this in Theorem 8.17.

(2) Corollary 3.8 of [43] implies that H2.Aut.Fn//D 0 for n� 5. However, H2.ƒ/ for a subgroup ƒ
of finite index in Aut.Fn/ is mysterious in general. Even on H1, only quite recently it has been proved
that H1.ƒ/ D 0 if n � 4; the proof is based on Kazhdan’s property (T) for Aut.Fn/ for n � 4. See
[55; 54; 86]. We refer to [8] for a comprehensive treatise on property (T). Contrastingly, by [71], there
exists a subgroup ƒ of finite index in Aut.F3/ such that H1.ƒ/¤ 0.

(3) The same conclusions as in Theorem 2.3 hold if we replace Aut.Fn/ and IAn with Out.Fn/ and IAn,
respectively. Here, IAn denotes the kernel of the natural map Out.Fn/! GL.n;Z/. Indeed, the proofs
which will be presented in Section 8 work without any essential change.

Algebraic & Geometric Topology, Volume 25 (2025)



1178 Morimichi Kawasaki, Mitsuaki Kimura, Shuhei Maruyama, Takahiro Matsushita and Masato Mimura

(4) If n � 3 and G is a subgroup of Aut.Fn/ of finite index, then the real vector space i�Q.G/ is
infinite-dimensional. Indeed, we can apply [12] to the acylindrically hyperbolic group Out.Fn/, whose
amenable radical is trivial. Moreover, thanks to [39, Corollary 4.3], we may construct an infinite
collection of homogeneous quasimorphisms on Out.Fn/ which is linearly independent even when these
quasimorphisms are restricted to ŒIAn\G; IAn\G�. Here G is the image of G under the natural projection
Aut.Fn/! Out.Fn/. Then consider the restriction of this collection on G, and take the pullback of it
under the projection G!G.

In fact, Corollary 1.2 of [9] treats quasicocycles into unitary representations. Then the following may be
deduced in a similar manner to the above: Let G be a subgroup of Aut.Fn/ of finite index with n � 3

and � WDG=.IAn\G/. Let .�;H/ be a unitary �-representation, and . N�;H/ the pullback of it under the
projection G! � . Then the vector space i�yQZ.G; N�;H/ of the quasicocycles is infinite-dimensional.
Furthermore, Corollary 1.2 of [9] and its proof can be employed to obtain the corresponding result in the
setting where G is a subgroup of Mod.†l/ of finite index with l � 3 and .�;H/ is a unitary representation
of G=.I.†l/\G/. Here I.†l/ denotes the Torelli group.

If .G;N / equals .Mod.†l/;I.†l// or its analogue for the setting of subgroups of finite index, then the
situation is subtle. See Theorems 8.10 and 8.14 for our results. We remark that the question on the
extendability of quasimorphisms might be open; see Problem 8.18.

2.3 Applications to volume flux homomorphisms

In Section 5, we will provide applications of Theorem 1.10 to diffeomorphism groups.

We study the problem to determine which cohomology class admits a bounded representative. Notably,
the problem on (subgroups of) diffeomorphism groups is interesting and has been studied in view of
characteristic classes of fiber bundles. However, the problem is often quite difficult and, in fact, there are
only a few cohomology classes that are known to be bounded or not. Here we restrict our attention to the
case of degree two cohomology classes. The best-known example is the Euler class of DiffC.S1/, which
has a bounded representative. The Godbillon–Vey class integrated along the fiber defines a cohomology
class of DiffC.S1/, which has no bounded representatives [91]. It was shown in [25] that the Euler class
of Diff0.R

2/ is unbounded. In the case of three-dimensional manifolds, the identity components of the
diffeomorphism groups of several closed Seifert-fibered three-manifolds admit cohomology classes of
degree two which do not have bounded representatives [68].

Let M be an m-dimensional manifold and � a volume form. Then we can define the flux homo-
morphism (on the universal covering) eFlux� WeDiff0.M; �/!Hm�1.M /, the flux group ��, and the flux
homomorphism Flux� W Diff0.M; �/! Hm�1.M /=��; see Section 5 for the precise definitions.

As applications of Theorem 1.10, we have a few results related to the comparison maps H2
b
.Diff0.M; �//!

H2.Diff0.M; �// and H2
b
.eDiff0.M; �//! H2.eDiff0.M; �//.
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It is known that the spaces H2.Diff0.M; �// and H2.eDiff0.M; �// can be very large (see for instance
the following proposition in Kotschick and Morita [65]). Note that Hn.RmIR/ is isomorphic to
HomZ

�Vn
Z.R

m/IR
�
.

Proposition 2.5 [65] The homomorphisms

Flux�� W H
2.Hm�1.M /=��/! H2.Diff0.M; �//; eFlux

�

� W H
2.Hm�1.M //! H2.eDiff0.M; �//

induced by the flux homomorphisms are injective.

As an application of Theorem 1.10, we have the following theorem:

Theorem 2.6 Let .M; �/ be an m-dimensional closed manifold with volume form�. Then the following
hold :

(1) If m D 2 and the genus of M is at least 2, then there exists at least one nontrivial element of
Im.Flux��/ represented by a bounded 2-cochain.

(2) Otherwise , every nontrivial element of Im.Flux��/ and Im.eFlux
�

�/ cannot be represented by a
bounded 2-cochain.

Note that in case (1) it is known that �1.Diff0.M; �// D 0 (see for example [87, Section 7.2.B]); in
particular, the flux group �� is zero.

In the proof of Theorem 2.6(1), we essentially prove the nontriviality of the cohomology class cP 2

Im.Flux��/, called the Py class. In Section 9.1, we provide some observations on the Py class.

Organization of the paper

Section 3 collects preliminary facts. In Section 4, we first prove Theorems 1.9 and 1.10, assuming
Theorem 1.5. Secondly, we show Theorems 1.1 and 1.2. In Section 5, we provide applications of
Theorem 1.5 to the volume flux homomorphisms. Section 6 is devoted to the proof of Theorem 1.5. In
Section 7, we prove Theorem 2.1. In Section 8, we prove Theorem 2.3, as well as Theorems 8.9 and 8.10
(and furthermore Theorems 8.17 and 8.14). In Section 9, we provide several open problems.

3 Preliminaries

Before proceeding to the main part of this section, we collect basic properties of quasimorphisms and
state them as Lemmas 3.1 and 3.2; see [26, Sections 2.2 and 2.4] for more details. Lemma 3.1 follows
from the equality .ghg�1/n D ghng�1 for every g; h 2G and every n 2 Z.

Lemma 3.1 A homogeneous quasimorphism is conjugation-invariant.

In particular, the restriction of a homogeneous quasimorphism f of G to a normal subgroup N is
G-invariant.
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For a quasimorphism f WG!R, the Fekete lemma guarantees that the limit

Nf .x/D lim
n!1

f .xn/

n

exists. The function Nf defined by the above equation is called the homogenization of f .

Lemma 3.2 (1) Nf is a homogeneous quasimorphism.

(2) j Nf .x/�f .x/j �D.f / for every x 2G.

(3) [26, Lemma 2.58] D. Nf /� 2D.f /.

In this section, we recall definitions and facts related to the ordinary and bounded cohomology of groups.
For a more comprehensive introduction to this subject, we refer to [45; 26; 40].

Let V be a left RŒG�-module and C n.GIV / the vector space consisting of functions from the n-fold
direct product G�n to V. Let ı W C n.GIV /! C nC1.GIV / be the R-linear map defined by

.ıf /.g0; : : : ;gn/Dg0 �f .g1; : : : ;gn/C

nX
iD1

.�1/if .g0; : : : ;gi�1gi ; : : : ;gn/C.�1/nC1f .g0; : : : ;gn�1/:

Then ı2 D 0 and its nth cohomology is the ordinary group cohomology Hn.GIV /.

Next, suppose that V is equipped with a G-invariant norm k � k, ie kg � vk D kvk for every g 2 G and
v 2 V. Define C n

b
.GIV / to be the subspace

C n
b .GIV /D

˚
f WG�n

! V j sup
.g1;:::;gn/2G�n

kf .g1; : : : ;gn/k<1
	

of C n.GIV /. Then C �
b
.GIV / is a subcomplex of C �.GIV /, and we call the nth cohomology of C �

b
.GIV /

the nth bounded cohomology of G, and denote it by Hn
b
.GIV /. The inclusion C �

b
.GIV /! C �.GIV /

induces a map cG W H�b.GIV /! H�.GIV /, called the comparison map.

Let H�
=b
.GIV / denote their relative cohomology, that is, the cohomology of the quotient complex

C �
=b
.GIV /D C �.GIV /=C �

b
.GIV /. Then the short exact sequence of cochain complexes

0! C �b .GIV /! C �.GIV /! C �=b.GIV /! 0

induces the cohomology long exact sequence

(3-1) � � � ! Hn
b.GIV /

cG
�! Hn.GIV /! Hn

=b.GIV /! HnC1
b

.GIV /! � � � :

If we need to specify the G-representation �, we may use the symbols H�.GI �;V /, H�
b
.GI �;V / and

H�
=b
.GI �;V / instead of H�.GIV /, H�

b
.GIV / and H�

=b
.GIV /, respectively. Let R denote the field of real

numbers equipped with the trivial G-action. In this case, we write Hn.G/, Hn
b
.G/ and Hn

=b
.G/ instead of

Hn.GIR/, Hn
b
.GIR/ and Hn

=b
.GIR/, respectively.

Let N be a normal subgroup of G. Then G acts on N by conjugation, and hence G acts on C n.N IV /.
This G-action is described by

.gf /.x1; : : : ;xn/D g �f .g�1x1g; : : : ;g�1xng/:
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The action induces G-actions on Hn.N IV /, Hn
b
.N IV / and Hn

=b
.N IV /. When N DG, these G-actions

on Hn.GIV /, Hn
b
.GIV / and Hn

=b
.GIV / are trivial. Indeed, for h 2G, the conjugation by h on C �.GIV /

is homotoped to the identity map by the chain homotopy ˆh W C
n.GIV /! C n�1.GIV / defined by

.ˆh.c//.g1; : : : ;gn�1/D

n�1X
iD0

.�1/ic.g1; : : : ;gi ; h; h
�1giC1h; : : : ; h�1gn�1h/:

This chain homotopy induces ones between the conjugations by h and the identity maps on C �
b
.GIV /

and C �
=b
.GIV /. By definition, a cocycle f WN ! V in C 1

=b
.N IV / defines a class of H1

=b
.N IV /G if and

only if the function gf �f WN ! V is bounded for every g 2G.

Until the end of Section 5, we consider the case of trivial real coefficients. Let f WG!R be a homogeneous
quasimorphism. Then f is considered as an element of C 1.G/, and its coboundary ıf is

.ıf /.x;y/D f .x/�f .xy/Cf .y/:

Since f is a quasimorphism, the coboundary ıf is a bounded cocycle. Hence we obtain a map ı WQ.G/!
H2

b
.G/ given by f 7! Œıf �. Then the following lemma is well known:

Lemma 3.3 The following sequence is exact :

0! H1.G/! Q.G/ ı
�! H2

b.G/
cG
�! H2.G/:

Let ' W G ! H be a group homomorphism. A virtual section of ' is a pair .ƒ;x/ consisting of a
subgroup ƒ of finite index in H and a group homomorphism s W ƒ! G satisfying '.s.x// D x for
every x 2 ƒ. The group homomorphism ' is said to virtually split if ' admits a virtual section. As
mentioned at the end of the introduction, some of the authors showed the following proposition. For a
further generalization of this result, see [61, Theorem 1.4].

Proposition 3.4 [60, Proposition 6.4] If the projection p W G ! � virtually splits , then the map
i� W Q.G/! Q.N /G is surjective.

In this paper, we often consider amenable groups and boundedly acyclic groups. Here we review basic
properties related to them. First we collect those for amenable groups (see for example [40] for more
details).

Theorem 3.5 (known results for amenable groups) (1) Every finite group is amenable.

(2) Every abelian group is amenable.

(3) Every subgroup of an amenable group is amenable.

(4) Let 1!N !G! �! 1 be an exact sequence of groups. Then G is amenable if and only if N

and � are amenable.

(5) Every amenable group is boundedly k-acyclic for all k � 1.
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Secondly, we collect known results on bounded k-acyclicity for k � 3 due to various researchers; these
results are not used in this paper, but it might be convenient to the reader to have some examples of
boundedly 3-acyclic groups that are nonamenable. See also Remark 8.8 for one more example.

Theorem 3.6 (known results for boundedly acyclic groups) (1) [70] Let n 2N. Then the group
Homeoc.Rn/ of homeomorphisms on Rn with compact support is boundedly acyclic.

(2) [75; 80] For n� 3, every lattice in SL.n;R/ is 3-boundedly acyclic.

(3) [20] Burger–Mozes groups [24] are 3-boundedly acyclic.

(4) (see [82]) Let k 2N. Let 1!N !G! �! 1 be a short exact sequence of groups. Assume
that N is boundedly k-acyclic. Then G is boundedly k-acyclic if and only if � is.

(5) [38] Every binate group (see [38, Definition 3.1]) is boundedly acyclic.

(6) [37] There exist continuum many nonisomorphic 5-generated nonamenable groups that are bound-
edly acyclic. There exists a finitely presented nonamenable group that is boundedly acyclic.

(7) [78] Thompson’s group F is boundedly acyclic.

(8) [78] Let L be an arbitrary group. Let � be an infinite amenable group. Then the wreath product
L o� D

�L
� L

�
Ì� is boundedly acyclic.

(9) [79] For every integer n at least two , the identity component Homeo0.S
n/ of the group of

orientation-preserving homeomorphisms of Sn is boundedly 3-acyclic. The group Homeo0.S
3/ is

boundedly 4-acyclic.

On (7), we remark that it is a major open problem whether Thompson’s group F is amenable.

The seven-term exact sequence and the calculation of first cohomology mentioned below will be used in
the proof of Theorem 4.11.

Theorem 3.7 (seven-term exact sequence; see [31] for example) Let 1!N i
�!G

p
�! �! 1 be an

exact sequence. Then we have the exact sequence

0! H1.�/
p�
�! H1.G/ i�

�! H1.N /G! H2.�/

! Ker.i� W H2.G/! H2.N //
�
�! H1.�IH1.N //! H3.�/:

Here H1.N / is regarded as a left RŒ��-module by the �-action induced from the conjugation G-action
on N.

Lemma 3.8 For a left RŒZ�-module V, let � W Z ! Aut.V / be the representation. Then the first
cohomology group H1.ZIV / is isomorphic to V =Im.idV � �.1//.

Proof By definition, the set Z1.ZIV / of cocycles on Z with coefficients in V is equal to the set of
crossed homomorphisms, that is,

fh W Z! V j h.nCm/D �.n/.h.m//C h.n/ for every n;m 2 Zg:
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Since every crossed homomorphism on Z is determined by its value on 1 2 Z, we have Z1.ZIV /Š V.
The set B1.ZIV / of coboundaries on Z with coefficients in V is equal to

fh W Z! V j h.1/D v� �.1/.v/ for some v 2 V g:

Hence, B1.ZIV /Š Im.idV � �.1//, and the lemma follows.

4 The spaces of nonextendable quasimorphisms

The purpose of this section is to provide several applications of our main theorem (Theorem 1.5) to
the spaces Q.N /G= i�Q.G/ and Q.N /G=.H1.N /G C i�Q.G//. In Section 4.1 we prove Theorems 1.9
and 1.10 modulo Theorem 1.5, and in Sections 4.2–4.4 we provide several examples of pairs .G;N / such
that the space Q.N /G=.H1.N /G C i�Q.G// does not vanish (Theorems 1.1, 1.2 and 4.18).

Here we restate Theorems 1.9 and 1.10 for the convenience of the reader.

Theorem 1.9 If the quotient group � DG=N is boundedly 3-acyclic , then

dim.Q.N /G= i�Q.G//� dim H2.�/:

Moreover , if G is Gromov-hyperbolic , then

dim.Q.N /G= i�Q.G//D dim H2.�/:

Theorem 1.10 If � D G=N is boundedly 3-acyclic , then the map p� ı .�4/
�1 ı �=b induces an iso-

morphism
Q.N /G=.H1.N /G C i�Q.G//Š Im.p�/\ Im.cG/;

where cG W H2
b
.G/! H2.G/ is the comparison map. In particular , if � is boundedly 3-acyclic , then

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.G/:

4.1 Proofs of Theorems 1.9 and 1.10

The goal of this section is to prove Theorems 1.9 and 1.10 modulo Theorem 1.5.

First we prove Theorem 1.9. Recall that, if G is Gromov-hyperbolic, then the comparison map H2
b
.G/!

H2.G/ is surjective [73; 46; 84]. Hence, Theorem 1.9 follows from the following:

Theorem 4.1 Let 1!N !G! �! 1 be an exact sequence of groups. Assume that � is boundedly
3-acyclic. Then

dim.Q.N /G= i�Q.G//� dim H2.�/:

Moreover , if the comparison map cG W H2
b
.G/! H2.G/ is surjective , then

dim.Q.N /G= i�Q.G//D dim H2.�/:

Proof By Theorem 1.5, we have the exact sequence

Q.G/ i�
�! Q.N /G

�=b
�! H2

=b.�/:
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Hence,
dim.Q.N /G= i�Q.G//� dim H2

=b.�/:

Since � is boundedly 3-acyclic, the map �4 W H2.�/! H2
=b
.�/ is an isomorphism by (3-1), and therefore

dim.Q.N /G= i�Q.G//� dim H2.�/:

Next we show the latter assertion. Suppose that the comparison map cG W H2
b
.G/! H2.G/ is surjective.

Then �5 W H2.G/! H2
=b
.G/ is the zero map. Since �4 W H2.�/! H2

=b
.�/ is an isomorphism, the map

p� W H2
=b
.�/! H2

=b
.G/ is also zero. Hence,

dim.Q.N /G= i�Q.G//D dim H2
=b.�/D dim H2.�/:

To prove Theorem 1.10, we use the following lemma in homological algebra:

Lemma 4.2 For a commutative diagram of R-vector spaces
C

c

��

B2
b2
//

c2

��

B3
b3
//

c3Š

��

B4

c4

��

A1
a1
// A2

a2
// A3

a3
// A4

where the rows and the last column are exact and c3 is an isomorphism , the map b3 ı c�1
3
ı a2 induces an

isomorphism
A2=.Im.a1/C Im.c2//Š Im.b3/\ Im.c/:

Because the proof of Lemma 4.2 is done by a standard diagram chase, we omit it.

Proof of Theorem 1.10 If � DG=N is boundedly 3-acyclic, �4 W H2.�/! H2
=b
.�/ is an isomorphism.

Therefore, Theorem 1.10 follows by applying Lemma 4.2 to the commutative diagram (1-3).

The following corollary of Theorem 1.10 will be used in the proof of Theorem 1.1:

Corollary 4.3 Assume that N is contained in the commutator subgroup ŒG;G� of G, and � is boundedly
3-acyclic. Then

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.�/� dim H1.N /G :

Moreover , if the comparison map H2
b
.G/! H2.G/ is surjective , then

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D dim H2.�/� dim H1.N /G :

Proof Since N is contained in the commutator subgroup of G, the map i� W H1.G/! H1.N /G is zero
and hence dim Im.p�/D dim H2.�/� dim H1.N /G. Therefore, Theorem 1.10 implies the corollary.
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Remark 4.4 Let 1!N !G!�! 1 be an exact sequence and suppose that the group N is amenable.
Then it is known that the map �3 W H1.N /G! Q.N /G in (1-3) is an isomorphism. Hence, Lemma 4.2
implies that the composite � ı ��1

3
ı i� induces an isomorphism

Q.G/=.H1.G/Cp�Q.�//Š Im.�/\ Im.c�/:

This isomorphism was obtained in [62] in a different way and applied to study boundedness of characteristic
classes of foliated bundles.

4.2 Proof of Theorem 1.1

The goal of this subsection is to prove Theorem 1.1 by using the results proved in the previous subsection.
This theorem treats surface groups. Before proceeding to this case, we first prove the following theorem
for free groups:

Theorem 4.5 (computations of dimensions for free groups) For n� 1, set G D Fn and N D ŒFn;Fn�.
Then

dim.Q.N /G= i�Q.G//D 1
2
n.n� 1/ and dim

�
Q.N /G=.H1.N /G C i�Q.G//

�
D 0:

Proof By Theorem 4.1,

dim.Q.N /G= i�Q.G//D dim H2.G=N /D dim H2.Zn/D 1
2
n.n� 1/:

By Theorem 1.10, we obtain

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.G/D 0:

Next we show Theorem 1.1. In the proof, we need the precise description of the space H1.ŒFn;Fn�/
Fn of

Fn-invariant homomorphisms on the commutator subgroup ŒFn;Fn� of the free group Fn. Throughout
this subsection, we write a1; : : : ; an to mean the canonical basis of Fn.

Lemma 4.6 Let i and j be integers such that 1 � i < j � n. Then there exist Fn-invariant homo-
morphisms ˛i;j W ŒFn;Fn�!R such that , for k; l 2 Z with 1� k < l � n,

˛i;j .Œak ; al �/D

�
1 if .i; j /D .k; l/;
0 otherwise:

(4-1)

Moreover , the ˛i;j are a basis of H1.ŒFn;Fn�/
Fn . In particular ,

dim H1.ŒFn;Fn�/
Fn D

1
2
n.n� 1/:

Proof When G D Fn and N D ŒFn;Fn�, the five-term exact sequence (Theorem 1.4) implies that the
dimension of H1.ŒFn;Fn�/

Fn is 1
2
n.n� 1/. Hence it suffices to construct ˛i;j satisfying (4-1).

We first consider the case nD 2. Since dim.H1.ŒF2;F2�/
F2/D 1, it suffices to show that there exists an

F2-invariant homomorphism ˛ W ŒF2;F2�!R with ˛.Œa1; a2�/¤ 0. Let ' W ŒF2;F2�!R be a nontrivial
F2-invariant homomorphism. Then there exists a pair x and y of elements of F2 such that '.Œx;y�/¤ 0.
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Let f W F2! F2 be the group homomorphism sending a1 to x and a2 to y. Since ' is F2-invariant, we
have

' ıf .gxg�1/D '.f .g/f .x/f .g/�1/D ' ıf .x/

for every g 2 F2 and every x 2 ŒF2;F2�. Hence, ' ı .f jŒF2;F2�/ W ŒF2;F2� ! R is an F2-invariant
homomorphism satisfying ' ıf .Œa1; a2�/¤ 0. This completes the proof of the case nD 2.

Suppose that n � 2. Then, for i; j 2 f1; : : : ; ng with i < j, define a homomorphism qi;j W Fn ! F2

which sends ai to a1, aj to a2, and ak to the unit element of F2 for k ¤ i; j. Then qi;j induces a
surjection ŒFn;Fn� to ŒF2;F2�, and induces a homomorphism q�i;j W H

1.ŒF2;F2�/
F2 ! H1.ŒFn;Fn�/

Fn .
Set ˛i;j D ˛1;2 ı qi;j . Then ˛i;j clearly satisfies (4-1), and this completes the proof.

Theorem 1.1 follows from Corollary 4.3 and the following proposition:

Proposition 4.7 For l � 1,

dim H1
�
Œ�1.†l/; �1.†l/�

��1.†l /
D l.2l � 1/� 1:

Proof Recall that �1.†l/ has the presentation

ha1; : : : ; a2l j Œa1; a2� � � � Œa2l�1; a2l �i:

Let f W F2l ! �1.†l/ be the natural epimorphism sending ai to ai , and K the kernel of f, ie K

is the normal subgroup generated by Œa1; a2� � � � Œa2l�1; a2l � in F2l . Then f induces an epimorphism
f jŒF2l ;F2l � W ŒF2l ;F2l �! Œ�1.†l/; �1.†l/� between their commutator subgroups, and its kernel coincides
with K since K is contained in ŒF2l ;F2l �. This means that, for a homomorphism ' W ŒF2l ;F2l �! R,
' induces a homomorphism x' W Œ�1.†l/; �1.†l/�!R if and only if

'.Œa1; a2� � � � Œa2l�1; a2l �/D 0:

It is straightforward to show that ' is F2l -invariant if and only if x' is �1.†l/-invariant. Hence the image
of the monomorphism H1

�
Œ�1.†l/; �1.†l/�

��1.†l /
! H1.ŒF2l ;F2l �/

F2l is the subspace consisting of
elements X

i<j

kij˛ij

such that
k1;2C k3;4C � � �C k2l�1;2l D 0:

Since the dimension of H1.ŒF2l ;F2l �/
F2l is l.2l � 1/ (see Lemma 4.6), this completes the proof.

Proof of Theorem 1.1 Since the abelianization � D �1.†l/=Œ�1.†l/; �1.†l/� of the surface group is
isomorphic to Z2l , we have dim H2.�/D l.2l � 1/. Thus the first assertion follows from Theorem 4.1.
Since the comparison map H2

b
.�1.†l//! H2.�1.†l// is surjective, we obtain

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D 1

by Corollary 4.3 and Proposition 4.7.
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4.3 Proof of Theorem 1.2 and a related example

To prove Theorem 1.2, we now recall some terminology of mapping class groups.

Let l be an integer at least 2 and †l the oriented closed surface with genus l . The mapping class group
Mod.†l/ of †l is the group of isotopy classes of orientation-preserving diffeomorphisms on †l . By
considering the action on the first homology group, Mod.†l/ has a natural epimorphism sl WMod.†l/!

Sp.2l IZ/, called the symplectic representation.

For  2Mod.†l/, we take a diffeomorphism f that represents  . The mapping torus Tf is an orientable
closed 3-manifold equipped with a natural fibration structure †l ! Tf ! S1. The following is known:

Theorem 4.8 [93] A mapping class  is a pseudo-Anosov element if and only if the mapping torus Tf

is a hyperbolic manifold.

Set � D Z2l Ìsl . /Z and

(4-2) GD�1.Tf /D�1.†l/Ìf�Z
Dha1; : : : ; a2lC1 j Œa1; a2� � � � Œa2l�1; a2l �D1G ; a2lC1�aiD.f�ai/�a2lC1 for every 1� i�2li;

where f� W �1.†l/! �1.†l/ is the pushforward of f.

Lemma 4.9 (1) dim H2.�/D dim Ker.I2l � sl. //C dim Ker
�
I.2l

2 /
�
V2

sl. /
�
.

(2) dim H2.G/D dim Ker.I2l � sl. //C 1.

Proof Let T 2l be the 2l-dimensional torus. By the natural inclusion Sp.2l IZ/!Homeo.T 2l/, we regard
the element sl. / as a homeomorphism of T 2l . Let Msl . / be the mapping torus of sl. /2Homeo.T 2l/.
Since Msl . / is a K.�; 1/-manifold, we have dim H2.�/D dim H2.Msl . //.

For the mapping torus Msl . /, we have the long exact sequence

(4-3) � � � ! H1.T 2l/
ı1
�! H1.T 2l/! H2.Msl . //! H2.T 2l/

ı2
�! H2.T 2l/! � � � ;

where the map ın is given by

idHn.T 2l /� sl. /
�
W Hn.T 2l/! Hn.T 2l/

(see [48, Example 2.48]). This, together with (4-3) and the fact that H 2.T 2l/Š
V2

H 1.T 2l/, implies
that

dim H2.�/D dim H2.Msl . //D dim Ker.I2l � sl. //C dim Ker
�
I.2l

2 /
�
V2

sl. /
�
:

The computation of dim H2.G/ is done in a similar manner.

Let N be the kernel of the natural epimorphism G! � . Note that N is isomorphic to the commutator
subgroup of �1.†l/.
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Lemma 4.10 dim H1.N /G � dim Ker
�
I.2l

2 /
�
V2

sl. /
�
� 1:

Proof We set HD H1.†l IZ/. Let � W H1.N /G! Hom
�V2 H;R

�
be the map defined by

�.h/.q.x/^ q.y//D h.Œx;y�/;

where x;y 2 �1.†l/ and q W �1.†l/! H is the abelianization map. We claim that this map � is well
defined. To verify this, let h 2 H1.N /G. By commutator calculus, Œx1x2;y�D x1Œx2;y�x

�1
1
� Œx1;y� for

every x1;x2;y 2 �1.†l/. Since h is G-invariant, this implies that

h.Œx1x2;y�/D h.Œx1;y�/C h.Œx2;y�/:

In a similar manner to the above, we can see that

h.Œxz;yw�/D h.Œx;y�/

for every x;y 2 �1.†l/ and every z; w 2N D Œ�1.†l/; �1.†l/�. Now it is straightforward to confirm
that � is well defined. Moreover, since N is normally generated by fŒai ; aj �g1�i<j�2l in G, the map � is
injective.

We set
Hom

�V2 H;R
�V2

sl . /
D
˚
h 2 Hom

�V2 H;R
�
j h ı

V2
sl. /D h

	
:

Then the image of � is contained in Hom
�V2 H;R

�V2
sl . /. Indeed, for 1� i < j � 2l and h 2 H1.N /G,

�.h/
�V2

sl. /.q.ai/^ q.aj //
�
D h.Œf�ai ; f�aj �/

D h.Œa2lC1 � ai � a
�1
2lC1; a2lC1 � aj � a

�1
2lC1�/

D h.Œai ; aj �/D �.h/.q.ai/^ q.aj //;

where the second equality comes from the relation in (4-2) and the third equality comes from the
G-invariance of h.

Since dim Hom
�V2 H;R

�V2
sl . / is equal to dim Ker

�
I.2l

2 /
�
V2

sl. /
�
, it suffices to show that the map

� W H1.N /G! Hom
�V2 H;R

�V2
sl . /

is not surjective. We set v1 D q.a1/ ^ q.a2/ C � � � C q.a2l�1/ ^ q.a2l/ 2
V2 H. Then the mapV2

sl. / W
V2 H!

V2 H preserves v1. Hence, for a suitable basis containing v1, the dual v�
1

is contained in
Hom

�V2 H;R
�V2

sl . /. However, v�
1

is not contained in the image of �. Indeed, for every h 2 H1.N /G,

�.h/.v1/D h.Œa1; a2� � � � Œa2l�1; a2l �/D 0:

Hence the map � W H1.N /G! Hom
�V2 H;R

�V2
sl . / is not surjective, and the lemma follows.

Proof of Theorem 1.2 The group G is Gromov-hyperbolic by Theorem 4.8 and � is amenable by
Theorem 3.5(4). Hence, Theorem 1.9, together with Lemma 4.9(1), asserts that

dim.Q.N /G= i�Q.G//D dim H2.�/D dim Ker.I2l � sl. //C dim Ker
�
I.2l

2 /
�
V2

sl. /
�
:
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By Theorem 1.10 and Lemma 4.9(2), we obtain

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.G/D dim Ker.I2l � sl. //C 1:

On the other hand,

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D dim H2.�/� dim H1.N /G � dim Ker.I2l � sl. //C 1

by Corollary 4.3 and Lemmas 4.9(1) and 4.10.

As we mentioned in the introduction, we obtain an analogue (Theorem 4.11) of Theorem 1.2 in the free
group setting. For n 2N, let Aut.Fn/ be the automorphism group of Fn. Let tn WAut.Fn/!GL.n;Z/ be
the representation induced by the action of Aut.Fn/ on the abelianization of Fn. Then the group Fn Ì Z

naturally surjects onto Zn Ìtn. /Z via the abelianization of Fn. We say that an automorphism  of Fn is
atoroidal if it has no periodic conjugacy classes, that is, there does not exist a pair .a; k/ 2 Fn �Z with
a¤ 1Fn

and k ¤ 0 such that  k.a/ is conjugate to a. Bestvina and Feighn [11] showed that  2Aut.Fn/

is atoroidal if and only if Fn Ì Z is Gromov-hyperbolic.

Theorem 4.11 (computations of dimensions for free-by-cyclic groups) Let n be an integer greater
than 1 and  2 Aut.Fn/ an atoroidal automorphism. Set G D Fn Ì Z and let N be the kernel of the
surjection G! Zn Ìtn. /Z defined via the abelianization map Fn! Zn. Then

dim.Q.N /G= i�Q.G//D dim Ker.In� tn. //C dim Ker
�
I.n

2/
�
V2

tn. /
�

and
dim

�
Q.N /G=.H1.N /G C i�Q.G//

�
D dim Ker.In� tn. //;

where
V2

tn. / is the map induced by tn. /.

Proof Since G=N is isomorphic to �DZnÌtn. /Z, Theorem 1.9 implies that dim.Q.N /G= i�Q.G//D
dim H2.�/. Moreover,

dim H2.�/D dim Ker.In� tn. //C dim Ker
�
I.n

2/
�
V2

tn. /
�

by the same argument as in the proof of Lemma 4.9(1). Hence the former statement holds.

We set HDH1.FnIZ/DFn=ŒFn;Fn�. As in Lemma 4.10, we can define a monomorphism � WH1.N /G!

Hom
�V

H;R
�V2

tn. /. Hence, together with Corollary 4.3, we obtain

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim Ker.In� tn. //:

On the other hand,
dim

�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.G/

by Theorem 1.10. By the seven-term exact sequence (Theorem 3.7) applied to the short exact sequence
1! Fn!G! Z! 1,

H2.G/Š H1.ZIH1.Fn//:
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By Lemma 3.8, H1.ZIH1.Fn// is isomorphic to

H1.Fn/=Im.idH1.Fn/
� �/;

where  � W H1.Fn/! H1.Fn/ is the pullback of  . Hence,

dim H2.G/D dim H1.ZIH1.Fn//D dim Ker.In� tn. //

and the theorem follows.

4.4 Other examples

It follows from Theorem 1.10 that H2.G/D 0 implies Q.N /G D H1.N /G C i�Q.G/, and we provide
several examples of groups G with H2.G/D 0 in Section 2.1.

As an application of [42, Theorem 2.4], we provide another example of a group G satisfying Q.N /G D

H1.N /G C i�Q.G/.

Corollary 4.12 Let L be a hyperbolic link in S3 such that the number of the connected components of L

is two. Let G be the link group of L (ie the fundamental group of the complement S3 nL of L) and N

the commutator subgroup of G. Then Q.N /G D H1.N /G C i�Q.G/.

Proof By Theorem 1.10, it suffices to show that the comparison map cG W H2
b
.G/! H2.G/ is equal to

zero. Theorem 2.4 of [42] gives Im.cG/¤ H2.G/. Since the number of the connected components of L

is two, the second cohomology group H2.G/ is isomorphic to R. Hence, Im.cG/D 0.

Here we provide other examples .G;N / such that H2.G/¤ 0 and Q.N /G D H1.N /G C i�Q.G/.

Example 4.13 Let n 2N. For i D 1; 2; : : : ; n, let Hi be a boundedly 2-acyclic group and assume that
H2.H1/¤ 0 (for example, we can take H1 D Z2). Set G DH1 �H2 � � � � �Hn and N D ŒG;G�. Then
H2.G/D H2.H1/˚H2.H2/˚ � � �˚H2.Hn/¤ 0 but the comparison map cG W H2

b
.G/! H2.G/ is the

zero map. It follows from Theorem 1.10 that Q.N /G=.H1.N /G C i�Q.G//D 0.

We considered free products in Example 4.13, but the comparison map in degree 2 is also trivial for graph
products of amenable groups (such as RAAGs) and graphs of groups with amenable vertex groups (see [66,
Example 4.7]). See [28, Corollary 5.4] for more cases in which the comparison map in degree 2 is trivial.

Corollary 4.14 Let E!†l be a nontrivial orientable circle bundle over a closed oriented surface of
genus l > 1. For the fundamental group G D �1.E/ and its normal subgroup N D ŒG;G�,

dim.Q.N /G= i�Q.G//D l.2l � 1/ and dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D 0:

Remark 4.15 (1) The dimension of Q.G/ (and hence the dimension of Q.N /G) is the cardinal of the
continuum since G surjects onto the surface group �1.†l/.

(2) The dimension of H2.G/ is equal to 2l . Indeed, H2.G/ is isomorphic to H2.E/ since E is a
K.G; 1/-space. Moreover, H2.E/ is isomorphic to H1.†l/ by the Thom–Gysin sequence.
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Proof of Corollary 4.14 Let n be the Euler number of the bundle E!†l . Note that n is nonzero since
the bundle is nontrivial (see [40, Theorem 11.16]). Since the group G has a presentation

G D �1.E/D ha1; : : : ; a2lC1 j Œa1; a2� � � � Œa2l�1; a2l �D a�n
2lC1; Œai ; a2lC1�D 1G for every 1� i � 2li;

the abelianization � D G=N is isomorphic to Z2l � .Z=nZ/. Hence, dim H2.�/ D l.2l � 1/. By the
relation Œai ; a2lC1�D 1G for each i and the fact that N is normally generated by fŒai ; aj �g1�i<j�2lC1

in G, we obtain dim H1.N /G D l.2l C 1/ � 2l D l.2l � 1/ by an argument similar to the proof of
Proposition 4.7. Hence Corollary 4.3 asserts that

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
� dim H2.�/� dim H1.N /G D 0:

Since N is the commutator subgroup of G, the space H1.N /G injects into Q.N /G= i�Q.G/. Hence,

dim.Q.N /G= i�Q.G//� l.2l � 1/:

On the other hand, Theorem 4.1 asserts that

dim.Q.N /G= i�Q.G//� H2.�/D l.2l � 1/:

For elements r1; : : : ; rm 2 G, we write hhr1; : : : ; rmii to mean the normal subgroup of G generated by
r1; : : : ; rm.

Corollary 4.16 Let r1; : : : ; rm 2 ŒFn; ŒFn;Fn�� and set

G D Fn=hhr1; : : : ; rmii:

Then Q.ŒG;G�/G D H1.ŒG;G�/G C i�Q.G/.

Proof Let q be the natural projection Fn!G. Then the image of the monomorphism q� WH1.ŒG;G�/G!

H1.ŒFn;Fn�/
Fn is the space of Fn-invariant homomorphisms f W ŒFn;Fn�!R satisfying f .r1/D � � � D

f .rm/D 0. Since every Fn-invariant homomorphism of ŒFn;Fn� vanishes on ŒFn; ŒFn;Fn��, we conclude
that q� is an isomorphism, and hence dim H1.ŒG;G�/G D 1

2
n.n� 1/. Since � D G=ŒG;G� D Zn, we

have dim H2.�/D 1
2
n.n�1/. Hence Corollary 4.3 implies that Q.ŒG;G�/G=.H1.ŒG;G�/GC i�Q.G// is

trivial.

Remark 4.17 Suppose that N is the commutator subgroup of G. As will be seen in Corollaries 6.20
and 7.11, the sum H1.N /G C i�Q.G/ is actually a direct sum in this case, and the map H1.N /G !

Q.N /G= i�Q.G/ is an isomorphism. Hence, if G is a group as provided in Corollary 4.16 and N

is the commutator subgroup of G, then the basis of Q.N /G= i�Q.G/ is provided by the G-invariant
homomorphism ˛0i;j WN!R for 1� i <j �n, which is the homomorphism induced by ˛i;j W ŒFn;Fn�!R

described in Lemma 4.6.

As an example of a pair .G;N / satisfying Q.N /¤ H1.N /G C i�Q.G/, we provide a certain family of
one-relator groups. Recall that a one-relator group is a group isomorphic to Fn=hhrii for some positive
integer n and an element r of Fn.
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Theorem 4.18 Let n and k be integers at least 2 and r an element of ŒFn;Fn� n ŒFn; ŒFn;Fn��. Set
G D Fn=hhr

kii and N D ŒG;G�: Then

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D 1:

Note that r 2 ŒFn;Fn�n ŒFn; ŒFn;Fn�� is equivalent to the existence of f0 2H1.ŒFn;Fn�/
Fn with f0.r/¤ 0.

Proof of Theorem 4.18 By Newman’s spelling theorem [85], every one-relator group with torsion is
hyperbolic, and hence G is hyperbolic. Indeed, r does not belong to hhrkii since f0.x/ belongs to kf0.r/Z

for every element x of hhrkii. Since � DG=N is abelian, � is boundedly 3-acyclic. By Corollary 4.3, it
suffices to show

dim
�
Q.N /G=.H1.N /G C i�Q.G//

�
D dim H2.�/� dim H1.N /G D 1:

Since rk 2 ŒFn;Fn�, we have � D Zn, and dim H2.�/D 1
2
n.n� 1/. Hence, it only remains to show that

dim H1.N /G D 1
2
n.n� 1/� 1:(4-4)

Let q W Fn!G D Fn=hhr
kii be the natural quotient. Then q induces a monomorphism q� W H1.N /G!

H1.ŒFn;Fn�/
Fn . As in the proof of Proposition 4.7, it is straightforward to show that the image of

q� WH1.N /G!H1.ŒFn;Fn�/
Fn is the space of Fn-invariant homomorphisms f W ŒFn;Fn�!R such that

f .r/D 0. Since there exists an element f0 of H1.ŒFn;Fn�/
Fn with f0.r/¤ 0, the codimension of the

image of q� W H1.N /G! H1.ŒFn;Fn�/
Fn is 1, which implies (4-4).

After the authors completed this work, they obtained a generalization of Theorem 4.18; see [59,
Theorem 11.15].

Remark 4.19 Let k be a positive integer. Here we construct a finitely presented group G satisfying

(4-5) dim
�
Q.ŒG;G�/G=.H1.ŒG;G�/G C i�Q.G//

�
D k:

Let F2k D ha1; : : : ; a2ki be a free group and define G by

G D ha1; : : : ; a2k j Œa1; a2�
2; : : : ; Œa2k�1; a2k �

2
i:

Set H D ha1; a2 j Œa1; a2�
2i. Then G is the k-fold free product of H. Since H is a one-relator group with

torsion, H is hyperbolic. Since a finite free product of hyperbolic groups is hyperbolic, G is hyperbolic.
Hence the comparison map H2

b
.G/! H2.G/ is surjective.

Let q WF2k!G be the natural quotient. Then q� WH1.ŒG;G�/G!H1.ŒF2k ;F2k �/
F2k is a monomorphism

whose image comprises the F2k-invariant homomorphisms ' W ŒF2k ;F2k �!R such that '.Œa2i�1; a2i �/D0

for i D 1; : : : ; k. Therefore Corollary 4.3 implies (4-5).

5 Cohomology classes induced by the flux homomorphism

First we review the definition of the (volume) flux homomorphism (see for instance [5]).
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Let Diff.M; �/ denote the group of diffeomorphisms on an m-dimensional smooth manifold M which
preserve a volume form � on M, Diff0.M; �/ the identity component of Diff.M; �/, and eDiff0.M; �/

the universal cover of Diff0.M; �/. Then the .volume/ flux homomorphism eFlux� W eDiff0.M; �/!

Hm�1.M / is defined by
eFlux�.Œf t

gt2Œ0;1��/D

Z 1

0

Œ�Xt
�� dt;

where � is the inner product, f tgt2Œ0;1� is a path representing an element of eDiff0.M; �/, and Xt is
the time-dependent vector field generating the isotopy f tgt2Œ0;1�. The value eFlux�.Œf tgt2Œ0;1��/ does
not depend on the choice of the isotopy f tgt2Œ0;1� and thus the map eFlux� is well defined. Moreover,
eFlux� is a homomorphism. The image of �1.Diff0.M; �// under eFlux� is called the flux group of the
pair .M; �/ and denoted by ��. The flux homomorphism eFlux� descends to a homomorphism

Flux� W Diff0.M; �/! Hm�1.M /=��:

These homomorphisms are fundamental objects in theory of diffeomorphism groups and have been
extensively studied (see for example [63; 52]).

As we wrote in Section 2.3, Proposition 2.5 is essentially in [65]; we prove it for the reader’s convenience.

Proof of Proposition 2.5 Suppose that the pair .G;N / of groups is .Diff0.M; �/;Ker.Flux�// or
.eDiff0.M; �/;Ker.eFlux�//. Since the kernels of the homomorphisms Flux� and eFlux� are perfect (see
[92; 4] and also [5, Theorems 4.3.1 and 5.1.3]), we have H1.N /D 0. Hence this proposition follows
from the five-term exact sequence (Theorem 1.4).

To prove Theorem 2.6(1), we use Py’s Calabi quasimorphism fP WKer.Flux�/!R, which was introduced
in [89]. For an oriented closed surface whose genus l is at least 2 and a volume form � on M, Py
constructed a Diff0.M; �/-invariant homogeneous quasimorphism fP WKer.Flux�/!R on Ker.Flux�/.

Proof of Theorem 2.6 First we prove (1). Suppose that †l is an oriented closed surface whose genus l

is at least 2, and let � be its volume form. Since in this case �� is trivial (as mentioned just after
Theorem 2.6), the two flux homomorphisms Flux� and eFlux� coincide.

Set G D Diff0.†l ; �/ and N D Ker.Flux�/. Since N is perfect [4, théorème II.6.1], we have H1.N /D

H1.N /G D 0. Since G=N is abelian, Theorem 1.10 implies that

Q.N /G= i�Q.G/D Q.N /G=.H1.N /G C i�Q.G//Š Im.Flux��/\ Im.cG/:

Since Py’s Calabi quasimorphism fP is not extendable to G D Diff0.†l ; !/ [58, Theorem 1.11],
Q.N /G= i�Q.G/ is not trivial. Hence, Flux�� ı �

�1
4
ı �=b.ŒfP �/ 2 Im.Flux�!/\ Im.cG/ is nonzero.

Now we show (2). Suppose that mD 2. The case that M is a 2-sphere is clear since H1.M /D 0 and hence
the flux homomorphisms are trivial. The case of M a torus follows from the fact that both Flux� and eFlux�
have section homomorphisms: hence, by Proposition 3.4, Im.Flux��/\ Im.cG/Š Q.N /G= i�Q.G/D 0.

Suppose that m� 3. Then Proposition 5.1 below implies that Flux� has a section homomorphism. Hence,
by Proposition 3.4, Im.Flux��/\ Im.cG/Š Q.N /G= i�Q.G/D 0.
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Proposition 5.1 [35, Proposition 6.1] Let m be an integer at least 3, M an m-dimensional differential
manifold , and � a volume form on M. Then there exists a section homomorphism of the reduced
flux homomorphism Flux� W Diff0.M; �/ ! Hm�1.M; �/=��. In addition , there exists a section
homomorphism of eFlux� WeDiff0.M; �/! Hm�1.M; �/.

The idea of Theorem 2.6 is also useful in (higher-dimensional) symplectic geometry. For notions in
symplectic geometry, see for example [5; 88]. For a symplectic manifold .M; !/, let Ham.M; !/ denote
the group of Hamiltonian diffeomorphisms with compact support. For an exact symplectic manifold
.M; !/, let Cal! W Ham.M; !/! R denote the Calabi homomorphism. We note that the map Cal�! is
injective, where Cal�! W H

2.RIR/! H2.Ham.M; !/IR/ is the homomorphism induced by Cal! . Here
H2.RIR/ denotes the group cohomology of R (as a discrete group) with trivial real coefficients and is
isomorphic to HomZ

�V2
Z.R/IR

�
due to the discussion before Proposition 2.5. Indeed, because Ker.Cal!/

is perfect [4], we can prove the injectivity of Cal�! similarly to the proof of Proposition 2.5. Then we
have the following theorem:

Theorem 5.2 For an exact symplectic manifold .M; !/, every nontrivial element of Im.Cal�!/ cannot
be represented by a bounded 2-cochain.

Note that Cal! W Ham.M; !/ ! R has a section homomorphism. Indeed, for a (time-independent)
Hamiltonian function whose integral over M is 1 and its Hamiltonian flow f�tgt2R, the homomorphism
t 7! �t is a section of the Calabi homomorphism Cal! . Hence, the proof of Theorem 5.2 is similar to
Theorem 2.6.

6 Proof of the main theorem

The goal in this section is to prove Theorem 1.5, which is the five-term exact sequence of the cohomology
of groups relative to the bounded subcomplex; we restate it for the convenience of the reader:

Theorem 1.5 (main theorem) Let 1!N i
�!G

p
�! �! 1 be an exact sequence of groups and V a

left Banach RŒ��-module equipped with a �-invariant norm k � k. Then there exists an exact sequence

0! H1
=b.�IV /

p�
�! H1

=b.GIV /
i�
�! H1

=b.N IV /
G �=b
�! H2

=b.�IV /
p�
�! H2

=b.GIV /:

Moreover , the exact sequence above is compatible with the five-term exact sequence of group cohomology;
that is , the following diagram commutes:

0 // H1.�IV /
p�
//

�1

��

H1.GIV /
i�
//

�2

��

H1.N IV /G
�
//

�3

��

H2.�IV /
p�
//

�4

��

H2.GIV /

�5

��

0 // H1
=b
.�IV /

p�
// H1
=b
.GIV /

i�
// H1
=b
.N IV /G

�=b
// H2
=b
.�IV /

p�
// H2
=b
.GIV /

Here the �i are the maps induced from the quotient map C �! C �
=b

.
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Notation Throughout this section, V denotes a Banach space equipped with the norm k � k and an
isometric G-action whose restriction to N is trivial. For a nonnegative real number D � 0 and v;w 2 V,
the symbol v�D w means that kv�wk �D. For functions f;g W S! V on a set S, the symbol f �D g

means that f .s/�D g.s/ for every s 2 S.

6.1 N -quasicocycle

To define the map �=b W H1
=b
.N IV /G ! H2

=b
.�IV / in Theorem 1.5, it is convenient to introduce the

notion of an N -quasicocycle. First, we recall the definition of quasicocycles.

Definition 6.1 Let G be a group and V a left RŒG�-module with a G-invariant norm k � k. A function
F WG! V is called a quasicocycle if there exists a nonnegative number D such that

F.g1g2/�D F.g1/Cg1 �F.g2/

for every g1;g2 2G. The smallest such D is called the defect of F and denoted by D.F /. Let yQZ.GIV /

denote the R-vector space of all quasicocycles on G.

Remark 6.2 If we need to specify the G-representation �, we write yQZ.GI �;V / instead of yQZ.GIV /.

We introduce the concept of N -quasicocycles, which is a generalization of the concept of partial quasi-
morphisms introduced in [33] (see also [81; 56; 64; 18; 60]).

Definition 6.3 Let N be a normal subgroup of G. A function F WG! V is called an N -quasicocycle if
there exists a nonnegative number D00 such that

(6-1) F.ng/�D00 F.n/CF.g/ and F.gn/�D00 F.g/Cg �F.n/

for every g 2 G and n 2 N. The smallest such D00 is called the defect of the N -quasicocycle F and
denoted by D00.F /. Let yQZN .GIV / denote the R-vector space of all N -quasicocycles on G.

If the G-action on V is trivial, then a quasicocycle is also called a V -valued quasimorphism. In this case,
we use the symbol yQ.GIV / instead of yQZ.GIV / to denote the space of V -valued quasimorphisms. A
V -valued quasimorphism F is said to be homogeneous if F.gk/D k �F.g/ for every g 2G and every
k 2 Z. The homogenization of V -valued quasimorphisms is well defined, as in the case of (R-valued)
quasimorphisms. We write Q.GIV / for the space of V -valued homogeneous quasimorphisms.

Recall that in our setting the restriction of the G-action on V to N is always trivial. Then a left G-action
on Q.N IV / is defined by

.gf /.n/D g �f .g�1ng/

for every g2G and every n2N. We call an element of Q.N IV /G a G-equivariant V -valued homogeneous
quasimorphism.
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Remark 6.4 An element f 2 Q.N IV / belongs to Q.N IV /G if and only if

g �f .n/D f .gng�1/

for every g 2G and every n 2N. This is why we call an element of Q.N IV /G G-equivariant.

Remark 6.5 The isomorphism H1
=b
.N IV /!Q.N IV / given by the homogenization is compatible with

the G-actions. In particular, this isomorphism induces an isomorphism H1
=b
.N IV /G! Q.N IV /G.

The elements of Q.N IV /GDH1
=b
.N IV /G are G-invariant (as cohomology classes). However, respecting

the condition g �f .n/D f .gng�1/ for f 2Q.N IV /G, we call the elements of Q.N IV /G G-equivariant
V -valued homogeneous quasimorphisms.

Lemma 6.6 Let N be a normal subgroup of G and V a left RŒG�-module. Assume that the induced
N -action on V is trivial. Then , for an N -quasicocycle F 2 yQZN .GIV /, there exists a bounded cochain
b 2 C 1

b
.GIV / such that the restriction .F C b/jN is in Q.N IV /G.

Proof By the definition of N -quasicocycles, the restriction F jN WN ! V is a quasimorphism. Let F jN

be the homogenization of F jN . Then the map

b0 D F jN �F jN WN ! V

is bounded. Define b WG! V by

b.g/D

�
b0.g/ if g 2N;

0 otherwise:

Then the map b is also bounded. Set ˆ D F C b; then ˆjN D .F C b/jN D F jN . Since ˆ is an
N -quasicocycle, we have

.gˆ/.n/D g �ˆ.g�1ng/�D00.ˆ/ ˆ.g �g
�1ng/�ˆ.g/Dˆ.ng/�ˆ.g/�D00.ˆ/ ˆ.n/

for g 2 G and n 2 N. Hence the difference gˆ � ˆ is in C 1
b
.N IV /. Since .gˆ/jN and ˆjN are

homogeneous quasimorphisms, we have gˆjN �ˆjN D 0, and this implies that the element ˆjN D
.F C b/jN belongs to Q.N IV /G.

If V is the trivial G-module R, then N -quasicocycles are also called N -quasimorphisms (this word was
first introduced in [57]). In this case, Lemma 6.6 reads as follows:

Corollary 6.7 Let N be a normal subgroup of G. For an N -quasimorphism F 2 yQN .G/, there exists a
bounded cochain b 2 C 1

b
.G/ such that the restriction .F C b/jN is in Q.N /G.

6.2 The map �=b

Now we proceed to the proof of Theorem 1.5. The goal in this subsection is to construct the map
�=b W H1

=b
.N /G! H2

=b
.G/. Here we only present the proofs in the case where the coefficient module V
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is the trivial module R. When V ¤R, the proofs work without any essential change (see Remarks 6.5,
6.8, 6.14 and 6.16).

First we define the map �=b W H1
=b
.N /G! H2

=b
.�/. Let 1!N i

�!G
p
�! �! 1 be a group extension.

As a special case of Remark 6.5, we have isomorphisms H1
=b
.N /! Q.N / and H1

=b
.N /G! Q.N /G. By

using these, we identify H1
=b
.N / and H1

=b
.N /G with Q.N / and Q.N /G, respectively.

Let QN .G/D QN .GIR/ be the R-vector space of all N -quasimorphisms whose restrictions to N are
homogeneous quasimorphisms on N ; that is,

QN .G/D fF WG!R j F is an N -quasimorphism such that F jN 2 Q.N /Gg � yQN .G/:

By definition, the restriction of the domain defines a map

i� W QN .G/! Q.N /G :

Remark 6.8 When the G-action on V is nontrivial, we need to replace the space QN .G/ by

QZ1
N .GIV /D fF WG! V j F is an N -quasicocycle such that F jN 2 Q.N IV /Gg:

Lemma 6.9 The map i� W QN .G/! Q.N /G is surjective.

Proof Let s W �! G be a set-theoretic section of p satisfying s.1�/D 1G . For f 2 Q.N /G, define a
map Ff;s WG!R by

Ff;s.g/D f .g � sp.g/
�1/

for g 2G. Then Ff;sjN D f since sp.n/D 1G for every n 2N. Moreover, Ff;s is an N -quasimorphism.
Indeed,

Ff;s.ng/D f .ng � sp.ng/�1/D f .ng � sp.g/�1/�D.f / f .n/Cf .g � sp.g/
�1/D Ff;s.n/CFf;s.g/

and
Ff;s.gn/D Ff;s.gng�1g/�D.f / Ff;s.gng�1/CFf;s.g/

D f .gng�1/CFf;s.g/D f .n/CFf;s.g/D Ff;s.n/CFf;s.g/

by the definition of quasimorphisms and the G-invariance of f . This means i�.Ff;s/D f, and hence the
map i� is surjective.

Lemma 6.10 For F 2 QN .G/ and gi ;g
0
i 2G satisfying p.gi/D p.g0i/ 2 � ,

ıF.g1;g2/�4D00.F / ıF.g
0
1;g
0
2/:

Proof By the assumption, there exist n1; n2 2N satisfying g0
1
D n1g1 and g0

2
D g2n2. Therefore,

ıF.g01;g
0
2/D F.g2n2/�F.n1g1g2n2/CF.n1g1/

�4D00.F / F.g2/CF.n2/� .F.n1/CF.g1g2/CF.n2//CF.n1/CF.g1/

D ıF.g1;g2/:
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For F 2 QN .G/ and a section s W � ! G of p, we set ˛F;s D s�ıF 2 C 2.�/. By Lemma 6.10, the
element Œ˛F;s � 2 C 2

=b
.�/D C 2.�/=C 2

b
.�/ is independent of the choice of the section s. Therefore we

set ˛F D Œ˛F;s � 2 C 2
=b
.�/.

Lemma 6.11 The cochain ˛F is a cocycle on C �
=b
.�/.

Proof It suffices to show that the coboundary ı˛F;s belongs to C 3
b
.�/. For f;g; h 2 � ,

ı˛F;s.f;g; h/D ıF.s.g/; s.h//� ıF.s.fg/; s.h//C ıF.s.f /; s.gh//� ıF.s.f /; s.g//

�8D00.F / ıF.s.g/; s.h//� ıF.s.f /s.g/; s.h//C ıF.s.f /; s.g/s.h//� ıF.s.f /; s.g//

D ı.ıF /.s.f /; s.g/; s.h//D 0

by Lemma 6.10.

By Lemmas 6.9 and 6.11, we obtain a map

(6-2) QN .G/! H2
=b.�/IF 7! Œ˛F �:

Lemma 6.12 The cohomology class Œ˛F � 2 H2
=b
.�/ depends only on the restriction F jN .

Proof Let s W �!G be a section of p and ˆ an element of QN .G/ satisfying ˆjN D F jN . Then, for
every g; h 2 � ,

.˛F;s�˛ˆ;s/.g;h/DıF.s.g/;s.h//�ıˆ.s.g/;s.h//

DF.s.h//�F.s.g/s.h//CF.s.g//�
�
ˆ.s.h//�ˆ.s.g/s.h//Cˆ.s.g//

�
Dı.Fıs/.g;h/�ı.ˆıs/.g;h/CF.s.gh//�F.s.g/s.h//�

�
ˆ.s.gh//�ˆ.s.g/s.h//

�
:

Since F and ˆ are N -quasimorphisms, we have

F.s.gh//�F.s.g/s.h//�D00.F / F.s.gh/s.h/�1s.g/�1/;

ˆ.s.gh//�ˆ.s.g/s.h//�D00.ˆ/ ˆ.s.gh/s.h/�1s.g/�1/:

Together with F.s.gh/s.h/�1s.g/�1/Dˆ.s.gh/s.h/�1s.g/�1/, we have

˛F;s �˛ˆ;s �D00.F /CD00.ˆ/ ı.F ı s�ˆ ı s/;

and this implies Œ˛F �D Œ˛ˆ� 2 H2
=b
.�/.

By Lemma 6.12, the map defined in (6-2) descends to a map �=b W Q.N /G ! H2
=b
.�/; that is, �=b is

defined by
�=b.f /D Œ˛F �;

where F is an element of QN .G/ satisfying F jN D f . Under the isomorphism Q.N /G Š H1
=b
.N /G, we

obtain the map
�=b W H

1
=b.N /G! H2

=b.�/:
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6.3 Proof of the exactness

Now we proceed to the proof of the exactness of the sequence

(6-3) 0! H1
=b.�/

p�
�! H1

=b.G/
i�
�! Q.N /G

�=b
�! H2

=b.�/
p�
�! H2

=b.G/;

where we identify Q.N /G with H1
=b
.N /G.

Lemma 6.13 The sequence (6-3) is exact at H1
=b
.�/ and H1

=b
.G/.

Remark 6.14 In the case of trivial real coefficients, this proposition is well known (see [26]). Indeed,
the spaces H1

=b
.�/ and H1

=b
.G/ are isomorphic to Q.�/ and Q.G/, respectively, and exactness of the

sequence
0! Q.�/! Q.G/! Q.N /G

follows from the homogeneity of the elements of Q.�/. However, in general, the spaces H1
=b
.�IV / and

H1
=b
.GIV / are not isomorphic to the spaces of V -valued homogeneous quasimorphisms Q.�IV / and

Q.GIV /, respectively. Therefore, we present a proof of Lemma 6.13 which can be modified to the case
of nontrivial coefficients without any essential change.

Proof of Lemma 6.13 We first show the exactness at H1
=b
.�/. Let a 2 H1

=b
.�/ and suppose p�aD 0.

Let f 2 C 1.�/ be a representative of a. Since p�aD 0 in H1
=b
.G/, there exists c 2 RŠ C 0.�/ such

that p�f � ıc D p�f is bounded. Since p is surjective, f is bounded, and hence aD 0. This implies
the exactness at H1

=b
.�/.

Next we prove the exactness at H1
=b
.G/. Since the map p ı i is zero, the composite i� ı p� is also

zero. For a 2 H1
=b
.G/ satisfying i�aD 0, it follows from Lemma 6.6 that there exists a representative

f 2 C 1.G/ of a satisfying f jN D 0. For a section s W �!G of p, set fs D s�f W �!R. Then fs is a
quasimorphism on � . Indeed, since f is a quasimorphism on G,

fs.g1g2/D f .s.g1g2//D f .s.g1g2/s.g2/
�1s.g1/

�1s.g1/s.g2//

�D.f / f .s.g1g2/s.g2/
�1s.g1/

�1/Cf .s.g1/s.g2//D f .s.g1/s.g2//

�D.f / f .s.g2//Cf .s.g1//D fs.g2/Cfs.g1/

by the triviality f jN D 0. Hence the cochain fs is a cocycle on C 1
=b
.�/; let as 2 H1

=b
.�/ denote the

relative cohomology class represented by fs . For g 2G,

p�fs.g/D f .sp.g//D f .sp.g/g
�1g/�D.f / f .sp.g/g

�1/Cf .g/D f .g/:

Therefore, the cochain p�fs is equal to f as relative cochains on G, and this implies p�as D a.

Lemma 6.15 The sequence (6-3) is exact at Q.N /G.
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Proof Note that every � 2 Q.G/ is an N -quasimorphism. Hence, by the definition of �=b W Q.N /G !

H2
=b
.�/,

�=b.i
�.�//D Œ˛��D ŒŒ˛�;s ��

for a section s W � ! G. Since � is a quasimorphism, ˛�;s D s�ı� is an element of C 2
b
.�/ and hence

˛� D Œ˛�;s � 2 C 2
=b
.�/ is zero. This implies �=b ı i� D 0.

Suppose that f 2Q.N /G satisfies �=b.f /D0. By Lemma 6.9, we obtain F 2QN .G/ satisfying F jN Df .
Let s W �!G be a section of p. The triviality of Œ˛F �D �=b.f /D 0 implies that there exist ˇ 2 C 1.�/

and b 2 C 2
b
.�/ satisfying

˛F;s � ıˇ D b:

For gi 2G,
ıF.g1;g2/�4D00.F / ıF.sp.g1/; sp.g2//D ˛F;s.p.g1/;p.g2//

by Lemma 6.10. Hence,

(6-4) ı.F �p�ˇ/.g1;g2/�4D00.F / .˛F;s � ıˇ/.p.g1/;p.g2//D p�b.g1;g2/:

Since the cochain b is bounded, the function F �p�ˇ is a quasimorphism. By the fact that the restriction
.F �p�ˇ/jN is equal to the homogeneous quasimorphism f, the homogenization F �p�ˇ of F �p�ˇ

satisfies i�.F �p�ˇ/D f. This implies Ker �=b � Im i�.

Remark 6.16 The last step of the proof of Lemma 6.15 uses the homogenization of a quasimorphism. In
the case where the G-action on V is nontrivial (in particular, where we cannot use the homogenization),
we replace the argument of the last step with the following: we have shown that the cochain F �p�ˇ

is a cocycle in C 1
=b
.G/ by (6-4). Since F jN D f , the restriction .F �p�ˇC ˇ.1�//jN is equal to f .

Therefore, i�
�
ŒF �p�ˇCˇ.1�/�

�
D f , and this implies Ker �=b � Im i�.

Lemma 6.17 The sequence (6-3) is exact at H2
=b
.�/.

Proof For f 2Q.N /G, we have F 2QN .G/ satisfying F jN D f by Lemma 6.9. Then a representative
of p�.�=b.f // 2 H2

=b
.G/ is given by p�˛F;s 2 C 2.G/ for some section s W �!G of p. For gi 2G,

p�˛F;s.g1;g2/D s�ıF.p.g1/;p.g2//D ıF.sp.g1/; sp.g2//�4D00.F / ıF.g1;g2/

by Lemma 6.10. This implies p�.�=b.f //D 0.

For a 2 H2
=b
.�/ satisfying p�a D 0, let ˛ 2 C 2.�/ be a representative of a. We can assume that the

cochain satisfies

(6-5) ˛.1� ; 1�/D 0:

Indeed, if ˛.1� ; 1�/D c 2R, then the cochain ˛� c satisfies (6-5) and is also a representative of a since
the constant function c is bounded. Note that the cocycle condition of C �

=b
.�/ implies that there exists a

nonnegative constant D such that
ı˛ �D 0:
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Hence, for 
1; 
2 2 � ,

0�D ı˛.
1; 1� ; 
2/D ˛.1� ; 
2/�˛.
1; 1�/:

In particular,

(6-6) ˛.1� ; 
 /�D ˛.1� ; 1�/D 0 and ˛.
; 1�/�D ˛.1� ; 1�/D 0

for every 
 2� . The equality p�aD 0 implies that there exists ˇ 2C 1.G/ and a nonnegative constant D0

satisfying

(6-7) p�˛� ıˇ �D0 0:

Define a cochain � WG!R by

(6-8) �.g/D ˇ.g/�˛.p.g/; 1�/I

then it is an N -quasimorphism. Indeed, by using p.n/D 1� , we have

ı�.n;g/D ıˇ.n;g/�
�
˛.p.g/; 1�/�˛.p.g/; 1�/C˛.1� ; 1�/

�
�D .ıˇ�p�˛/.g; n/�D0 0

and

ı�.g; n/D ıˇ.g; n/�
�
˛.1� ; 1�/�˛.p.g/; 1�/C˛.p.g/; 1�/

�
�D .ıˇ�p�˛/.g; n/�D0 0

by (6-6) and (6-7). By Lemma 6.6, there exists a bounded cochain b 2 C 1
b
.G/ such that the restriction

.�C b/jN is in Q.N /� . Set ˆD �C b 2QN .G/; then a representative of �=b.ˆjN / is given by ˛ˆ;s for
some section s W �!G of p. For g1;g2 2 � ,

.˛ˆ;s �˛/.g1;g2/D .ıˆ�p�˛/.s.g1/; s.g2//�D0 .ıˆ� ıˇ/.s.g1/; s.g2//

by (6-7). By (6-8),

.ˆ�ˇ/.g/D .�C b�ˇ/.g/D b.g/�˛.p.g/; 1�/:

Together with (6-6) and the boundedness of b, the cochain ˆ�ˇ WG!R is bounded. Hence the cochain
˛ˆ;s �˛ is also bounded, and this implies aD Œ˛ˆ�D �=b.ˆjN /.

Proof of Theorem 1.5 The exactness is obtained from Lemmas 6.13, 6.15 and 6.17. Commutativity of
the first, second and fourth squares is obtained from the cochain level calculations. The commutativity of
the third square follows from the definition of the map �=b and Proposition 6.18 below.

Proposition 6.18 [83, Proposition 1.6.6] Let 1!N !G! �! 1 be an exact sequence and V an
�-module. For a G-invariant homomorphism f 2 H1.N IV /G, there exists a map F WG! V such that
the restriction F jN is equal to f and the coboundary ıF descends to a group two cocycle ˛F 2C 2.�IV /;
that is , p�˛F D ıF . Then the map � W H1.N IV /G! H2.�IV / in the five-term exact sequence of group
cohomology is obtained by �.f /D Œ˛F �.
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We conclude this section with the following applications of Theorem 1.5 to the extendability of G-invariant
homomorphisms:

Proposition 6.19 Let �DG=N. Assume that H2
b
.�/D0 and f WN!R is a G-invariant homomorphism

on N. If f is extended to a quasimorphism on G, then f is extended to a homomorphism on G.

Proof Note that the assumption H2
b
.�/ D 0 implies that the map H2.�/! H2

=b
.�/ is injective. By

diagram chasing on (1-3), the proposition holds.

This proposition immediately implies the following corollary:

Corollary 6.20 Let � D G=N. Assume that H2
b
.�/ D 0 and N is a subgroup of ŒG;G�. Then every

nonzero G-invariant homomorphism f WN !R cannot be extended to G as a quasimorphism. Namely,
H1.N /G \ i�Q.G/D 0.

Proof Assume that a homomorphism f W N ! R can be extended to G as a quasimorphism. Then
Proposition 6.19 implies that there exists a homomorphism f 0 WG!R with f 0jN D f. Since f 0 vanishes
on ŒG;G�, we have f D f 0jN D 0.

Without the assumption H2
b
.�/ D 0, there exists a G-invariant homomorphism which is extendable

to G as a quasimorphism but is not extendable to G as a (genuine) homomorphism. To see this,
let G D BHomeoC.S1/ and N D �1.HomeoC.S1//. Then � D HomeoC.S1/ and hence H2

b
.�/ Š

R ¤ 0. Poincaré’s rotation number � W BHomeoC.S1/ ! R is an extension of the homomorphism
�1.HomeoC.S1//Š Z ,!R. However, this homomorphism cannot be extendable to BHomeoC.S1/ as a
homomorphism since BHomeoC.S1/ is perfect.

7 Proof of equivalences of sclG and sclG;N

The goal of this section is to prove Theorem 2.1. Here we recall its precise statement.

Theorem 2.1 Assume that Q.N /G D H1.N /G C i�Q.G/. Then:

(1) sclG and sclG;N are bi-Lipschitzly equivalent on ŒG;N �.

(2) If � DG=N is amenable , then sclG.x/� sclG;N .x/� 2 � sclG.x/ for all x 2 ŒG;N �.

(3) If � DG=N is solvable , then sclG.x/D sclG;N .x/ for all x 2 ŒG;N �.

In this section, in order to specify the domain of a quasimorphism, we use the symbols DG and DN

to denote the defect of a quasimorphism on G and N, respectively. The main tool in this section is the
Bavard duality theorem for sclG;N , which was proved by the first, second, fourth and fifth authors:
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Theorem 7.1 (Bavard duality theorem for stable mixed commutator lengths [60]) Let N be a normal
subgroup of a group G. Then , for every x 2 ŒG;N �,

sclG;N .x/D
1

2
sup

f 2Q.N /G�H1.N /G

jf .x/j

DN .f /
:

Here we set the supremum in the right-hand side of the above equality to be zero if Q.N /G D H1.N /G.

This theorem yields the following criterion to show the equivalence of sclG;N and sclG :

Proposition 7.2 Let C be a real number such that , for every f 2 Q.N /G, there exists f 0 2 Q.G/
satisfying f 0jN �f 2 H1.N /G and DG.f

0/� C �DN .f /. Then , for every x 2 ŒG;N �,

sclG.x/� sclG;N .x/� C � sclG.x/:

The existence of a C as in the assumption of Proposition 7.2 is equivalent to saying that Q.N /G D

H1.N /G C i�Q.G/. See Section 7.1 for details.

Proof Let x 2 ŒG;N �. It is clear that sclG.x/� sclG;N .x/. Let " > 0. Then Theorem 7.1 implies that
there exists f 2 Q.N /G such that

sclG;N .x/� "�
f .x/

2DN .f /
:

By assumption, there exists f 0 2 Q.G/ such that f 00 D f 0jN �f 2 H1.N /G and DG.f
0/� C �DN .f /.

Since f 00 is a G-invariant homomorphism and x 2 ŒG;N �, we have f 00.x/D 0 and hence f 0.x/D f .x/.
Hence,

sclG;N .x/� "�
f .x/

2DN .f /
� C �

f 0.x/

2DG.f 0/
� C � sclG.x/:

Here we use the original Bavard duality theorem [6] to prove the last inequality. Since " is an arbitrary
number, we complete the proof.

In the proofs of Theorem 2.1(2)–(3), we use the following corollary of Proposition 7.2:

Corollary 7.3 Assume that Q.N /GDH1.N /GCi�Q.G/ and that there exists C �1 such that f 02Q.G/
implies that DG.f

0/� C �DN .f
0jN /. Then , for every x 2 ŒG;N �,

sclG.x/� sclG;N .x/� C � sclG.x/:

Proof Let f 2 Q.N /G. Then, by the assumption that Q.N /G D H1.N /G C i�Q.G/, there exists
f 0 2Q.G/ such that f 0jN �f is a G-invariant homomorphism. Note that DN .f

0jN /DDN .f /. Indeed,
for every a; b 2N,

f .ab/�f .a/�f .b/D f 0.ab/�f 0.a/�f 0.b/

since f 0jN�f is a homomorphism. Hence, C �DN .f /DC �DN .f
0jN /�DG.f

0/. Hence, Proposition 7.2
implies that

sclG.x/� sclG;N .x/� C � sclG.x/
for every x 2 ŒG;N �.
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concept defect definition vector space

quasimorphism on G D f .g1g2/�D f .g1/Cf .g2/ yQ.G/
G-quasi-invariant quasimorphism on N D;D0 f .x1x2/�D f .x1/Cf .x2/, f .gxg�1/�D0 f .x/ yQ.N /QG

N -quasimorphism on G D00 f .gx/�D00 f .g/Cf .x/, f .xg/�D00 f .x/Cf .g/ yQN .G/

Table 1: The concepts and symbols on quasimorphisms.

7.1 Proof of Theorem 2.1(1)

The main difficulty in the proof of Theorem 2.1 is distilled in Theorem 7.4, stated below. Note that the
defect DN defines a seminorm on Q.N /G, and its kernel is H1.N /G.

Theorem 7.4 The normed space .Q.N /G=H1.N /G ;DN / is a Banach space.

To show this theorem, we recall some concepts introduced in [60]. Let yQN .G/ D yQN .GIR/ denote
the R-vector space of N -quasimorphisms (see Definition 6.3 and Table 1). We call f 2 yQN .G/ an
N -homomorphism if D00.f /D 0, and let H1

N
.G/ denote the space of N -homomorphisms on G. It is clear

that the defect D00 is a seminorm on yQN .G/, and, in fact, the norm space yQN .G/=H1
N
.G/ is complete:

Proposition 7.5 [60, Corollary 3.6] The normed space .yQN .G/=H1
N
.G/;D00/ is a Banach space.

A quasimorphism f WN !R is said to be G-quasi-invariant if the number

D0.f /D sup
g2G;x2N

jf .gxg�1/�f .x/j

is finite. Let yQ.N /QG denote the space of G-quasi-invariant quasimorphisms on N. The function
DN CD0, which assigns DN .f /CD0.f / to f 2 yQ.N /QG, defines a seminorm on yQ.N /QG. For an
N -quasimorphism f on G, the restriction f jN is a G-quasi-invariant quasimorphism [60, Lemma 2.3].
Conversely, for every G-quasi-invariant quasimorphism f on N, there exists an N -quasimorphism
f 0 W G ! R satisfying f 0jN D f [60, Proposition 2.4]. We summarize the concepts and symbols on
quasimorphisms in Table 1.

Lemma 7.6 The normed space .yQ.N /QG=H1.N /G ;DN CD0/ is a Banach space.

Proof In what follows, we will define bounded operators

A W yQN .G/=H1
N .G/!

yQ.N /QG=H1.N /G ; B W yQ.N /QG=H1.N /G! yQN .G/=H1
N .G/

such that AıB is the identity of yQ.N /QG=H1.N /G. First, we define A by the restriction, ie A.f /D f jN .
Then the operator norm of A is at most 3 since DN �D00 and D0 � 2D00. Indeed, DN �D00 follows by
definition, and D0 � 2D00 follows from the estimate

f .gxg�1/Cf .g/�D00.f / f .gx/�D00.f / f .g/Cf .x/

for g 2G and x 2N.
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Let S be a subset of G such that 1G 2 S and the map

S �N !G; .s;x/ 7! sx;

is bijective. For an f 2 yQ.N /QG, define a function B.f / WG!R by B.f /.sx/D f .x/ for s 2 S and
x 2N. Then B.f / is an N -quasimorphism on G satisfying D00.B.f //�DN .f /CD0.f /. Hence, the
map B induces a bounded operator yQ.N /QG=H1.N /G ! yQN .G/=H1

N
.G/ whose operator norm is at

most 1, and we conclude that yQ.N /QG=H1.N /G is isomorphic to B.yQ.N /QG=H1.N /G/. Proposition 7.5
implies that yQN .G/=H1

N
.G/ is a Banach space. Therefore, it suffices to show that B.yQ.N /QG=H1.N /G/

is a closed subset of yQN .G/=H1
N
.G/, which follows from the well-known Lemma 7.7, given below.

Lemma 7.7 Let X be a topological subspace of a Hausdorff space Y. If X is a retract of Y, then X is a
closed subset of Y.

Proof Let r W Y !X be a retraction of the inclusion map i WX ! Y. Since X D fy 2 Y j i ı r.y/D yg

and Y is a Hausdorff space, we conclude that X is a closed subset of Y.

Proof of Theorem 7.4 For n 2 Z and x 2N, define a function ˛n;x W
yQ.N /QG!R by

˛n;x.f /D f .x
n/� n �f .x/:

Since j˛n;x.f /j � .n� 1/DN .f /, we conclude that ˛n;x is bounded with respect to the norm DN CD0,
and hence ˛n;x induces a bounded operator x̨n;x W yQ.N /QG=H1.N /G!R. Since

Q.N /G=H1.N /G D
\

n2Z;x2N

Ker.x̨n;x/;

the space Q.N /G=H1.N /G is a closed subspace of the Banach space yQ.N /QG=H1.N /G (see Lemma 7.6).
Since D0 D 0 on Q.N /G [60, Lemma 2.1], .Q.N /G=H1.N /G ;DN / is a Banach space.

Proof of Theorem 2.1(1) It is clear that sclG.x/� sclG;N .x/ for every x 2 ŒG;N �. Hence, it suffices to
show that there exists C > 1 such that, for every x 2 ŒG;N �, we have sclG;N .x/� C � sclG.x/.

It follows from Theorem 7.4 that .Q.G/=H1.G/;DG/ and .Q.N /G=H1.N /G ;DN / are Banach spaces.
Let T W Q.G/=H1.G/! Q.N /G=H1.N /G be the bounded operator induced by the restriction Q.G/!
Q.N /G. Let X be the kernel of T. Then T induces a bounded operator

T W .Q.G/=H1.G//=X ! Q.N /G=H1.N /G :

The assumption Q.N /G D H1.N /G C i�Q.G/ implies that the map T is surjective, and hence T is a
bijective bounded operator. By the open mapping theorem, the inverse SDT �1 is a bounded operator, and
we set C DkSkC1, where kSk denotes the operator norm of S. Then, for every Œf � 2Q.N /G=H1.N /G,
there exists f 0 2Q.G/ such that DG.f

0/�C �DN .f / and f 0jN �f 2H1.N /G. Hence, Proposition 7.2
implies that

sclG � sclG;N � C � sclG
on ŒG;N �.
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7.2 Proof of Theorem 2.1(2)

Here we recall the definition of the seminorm on Hn
b
.G/. The space C n

b
.GIR/ of bounded n-cochains

on G is a Banach space with respect to the1-norm

k'k1 D supfj'.x1; : : : ;xn/j W x1; : : : ;xn 2Gg:

Since Hn
b
.G/ D Hn

b
.GIR/ is a subquotient of C n

b
.GIR/, it has a seminorm induced by the norm

on C n
b
.GIR/. Namely, for ˛ 2 Hn

b
.G/, the seminorm k˛k on Hn

b
.G/ is defined by

k˛k D inffk'k1 j ' is a bounded n-cocycle on G satisfying Œ'�D ˛g:

Theorem 7.8 (see [74, Proposition 8.6.6]) If � DG=N is amenable , then the map H2
b
.G/! H2

b
.N /G

is an isometric isomorphism.

We recall the following estimate of the defect of the homogenization:

Lemma 7.9 [26, Lemma 2.58] Let ı W Q.G/! H2
b
.G/ be the natural map. Then

kŒıf �k �DG.f /� 2 � kŒıf �k:

Proof of Theorem 2.1(2) Suppose that � DG=N is amenable and Q.N /G D H1.N /G C i�Q.G/. Let
f 2 Q.G/. By Corollary 7.3, it suffices to show that 2DN .f jN / �DG.f / for every f 2 Q.G/. This
follows from

2DN .f jN /� 2kŒıf jN �k D 2kŒıf �k �DG.f /;

where the equality and the inequalities are deduced from Theorem 7.8 and Lemma 7.9, respectively.

7.3 Proof of Theorem 2.1(3)

Lemma 7.10 Let f W N ! R be an extendable homogeneous quasimorphism on N. Then , for each
a; b 2G satisfying Œa; b� 2N,

jf .Œa; b�/j �DN .f /:

Proof We first prove

Œan; b�D an�1Œa; b�a�.n�1/
� a.n�2/Œa; b�a�.n�2/

� � � Œa; b�:(7-1)

Indeed,

Œan; b�D anba�nb�1
D an�1

� aba�1b�1
� a�.n�1/

� an�1ba�.n�1/b�1
D an�1Œa; b�a�.n�1/

� Œan�1; b�:

By induction on n, (7-1) follows. Since f is G-invariant, we have

f .Œan; b�/�.n�1/DN .f / f .a
n�1Œa; b�a�.n�1//C � � �Cf .Œa; b�/D n �f .Œa; b�/:
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Therefore,
jf .Œan; b�/j � n �

�
jf .Œa; b�/j �DN .f /

�
:

Suppose that jf .Œa; b�/j>DN .f /. Then the right side of the above inequality can be unbounded with
respect to n. However, since f is extendable, the left side of the above inequality is bounded. This is a
contradiction.

In Corollary 6.20, we provide a condition that ensures a G-invariant homomorphism f WN !R cannot
be extended to G as a quasimorphism. Here we present another condition:

Corollary 7.11 Let f W N ! R be a G-invariant homomorphism and assume that N is generated by
simple commutators of G. If f is nonzero , then f is not extendable.

Proof If f is extendable, then Lemma 7.10 implies that f .c/D 0 for every simple commutator c of G

contained in N. Since N is generated by simple commutators of G, this means that f D 0.

Lemma 7.12 Let f be a homogeneous quasimorphism on G, and assume that � D G=N is solvable.
Then DG.f /DDN .f jN /.

Proof We first assume that � is abelian. It is known that DG.f / D supa;b2G jf .Œa; b�/j (see [26,
Lemma 2.24]). Applying Lemma 7.10 to f jN , we have

DG.f /D sup
a;b2G

jf .Œa; b�/j �DN .f jN /�DG.f /;

and, in particular, DG.f /DDN .f jN /.

Next we consider the general case. Let G.n/ denote the nth derived subgroup of G. Then there exists a
positive integer n such that G.n/ �N since � is solvable. By the previous paragraph,

DG.f /DDG.1/.f jG.1//D � � � DDG.n/.f jG.n//�DN .f jN /�DG.f /:

Proof of Theorem 2.1(3) Combine Lemma 7.12 and Corollary 7.3.

Next we provide some applications of Theorem 2.1(3):

Corollary 7.13 If one of the following conditions holds , then sclG D sclG;N on ŒG;N � (here � DG=N ):

(1) � is a finite solvable group.

(2) � is a finitely generated abelian group whose rank is at most 1.

Proof This clearly follows from Proposition 3.4 and Theorem 2.1(3).

In Section 9.2, we propose several problems on the coincidence and equivalence of sclG and sclG;N .
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7.4 Examples with nonequivalent sclG and sclG;N

To conclude this section, we provide some examples of group pairs .G;N / for which sclG and sclG;N
fail to be bi-Lipschitzly equivalent on ŒG;N �.

Example 7.14 Let l be an integer at least 2, and � be an area form of †l . In this case, the flux group ��
is known to be trivial; thus we have the volume flux homomorphism Flux� W Diff0.†;�/! H1.†l/.
In [58], the authors proved that, for the pair

.G;N /D .Diff0.†l ; �/;Ker.Flux�//;

sclG and sclG;N are not bi-Lipschitzly equivalent on ŒG;N �. More precisely, we found an element 

in ŒG;N � such that

sclG.
 /D 0 but sclG;N .
 / > 0:

Example 7.15 We can provide the following example, which is related to Example 7.14 with smaller G,
from results in [61]. We stick to the setting of Example 7.14. Take an arbitrary pair .v; w/ with
v;w 2 H1.†l/ that satisfies

v ^ w ¤ 0:(7-2)

Here, recall from Theorem 1.3 that ^ WH1.†l/�H1.†l/!H2.†l/ŠR denotes the cup product. Then,
from results in [61], we can deduce the following: there exists a positive integer k0, depending only on w
and the area of †l , such that, for every k � k0, if we set

ƒk D hv;w=ki;

namely the subgroup of H1.†l/ generated by v and w=k, and

.G;N /D .Flux�1
� .ƒk/;Ker.Flux�//;

then sclG and sclG;N are not bi-Lipschitzly equivalent on ŒG;N �. To see this, by following arguments in
[61, Section 4], we construct a sequence .
m/m2N in ŒG;N �. Then [61, Proposition 4.6], together with
Bavard’s duality theorem, implies that

sup
m2N

sclG.
m/�
3
2
:

Contrastingly, Proposition 4.7(3) in [61], together with Theorem 7.1, implies that

lim inf
m!1

sclG;N .
m/

m
�

1

2k �DN .fP /
jbI .v; w/j> 0:

Here bI .v; w/Dhv^w; Œ†l �i†l
2R is the intersection number of v andw, where Œ†l � is the fundamental

class of†l and h � ; � i†l
WH2.†l/�H2.†l/!R denotes the Kronecker pairing of†l . The map fP WN!R

is Py’s Calabi quasimorphism (recall Section 5; see also [61, Sections 2.4 and 2.5]). We also note that v,
w and fP here correspond to Nv, xw and �P in [61], respectively.
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8 Aut.Fn/ and Mod.†l/

8.1 Proof of Theorem 2.3

An IA-automorphism of a group G is an automorphism f on G which acts as the identity on the
abelianization H1.GIZ/ of G. We write IAn to indicate the group of IA-automorphisms on Fn. Then we
have exact sequences

1! IAn! Aut.Fn/! GL.n;Z/! 1; 1! IAn! AutC.Fn/! SL.n;Z/! 1:

Theorem 2.3(1) claims that Q.IAn/
Aut.Fn/ D i�Q.Aut.Fn// and Q.IAn/

AutC.Fn/ D i�Q.AutC.Fn//. To
show it, we use the following facts, which can be derived from the computation of the second integral
homology H2.SL.n;Z/IZ/:

Theorem 8.1 (see [72]) For n� 3, H2.SL.n;Z//D 0 and H2.GL.n;Z//D 0.

The following is obtained from [77, Corollary 1.4; 75, Theorem 1.2]:

Theorem 8.2 Let n be an integer at least 3 and �0 a subgroup of finite index in SL.n;Z/. Then
H3

b
.�0/D 0.

The following theorem is a special case of [74, Proposition 8.6.2]:

Theorem 8.3 Let N be a subgroup of finite index in G and V a Banach G-module; then the restriction
Hn

b
.GIV /! Hn

b
.N IV / is injective for every n� 0.

Now we proceed to the proof of Theorem 2.3(1). First we show the following lemma:

Lemma 8.4 Let n be an integer at least 3 and �0 a subgroup of finite index in GL.n;Z/. Then
H3

b
.�0/D 0.

Proof Since �0\SL.n;Z/ is a subgroup of finite index in SL.n;Z/, we have H3
b
.�0\SL.n;Z//D 0

by Theorem 8.2. Since �0 \ SL.n;Z/ is a subgroup of finite index in �0, we obtain H3
b
.�0/ D 0 by

Theorem 8.3.

Proof of Theorem 2.3(1) Suppose that nD 2. Then GL.n;Z/ and SL.n;Z/ have a subgroup of finite
index which is isomorphic to a free group. Therefore this case is proved by Proposition 3.4. So suppose
that n> 2. Let � be either GL.n;Z/ or SL.n;Z/. By Theorem 8.1, Lemma 8.4 and the cohomology long
exact sequence, we have H2

=b
.�/D 0. Hence, Theorem 1.5 implies that Q.IAn/

Aut.Fn/= i�Q.Aut.Fn//D 0

and Q.IAn/
AutC.Fn/= i�Q.AutC.Fn//D 0.
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Next we prove Theorem 2.3(2). First we recall the following application of the transfer:

Lemma 8.5 (see [19, Proposition III.10.4]) Let N be a normal subgroup of finite index in G, V a real G-
module and q a positive integer. Then the restriction induces an isomorphism Hq.GIV / Š�! Hq.N IV /� ,
where � DG=N.

In the proof of Theorem 2.3(2), we furthermore use the following theorem, due to Borel [14; 15; 16] and
Hain [47] (and Tshishiku [94]):

Theorem 8.6 (1) For every n� 6 and every subgroup �0 of finite index in GL.n;Z/, H2.�0/D 0.

(2) For every l�3 and every subgroup �0 of finite index in Sp.2l;Z/, the inclusion map �0 ,!Sp.2l;Z/

induces an isomorphism of cohomology H2.Sp.2l;Z//Š H2.�0/. In particular , the cohomology
H2.�0/ is isomorphic to R.

For the convenience of the reader, we describe the deduction of Theorem 8.6 from the work of Borel,
Hain and Tshishiku.

Proof First we discuss (2). This is stated in [47, Theorem 3.2]; see [94] for the complete proof.

Next we treat (1). LetƒD�0\SL.n;Z/. Thenƒ is a subgroup of finite index both in �0 and in SL.n;Z/.
By Lemma 8.5, the restriction H2.�0/! H2.ƒ/ is injective. Hence, to prove (1), it suffices to show that
H2.ƒ/D 0. In what follows, we sketch the deduction of H2.ƒ/D 0 from the work of Borel; see also the
discussion in the introduction of [94].

We appeal to Borel’s theorem [15, Theorem 1], with G D SLn, � D ƒ and r the trivial complex
representation. (See also [14, Theorem 11.1].) Then there exists a natural homomorphism Hq.g; kIC/ƒ!

Hq.ƒIC/ and, if q � minfc.SLn/; rankR.SL.n;R// � 1g, then this map is an isomorphism. Here
Hq.g; kIC/ƒ is a Lie algebraic cohomology (g and k stand for the Lie algebras of SL.n;R/ and SO.n/,
respectively); it is known that H2.g; kIC/ƒ D 0; see [14, 11.4]. For the definition of the constant
c.G/D c.G; 0/ for G being a connected semisimple group defined over Q, see [14, 7.1]. We remark
that, for the trivial complex representation r , c.G; r/ D .c.G; 0/ D/c.G/. Since SLn is of type An�1,
the constant c.SLn/ equals

�
1
2
.n� 2/

˘
; see [15] (and [14, 9.1]). Here, b � c denotes the floor function.

The number rankR.SL.n;R// means the real rank of SL.n;R/; it equals n� 1. Since n � 6, we hence
have minfc.SLn/; rankR.SL.n;R// � 1g � 2. Therefore, H2.ƒIC/ D 0. This immediately implies
that H2.ƒ/ D 0, as desired. (Borel [16] considered a better constant C.G/ than c.G/ in general, but
C.SLn/D

�
1
2
.n� 2/

˘
; see [16; 94].)

Remark 8.7 In the proof of Theorem 2.3(2), we only use Theorem 8.6(1). We will use Theorem 8.6(2)
in the proofs of claims in the next subsection.
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concept defect definition vector space

quasicocycle on G D F.g1g2/�D F.g1/Cg1 �F.g2/ yQZ.GIV /

G-quasiequivalent
quasimorphism on N

D;D0 f .x1x2/�D f .x1/Cf .x2/, f .gxg�1/�D0 g �f .x/ yQ.N IV /QG

N -quasicocycle on G D00 F.gx/�D00 F.g/Cg �F.x/, F.xg/�D00 F.x/CF.g/ yQZN .GIV /

Table 2: The concepts and symbols on quasicocycles.

Proof of Theorem 2.3(2) Let n be an integer at least 6. Let G be a group of finite index in Aut.Fn/. Set
N DG \ IAn and � DG=N. Then we have an exact sequence

1!N !G! �! 1

and � is a subgroup of finite index in GL.n;Z/. By Lemma 8.4 and Theorem 8.6(1), the second relative
cohomology group H2

=b
.�/ is trivial. Therefore, by Theorem 1.5, Q.N /G= i�Q.G/D 0.

Remark 8.8 By [80, Theorem 1.4] and Theorem 8.2, for every n� 3, every subgroup of finite index in
SL.n;Z/ is boundedly 3-acyclic.

8.2 Quasicocycle analogues of Theorem 2.3: finite-dimensional unitary coefficients

To state our next result, we need some notation. In Section 7.1, we introduced the notion of G-
quasiequivariant quasimorphism. Let V be an RŒG�-module whose G-action on V is trivial at N. The
G-quasi-invariance can be extended to the V -valued quasimorphisms as the G-quasiequivariance. Recall
from Remark 6.4 that a V -valued quasimorphism f WN !V is G-equivariant if f .gxg�1/�g �f .x/D 0.
A V -valued quasimorphism f WN ! V is said to be G-quasiequivariant if the number

D0.f /D sup
g2G;x2N

kf .gxg�1/�g �f .x/k

is finite. Let yQ.N IV /QG denote the R-vector space of all G-quasiequivariant V -valued quasimorphisms.
Let F W G! V be a quasicocycle; then the restriction F jN belongs to yQ.N IV /QG by definition. It is
straightforward to show that yQ.N IV /QG= i�yQZ.GIV / is isomorphic to Q.N IV /G= i�H1

=b
.GIV / D

H1
=b
.N IV /G= i�H1

=b
.GIV /. We summarize the concepts and symbols on quasicocycles in Table 2.

Our main results in this section are the following two theorems. In fact, in Section 8.3, we will deduce
further generalizations (Theorems 8.17 and 8.14) of Theorems 8.9 and 8.10, respectively, from a recent
result of Bader and Sauer [3].

Theorem 8.9 (result for Aut.Fn/) Let n be an integer at least 6 and G a subgroup of finite index in
Aut.Fn/. Then , for every finite-dimensional unitary representation � of � ,

yQ.N IH/QG
D i�yQZ.GI N�;H/:

Here . N�;H/ is the pullback to G of the representation .�;H/ of � .
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Theorem 8.10 (result for Mod.†l/) Let l be an integer at least 3 and G a subgroup of finite index in
Mod.†l/. Set N DG\I.†l/ and �DG=N. Let .�;H/ be a finite-dimensional unitary �-representation
such that � 6� 1, ie H�.�/ D 0. Then

yQ.N IH/QG
D i�yQZ.GI N�;H/:

Here N� is the pullback of � by the quotient homomorphism G! � .

Before proceeding to the proofs of Theorems 8.9 and 8.10, we mention some known results we need in
the proofs. The following theorem is well known (see [7, Corollaries 4.C.16 and 4.B.6]):

Theorem 8.11 Let �0 be a subgroup of finite index in GL.n;Z/ for n � 3 or Sp.2l;Z/ for l � 3, and
.�;H/ a finite-dimensional unitary �0-representation. Then �0.�/ WD Ker.� W �0!U.H// is a subgroup
of finite index in �0, where U.H/ denotes the group of unitary operators on H.

Theorem 8.12 [77, Corollary 1.6] Let l be an integer at least 2 and �0 a subgroup of finite index in
Sp.2l;Z/. Let .�;H/ be a unitary �0-representation with H separable and � 6� 1. Then H3

b
.�0I�;H/D 0.

Corollary 8.13 (1) Let n be an integer at least 6 and �0 a subgroup of finite index in GL.n;Z/. Let
.�;H/ be a finite-dimensional unitary �0-representation. Then H2.�0I�;H/D 0.

(2) Let l be an integer at least 3, �0 a subgroup of finite index in Sp.2l;Z/, and .�;H/ a finite-
dimensional unitary �0-representation such that � 6� 1. Then H2.�0I�;H/D 0.

Proof We first prove (2). Set �0.�/D Ker.�/. Then Theorem 8.11 implies that �0.�/ is of finite index
in �0. Hence, by Lemma 8.5, H2.�0I�;H/Š H2.�0.�/IH/

�0=�0.�/.

We now show the following claims:

Claim The conjugation action by �0 on the cohomology H2.�0.�// is trivial.

Proof By Theorems 8.11 and 8.6(2), the inclusion i W�0.�/ ,!�0 induces an isomorphism i� WH2.�0/Š

H2.�0.�//. Lemma 8.5 implies that the map i in fact induces an isomorphism H2.�0/Š H2.�0.�//
�0 .

Therefore, the �0-action on H2.�0.�// is trivial. G

Claim There exists a canonical isomorphism H2.�0.�/IH/ Š H, and this induces an isomorphism
H2.�0.�/IH/

�0=�0.�/ ŠH�0=�0.�/.

Proof By Theorem 8.6(2), the cohomology H2.�0.�// is isomorphic to R; hence, by the universal
coefficient theorem, the cohomology H2.�0.�/IH/ is isomorphic to H (here, note that H is a trivial
RŒ�0.�/�-module of finite dimension). In what follows, we exhibit a concrete isomorphism. For ˛ 2H,
we define a cochain c˛ 2 C 2.�0.�/IH/ by

c˛.
1; 
2/D c.
1; 
2/ �˛ 2H;

where c 2 C 2.�0.�// is a cocycle whose cohomology class corresponds to 1 2R under the isomorphism
H2.�0.�// Š R. This cochain c˛ is a cocycle since the �0.�/-action on H is trivial. Then the map
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sending ˛ to Œc˛ � gives rise to an isomorphism H Š�! H2.�0.�/IH/. For 
 2 �0 and 
1; 
2 2 �0.�/,

.
c˛/.
1; 
2/D �.
 / � c˛.

�1
1
; 


�1
2
 /D �.
 / � ..

c/.
1; 
2/ �˛/D .


c/.
1; 
2/ � .�.
 / �˛/:

Moreover, by the claim above, there exists a cochain b 2 C 1.�0.�// satisfying 
c D cC ıb. Hence,

.
c˛/.
1; 
2/D .

c/.
1; 
2/ � .�.
 / �˛/D .cC ıb/.
1; 
2/ � .�.
 / �˛/D .cC ıb/�.
/�˛.
1; 
2/:

Therefore the cohomology class 
 Œc˛ � corresponds to the element �.
 / �˛ under the isomorphism, and
this implies the claim. G

By the claims above and the assumption that � does not contain the trivial representation, we have
H2.�0I�;H/D 0. This completes the proof of (2).

We can deduce (1) by the same arguments as above with Lemma 8.5 and Theorems 8.6 and 8.11.

Proof of Theorem 8.9 Let n be an integer at least 6. Let G be a group of finite index in Aut.Fn/. Set
N DG \ IAn and � DG=N. Then we have an exact sequence

1!N !G! �! 1

and� is a subgroup of finite index in GL.n;Z/. Let .�;H/ be a finite-dimensional unitary �-representation.
Set �.�/ D Ker.�/. By Theorem 8.11, �.�/ is a normal subgroup of finite index in � . By using
Lemma 8.4, we can show that H3

b
.�.�/IH/D 0. Here, we use [74, Corollary 8.2.10]; see also the proof

of Theorem 8.17 in the next subsection. Together with Theorem 8.3, we obtain H3
b
.�I�;H/D 0. Hence,

by Corollary 8.13(1), H2
=b
.�I�;H/D 0. Therefore, the quotient H1

=b
.N IH/= i�H1

=b
.GI�;H/ is trivial

by Theorem 1.5. Since H1
=b
.N IH/= i�H1

=b
.GI�;H/ is isomorphic to yQ.N IH/QG= i�yQZ.GI�;H/, this

completes the proof.

Proof of Theorem 8.10 Let l be an integer at least 3. Let G be a subgroup of finite index in Mod.†l/.
Set N D G \ I.†l/ and � D G=N. Let .�;H/ be a finite-dimensional unitary �-representation not
containing the trivial representation. Then Theorem 8.12 and Corollary 8.13(2) imply that the second
relative cohomology group H2

=b
.�I�;H/ is trivial. Hence, by arguments similar to those in the proof of

Theorem 8.9, we obtain the theorem.

8.3 Quasicocycle analogues of Theorem 2.3: including infinite-dimensional unitary
coefficients

After the submitted version of this paper was completed, work of Bader and Sauer [3] on vanishing of
higher group cohomology with unitary coefficients for higher-rank Lie groups and their lattices has come
out. This work enables us to improve Theorems 8.10 and 8.9 to the following Theorems 8.14 and 8.17,
respectively. For the reader’s convenience, we add this subsection to state and deduce these two theorems.
We are grateful to one of the referees for informing us of [3]. We start with the following strengthening
of Theorem 8.10:
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Theorem 8.14 (stronger result for Mod.†l/) Fix an integer l at least 3. Then , for every subgroup G of
finite index in Mod.†l/ and every unitary representation .�;H/ of � such that � 6� 1,

yQ.N IH/QG
D i�yQZ.GI N�;H/:

Here we set N D G \ I.†l/ and � D G=N ; the representation . N�;H/ of G is the pullback of the
representation .�;H/ of � .

For the proof of Theorem 8.14, we employ the following definitions and theorem:

Definition 8.15 Let H be a locally compact second countable group. Let k be a positive integer.

(1) The group H is said to be strongly k-Kazhdan [30] or, alternatively, to have property ŒTk � [2; 3] if,
for every (strongly continuous) unitary H -representation .�;H/ and every positive integer i with
i � k, the continuous cohomology Hi

c.H I�;H/ vanishes.

(2) [2; 3] The group H is said to have property .Tk/ if, for every (strongly continuous) unitary
H -representation .�;H/ with � 6� 1 and every positive integer i with i � k, the continuous
cohomology Hi

c.H I�;H/ vanishes.

The celebrated Delorme–Guichardet theorem states that property ŒT1� (the strong 1-Kazhdan property)
and property .T1/ (for a locally compact second countable group) are both equivalent to Kazhdan’s
property (T); see [8] for details. By definition, for positive integers k1 and k2 with k1�k2, property .Tk1

/

implies property .Tk2
/, and property ŒTk1

� implies property ŒTk2
� (we also remark that, if ƒ is a discrete

group, then, for a unitary ƒ-representation .�;H/, continuous cohomology H�c.ƒI�;H/ coincides with
H�.ƒI�;H/). The main motivation in [30] comes from their theorem [30, Theorem 1.2], which states
that a finitely presented group with property ŒT2� is Frobenius stable. For applications of property .T2/ to
the Frobenius stability, see [2].

Theorem 8.16 [3, Theorem B and Appendix A] Let H be a connected semisimple Lie group with a
finite center. Then H has property .Tr0.H /�1/ (as a topological group), where r0.H / is the invariant
given in [3, Appendix A]. Let ƒ be an irreducible lattice in H. Then ƒ has property .Tr�1/, where
r Dminfr0.H /; rankR.H /g.

Here , both for H D SL.nC 1;R/ with n at least 2 and for H D Sp.2n;R/ with n at least 3, we have
r0.H /D nD rankR.H /.

We note that H2.Sp.2n;Z//DR for every integer n at least 2; see [14]. In particular, Sp.2.nC 1/;Z/

with n� 2 fails to have property ŒTn�, whereas Theorem 8.16 ensures property .Tn/ for this group.

Proof of Theorem 8.14 using Theorem 8.16 First we prove the theorem under the additional assumption
that H is separable. We appeal to Theorem 8.16 by setting H D Sp.2l;R/ and ƒ D � (recall that l

is assumed to be at least 3). Then � has property .T2/. Therefore, H2.�I�;H/ D 0. Since � 6� 1,
Theorem 8.12 (Monod’s theorem) shows that H3

b
.�I�;H/ D 0. Now Theorem 1.5, together with the

exact sequence (3-1) and Remark 1.7, ends our proof for the case where H is separable.
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Now we treat the general case; here, we use the following trick to reduce to the separable case. Suppose
that

yQ.N IH/QG
n i�yQZ.GI N�;H/¤∅:

Take some f from the left-hand side. Let K be the closure of the linear span of f�.
 /f .x/ j 
 2�; x 2N g

in H. Then K is a closed �.�/-invariant subspace in H that is separable (note that � and N are both
countable). Hence, we can view K as a unitary �-subrepresentation space of H; we write .�;K/ for this
representation. We define a unitary G-representation . N�;K/ by taking the pullback of � . Thus, we can
view f as an element in yQ.N IK/QG, where we view . N�;K/ as an RŒG�-module. Since K is separable
and � 6� 1, the first paragraph of this proof implies that

yQ.N IK/QG
D i�yQZ.GI N�;K/:

Hence, we can find an element F 2 yQZ.GI N�;K/ such that f D i�F. However, since F may be seen as
an element in yQZ.GI N�;H/, we have f D i�F 2 i�yQZ.GI N�;H/, a contradiction.

Next we state the following strengthening of Theorem 8.9:

Theorem 8.17 (stronger result for Aut.Fn/) Fix an integer n at least 4. Then , for every subgroup G of
finite index in Aut.Fn/ and every unitary representation .�;H/ of � such that H� is finite-dimensional ,

yQ.N IH/QG
D i�yQZ.GI N�;H/:

Here we set N D G \ IAn and � D G=N ; the representation . N�;H/ of G is the pullback of the
representation .�;H/ of � .

In particular , the assumptions of n� 6 in Theorems 2.3(2) and 8.9 can both be weakened to n� 4.

Proof of Theorem 8.17 using Theorem 8.16 By employing the same trick as in the final part of the
proof of Theorem 8.14, we may assume that H is separable throughout this proof. By Theorem 1.5
and the exact sequence (3-1), it suffices to prove that H2.�I�;H/ D 0 and H3

b
.�I�;H/ D 0. Note

that � is a subgroup of finite index in GL.n;Z/. First we prove that H3
b
.�I�;H/D 0. Decompose the

�-representation space H as HDH�˚ .H�/?, where .H�/? is the orthogonal complement of H� in H.
Then the restriction of � on H� is trivial, and it is finite-dimensional by assumption; the restriction �orth

of � on .H�/? does not admit a nonzero �-invariant vector. Now we claim that H3
b
.�I� inv;H�/D 0.

Indeed, by Lemma 8.4, H3
b
.�/D 0. Since we assume that H� is finite-dimensional, we can decompose

H� as a finite direct sum of the one-dimensional trivial module; then [74, Corollary 8.2.10] ends the
proof of the claim above. We also claim that H3

b
.�I�orth; .H�/?/D 0. Indeed, this follows from another

theorem of Monod [76, Theorem 2]; see [77, Corollary 1.6] for a more general statement and Theorem 8.3.
Again by [74, Corollary 8.2.10],

H3
b.�I�;H/Š H3

b.�I�
inv;H�/˚H3

b.�I�
orth; .H�/?/I

hence H3
b
.�I�;H/D 0, as desired.
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Next we will show that H2.�I�;H/ D 0 by appealing to Theorem 8.16; the proof of this part works
without the assumption that H� is finite-dimensional. Let �0D�\SL.n;Z/, which is a subgroup of finite
index both of � and of SL.n;Z/. First, apply Theorem 8.16 with H D SL.n;R/ andƒD SL.n;Z/ (recall
that n is assumed to be at least 4). Then SL.n;Z/ has property .T2/. Together with Theorem 8.1 and
the universal coefficient theorem, we conclude that SL.n;Z/ has property ŒT2�. By [30, Proposition 4.4],
property ŒT2� passes to a subgroup of finite index. (Strictly speaking, it follows that property ŒT2� passes
to a normal subgroup of finite index; then we employ [19, Proposition III.10.4] to have the full heredity.
Or, alternatively, we may apply the Shapiro lemma.) Hence, �0 also has property ŒT2�. By Lemma 8.5,
� has property ŒT2� as well, and thus H2.�I�;H/D 0.

As we explained in the proof above, the main result of [3] in particular improves the Borel stable
range for second ordinary cohomology with the trivial coefficients of SLn from n � 6 to n � 4. We
also note that the assumption of the finite-dimensionality of H� in Theorem 8.17 is used to deduce
H3

b
.�I� inv;H�/D 0 from H3

b
.�/D 0. As we mentioned in the proof, for ordinary cohomology we do

not need this finite-dimensionality assumption thanks to the universal coefficient theorem. For a Banach
space V, the following question might be of interest: (for a fixed q, say 2 or 3) when does the vanishing
of Hq

b
.G/ imply that of Hq

b
.GIV / for a group G, where V is viewed as an RŒG�-module with the trivial

action? For results in this direction, we refer the reader to [44; 82, Proposition 2.39].

The counterpart of Theorem 8.14 in the case of the trivial real coefficients is an open problem.

Problem 8.18 Let G be a subgroup of finite index in Mod.†l/. Set N D G \ I.†l/ and � D G=N.
Then does Q.N /G D i�Q.G/ hold?

Cochran, Harvey and Horn [29] constructed Mod.†/-invariant quasimorphisms on I.†/ for a surface †
with at least one boundary component. The problem asking whether their quasimorphisms are extendable
may be of special interest.

8.4 Extension theorem of quasicocycles

As an appendix to this section, we present the following extension theorem of quasicocycles. In this
subsection we treat a general theory, and the topic has no specific relation to Aut.Fn/ or Mod.†l/. Recall
that every G-quasi-invariant quasimorphism on N is extendable to G if the projection G!G=N virtually
splits (Proposition 3.4). This can be generalized as follows:

Theorem 8.19 Let 1 ! N ! G
p
�! � ! 1 be an exact sequence and V an RŒ��-module with a

�-invariant norm k � k. Assume that the exact sequence virtually splits. Then , for every V -valued G-
quasiequivariant quasimorphism f 2 yQ.N IV /QG, there exists a quasicocycle F 2 yQZ.GIV / such that
F jN D f and D.F /�D.f /C 3D0.f /.

The proof is parallel to that of [60, Proposition 6.4] (Proposition 3.4 above). For the sake of completeness,
we include the proof; see [loc. cit.] for more details.
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Proof Let .s; ƒ/ be a virtual section of p WG! � (see Section 2). Let B be a finite subset of � such
that the map ƒ�B! � , .�; b/ 7! �b, is bijective. Let s0 WB!G be a map satisfying p ı s0.b/D b for
every b 2B. Define a map t W �!G by setting t.�b/D s.�/s0.b/. Note that t is a (set-theoretic) section
of p. Given f 2 yQ.N IV /QG , define a function F WG! V by

F.g/D
1

#B

X
b2B

f
�
g � t.b �p.g//�1

� t.b/
�
:

Then F jN D f . Moreover, for g1;g2 2 G, by using that f .h1h2/ �D0.f / p.h1/ � f .h2h1/ and
f .h1h2/�D0.f / p.h2/

�1 �f .h2h1/ for every h1; h2 2G with h1h2 2N, we have

F.g1g2/D
1

#B

X
b2B

f .g1g2�t.b�p.g1g2//
�1t.b//

�D0.f /
1

#B

X
b2B

b�1
�f
�
t.b/�g1g2�t.b�p.g1g2//

�1
�

D
1

#B

X
b2B

b�1
�f
�
t.b/�g1�t.b�p.g1//

�1
�t.b�p.g1//�g2�t.b�p.g1g2//

�1
�

�D.f /
1

#B

X
b2B

b�1
�
�
f
�
t.b/�g1�t.b�p.g1//

�1
�
Cf

�
t.b�p.g1//�g2�t.b�p.g1g2//

�1
��

�2D0.f /
1

#B

X
b2B

f .g1�t.b�p.g1//
�1
�t.b//C

1

#B

X
b2B

p.g1/�f
�
g2�t.b�p.g1g2//

�1
�t.b�p.g1//

�
DF.g1/Cg1�

�
1

#B

X
b2B

f
�
g2�t

�
.b�p.g1//�p.g2/

��1
�t.b�p.g1//

��
:

By the arguments in the proof of [60, Proposition 6.4],

1

#B

X
b2B

f
�
g2 � t

�
.b �p.g1// �p.g2/

��1
� t.b �p.g1//

�
D F.g2/:

Therefore, F.g1g2/�D.f /C3D0.f / F.g1/Cg1 �F.g2/.

9 Open problems

9.1 Mystery of the Py class

Let †l be a closed connected orientable surface whose genus l is at least 2 and � a volume form
on †l . Recall that Py [89] constructed a Calabi quasimorphism fP on Ker.Flux�/ which is Diff0.†l ; �/-
invariant, and the first and second authors showed that fP is not extendable to Diff0.†l ; �/ (recall
Section 5 and Example 7.15). We define NcP 2 H2.H1.†l// and cP 2 H2.Diff0.†l ; �// by NcP D

��1
4
ı �=b.fP / and cP D Flux��. NcP /, respectively. We call cP the Py class. Note that we essentially

proved the nontriviality of the Py class in the proof of Theorem 2.6(1).
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ˇ1 ˇ2 ˇl

˛1 ˛2 ˛l

Figure 1: ˛1; : : : ; ˛l ; ˇ1; : : : ; ˇl W Œ0; 1�!†l .

When we constructed the class NcP 2H2.H1.†l//, we used the morphism �4 WH2.H1.†l//!H2
=b
.H1.†l//.

Here we apply the exact sequence

1! Ker.Flux�/! Diff0.†l ; �/
Flux�
����! H1.†l/! 1

to diagram (1-3). Since the bounded cohomology groups of an amenable group are zero, the map �4 is an
isomorphism and we have the inverse ��1

4
W H2

=b
.H1.†l//! H2.H1.†l//. Because the vanishing of the

bounded cohomology of amenable groups is shown by a transcendental method, we do not have a precise
description of the map ��1

4
.

Remark 9.1 If we fix a (right-)invariant mean m on the amenable group � , then we have the following
description of the map ��1

4
. For a cocycle Œc� 2 C 2

=b
.�/, a cocycle f 2 C 2.�/ representing the class

��1
4
.ŒŒc��/ can be given by

f .
1; 
2/D c.
1; 
2/�m.ıc. � ; 
1; 
2//:

However, we have the following observations on the Py class. Here we consider H1.†l/ as a symplectic
vector space by the intersection form.

Theorem 9.2 Let †l be a closed connected orientable surface whose genus l is at least 2 and � a
volume form on †l . For a subgroup ƒ of H1.†l/, let �ƒ Wƒ! H1.†l/ be the inclusion map.

(1) Let v and w be elements in H1.†l/ with v ^ w ¤ 0. Then there exists a positive integer k0 such
that , for every integer k at least k0, for the subgroup ƒD hv;w=ki of H1.†l/, we have ��

ƒ
NcP ¤ 0.

Here ^ denotes the cup product.

(2) If a subgroupƒ of H1.†l/ is contained in a linear subspace hŒ˛1�
�; : : : ; Œ˛l �

�i or hŒˇ1�
�; : : : ; Œˇl �

�i,
then ��

ƒ
NcP D 0, where ˛1; : : : ; ˛l ; ˇ1; : : : ; ˇl are the curves described in Figure 1.

To prove Theorem 9.2, we use the following observation.

Let 1!N i
�!G

p
�!�! 1 be an exact sequence of groups such that � is amenable. For a subgroup �0

of � , 1!N i
�!p�1.�0/

p
�!�0!1 is also an exact sequence and �0 is also amenable (Theorem 3.5(3)).
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Then, by Theorem 1.5, we have the commuting diagrams

0 // H1.�/
p�
//

�1

��

H1.G/
i�
//

�2

��

H1.N /G
�
//

�3

��

H2.�/
p�
//

�4

��

H2.G/

�5

��

0 // Q.�/
p�
// Q.G/ i�

// Q.N /G
�=b
// H2
=b
.�/

p�
// H2
=b
.G/

(9-1)

0 // H1.�0/
p�
//

�0
1

��

H1.p�1.�0//
i�
//

�0
2

��

H1.N /p
�1.�0/ �0

//

�0
3

��

H2.�0/
p�
//

�0
4

��

H2.p�1.�0//

�0
5

��

0 // Q.�0/
p�
// Q.p�1.�0//

i�
// Q.N /p

�1.�0/
�0

=b
// H2
=b
.�0/

p�
// H2
=b
.p�1.�0//

(9-2)

Since � and �0 are boundedly 3-acyclic (Theorem 3.5(5)), �4 W H2.�/! H2
=b
.�/ and �0

4
W H2.�0/!

H2
=b
.�0/ are isomorphisms. The following lemma can be deduced from the definitions of �=b and �0

=b
:

Lemma 9.3 We have
.�0

4 /
�1
ı �0
=b ı I�1 D I�2 ı .�4/

�1
ı �=b;

where I�
1
W Q.N /G ! Q.N /p

�1.�0/ and I�
2
W H2.�/! H2.�0/ are the homomorphisms induced from

the inclusion I W �0! � .

We employ the following theorem, which is related to Example 7.15, in order to prove Theorem 9.2:

Theorem 9.4 [61, Theorems 1.6 and 1.10] Let †l be a closed connected orientable surface whose
genus l is at least 2 and � a volume form on†l . Let ƒ be a subgroup of H1.†l/ and set GD Flux�1.ƒ/

and N D Ker.Flux�/. Then:

(1) Let v and w be elements in H1.†l/ with v ^ w ¤ 0. Then there exists a positive integer k0

such that , for every integer k at least k0, for ƒ D hv;w=ki, ŒfP � is a nontrivial element of
Q.N /G= i�Q.G/.

(2) If ƒ is contained in a linear subspace hŒ˛1�
�; : : : ; Œ˛l �

�i or hŒˇ1�
�; : : : ; Œˇl �

�i, then ŒfP � is the trivial
element of Q.N /G= i�Q.G/, where ˛1; : : : ; ˛l ; ˇ1; : : : ; ˇl are the curves described in Figure 1.

On (2), see also [61, Remark 4.8].

Proof of Theorem 9.2 Set � D H1.†l/, �0 D ƒ and G D Flux�1
� .ƒ/. We use the notation in the

diagrams (9-1) and (9-2).

First, to prove (1), suppose that the dimension of ƒ is larger than l . Then, since ŒfP � is a nontrivial
element of Q.N /G= i�Q.G/, by Theorem 1.10, .�0

4
/�1 ı �0

=b
ı I�

1
.fP / is also a nontrivial element of

H2.�0/DH2.ƒ/. Hence, by Lemma 9.3, ��
ƒ
NcP D I�

2
ı .�4/

�1 ı �=b.fP /D .�
0
4
/�1 ı �0

=b
ı I�

1
.fP / is also

a nontrivial element of H2.�0/D H2.ƒ/.
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Next, to prove (2), suppose that ƒ is contained in linear subspaces hŒ˛1�
�; : : : ; Œ˛l �

�i or hŒˇ1�
�; : : : ; Œˇl �

�i.
Then, since ŒfP � is the trivial element of Q.N /G= i�Q.G/, by Theorem 1.10 and Proposition 2.5,
.�0

4
/�1 ı �0

=b
ı I�

1
.fP / is also the trivial element of H2.�0/D H2.ƒ/. Hence, by Lemma 9.3, ��

ƒ
NcP D

I�
2
ı .�4/

�1 ı �=b.fP /D .�
0
4
/�1 ı �0

=b
ı I�

1
.fP / is also the trivial element of H2.�0/D H2.ƒ/.

Finally, we pose the following problems on the Py class:

Problem 9.5 Give a precise description of a cochain representing NcP 2 H2.H1.†l// and a bounded
cochain representing cP 2 H2.Diff0.M; �//.

Problem 9.6 Let †l be a closed connected orientable surface whose genus l is at least 2 and � a volume
form on †l . Is the vector space Im.Flux��/\ Im.cDiff0.†l ;�// spanned by cP ?

By Theorem 1.10, Problem 9.6 is rephrased as follows.

Problem 9.7 Let †l be a closed connected orientable surface whose genus l is at least 2 and � a volume
form on †l . Is the vector space Q.Ker.Flux�//Diff0.†l ;�/= i�Q.Diff0.†l ; �// spanned by ŒfP �?

9.2 Problems on equivalences and coincidences of sclG and sclG;N

By Theorem 2.1, Q.N /G D H1.N /G C i�Q.G/ implies that sclG and sclG;N are equivalent on ŒG;N �.
Moreover, if N is the commutator subgroup of G and Q.N /G D H1.N /G C i�Q.G/, then sclG and
sclG;N coincide on ŒG;N �. Since H2.G/ D 0 implies Q.N /G D H1.N /G C i�Q.G/ (Theorem 1.10),
there are several examples of pairs .G;N / such that sclG;N and sclG are equivalent (see Section 2.1). In
Section 3, we provided several examples of groups G with Q.N /G ¤H1.N /GC i�Q.G/ (see Theorems
1.1, 1.2 and 4.18), but we were unable to determine whether sclG and sclG;N are equivalent on ŒG;N � in
these examples. Hence, the example of G D Diff.†l ; !/ with l � 2 and N D ŒG;G� raised by [58] (see
also [61]) has remained essentially the only known example where sclG and sclG;N are not equivalent
on ŒG;N �. In fact, this is the only example where sclG and sclG;N do not coincide on ŒG;N �. Here we
provide several problems on equivalences and coincidences of sclG and sclG;N .

Problem 9.8 Is it true that Q.N /G D H1.N /G C i�Q.G/ implies that sclG D sclG;N on ŒG;N �?

Problem 9.9 Find a pair .G;N / such that G is finitely generated and sclG and sclG;N are not equivalent.
In particular , are scl�1.†l / and scl�1.†l /;Œ�1.†l /;�1.†l /� equivalent on Œ�1.†l/; Œ�1.†l/; �1.†l/�� for
l � 2?

After the current work, Problem 9.9 was solved by some of the authors [69]: for l � 2, scl�1.†l / and
scl�1.†l /;Œ�1.†l /;�1.†l /� are not equivalent. Moreover, the authors proved in [59] that sclG and sclG;ŒG;G�
are not equivalent if Q.ŒG;G�/G ¤ H1.ŒG;G�/G C i�Q.G/.

We also pose the following problem. Let Bn be the nth braid group and Pn the nth pure braid group.

Problem 9.10 For n� 3, does sclBn
D sclBn;ŒPn;Pn� hold on ŒBn; ŒPn;Pn��?

In light of the following proposition, we can regard Problem 9.10 as a special case of Problem 9.8:
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Proposition 9.11 For n � 2, let G D Bn and N D ŒPn;Pn�. Then Q.N /G D H1.N /G C i�Q.G/. In
particular , sclG.x/� sclG;N .x/� 2 � sclG.x/ for all x 2 ŒG;N �.

Proof Consider the exact sequence

1! Pn=ŒPn;Pn�! Bn=ŒPn;Pn�!Sn! 1;

where Sn is the symmetric group. By Theorem 3.5(1)–(2), Sn and Pn=ŒPn;Pn� are amenable. Hence,
Theorem 3.5(4) implies that Bn=ŒPn;Pn� is also amenable. As pointed out in Section 2.1, the second co-
homology of the braid group Bn vanishes. Hence, Theorem 1.10 implies that Q.N /GDH1.N /GCi�Q.G/.
The equivalence between sclBn

and sclBn;ŒPn;Pn� follows from Theorem 2.1(2).

As another special case of Problem 9.8, we provide the following problem:

Problem 9.12 For n� 2, does sclAut.Fn/ D sclAut.Fn/;IAn
hold on ŒAut.Fn/; IAn�?

Even the following weaker variant of Problem 9.12 seems open. We note that Theorem 2.1(2) does not
apply to the setting of Theorem 2.3.

Problem 9.13 Let n� 3. Find an explicit real constant C � 1 such that sclAut.Fn/;IAn
� C � sclAut.Fn/

on ŒAut.Fn/; IAn�.

In [60], the first, second, fourth and fifth authors considered the equivalence problem between clG
and clG;N . We provide the following problem:

Problem 9.14 Is it true that Q.N /G D H1.N /G C i�Q.G/ implies the bi-Lipschitz equivalence of clG
and clG;N on ŒG;N �?

We note that Theorem 2.1(1) states that Q.N /GDH1.N /GCi�Q.G/ implies the bi-Lipschitz equivalence
of sclG and sclG;N . To the best knowledge of the authors, Problem 9.14, even for the case where
1!N !G! �! 1 virtually splits, might be open in general.

In light of Proposition 9.11 and Theorem 2.3, we can regard the following problem as special cases of
Problem 9.14:

Problem 9.15 For .G;N / either .Bn; ŒPn;Pn�/ with n � 3 or .Aut.Fn/; IAn/ with n � 2, are clG and
clG;N equivalent on ŒG;N �?

Note that clG and clG;N are bi-Lipschitzly equivalent when .G;N /D .Bn;Pn\ŒBn;Bn�D ŒPn;Bn�/ [60].
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Synthetic approach to the Quillen model structure on topological spaces
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KRZYSZTOF KAPULKIN

We provide an axiomatic treatment of Quillen’s construction of the model structure on topological spaces
to make it applicable to a wider range of settings, including �-generated spaces and pseudotopological
spaces. We use this axiomatization to construct a model structure on the category of locales.

18N40, 55U35; 18F70

Introduction

The construction of Quillen’s model structure on the category Top of topological spaces is a cornerstone
result of modern homotopy theory [20, Section II.3]. The importance of many other model structures,
like the Kan–Quillen model structure on simplicial sets or the Thomason model structure on the category
of small categories [25], is justified by their equivalence with Quillen’s structure on topological spaces.
Numerous accounts of it have been given since, including by Hovey [11], Hirschhorn [9; 10] and May
and Ponto [16, Section 17.2], further underscoring its significance.

Although the category of (all) topological spaces is perhaps most commonly studied, quite often one
works with either subcategories of topological spaces (eg compactly generated, weakly Hausdorff spaces
or�-generated spaces) or larger categories containing Top as a subcategory (eg pseudotopological spaces).
The former are natural choices for a convenient category of spaces, ie a subcategory of Top with nice
categorical properties, including cartesian closure. The latter, being a common generalization of both
graphs and spaces, finds applications in topological data analysis when quantifying to what extent a space
can be recovered by sampling only finitely many of its points; see Rieser [22; 21].

The purpose of this paper is to axiomatize the requirements on various categories of interest to make a more
modern version of Quillen’s argument work. Such a modern treatment differs from Quillen’s argument
in a variety of ways, including: isolating the pushout–product construction, utilizing characterization
of the class of weak equivalences in terms of an “up to homotopy” lifting property, and identifying the
key role of the subcategory of topological cubes. Our axiomatization first introduces the notion of a
category with intervals (Definition 1.1), a framework in which one can speak of homotopies, defined using
the topological interval, and their basic properties. We then introduce the framework of a Q-structure

© 2025 The Authors, under license to MSP (Mathematical Sciences Publishers). Distributed under the Creative Commons
Attribution License 4.0 (CC BY). Open Access made possible by subscribing institutions via Subscribe to Open.
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(Definition 2.2), which is the structure on a category that permits Quillen’s construction (Theorem 2.6).
Moreover, in a good Q-structure, weak equivalences can be defined in terms of isomorphisms on the sets
of connected components and all higher homotopy groups (Theorem 3.12).

Several examples of good Q-structures are identified and give rise to model structures on topological
spaces (recovering the model structure Quillen originally constructed [20]), compactly generated, weakly
Hausdorff spaces (recovering the model structure of Hovey [11]), �-generated spaces (recovering the
model structure of Haraguchi [6]), sober spaces (Section 4), pseudotopological spaces (Section 5, recover-
ing the model structure of Rieser [22]), and locales (Section 6). This in particular settles an open question
of constructing a model structure on the category of locales.

We begin in Section 1 by introducing the notion of a category with intervals (Definition 1.1) and developing
basic homotopy theory therein. We then proceed to introduce (good) Q-structures in Section 2 and define
cofibrations and fibrations. We conclude our proof of the existence of a model structure in Section 3
before turning our attention to examples of Q-structures in Sections 4, 5 and 6.
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1 Basic notions in a nice category of spaces

In this section, we introduce the notion of a category with intervals (Definition 1.1) and show that it is
sufficient to develop basics of the theory of homotopies.

Throughout the paper, we write Top for the category of (all) topological spaces and continuous maps. For
notational convenience, the unit interval Œ0; 1� will be denoted by I.

Let C denote a bicomplete category, to be thought of as a “nice” category of spaces. As such, we will
refer to objects in C as spaces, and morphisms in C as (continuous) maps. Let ¿ and � denote the initial
and terminal object of C, respectively. Let � be the full subcategory of Top consisting of all n-cubes and
their boundaries for n� 0. Let ��2 denote the full subcategory of � whose objects are �, I, I 2, ¿, @I
and @I 2.

Let ek W �! I be the appropriate endpoint inclusion for k 2 f0; 1g. Denote the left, top, right and bottom
edge inclusions I ,! I 2 by @LD e0� idI , @T D idI �e1, @R D e1� idI and @B D idI �e0, respectively.
By embedding, we shall mean a faithful functor throughout this paper.

Algebraic & Geometric Topology, Volume 25 (2025)
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Definition 1.1 A category with intervals1 is a bicomplete category C along with an embedding � W��2 ,!C

such that:

(S1) �¿ is initial and �� is terminal.

(S2) �I 2 Š �I � �I, where the product is taken in C.

(S3) � preserves a pushout of the form
� I

I I

e0

e1

a

y

b

such that a.0/D 0 and b.1/D 1, and X �� preserves this pushout for all X 2 C.

(S4) ¿�X Š¿ for all X 2 C.

The axioms given above are fairly rigid in structure; as such, it is difficult to give a “noncanonical”
example. We give several examples in Sections 4, 5 and 6, which will moreover be of good Q-structure
(see Definition 2.2). All of these examples are given by restricting a functor Top! C to �. We are
unaware of any examples of categories which admit two distinct embeddings of � defining two distinct
categories with intervals.

We require that the pushout in (S3) be of maps in ��2 to use relationships internal to ��2 to develop a
basic theory of homotopies. Necessarily, a and b are injective, and hence homeomorphisms onto their
image. Unless the distinction is necessary, we will identify elements in ��2 with their image in C. For
the rest of this section, fix an embedding � making .C; �/ into a category with intervals.

Homotopies

In this subsection, working in an arbitrary category with intervals (Definition 1.1), we develop a notion of
homotopy, leading to the proof (Theorem 1.13) that any such category carries a natural structure of a
2-category.

Definition 1.2 Let X and Y be spaces and f; g WX ! Y be maps. A homotopy from f to g is given by
a map H WX � I ! Y such that the following commutes:

X X � I X

Y

e1e0

H
f g

If there exists a homotopy from f to g, then f is homotopic to g, denoted by f � g or H W f � g.

In particular, we will be using X � I as a cylinder object for X, in which case our notion of homotopy is
that of a left homotopy. In Section 2, we will assume further that ��I admits a right adjoint .�/I, giving
path spaces XI ; this gives an equivalent notion of right homotopy, which we will not explicitly use.

1Note that [17] introduces the notion of a site with interval. Our notion differs from theirs, as it is strongly based on the properties
of the topological interval, whereas that of [17] is abstract and specific to the category of sheaves.
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Let f; g WX ! Y, u WW !X and v W Y !X be maps, and H a homotopy from f to g. For a space A,
let �A W A� I ! A denote the projection. We will follow these notational conventions for homotopies:

(1) HuDH.u� idI /, which gives a homotopy from f u to gu.

(2) constf D f�X D �Y .f � idI /.

Homotopies are subject to the following identities, which can easily be verified:

(1) .u� idI /ek D eku.

(2) �Xek D idX .

(3) v ı constf ı .u� idX /D constvf u.

Definition 1.3 Let f; g W X ! Y be maps, and suppose i W A! X is a map such that f i D gi . A
homotopy relative to A is a homotopy H WX � I ! Y from f to g such that the following commutes:

A� I A

X � I Y

i�idI

H

f iDgi

�A

Explicitly, Hi D constf i . If such a homotopy exists, it is denoted by f � g rel A.

Definition 1.4 Let f; g; h WX! Y be maps. Given a homotopy H from f to g and a homotopy K from
g to h, their track composite H ˘K is the induced map in the pushout

X X � I

X � I X � I

Y

e0

e1

idX�a

y

idX�b

H

K

H ˘K

Let �idI W I ! I be the map t 7! 1� t . The inverse homotopy of H, denoted by �H, is H.idX � .�idI //:

X � I X � I

Y

idX�.�idI /

H
�H

Since .idX � a/e0 D e0 and .idX � b/e1 D e1 by (S3), H ˘K is a homotopy from f to h. Similarly,
�H gives a homotopy from g to f. Given maps q WW !X and r WY !Z, we have q.H ˘K/rDqHr ˘qKr .
Thus, if f i D gi D hi for i WA!X, then .H ˘K/i DHi ˘Ki D constf i , and similarly �Hi D constf i ,
showing that composition and inverse homotopies preserve relativity.

Definition 1.5 Let H;K W X � I ! Y be homotopies from f to g. Then H and K are homotopic rel
endpoints if there is a map ˛ WX�I 2!Y such that ˛@LDH, ˛@T D constg , ˛@RDK and ˛@BD constf .
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Analogous comments to the above hold for homotopies rel endpoints. Thus, constant homotopies, inverse
homotopies and track composites show respectively that (relative) homotopy is reflexive, symmetric and
transitive. In particular, we obtain the following:

Corollary 1.6 Homotopy defines an equivalence relation on C.X; Y / for every pair of objects X; Y 2 C.
Similarly, for any fixed pair of maps f; g WX! Y, homotopy rel endpoints defines an equivalence relation
on the set of homotopies from f to g.

Lemma 1.7 Let H and H 0 be homotopies from f to g, and K and K 0 be homotopies from g to h. If
H � H 0 rel endpoints and K � K 0 rel endpoints , then H ˘K � H 0 ˘K 0 rel endpoints. That is , track
composition is well defined up to homotopy rel endpoints.

Proof By the assumptions, we may choose a map ˛ WX � I 2! Y such that ˛@L DH, ˛@T D constg ,
˛@R DH

0 and ˛@B D constf ; likewise, we may choose ˇ WX � I 2! Y with ˇ@L DK, ˇ@T D consth,
ˇ@R DK

0 and ˇ@B D constg . Then the induced map in the pushout

X � I X � I � I

X � I � I X � I � I

Y

idX�@T

idX�@B

�

ˇ

˛

gives a homotopy rel endpoints from H ˘K to H 0 ˘K 0.

Lemma 1.8 For any homotopy H from f to g, H ˘ constg �H rel endpoints and constf ˘H �H rel
endpoints.

Proof Let � W I 2! I be given by �.s; t/D stC.1�s/a�1
�
min.t; a.1//

�
. Then the map ˛DH� gives

the required homotopy. To see this, note that �.e0 � a/D idI and �.e0 � b/D e1, so ˛@L DH ˘ constg ,
and clearly ˛@R DH, ˛@B D constf and ˛@T D constg .

Lemma 1.9 For any homotopy H from f to g, H ˘ .�H/� constf rel endpoints and �H ˘H � constg
rel endpoints.

Proof Let 
 W I ! I be given by 
.t/D a�1.t/ for t � a.1/ and 
.t/D 1�b�1.t/ for t � b.0/. Define
� W I 2! I by

�.s; t/D

�
min.a�1.t/; 1� s/ if t � u.1/;
min.1� b�1.t/; 1� s/ if t � v.0/:

Then � is continuous by the pasting lemma, �@L D 
 and �@T D �@B D �@R D 0. Note that 
aD idI
and 
b D�idI , so H.idX � 
a/DH and H.idX � 
b/D�H ; hence, H.idX � 
/DH ˘ .�H/. Thus,
H.idX ��/ WX � I 2! Y gives a homotopy from H ˘ .�H/ to constf rel endpoints. The other part is
analogous.
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Lemma 1.10 For any homotopies H from f1 to f2, J from f2 to f3, and K from f3 to f4, we have
.H ˘ J / ˘K �H ˘ .J ˘K/ rel endpoints. That is , track composition of homotopies is associative up to
homotopy rel endpoints.

Proof Let �D a.1/D b.0/. As before, note that a�1 is defined and continuous on Œ0;��, as is b�1

on Œ�; 1�. Let 
 W I ! I be given by


.t/D

8<:
b�1.t/ if t 2 Œb�; 1�;
aba�1b�1.t/ if t 2 Œ�; b��;
a.t/ if t 2 Œ0;��:

By the pasting lemma, 
 is continuous, and 
a D aa, 
ba D ab and 
bb D b. Let � W I 2 ! I be
defined by �.s; t/ D .1 � s/t C s
.t/. Then �@B D e0, �@T D e1, �@L D idI and �@R D 
 . Let
˛D ..H ˘J / ˘K/ı .idX ��/. Clearly ˛@L D .H ˘J / ˘K, ˛@B D constf1 and ˛@T D constf4 . Moreover,
.˛@R/a D ..H ˘ J / ˘K/aa DH, and similarly .˛@R/ba D J and .˛@R/bb D K. Thus, both ˛@R and
H ˘ .J ˘K/ fit in the following diagram, so by uniqueness they are equal, giving the required homotopy:

X X � I

X � I X � I

Y

b

a

e0

e1

H

J ˘Ky
Lemma 1.11 Let f; g0; g1; h WX ! Y be maps and A W f � g0, B W g0 � h, C W f � g1 and D W g1 � h
be homotopies. If there is a map ˛ WX � I 2! Y with ˛@B DA, ˛@R DB, ˛@L D C and ˛@T DD, then
A ˘B � C ˘D rel endpoints.

Proof Let 
0; 
1 W I ! I 2 be given by


0.x/D

�
.a�1.x/; 0/ if x � a.1/;
.1; b�1.x// if x � b.0/;

and 
1.x/D

�
.0; a�1.x// if x � a.1/;
.b�1.x/; 1/ if x � b.0/:

Then 
0a D @B , 
0b D @R, 
1a D @L and 
1b D @T . Let � W I 2 ! I 2 be given by �.s; t/ D
s
1.t/C .1 � s/
0.t/. Since �@B D e0 � e0 and �@T D e1 � e1, ˛.idX � �/ gives a homotopy rel
endpoints from A ˘B to C ˘D.

Lemma 1.12 [27, Lemma 1] Let u; v WX ! Y and f; g W Y !Z be maps. Given a homotopy H from
u to v and a homotopy K from f to g, fH ˘Kv �Ku ˘gH rel endpoints.

Proof Let ˛ W X � I � I ! Z be K.H � idI /. Then ˛@L DK.H � idI /.e0 � idI /DK.He0/DKu,
and similarly ˛@T D gH, ˛@R DKv and ˛@B D fH. The result follows from Lemma 1.11.

Theorem 1.13 If C satisfies the assumptions in Definition 1.1, then C admits a 2-category structure ,
where each pair of spaces A and B in C are assigned the groupoid C.A;B/ whose objects are maps
A! B and morphisms are homotopy classes of homotopies rel endpoints.
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Proof The composition in C.A;B/ is given by track composition as in Definition 1.2. Lemmas 1.7, 1.8,
1.9 and 1.10 assert that this is well defined and associative, that each map f W A! B has an identity
homotopy constf , and that each class of homotopies ŒH � has an inverse Œ�H�. Thus, C.A;B/ is a groupoid
for every pair of spaces A and B. For each space A, the functor IA W Œ0�! C.A;A/ maps the unique
morphism in Œ0� to ŒconstidA W idA� idA�. The composition functors cA;B;C WC.A;B/�C.B; C /!C.A; C /

act on objects by sending a pair of maps .f W A! B; g W B! C/ to gf W A! C and, by Lemma 1.12,
there is a canonical, well-defined choice for a pair of homotopy classes .ŒH W u� v�; ŒK W f � g�/, namely
mapping them to ŒfH ˘Kv�D ŒKu ˘gH�.

We now turn our attention to defining homotopy equivalences.

Definition 1.14 A map f W X ! Y is a homotopy equivalence if there exists g W Y ! X such that
gf � idX and fg � idY . If gf D idX and fg � idY rel X, then g is a deformation retraction.

Definition 1.15 Let hoC denote the category whose objects are spaces in C and whose maps are homotopy
classes of continuous maps. By Lemma 1.12, composition of homotopy classes is well defined. An
isomorphism in this category is a class of homotopy equivalences. There is a canonical quotient functor
… W C! hoC, which maps f WX ! Y to Œf � WX ! Y.

We record two lemmas about homotopy equivalences for future use.

Lemma 1.16 A map f WX! Y is a homotopy equivalence if and only if …f is an isomorphism in hoC.

Proof If f has a homotopy inverse g WY !X, then, since gf � idX and fg� idY , we have Œg�Œf �D ŒidX �
and Œf �Œg�D ŒidY �, so …f D Œf � is an isomorphism. Conversely, if …f D Œf � is an isomorphism, choose
a representative g W Y !X for Œf ��1. Then Œgf �D Œg�Œf �D ŒidX �, so gf � idX , and likewise fg� idY ,
so f is a homotopy equivalence.

Lemma 1.17 The following properties hold for homotopy equivalences:

(1) Homotopy equivalences are closed under 2-out-of-6.

(2) A retract of a homotopy equivalence in the arrow category is again a homotopy equivalence.

(3) If f WX ! Y and f 0 WX 0! Y 0 are homotopy equivalences , then so is f �f 0.

(4) Assuming �� I preserves coproducts , then , if ffkgk2K is a family of homotopy equivalences , so
is
`
k2K fk .

Proof (1) and (2) are immediate from Lemma 1.16, since isomorphisms satisfy these in any category
and homotopy equivalences are precisely the maps inverted by ….

For (3), choose homotopy inverses g W Y ! X and g0 W Y 0 ! X 0, as well as homotopies H from gf

to idX and H 0 from g0f 0 for idX 0 . Then a homotopy from gf �g0f 0 D .g�g0/.f � f 0/ to idX�X 0 is
given by .H;H 0/. Similar reasoning gives a homotopy from .f �f 0/.g�g0/ to idY�Y 0 , so f �f 0 is a
homotopy equivalence.
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Lastly, for (4), given families fgkgk2K of homotopy inverses with fHkgk2K and fJkgk2K homotopies
from gkfk and fkgk to the respective identities,

`
Hk and

`
Jk give homotopies from

`
gk ı

`
fk

and
`
fk ı

`
gk to the respective identities since

�`
dom.fk/

�
� I Š

`
.dom.fk/� I /.

Pushout products

In this final subsection, we collect the requisite background on the Leibniz construction. Specifically, we
recall the definitions of pushout product (Definition 1.18) and pullback power (Definition 1.20) and prove
their basic properties in the category of topological spaces.

Definition 1.18 Let f WX ! Y and g W A! B be maps in C. Their pushout product, denoted by f y�g,
is the factorization of f �g WX �A! Y �B through the pushout in the following diagram:

X �A Y �A

X �B P

Y �B

f �idA

idX�g
idX�g

f �idA
f y�g

y

Note that, since � is symmetric, f y�g Š g y�f, and that y� is associative up to isomorphism.

Lemma 1.19 If f W A! B and f 0 W A0! B 0 are isomorphic in the arrow category, as are g W C !D

and g0 W C 0!D0, then f y�g and f 0 y�g0 are isomorphic in the arrow category.

Proof This is a standard diagram chase, given that naturally isomorphic diagrams induce an isomorphism
between their colimits which commutes with the colimit legs.

A functor ˝WA�B! C is divisible on the right if, for every B 2B, the functor �˝B WA! C admits
a right adjoint. When the functor ��A W C! C admits a right adjoint, A is an exponentiable space. The
right adjoint will be denoted by .�/A W C! C, and its action on a morphism f WX ! Y will be denoted
by f� W XA! Y A. A map g W A! B between exponentiable spaces induces a natural transformation
g� W .�/B) .�/A.

Definition 1.20 Let f WX ! Y and g W A! B be maps in C with A and B both exponentiable. Their
pullback power, denoted by f Fg, is the factorization of f�g� D g�f� in the following diagram:

XB

P Y B

XA Y A

f�

f Fg

g�

f�

g�
y

Note that, unlike the pushout product, in general f Fg ¤ g Ff.
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The following statement holds in general for closed monoidal products in a given category. Since we will
not be taking C to be cartesian closed, we need to ensure that we are only exponentiating spaces that we
have assumed or shown to be exponentiable.

Lemma 1.21 Let i W A! B be a map between exponentiable spaces. Then f y� i has the left lifting
property with respect to g if and only if f has the left lifting property with respect to g F i

Proof This follows from [13, Proposition D.1.18], since the functor ���W C�Cexp! C is divisible on
the right, where Cexp denotes the full subcategory of C consisting of exponentiable spaces.

Lemma 1.22 Let A be a space and ŠA W¿! A the unique map. For any map f WX ! Y and space A,
we have ŠA y�f Š idA �f.

Proof This is immediate from (S4).

Lemma 1.23 The following identities hold for the pushout product in the arrow category Top!, where
ŠX W¿!X and i W @I ! I is the inclusion of the endpoints:

(1) e0 y� e0 Š ŠI y� e0.

(2) i y� e0 Š ŠI y� e0.

Proof For (1), it follows from Lemma 1.22 that we must find an automorphism � W I � I ! I � I that
restricts to an isomorphism I � f0g Š I � f0g[ f0g � I, ie such that the following commutes:

I � f0g I � f0g[ f0g � I

I � I I � I

�jI�f0g

�

One such � is given by the composite gf, where g.x; y/D
�
1
2
.1C x/; y

�
and

f .x; y/D

8̂̂̂<̂
ˆ̂:
.x; 2y/ if y � 1

2
x;

.2.x�y/; x/ if 1
2
x � y � x;

.2.x�y/; y/ if x � y � 2x;

.�y; 2x/ if y � 2x:
The proof of (2) is similar.

Note that, since the pushout product is well defined up to isomorphism in the arrow category by
Lemma 1.19, the isomorphism in (1) holds regardless of what pushout we take for I q� I, even though
we chose a specific pushout for the calculation in (1). In particular, since we have taken I for the pushout
I q� I in C, and ��2 to be a full subcategory, we may use .1/ in any category with intervals.

2 Q-structures: fibrations and cofibrations

In this and the next section, we will show that the axioms of a Q-structure given in Definition 2.2 are
sufficient for C to admit a model structure defined analogously to the standard model structure on Top. If
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C satisfies the additional requirements for being a good Q-structure, given in (Q7) and (Q8), then the weak
equivalences of the model structure are precisely the ones which induce isomorphisms on path-connected
components and all homotopy groups, as defined in Definition 3.7.

We begin by introducing (relative) cell complexes.

Definition 2.1 Let J be a class of maps. A J-cell complex is a transfinite composition of pushouts of
coproducts of maps in J, as in the following diagram:`

dom.j˛/
`

cod.j˛/

X0 X1 X2 � � � colimXk

`
dom.jˇ /

`
cod.jˇ /

p1

y

y

`
j˛

`
jˇ

p2

The collection of all J-cell complexes will be denoted by cell.J/, and cof.J/ will denote the closure of
cell.J/ under retracts. Let rlp.J/ denote the class of maps which have the right lifting property against J.
A standard proof shows that rlp.J/D rlp.cof.J// [9, Proposition 10.3.2].

Notation 2.1 Let I D fin W @In ,! Ingn�0 and J D fjn W In � f0g ,! In � I gn�0 be the subspace
inclusions in Top.

As a slight abuse of notation, let ek W � ,! @I for k D 0; 1 be the endpoint inclusions.

Definition 2.2 Let � W�! C be an embedding of � into a bicomplete category C. The pair .C; �/ is a
Q-structure if the following hold:

(Q1) ��2 ,!� �
�! C makes C a category with intervals.

(Q2) X � @I is a coproduct X qX in C, with inclusions idX � ek for all X 2 C.

(Q3) I y� I � cof.I/ and I y�J � cof.J /.

(Q4) J � cof.I/ and f¿! @Ing � cof.I/.

(Q5) @In and In are exponentiable in C for all n� 0.

(Q6) @In and In are small relative to maps in cell.I/ and cell.J /, respectively, for all n� 0.

The pair .C; �/ is a good Q-structure if, in addition:

(Q7) In is a product
Q
1�k�n I for all positive integers n.

(Q8) There are pushouts, for all n� 1, of the form

@In @In � I @In�1 In�1

� In � @In
c

y

�Š

e1

Š

in

.�/

�

in C such that �e0 D in.
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The axioms listed above are key properties used to construct the Quillen model structure on Top, restated
for an arbitrary C. We will use the axioms as follows: (Q1) allows us to make use of the homotopy
theory developed in Section 1; (Q2) is used in lifting homotopies along certain maps, with prescribed
endpoints; (Q3) and (Q5) allow us to obtain a weak version of the pushout product axiom; lastly, (Q4)
and (Q6) are used in applying the small object argument. For good Q-structures, (Q7) will be used to
define homotopy groups (see Definition 3.7) and (Q8) are some familiar quotient identities from Top,
namely Sn�1 � I=Sn�1 � f0g ŠDn and Dn=Sn�1 Š Sn.

It follows from (Q5) that �� In, as a left adjoint, preserves colimits for all n� 0. (Q6) is sufficient for C
to admit a small object argument on I and J , which generates two weak factorization systems in C. For
K equal to either I or J , one has for the left class cof.K/ and for the right class rlp.K/ of the respective
weak factorization system.

In Sections 4, 5 and 6, we discuss several examples of good Q-structures. We do not know of any examples
of Q-structures that are not good; however, we do not expect the axioms (Q1)–(Q6) to imply (Q7)–(Q8),
since the latter require the existence of certain pushouts squares which are otherwise not assumed to exist.
We chose to isolate the axioms (Q1)–(Q6) to underscore the fact that they are the only ones required to
establish a model structure, while (Q7)–(Q8) are used to characterize the class of weak equivalences.

We can now define the classes of maps that will form a model structure on C.

Definition 2.3 (1) A cofibration is a map in cof.I/.

(2) A fibration is a map in rlp.J /.

(3) A trivial cofibration is a map in cof.J /.

(4) A trivial fibration is a map in rlp.I/.

Using the small object argument, we obtain the expected factorizations:

Lemma 2.4 Every map in C can be factored as

(1) a cofibration followed by a trivial fibration , and

(2) a trivial cofibration followed by a fibration.

Definition 2.5 Let f WX ! Y 2 C and n a nonnegative integer. Then:

(1) f is n-compressible if any square of the form

@In X

In Y

in

u

v

f

admits a diagonal map h W In!X such that hin D u and f h� v rel @In.

(2) f is n-connected if it is k-compressible for all k � n.

(3) f is a weak equivalence if it is n-connected for all nonnegative integers.
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A map f has the weak right lifting property against i WA!B if it has the lifting property as in (1) against i :
given maps such that f uD vi , there is a filler h satisfying hi D u and f h� v rel A.

Theorem 2.6 Any Q-structure .C; �/ induces a model structure on C whose cofibrations and fibrations
are as defined in Definition 2.3 and weak equivalences are as defined in Definition 2.5.

We will defer the proof of this to Section 3.

Definition 2.7 A space X is fibrant if the map X !� is a fibration. Dually, X is cofibrant if the map
¿!X is a cofibration.

Lemma 2.8 Every space is fibrant.

Proof Given the square
In X

In � I �

jn

Š

f

Š

the map f�In gives a lift.

Lemma 2.9 Every trivial fibration is both a fibration and a weak equivalence.

Proof Clearly, if f has the right lifting property with respect to I, it is a weak equivalence, since every
square of the form

@In X

In Y

in

u

v

f

admits a strict lift, not just one up to homotopy on the lower triangle. Moreover, by (Q4), since f has the
right lifting property with respect to all maps in cof.I/, it has the right lifting property with respect to J ,
and thus is a fibration.

Proposition 2.10 The following identities hold in C:

(1) cof.I/ y� I � cof.I/.

(2) cof.I/ y�J � cof.J /.

(3) I y� cof.J /� cof.J /.

Proof Since I y� I � cof.I/ by (Q3), I y� I has the left lifting property with respect to rlp.I/, so I
has the left lifting property with respect to rlp.I/F I by Lemma 1.21. Thus, cof.I/ has the left lifting
property with respect to rlp.I/FI, and hence cof.I/ y�I � cof.I/ by Lemma 1.21 again. The other parts
are analogous.

For closed monoidal products˝, we can obtain the stronger result that cof.I/ y̋ cof.J /� cof.K/whenever
I y̋ J � K. In this case, maps in cof.I/ might not be between exponentiable spaces, so we cannot apply
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the same reasoning again. Thus, some care will be needed when applying Proposition 2.10 to ensure that
at least one map is in either I or J .

Definition 2.11 Let Œ�;�� denote the induced map from the pushout

� I

I I

I 2

e0

e1

y

Œ@L;@T �

@T

@L

The open box inclusion is the induced map in the pushout

� I

I I

I 2

e1

e0

y

ŒŒ@L;@T �;�@R�

�@R

Œ@L;@T �

By Lemmas 1.19 and 1.23, we recognize the top pushout as Œ@L; @T �Š e0 y�e0Š ŠI y�e0Š idI �e0D j1,
so, by the same reasoning, ŒŒ@L; @T �;�@R� Š j1 in the arrow category. When we wish to make the
distinction, we will use u for I in the latter pushout and inc W u ,! I 2 for ŒŒ@L; @T �;�@R�. Geometrically,
it should be thought of as the left, top, and right edges of the square, which we will use to “fill out”
homotopies. By Proposition 2.10, if i W A�X is a cofibration, i y� inc is a trivial cofibration. To verify
the equality of two maps from u in this context, one of which is a composition including inc, it suffices
to check that they agree after precomposing with b, aa and ab (see Definition 1.1).

Lemma 2.12 Let f W X ! Y be a homotopy equivalence. Then there is a map g W Y ! X along with
homotopies H from idX to gf and K from idY to fg and a map ˛ WX � I 2! Y such that ˛@L D fH,
˛@T D constfgf , ˛@R DKf and ˛@B D constf .

Proof This is the statement that any equivalence can be promoted to an adjoint equivalence, applied to
the 2-category C as given in Theorem 1.13.

Theorem 2.13 Homotopy equivalences are weak equivalences.

Proof Let f WX!Y be a homotopy equivalence and g,H,K and ˛ be as in the statement of Lemma 2.12.
Suppose that, for a nonnegative integer n, the following diagram commutes:

@In X

In Y

in

u

f

v
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By Proposition 2.10, in y� e1 2 cof.J /, so there is a lift J W In � I !X since X is fibrant:

@In � I q@In�f1g I
n � f1g X

In � I

iny�e1

ŒHu;gv�

J

Let w D Je0 W In!X. Since He0 D idX , we have win D Je0in D J.in � idI /e0 DHue0 D u. By the
lifting triangle above, fJ in D fHu, and, by the initial square, Kvin DKf u. Taking the convention for
inc W u ,! I 2 as in Definition 2.11,

˛u ı inc ı b D ˛u ı�@R D�Kf uD�Kvin;

˛u ı inc ı aaD ˛u@L D fHuD fJ in;

˛u ı inc ı ab D ˛u@T D constfgf u D constfgvinI

hence, the top map in the diagram

@In � I 2q@In�u I
n �u Y

In � I 2

iny�inc
z̨

Œ˛u;ŒŒfJ;constfgv�;�Kv��

is defined, so it admits a lift z̨ W In � I 2! Y by Proposition 2.10. The composite z̨@B gives a homotopy
from f w to v rel @In, since z̨@B in D z̨.in � idI2/@B D ˛u@B D constf u D constvin .

3 Quillen model structure

In this section, we put all the pieces together and prove Theorem 2.6, while also characterizing weak
equivalences in terms of homotopy groups (Theorem 3.12), which are introduced in Definition 3.7.

Lemma 3.1 For a weak equivalence f WX ! Y and a cofibration i W A� B, if the square

A X

B Y

i f

u

v

commutes , then there is a filler h W B!X such that hi D u and f h� v rel A.

Proof This is analogous to the proof that the left class of a weak factorization system is closed under
coproducts, pushouts, transfinite composition and retracts, except special care is needed to check that
relativity is preserved in each part. To get the induced homotopy on the colimits, one needs to use
relativity and cocontinuity of �� I. We will only give the proof for pushouts. Suppose that the square

A A0

B B 0

i

˛

ˇ

i 0

y
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is a pushout and that f has the weak right lifting property (see Definition 2.5) against i . We can combine
this square with

A0 X

B 0 Y

i 0

u

v

f

to get a diagonal filler h W B!X with hi D u˛ and a homotopy H W B � I ! Y from f h to vˇ rel A.
This induces the map h0 W B 0!X and homotopy H 0 W B 0 � I ! Y, by cocontinuity of �� I, in

A A0 A� I A0 � I

B B 0 B � I B 0 � I

X Y

i i 0

˛

ˇ

h0

h

u

ˇ�idI

i 0�idI

˛�idI

i�idI

H 0

H

constfu

since Hi D constf hi D constf u˛ D constf u˛ by relativity of H. By commutativity, H 0i 0 D constf u, so
H 0 is relative to A0, and one can verify through the pushout on the right thatH 0e0D f h0 andH 0e1D v.

Definition 3.2 Let hoCcof denote the full subcategory of hoC (Definition 1.15) consisting of cofibrant
spaces.

Theorem 3.3 A map f WX ! Y is a weak equivalence if and only if

(�) f� W ŒA;X�! ŒA; Y �

is a bijection for all cofibrant spaces A.

Proof Suppose first that f is a weak equivalence, and let A be a cofibrant space. By the above lemma,
for any Œˇ� 2 ŒA; Y �, there is a filler ˛ W A!X in the diagram

¿ X

A Y

f

Š

Š

ˇ

such that f ˛� ˇ; hence, f� is surjective. If f�Œ˛�D f�Œˇ� for Œ˛�; Œˇ� 2 ŒA;X�, then there is a homotopy
H WA� I ! Y from f ˛ to fˇ. Since A is cofibrant, ŠA y� i1 D idA� i1 WA�@I !A� I is a cofibration
by Proposition 2.10 and Lemma 1.22. By (Q2), A� @I is a coproduct AqA, so the square

A� @I X

A� I Y

ŠAy�i1

˛Cˇ

H

f

admits a filler K W A� I !X such that the upper triangle commutes, so K is a homotopy from ˛ to ˇ;
hence, f� is injective.

Algebraic & Geometric Topology, Volume 25 (2025)



1242 Sterling Ebel and Krzysztof Kapulkin

Suppose instead that f� W ŒA;X�! ŒA; Y � is a bijection for all cofibrant spaces A. Using Lemma 2.4,
factor ¿!X as a cofibration followed by a trivial fibration, which is a weak equivalence and a fibration
by Lemma 2.9: ¿� zX ��� X. Similarly, factor ¿! Y into ¿� zY ��� Y. Then there is a lift
Qf W zX ! zY in the diagram

¿ zY

zX Y

oQf

where the bottom arrow is the composite zX ��� X
f
�! Y. Since we have already shown that weak

equivalences satisfy .�/, Qf does as well, by the 2-out-of-3 property for isomorphisms, since the following
diagram commutes:

zX X

zY Y

Qf

�

�

f

Then Œ Qf �� W hoCcof.�; zX/) hoCcof.�; zY / is a natural isomorphism, so it follows from the Yoneda lemma
that Œ Qf � is an isomorphism in hoCcof, and hence a homotopy equivalence and a weak equivalence by
Theorem 2.13. Suppose now that the following diagram commutes:

@In X

In Y

in

u

v

f

Since @In is cofibrant by (Q4), we may choose lifts for the following squares:

¿ zX @In zY

@In X In Y

o

u

in o

Qf Qu

v

Qu Qv

Then we obtain a map Qh W In! zX such that Qhin D Qu and Qf ı Qh� Qv rel @In in the following diagram:

@In zX X

In zY Y

in

Qu

Qv

Qf f

Composing Qh with zX ���X gives the required map.

Proposition 3.4 Weak equivalences satisfy the 2-out-of-3 property.

Proof This is immediate from Theorem 3.3 and the 2-out-of-3 property for isomorphisms.

Theorem 3.5 A map f WX! Y is a trivial fibration if and only if f is a weak equivalence and a fibration.
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Proof The forward direction is given in Lemma 2.9. Suppose instead that f is a weak equivalence and a
fibration. Given a square of the form

@In X

In Y

in

u

v

f

choose diagonal filler w W In! X such that win D u and a homotopy H W In � I ! Y from f w to v
relative to @In. Since in y� j0 2 cof.J / by Proposition 2.10, we may choose a lift zH W In � I ! X for
the following square:

@In � I q@In�f0g I
n � f0g X

In � I Y

iny�j0

Œconstu;w�

f

H

zH

Commutativity of this square comes from He0 D f w and H being relative to @In. Let zw D zHe1. Then
zwin D zHine1 D constue1 D u and f zw DHe1 D v, so zw is the required lift.

Theorem 3.6 A map f W X ! Y is a trivial cofibration if and only if f is a weak equivalence and a
cofibration.

Proof It follows from (Q4) that cof.J /� cof.I/, so every trivial cofibration is a cofibration. Suppose
f is a trivial cofibration. Since X is fibrant, we obtain a lift p W Y !X in the diagram

X X

Y �

f Š

Š

idX

p

such that pf D idX . We show that fp � idY , from which it will follow from Theorem 2.13 that f is a
weak equivalence. Since f y� i1 2 cof.J / by Proposition 2.10 and Y � @I is a coproduct Y qY by (Q2),
we obtain a lift H W Y � I ! Y in

X � I qX�@I .Y � @I / Y

Y � I �

Š

Š

f y�i1

Œconstf ;idYCfp�

H

By commutativity, H is a homotopy from fp to idY .

The converse follows immediately by the retract argument.

We are now ready to show that the three classes given in Definitions 2.3 and 2.5 define a model structure
on C.

Proof of Theorem 2.6 By (Q6), C admits two weak factorization systems. The first, cofibrantly generated
by I, has cofibrations for its left class by definition and, by Theorem 3.5, the intersection of fibrations
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and weak equivalences for its right class. The second, cofibrantly generated by J , has, by Theorem 3.6,
the intersection of cofibrations and weak equivalences for its left class and fibrations for its right class by
definition. Moreover, by Proposition 3.4, weak equivalences satisfy the 2-out-of-3 property.

Homotopy groups in a good Q-structure

For the remainder of this section, we assume that .C; �/ is a good Q-structure. For a space X 2 C, a
point x0 in X is a map x0 W � !X ; if there is a map �!X, then X admits points. We will denote the
composite X!� y0

�! Y by consty0 or just y0. Let C� be the slice category under �: its objects are pairs
.X; x0 W �!X/ and a morphism f W .X; x0/! .Y; y0/ is a based map f WX! Y such that f .x0/D y0.
Given two maps f; g W .X; x0/! .Y; y0/, a homotopy between them in this category is a homotopy H
from f to g relative to x0. As in Section 1, this defines an equivalence relation on C�..X; x0/; .Y; y0//.

Recall that, in (Q7), there is a point .�/ W � ! @In in the second pushout, which we will treat as a
distinguished basepoint of @In to define homotopy groups. Such a point is given for all n� 1, though we
will not make the distinction between .�/ for different n.

Definition 3.7 Let n� 0 and x0 W � !X a point in X. Let �n.X; x0/D C�
�
.@InC1; .�//; .X; x0/

�
=�

denote the set of based maps .@InC1; .�//! .X; x0/ quotiented by homotopy rel .�/. By the pushout
in (Q8), this is equivalently the set of all maps f W In ! X such that f in D constx0 , quotiented by
homotopy relative to @In. For n� 1, this set admits a group operation, with which it is the nth homotopy
group of X at x0. The operation on �n.X; x0/ is defined by Œ˛� ˘ Œˇ�D Œ˛ ˘ˇ�, where ˛ ˘ˇ is the induced
map in

In�1 In

In In

X

e0

e1

id
In�1

�u

id
In�1

�v

˛˘ˇ

˛

ˇ

since ˛e1 D ˇe0 D constx0 .

Note that we are implicitly using (Q7) and (S3) in defining the group operation above to recognize
InŠ In�1�I. We will continue to make this identification without further reference. As in the topological
case, �0.X; x0/ will not form a group, but rather acts as the set of path-connected components.

Theorem 3.8 The operation on �n.X; x0/ defined above makes it a group for n� 1.

Proof The identity is constx0 by Lemma 1.8, associativity comes from Lemma 1.10, and the inverse
of Œ˛� is Œ�˛� by Lemma 1.9.

Lemma 3.9 Let X be a space and i W A� X a cofibration. Suppose f; g; h W X ! Y are continuous
maps such that f i D gi . Given homotopies H from f to h and K from g to h, if Hi �Ki rel endpoints
then there is a homotopy from f to g that is relative to A.
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Proof Choose a map ˛ WA�I 2!Y such that ˛@LDHi , ˛@T D consthi , ˛@RDKi and ˛@B D constf i .
By Proposition 2.10, i y� inc is in cof.J /, where inc W u! I 2 is as in Definition 2.11. Since

˛ ı inc ı b D ˛ ı�@R D�Ki; ˛ ı inc ı aaD ˛@L DHi; ˛ ı inc ı ab D ˛@T D consthi ;

the top map is defined, so there is a lift ˇ WX � I 2! Y in

A� I 2qA�uX �u Y

X � I 2

i y�inc
ˇ

Œ˛;ŒŒHi;consthi �;�Ki��

The composite ˇ@B gives a homotopy from f to g that is relative to A, since ˇ@B i D ˇ.i � idI2/@B D
˛@B D constf i .

Lemma 3.10 Suppose .C; �/ is a good Q-structure and let n� 1. Then a map u W @In!X is homotopic
to x rel .�/ if and only if there is a map Qu W In!X such that Quin D u.

Proof Suppose u is homotopic to the point xD u.�/ rel .�/. Then there is a homotopy H W @In�I !X

such that He0 D u and He1 D constx . Thus, by the left pushout in (Q8), H factors through In to a map
Qu W In!X such that Quin DHe0 D u. Conversely, suppose that u admits an extension Qu W In!X. Let
H W In�I! In beH.s; t/D .1�t /sCt �.�/, the straight line homotopy from idIn to .�/, which satisfies
H ı .�/D const.�/. Then zH D QuHin satisfies zHe0 D u, zHe1 D u.�/ and zH.�/D constu.�/ D constx ,
so zH is the required homotopy relative to .�/.

Lemma 3.11 Suppose .C; �/ is a good Q-structure and that X admits points. Let f WX!Y be continuous
and n a positive integer. Then:

(1) f is 0-compressible if and only if �0f is surjective.

(2) f is n-compressible if and only if , for all points x in X, �kf W�k.X; x/!�k.Y; f .x// is injective
for k D n� 1 and surjective for k D n.

Proof For (1), since @I 0D¿ and I 0Š� by (S1), the diagram in Definition 2.5 always admits a diagonal
filler if and only if, for any point y in Y, we may choose a point x inX such that f x is homotopic to y, that
is, �0f is surjective. For (2), suppose first that f is n-compressible. Let x 2X and fix Œˇ�2�n.Y; f .x//.
Regarding ˇ as a map In! Y such that ˇin D f .x/, we get a diagonal filler ˛ W In!X for the square

@In X

In Y

in

x

f

ˇ

where ˛inD x, so Œ˛� 2 �n.X; x/, and f ˛ � ˇ rel @In, so �nf .Œ˛�/D Œˇ�. Thus, �nf is surjective. For
injectivity, when n� 1D 0, if �0f Œx�D Œf .x/�D Œf .x/0�D �0f Œx0� in �0Y for Œx�; Œx0� 2 �0X, then
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choosing a homotopy p from f .x/ to f .x/0 induces a diagonal filler in

@I X

I Y

f

p

Œx;x0�

i1

since @I is a coproduct � q � by (Q2), which gives a homotopy from x to x0. When n � 1 > 0, if
Œf ˛�D Œconstf .x/� for Œ˛� 2 �n�1.X; x/, choose an extension �f˛ W In�1! Y given by Lemma 3.10, so
there is a diagonal filler in

@In�1 X

In�1 Y

fin�1

˛

�f˛
from which, by Lemma 3.10, Œ˛�D 0; hence, �kf is injective. Conversely, suppose that �k is injective
for k D n� 1 and surjective for k D n. Given the commutative square

@In X

In Y

in

u

f

v

let x D u.�/. By commutativity and Lemma 3.10, f u is homotopic to constf .x/ rel .�/, which, by
injectivity of �n�1f, gives that u is homotopic to constx , say through a homotopy H W @In � I ! X

rel .�/. Since f uD vin and Y is fibrant, by Proposition 2.10 there is a lift in the diagram

@In � I [ In � f0g Y

In � I

iny�j0

ŒfH;v�

J

where the left map is in cof.J / by Proposition 2.10. Let QvDJe1. Since QvinDJ ine1DfHe1D constf .x/,
we can regard Qv as a map on @InC1 by the right pushout in (Q8), so Œ Qv� 2 �n.Y; f .x//. Since �nf is
surjective, there is a Œ zw� 2 �n.X; x/ such that there is a homotopy K W In�I ! Y from f zw to Qv rel @In.
Regarding zw as a map on In, we obtain a lift in the diagram

@In � I [ In � f1g Y

In � I

ŒH; zw�

G

since He1 D constx . Let wDGe0, so win DGine0 DHe0 D u, and vin D f uD f win. Since J ˘�K
is a homotopy from v to f zw, f G is a homotopy from f w to f zw and

.J ˘�K/in D J in ˘�Kin D fH ˘ constf .x/ � fH D f Gin rel endpoints;

we may apply Lemma 3.9 to get that f w � v rel @In; hence, f is n-connected.

Thus, we may conclude that, in a good Q-structure .C; �/, the definition of weak equivalences given in
Definition 2.5 is equivalent to the classical definition given in terms of homotopy groups.
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Theorem 3.12 In a good Q-structure , if a space X admits points , then a map f WX ! Y is n-connected
if and only if , for all points x in X, �kf W �k.X; x/! �k.Y; f .x// is an isomorphism for k < n and a
surjection for k D n. In particular , if X admits points , then a map f WX ! Y is a weak equivalence if
and only if �nf W �n.X; x/! �n.Y; f .x// is an isomorphism for every nonnegative integer n and every
point x in X.

4 Example: subcategories of topological spaces

We begin by recovering the usual Quillen model structure on the category Top of topological spaces.
From this, we will also be able to verify that the result holds for several subcategories of Top, as well as
for pseudotopological spaces in PsTop and locales in Loc.

Theorem 4.1 The category Top of topological spaces carries a model structure whose weak equivalences
are the weak homotopy equivalences , fibrations are the Serre fibrations , and cofibrations are the Serre
cofibrations.

To prove the theorem, we will appeal to Theorem 2.6 with the obvious inclusion � W� ,! Top. We begin
however with a technical lemma, which verifies the only tricky axiom, (Q3):

Lemma 4.2 For n and m nonnegative integers , in y� im Š inCm and in y� jm Š jnCm in the arrow
category Top!. Thus , in Notation 2.1, I y� I � I and I y�J � J .

Proof In Top, we may take the pushout product of two inclusions A ,!B and C ,!D to be the inclusion
A�D[B�C ,!B�D. Thus, in y� im is the inclusion @In�Im[In�@Im ,! InCm. Since @In�Im

is the subspace of InCm where at least one of the first n coordinates is either 0 or 1, and likewise for
In � @Im with the last m coordinates, we have @In � Im[ In � @Im Š @InCm. Thus, in y� im Š inCm.
Similarly, in y�jm is the inclusion @In�Im�I[In�Im�f0g ,! InCm�I. But @In�I[In�f0gŠ In,
so in y�j0Š j0 and thus, since ��Im preserves colimits, in y�jmŠ .In�Im ,! InCm�I /Š jnCm.

Proof of Theorem 4.1 Having fixed the inclusion � W� ,!Top, (S1), (S2) and (S4) hold, and (S3) is given
by letting a.t/D 1

2
t and b.t/D 1

2
.1C t /. Moreover, (Q2) and (Q7) are obvious, (Q5) holds since @In

and In are locally compact Hausdorff, and (Q6) is well known (see for instance [11, Proposition 2.4.2]).
For (Q3), we then use Lemma 4.2.

(Q4) follows from the given pushouts

@In In @In�1 In�1

In @InC1 InC1 ¿ � @In
inC1

in

y

in

2cell.I/ i0

in�1

y

2cell.I/

Lastly, (Q8) is precisely the statement that, under the identifications @In � I=@In � f1g Š In and
In�1=@In�1Š @In, if we take � and � to be the quotient maps, then any continuous map that is constant
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on fibers of the quotient factors through the quotient. By the description of the classes of maps, it is clear
this is the classic Quillen model structure.

In a (co)reflective subcategory of Top, much of the work has already been done. In particular, if C is
a (co)reflective subcategory of Top containing the CW complexes, then we may take � W � ,! C to be
the canonical inclusion. In this case, the image of � is naturally isomorphic to the image of � under the
(co)reflection; hence, we may take each of the above pushouts to be the same as in Top. All that remains
is to check that X �� preserves the pushout in (S3), as well as the conditions of (Q5) and (Q6). We
introduce four (co)reflective subcategories which admit good Q-structures.

Let X be a topological space. Recall that a closed subset F �X is irreducible if it cannot be written as
the union of two proper closed subsets of F. That is, if F D F1 [F2 and F1 and F2 are closed, then
either F1 D F or F2 D F.

Definition 4.3 We take the following subcategories to all be full:

(1) Let cgHaus be the subcategory of compactly generated Hausdorff spaces.

(2) Let CGWH be the subcategory of compactly generated, weakly Hausdorff spaces.

(3) Let DTop be the subcategory of �-generated spaces. A �-generated space X is a topological
space which has the final topology with respect to all maps from simplices �n!X. There is an
obvious functor �-ify W Top! DTop, which simply refines the topology on a space X to be the
finest topology for which all maps �n!X are continuous. This forms an adjunction � a�-ify,
making DTop a coreflective subcategory of Top [26, Corollary 1.4].

(4) Let Sob be the subcategory of sober spaces. A sober space X is a topological space such that every
irreducible closed subset of X is the closure of exactly one point. In particular, every Hausdorff
space is sober. There is a soberification functor sober W Top! Sob, which is a left adjoint to the
inclusion � W Sob ,! Top, making Sob a reflective subcategory of Top.

There is a chain of (co)reflections relating cgHaus and CGWH to Top, so the comments above apply to them.
The categories cgHaus, CGWH and DTop are cartesian closed (see for instance [23; 24; 26], respectively).
In Sob, the exponentiable spaces are precisely the locally compact spaces [12, Theorem VII.4.12]. Thus,
in each of these categories, (Q5) is satisfied. A standard proof (such as the one in [11]) shows that (Q6) is
also satisfied in cgHaus and CGWH, and DTop is locally presentable [5, Theorem 3.7] and hence admits
the small object argument.

Most of the model structures on the above categories are well known (see for instance the proof in [10]).
The only model structure that we are unaware of an existing reference for is on Sob, so we will carefully
check the remaining axiom (Q6) there.

Lemma 4.4 Let K be either I or J . Then every map in cell.K/ is a closed T1 inclusion; that is , if
f W X ! Y 2 cell.K/, then f is a closed map such that every point in Y � fX is closed. Moreover ,
Y �fX is Hausdorff in the subspace topology.
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Proof The first part is given in [11, Lemma 2.4.5]. For the second part, notice that Y=fX is a cell
complex and hence Hausdorff, so the result follows since Y �fX Š Y=fX � ŒfX� as subspaces.

Lemma 4.5 Coproducts of sober spaces , as formed in Top, are sober.

Proof Let
`
X˛ be a coproduct in Top, where each X˛ is sober. Clearly, any irreducible closed subset

must be contained within exactly one component of
`
X˛, say Xˇ ; hence, it is the closure of a single

point since Xˇ is sober.

Lemma 4.6 Suppose X is a space and A;B � X are subsets such that X is the disjoint union of A
and B as sets , A is closed in X, and every point of B is closed in X. If A is sober and B is Hausdorff
under the subspace topology, then X is sober.

Proof Let F � X be an irreducible closed subset of X. Suppose F has at least two distinct points
of B, say x and y. Then, since B is Hausdorff, there exist disjoint sets U � B and V � B that are open
neighborhoods of x and y, respectively, in B. Since A is closed, B is open, so U and V are open in X.
Then F D .F �U/[ .F �V / gives F as a union of two nonempty closed subsets of X, contradicting
irreducibility. Thus, F has at most one point of B. If F intersected both A and B, then it would
contain exactly one point of B, say x, and, since fxg is closed in X, we would have F D .F \A/[fxg,
contradicting irreducibility. Thus, F is either a single point of B or an irreducible closed subset of A; in
either case, F is the closure of exactly one point since A is sober.

Corollary 4.7 Let K be either I or J , and let fk˛ W S˛ ! K˛g be a collection of maps in K. If X is
sober and the following is a pushout in Top, then Y is sober:`

˛ S˛
`
˛ K˛

X Y
f

`
k˛

y

Proof This follows from Lemmas 4.4 and 4.6, given that Y is the disjoint union of fX and Y �fX as
sets.

In particular, this means that any time cells are attached to a sober space in Sob in a single step, we may
take the resulting relative cell complex, as formed in Top, to be the pushout. In fact, this then holds for
transfinite composites of such maps as well:

Lemma 4.8 Let K be either I or J . Let X0
f0
�!X1

f1
�! � � �!X D colimX˛ be a transfinite composite

of pushouts of coproducts of maps in K, formed in Top. If X0 is sober , then so is X.

Proof Again, this holds by Lemmas 4.4 and 4.6.

Corollary 4.9 In Sob, compact Hausdorff spaces are small relative to maps in cell.I/ and cell.J /.
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Proof By the above lemmas, transfinite composites of pushouts of maps in I and J are formed the
same in Sob as in Top. Thus, the maps in cell.ISob/ and cell.JSob/ are precisely those in cell.ITop/ and
cell.JTop/ whose domain is sober. The result follows from the usual statement in Top.

It is also easily verified that (S3), (Q7) and (Q8) hold in each of the categories in Definition 4.3, making
each a good Q-structure with the canonical inclusions. Thus, we may apply Theorems 2.6 and 3.12 for
each of the categories to get the following:

Theorem 4.10 Each of the categories of

� compactly generated Hausdorff spaces cgHaus,

� compactly generated , weakly Hausdorff spaces CGWH,

� �-generated spaces DTop,

� sober spaces Sob

admits a model structure by taking the weak homotopy equivalences , Serre fibrations and relative cell
complexes to be the weak equivalences , fibrations and cofibrations.

Many of the model structures above are known to be Quillen equivalent to the standard model structure
on Top. The only remaining one to our knowledge is the model structure on Sob, which we easily verify
is Quillen equivalent as well:

Lemma 4.11 A map f W A! B in Sob is a weak equivalence if and only if �f is in Top.

Proof We have characterized weak equivalences in both categories by maps from sober spaces. The
result follows from Sob being full.

Theorem 4.12 The adjunction sober a � is a Quillen equivalence.

Proof That it is a Quillen adjunction holds by construction, since sober.ITop/ Š ISob, and likewise
with J ; hence, sober preserves (trivial) cofibrations since it preserves colimits. Thus, let X 2 Top be
cofibrant, which is sober as a Hausdorff space, and Y 2 Sob be any sober space. By the following diagram
and Lemma 4.11, soberX ! Y is a weak equivalence if and only if X ! �Y is:

� ı soberX �Y

X

Š

5 Example: pseudotopological spaces

Pseudotopological spaces are a generalization of topological spaces, and a more specialized type of
convergence spaces. Rather than describing the structure in terms of open sets, one takes convergence of
ultrafilters to be foundational. The category of pseudotopological spaces PsTop has several nice properties
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which Top lacks, most notably the fact that PsTop is quasitopos [7]. In fact, [8, Theorem 3.12] showed
that PsTop is the cartesian closed topological hull of the category of pretopological spaces PreTop (also
known as Čech closure spaces) in the category of convergence spaces Conv. In particular, since DiGraph

and Graph both fully embed into PreTop [2, Proposition 1.56], the existence of a model structure on PsTop

could be applicable to the homotopy theory of graphs and Čech closure spaces. We now properly introduce
pseudotopological spaces and give a brief recollection of the necessary lemmas.

Definition 5.1 Let X be a set, FX be the set of filters on X, and ˇX be the set of ultrafilters on X. For
each x 2X, let x�DfA�X j x 2Ag be the principal ultrafilter at x. A pseudotopology on X is a function
lim� W ˇX ! PX such that x 2 lim� x� for all x 2X. A pseudotopological space is a pair .X; lim�/ such
that lim� is a pseudotopology on X.

Given a pseudotopology, we can define the limit of any filter F on X,

lim� FD
\

U2ˇF

lim� U;

where ˇFD fU 2 ˇX j F �Ug. By the ultrafilter lemma, ˇF is nonempty unless FD PX, in which case
the empty intersection is understood to be X (that is, PX converges to every element of X ).

Definition 5.2 Given pseudotopologies lim� on X and lim� on Y, a function f WX ! Y is continuous
if f .lim� F/ � lim� f�F for every F 2 FX, where f�F D fB � Y j there is A 2 F such that fA � Bg
is the pushforward of F. The category of pseudotopological spaces and continuous functions will be
denoted by PsTop.

Definition 5.3 Given two pseudotopologies lim� and lim� on X, lim� is finer than lim� (and lim� is
coarser than lim� ), written � � � , if lim� U� lim� U for all U 2 ˇX. Equivalently, lim� is finer than lim�
if and only if idX W .X; lim�/! .X; lim� / is continuous.

Lemma 5.4 [4, Section III.6] For any set X, the collection of pseudotopologies „ on X is a complete
lattice.

Proof Let U be an ultrafilter on X, and � �„. Then an infimum is given by limV
� UD

S
�2� lim� U

and a supremum is given by limW
� UD

T
�2� lim� U.

The existence of a finest and a coarsest pseudotopology implies the existence of discrete and indiscrete
functors from Set to PsTop. Indeed, these form the usual “discrete a forgetful a indiscrete” adjunctions,
so any (co)limit in PsTop has, as its underlying set, the (co)limit set. Specifically, for the discrete
pseudotopology, only the principal ultrafilter x� converges to x, and, for the indiscrete pseudotopology,
every ultrafilter converges to every point. Moreover, for any set of maps ffk WXk! Y gk2K , we may take
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the final pseudotopology on Y, which is the finest pseudotopology for which each fk is continuous [4,
Section IV.3]. Dually, we may take the initial pseudotopology with respect to a set of maps with common
domain, which is the coarsest pseudotopology for which each map is continuous.

Corollary 5.5 PsTop is (co)complete.

Proof Take the (co)limit of the underlying sets, and then take the initial (final) pseudotopology under
the (co)limit cone.

For any pair of pseudotopological spaces X and Y, there is a natural pseudotopology on PsTop.X; Y /.
We do not describe it here, instead referring the reader to [8, Theorem 3.7]:

Proposition 5.6 [8, Theorem 3.7] The category PsTop is cartesian closed.

Every topology � on X induces a pseudotopology, by taking lim� UD fx 2X jN .x/� Ug; that is, one
takes the usual limits of the filter. Given a topology � on Y, a function f W X ! Y is continuous with
respect to the topologies if and only if it is continuous with respect to the induced pseudotopologies.
Thus, we get a full embedding � W Top ,! PsTop. In the other direction, given any pseudotopology, we can
take its topological modification.

Definition 5.7 Let .X; lim�/ be a pseudotopological space. A set O � X is open if lim� U\O ¤ ¿
implies O 2 U. A set is closed if its complement is open.

One can verify that the collection of open sets �� forms a topology, which is the topological modification
of lim� ; the topological modification of a space .X; lim�/ is .X; ��/. One can verify that this process
preserves continuity, so this defines a functor � W PsTop! Top which is left adjoint to �. This makes
Top a reflective subcategory of PsTop. In particular, since the underlying sets and set functions have not
changed, the unit is the identity map idX W .X; lim�/! .X; ��/. Through this, we are able to verify most
of the required axioms from the required identities holding in Top through a few lemmas.

Definition 5.8 [4, Definition III.3.1, Proposition IV.2.14] Let .X; lim�/ be a pseudotopological space and
i WA ,!X a set inclusion. The subspace pseudotopology, denoted by lim�jA , is the initial pseudotopology
under i . Explicitly, this is given by x 2 lim�jA F if and only if x 2 lim� i�F.

Lemma 5.9 [4, Proposition IV.2.15] Let f W .X; lim�/! .Y; lim� / be continuous and A�X and B �Y
such that fA� B. Then f jA W .A; lim�jA/! .B; lim� jB / is continuous.

Lemma 5.10 [4, Proposition V.4.24] For any psuedotopological space .X; lim�/ and any set inclusion
i WA ,!X, the topological modification of the subspace pseudotopology , �.�jA/, is finer than the subspace
topology under the topological modification , .��/jA. That is , idA W .A; lim�.�jA// ! .A; lim.��/jA/ is
continuous.
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Definition 5.11 Two collections of subsets A;B � PX mesh, written A#B, if A\B ¤ ¿ for every
A 2A and B 2 B. The grill of A is

A#
D fB �X j A\B ¤¿ for all A 2Ag:

Definition 5.12 Let .X; lim�/ be a pseudotopological space. For A� PX, the adherence of A is

adh� AD
[
F#A

lim� F;

where the union is taken over all filters F that mesh with A. Given two subsets A;B �X, A is �-compact
at B if, for every filter F, A 2 F# implies adh� F\B ¤ ¿. A is compact if A is �-compact at A, and
relatively compact if A is �-compact at X.

Note that, if A is �-compact at B and B � C, then A is �-compact at C. Moreover, if A and B are
�-compact at C, then A[B is �-compact at C. A topological space is compact in the above sense if and
only if it is compact in the usual sense.

Lemma 5.13 [4, Proposition IX.1.26] Let f W .X; lim�/! .Y; lim� / be continuous. For A;B �X, if A
is �-compact at B, then fA is �-compact at fB.

Proposition 5.14 [4, Corollary IX.1.18] Let X be a compact pseudotopological space and Y a Hausdorff
topological space. If f WX ! Y is a continuous bijection , then f is a homeomorphism.

Corollary 5.15 Suppose
A B

C P
j

i

f

g

y

is a pushout diagram in Top, where B and C are compact and P is Hausdorff. Then P is the pushout
in PsTop.

Proof Let lim� be the colimit pseudotopology on P, and � the colimit topology. By Lemma 5.13,
iB and jC are �-compact at P, so P D iB [ jC is compact. The result follows from Proposition 5.14,
since, by the adjunction � a �, the map idP W .P; lim�/! .P; lim� / is continuous.

We are now ready to show that PsTop carries a model structure. Note that this is identical to the model
structure defined in [22], but constructed in a different manner.

Theorem 5.16 There is a model structure on PsTop whose cofibrations are maps in cof.I/, fibrations are
maps in rlp.J /, and weak equivalences are maps which have the weak right lifting property against I or ,
equivalently by Theorem 3.12, maps which induce isomorphisms on all homotopy groups.

Proof We are now ready to verify the axioms of Definition 2.2. That (S1) and (S4) hold is obvious,
(S2) follows from � being a right adjoint, and (S3) by Corollary 5.15 and Proposition 5.6. Thus, .C; �/
is a category with intervals. For (Q2), note that �q� is given the finest pseudotopology for which the
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inclusions � ,!�q� are continuous. Since these are always continuous, �q� must have the discrete
topology; hence, �q�Š @I. The general case follows from Proposition 5.6. Next, (Q3) and (Q4) follow
from Lemma 4.2 and Corollary 5.15, and (Q5) by Proposition 5.6. The verification of (Q6) is done in [22,
Theorem 5.16]. Lastly, (Q7) follows from � preserving limits, and (Q8) by Corollary 5.15.

Of course, since only limits of topological spaces are again topological in PsTop, not every cofibration
in Top is necessarily a cofibration in PsTop. In fact, this need not hold for cofibrant cell complexes even.

Next we will verify that this model structure is Quillen equivalent to the standard model structure on Top,
via the adjunction � a �. We will first check that it is a Quillen adjunction as well as some intermediate
lemmas.

Proposition 5.17 The adjunction � a � is a Quillen adjunction.

Proof Let K be either I or J , and KTop and KPsTop be the respective generating (acyclic) cofibrations.
Clearly, �KPsTop D KTop. Since � is a left adjoint, it preserves colimits, so �.cell.KPsTop//� cell.KTop/.
Since functors preserve retracts in the arrow category, � preserves (trivial) cofibrations.

Lemma 5.18 A map f WX ! Y between topological spaces is a weak equivalence in PsTop if and only
if it is a weak equivalence in Top.

Proof Since we have characterized weak equivalences by maps from topological spaces via lifting
properties (and, for homotopies, � preserves products), this follows from Top being a full subcategory
of PsTop.

Let ¿� A be a cofibrant cell complex in PsTop, and fix a presentation of A as a transfinite composite,
A D colimA˛. For each cell attached to A, there is a characteristic map, denoted by ˆk W Ink ! A,
which is the composite Ink ,!

`
k I

nk !A˛!A. A subset S �A is a (finite) subcomplex if it can be
written as a (finite) union, S D

S
k ˆkI

nk .

Lemma 5.19 Let .X; lim�/ be a cofibrant cell complex in PsTop, and S a finite subcomplex of X. Then
the subspace pseudotopology on S agrees with the subspace topology on �X.

Proof Let S D
SN
kD1ˆkI

nk and let lim�jS be the subspace pseudotopology under lim� and lim.��/jS
be the subspace topology under �� . By adjunction, idS W .S; lim�jS /! .S; lim�.�jS // is continuous, and,
by Lemma 5.10, idS W .S; lim�.�jS //! .S; lim.��/jS / is as well; thus their composite is continuous. Since
�X is a cell complex in Top, it is Hausdorff, and since the restricted maps ˆk W Ink ! .S; lim�jS / are
continuous by Lemma 5.9, their image is compact in S. The result follows from Proposition 5.14: since
S is a finite union of sets compact in lim�jS , S itself is compact in lim�jS , and lim.��/jS is Hausdorff as a
subspace of �X.

Theorem 5.20 The adjunction � a � is a Quillen equivalence between the standard model structure
on Top and the model structure on PsTop given in Theorem 5.16.
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Proof By [11, Corollary 1.3.16], since � preserves weak equivalences by Lemma 5.18, it suffices to
check that idX W X ! ��X D �X is a weak equivalence for cofibrant X. The general case will follow
from considering just I-cell complexes. Suppose X is a cofibrant I-cell complex and that the following
diagram commutes:

@In X

In �X

idXin

v

u

Since �X is a cell complex in Top and vIn is a compact subset, it is contained in a finite subcomplex,
say S. By Lemma 5.19, the subspace topology under �X and subspace pseudotopology under X agree,
so the inclusion maps S ,! X and S ,! �X are both continuous. Factoring v through S, we get the
following diagram, which gives a strict lift:

@In X

S

In �X

in idX
v

v

u

Of course, the approach in this paper is not suitable for every topological category. For instance, in
the category PreTop of pretopological spaces [2; 21] (also referred to as Čech closure spaces), which is
reflective in PsTop and contains Top as a reflective subcategory, most of the axioms assumed are suitable,
except for the exponentiability requirement. In particular, [15, Theorem 3.4] showed that a pretopological
space X is exponentiable if and only if every point in X has a smallest neighborhood, which of course
means I is not exponentiable. Similarly, the only exponentiable T0 uniform spaces are the discrete spaces
[18, Corollary 3.4]; hence, Theorem 2.6 is not applicable to the category of uniform spaces either.

6 Example: locales

As the main application of Theorem 2.6, we will show that Loc admits a model structure. As with PsTop,
we will first recall some basic theory about locales before verifying the assumptions of Definition 2.2.

Definition 6.1 A frame is a complete lattice .L;�/ which satisfies the infinitary distributive law

a^
�W
k2K xk

�
D
W
k2K .a^ xk/:

Given two frames L and M, a frame homomorphism is a monotone function f W L ! M such that
f
�W
K
�
D
W
fK for all K � L and f

�Vn
kD1 xk

�
D
Vn
kD1 f .xk/ for all fxkgnkD1 � L.

The category of frames and frame homomorphisms is denoted by Frm.

Definition 6.2 The category of locales, denoted by Loc, is the opposite of the category of frames, Frmop.
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Therefore, locales are frames, but a locale morphism L!M is a frame homomorphism f WM ! L.
Since frames are complete lattices, there is a right adjoint g W L!M going in the localic direction; such
a map is a localic map, which preserves all meets. When necessary, we distinguish between the left and
right adjoint by writing f L and f R. Since a Galois connection f W L�M Wg satisfies fgf D f and
gfg D g, f is injective if and only if g is surjective, and f is surjective if and only if g is injective.

Let � W Top ! Loc denote the functor taking a space X to its topology regarded as a frame, and a
continuous map f W X ! Y to a frame homomorphism f �1 W �Y ! �X. Restricting � to Sob, this
becomes a full embedding which admits a right adjoint.

Proposition 6.3 [12, Corollary II.1.7] There is an adjunction � W Sob� Loc Wpt. In this , � is a full
embedding of Sob into Loc, making Sob a coreflective subcategory of Loc.

We will take the restriction of � to � to be the inclusion �.

Notation 6.1 We write ILoc and JLoc for the images of I and J under �, respectively.

A locale L is spatial if it is in the essential image of �, that is, if LŠ�X for some sober space X. As a
left adjoint, � preserves colimits and, in particular, the pushouts described in the section on the model
structure on Top.

For a frame L, a prenucleus is an order-preserving map k0 WL!L such that x � k0.x/ and k0.x/^y �
k0.x ^y/ for all x; y 2 L. A nucleus is a closure operator k W L! L that preserves binary meets. Any
prenucleus k0 generates a nucleus with the same fixed points as k0 by letting Fix.k0/� L be the set of
fixed points of k0 and defining k.x/D

V
fy 2 Fix.k0/ j x � yg. We will now fix a construction of the

necessary limits and colimits in Frm and Loc.

Limits in Frm are formed as in Set, with the natural pointwise order on products: .xk/� .yk/ if and only
if xk � yk for all k. We use a description of binary coproducts in Frm as given by Banaschewski [1] and
Chen [3]. For a frame L and S �L, let #S Dfx 2L j x � s for some s 2 Sg. Define the downset functor
D W Frm! Frm by DX D fU � PX j U downward closedg as the set of downsets (ordered by inclusion,
with intersection for meets and unions for joins) and Df .U /D #f .U /. To distinguish downsets from
other sets, we will denote them by #S from here on. Given two frames L1 and L2, let L1 �L2 be their
product. Define the following prenuclei on D.L1 �L2/:

�0.U /D
˚W
D jD � U up-directed

	
;

�1.U /D
˚�W

X; y
�
jX � L1; X � fyg � U

	
;

y�2.U /D
˚�
x;
W
Y
�
j Y � L2 finite,fxg �Y � U

	
:

Let � be the associated nucleus of �0 and let � D � ı�1 ı y�2. Then the set Fix.�/ of fixed elements, also
called �-saturated elements, constitutes the coproduct of L1 and L2 in Frm, denoted by L1˝L2. For a
downset #S to be �-saturated means that, if x 2L1 is such that f.x; y˛/g�#S, then

�
x;
W
y˛
�
2#S , and

likewise for joins inL1. The coproduct inclusions �i WLi!L1˝L2 are given by �1.x/Df.a; b/ ja�xg[ Nn,
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where Nn D f.a; b/ j a D 0 or b D 0g, and likewise for �2. The elements of the form �1.x/\ �2.y/ D

#.x; y/[ Nn are denoted by x˝y. In particular, due to the possibility of an empty index set for �-saturation,�
x;
W
¿
�
D .x; 0/2#S, and similarly .0; y/2#S for all #S 2L1˝L2, so Nn is the least element ofL1˝L2.

For arbitrary #S 2 L1˝L2, we have the identity #S D
W
a˝b�#S a˝ b D

S
a˝b�#S a˝ b; moreover,

for fx˛g � L1 and y 2 L2, we have
W
.x˛˝y/D

�W
x˛
�
˝y [19, Proposition IV.5.2]. Given a frame

homomorphism f W L2!M, the map idL1 ˝f W L1˝L2! L1˝M satisfies

.idL1 ˝f /.1˝ x/D .idL1 ˝f /�2.x/D �2 ıf .x/D .1˝f .x//;

and likewise for �1; thus, .idL1˝f /.a˝ b/D a˝f .b/ and so .idL1˝f /.#S/D
W
a˝b�#S a˝f .b/.

Lastly, we may form the pushout of a span B f
 � A

g
�! C in Loc by taking the underlying set P to be

the pullback of the left adjoints in Frm, P D f.b; c/ 2 B �C j f L.b/D gL.c/g. In Frm, the projection
maps are the obvious projections, so the pushout legs in Loc are the right adjoints, namely iB W B! P

given by iB.x/D
W
f.b; c/ 2 P j b D iLB .b; c/� xg, and analogously for iC . Note that, since pullbacks

of injections (surjections) are again injections (surjections) in Frm since they are in Set, the analogous
statement holds for pushouts in Loc.

Proposition 6.4 [19, Corollary IV.4.3.5] The categories Frm and Loc are bicomplete.

The coproduct in Frm distributes over arbitrary products or, equivalently, the product in Loc distributes
over arbitrary coproducts.

Proposition 6.5 [14, Proposition I.5.2] Let L be a frame and fMkgk2K be a collection of frames. Then
L˝

Q
k2KMk Š

Q
k2K.L˝Mk/ is a product with projections idL˝pk , where pk are the projections

from
Q
k2KMk .

Proposition 6.6 [12, Proposition II.2.13] If X and Y are sober spaces with X locally compact , then
�.X �Y /Š�X ˝�Y, where˝ is the product in Loc.

The initial object in Frm is the poset T D f0 < 1g: since every frame homomorphism preserves 0 and 1,
this uniquely determines a morphism out of T. Terminal objects in Frm are trivial posets �: the constant
map from any frame is clearly a frame homomorphism. Note that, since 0D 1 in �, there are no maps out
of �, except to singletons. Considering the dual then, any singleton is an initial object in Loc, and T is the
terminal object in Loc. From this, it is clear that�¿ is initial and�� is terminal. In particular, since there
are no maps into �¿ except the identity, any product with �¿ is again �¿; hence, �¿ satisfies (S4).

In a frame, a is way below b, written a� b, if, whenever b D
W
K, there is a finite subset K 0 �K such

that a �
W
K 0. A frame is continuous or locally compact if aD

W
fx 2L j x� ag for all a 2L; a locale

is locally compact if it is locally compact as a frame. Note that, if X is a locally compact Hausdorff space,
then �X is locally compact. Johnstone characterizes the exponentiable locales as the locally compact
locales, as described in the following proposition:
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Proposition 6.7 [12, Theorem VII.4.11] A locale is exponentiable in Loc if and only if it is locally
compact.

Hence, the images of @In and In under � are exponentiable in Loc. Let us now verify that ILoc and JLoc

admit the small object argument.

Lemma 6.8 Let X0!X D colimXn be an !-transfinite composite of injective localic maps. Denote
the colimit inclusions by in WXn ,!X. A map f W A!X factors through XN if and only if fA� iNXN .

Proof The forward direction is clear. Suppose conversely that fA� iNXN for some positive integer N,
so for each a 2 A there is xa 2 XN with f .a/D iN .xa/. Define Nf W A! XN by Nf .a/D xa. Clearly,
iN Nf .a/D f .a/, so, since iN is injective and both f and iN are localic maps, Nf is a localic map as well
by [19, IV.1.1(1)].

In the following, we write an element of
`
�X˛ as a union

S
U˛, where U˛ is an open subset of X˛.

Proposition 6.9 LetK be a compact Hausdorff space. Then�K is small relative to transfinite composites
of pushouts of coproducts of maps in ILoc and JLoc in Loc.

Proof Let X0!X D colimXn be an !-transfinite composite of pushouts of coproducts of maps in KLoc,
where KLoc D f�in W �Sn ! �Cngn�0 is either ILoc or JLoc. Note that, when X0 Š ��, any map
f W�K!X factors through some Xn since it does in Sob and � preserves colimits. We can reduce the
general case to this as follows. Let Y0 D��, and inductively define YnC1 as the pushout`

�Sn˛ Xn Yn

`
�Cn˛ XnC1 YnC1

pn�

`
�in˛ iX

y

iY

pnC1

y

where the left square is the defining pushout for XnC1 and both the outer and right squares are pushouts.
Explicitly, since

�`
�in˛

�L�S
U˛
�
D
�`

in˛
��1�S

U˛
�
D
S
.U˛\Sn˛ / for

S
U˛ �

S
Cn˛ , we obtain

XnC1 D
n�
x;
[
U˛

�
2Xn �

a
�Cn˛

ˇ̌
�L.x/D

[
.U˛ \Sn˛ /

o
;

YnC1 D
n�
y; x;

[
U˛

�
2 Yn �XnC1

ˇ̌
pLn .y/D i

L
X

�
x;
[
U˛

�
D x

o
:

For x 2 Xn, let m.x/D �L.x/[
S
.Cn˛ � Sn˛ /, which is open since each in˛ is a closed map. Then

iX .x/D
W˚�
Qx;
S
V˛
�
2XnC1 j Qx � x

	
; clearly .x;m.x// is the maximum within this set, so iX .x/D

.x;m.x//. Similarly, iY .y/D
�
y; pLn .y/;m.p

L
n .y//

�
. Repeating this process for all n, we get an induced

map Op WX ! Y D colimYn in the diagram

X0 X1 X2 � � � X

Y0 Y1 Y2 � � � Y

p0 p1 p2 Op
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By Lemma 6.8, a map f W �K ! X factors through XN if and only if f .�K/ is contained in XN ,
identified with its inclusion into X. Suppose there was a map f W�K!X that did not factor through
any Xn. Necessarily, then, f .�K/ intersects the image of XnC1� iXXn for arbitrarily large n; we will
show that this holds for Yn as well.

If
�
x;
S
U˛
�
2 f .�K/\ .XnC1� iXXn/, then necessarily

S
U˛ ¤m.x/. Since �L.x/D

S
.U˛\Sn˛ /,

we have
S
.U˛\Sn˛ /Dm.x/\

S
Sn˛ ; hence, there must be a point t 2 .m.x/�U˛/\

�S
.Cn˛ �Sn˛ /

�
.

In particular, t 2m.x0/ for any x0 2Xn since
S
.Cn˛ �Sn˛ /�m.x0/. Let�

Qy; Qx;
[
V˛

�
D pnC1

�
x;
[
U˛

�
D
Wn�

y0; x0;
[
V 0˛

�
2 YnC1

ˇ̌ �
x0;
[
V 0˛

�
�

�
x;
[
U˛

�o
:

Then
S
V˛ �

S
U˛, so t … V˛. But, by the description of iY , if . Qy; Qx;

S
V˛/D iY .y/ for some y 2 Yn,

then
S
V˛ Dm.pLn .y//, which cannot be true since t 2m.pLn .y//. Thus, pnC1

�
x;
S
U˛
�
… iY Yn.

Hence, Opf .�K/ intersects YnC1�iY Yn for arbitrarily large n too, which is a contradiction since Opf must
factor through some YN . Thus, no such f exists, so all maps f W�K!X factor through some Xn.

The only remaining condition to check is that products with L preserve the pushout in (S3) for any
locale L, which we will verify the dual statement for in Frm. This however requires a few lemmas. Recall
that, as in the beginning of Section 4, a.t/D 1

2
t and b.t/D 1

2
.t C 1/ are pushout legs I ! I such that a

restricts to a homeomorphism Œ0; 1/!
�
0; 1
2

�
and b restricts to a homeomorphism .0; 1�!

�
1
2
; 1
�
.

Lemma 6.10 [3, Proposition 2.2] If N is a continuous frame and a˝ b � �.U / in L˝N, then , for
any c� b, we have .a; c/ 2 �1y�2.U /.

Lemma 6.11 Let L be a frame and #S 2 L˝�I. Then the following hold :

(1) D.idL � a�1/.#S/D .idL � a�1/�.#S/D f.x; a�1U/ j .x; U / 2 #Sg. That is , the image of #S
under idL � a�1 is a downset.

(2) .idL � a�1/�.#S/ D y�2..idL � a�1/�.#S// D �1..idL � a�1/�.#S//. In particular , .idL �
a�1/�.#S/ is fixed under �1y�2.

(3) idL˝ a�1.#S/� � ı .idL � a�1/�.#S/.

Analogous statements hold for b�1 in place of a�1.

Proof Since #S 2 L˝�I, it is fixed under �; hence, if f.x; U˛/g � #S, then .x;
S
U˛/ 2 #S. For

(1) then, suppose .x; U / 2D.idL � a�1/.#S/D #Œ.idL � a�1/.#S/�. Then there is .y; V / 2 #S such
that .x; U / � .y; a�1V /, so x � y and U � a�1V. If 1 … U, then aU is open, aU � aa�1V � V and
a�1aU D U, so .x; aU / 2 #S satisfies .idL � a�1/.x; aU / D .x; U /. Otherwise, if 1 2 U and hence
1
2
2 V, then W D aU [

��
1
2
; 1
�
\ V

�
is open and satisfies a�1W D U and W � V, so .x;W / 2 #S

satisfies .idL � a�1/.x;W /D .x; U /. Thus, the direction � holds, and the other inclusion is clear, so
they are equal.

For the remainder of the proof, let SD .idL�a�1/�.#S/. For (2), suppose first that .x; V / 2 y�2S. Then
there must be a finite subset fa�1UngNnD1 ��I such that fxg�fa�1UngNnD1 � S and

SN
nD1 a

�1UnD V.
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Since each .x; a�1Un/ is in S, .x; Un/2#S, so, since #S is �-saturated,
�
x;
SN
nD1 Un

�
2#S and .x; V /D�

x; a�1
�SN

nD1 Un
��
2 S. Thus, y�2S� S. Similarly, if

�W
x˛; a

�1U
�
2 �1S for some f.x˛; a�1U/g � S,

then .x˛; U / 2 #S for each ˛; hence, by �-saturation,
�W

x˛; U
�
2 #S and

�W
x˛; a

�1U
�
2 S. Thus,

�1S� S. Since the reverse inclusions are clear, the equalities hold.

Lastly, for (3), for each .x; U / 2 #S, we have .x; a�1U/ 2 S, so also in �S, so idL ˝ a�1.x; U / D
x˝ a�1U � �S. Since this holds for all such .x; U /,

idL˝ a�1.#S/D
W
x˝U�#S x˝ a

�1U � �S:

Lemma 6.12 Let f W M ! N be a frame homomorphism , and suppose fnkgk2K � N is such that
every n 2N is of the form nD

W
k2K0 nk for some K 0 �K. If fnkgk2K is in the image of f, then f is

surjective.

Proof Suppose that f .mk/D nk for each k 2K. Fix n 2N, and let K 0 �K be such that nD
W
k2K0 nk .

Then
W
k2K0 mk satisfies f

�W
k2K0 mk

�
D
W
k2K0 f .mk/D

W
k2K0 nk D n.

We will identify L˝f0 < 1g with L and write �k for idL˝ ik WL˝�I !L for kD 0; 1. For x 2L and
U 2�I, we have �k.x˝U/D x if k 2 U and �k.x˝U/D 0 if k … U ; for a general #S 2 L˝�I,
�k.#S/D

W
fx 2 L j there is U 2�I with k 2 U and x˝U � #Sg.

Proposition 6.13 For any frame L, the following is a pullback square in Frm:

L˝�I L˝�I

L˝�I L
�0

�1idL˝b�1

idL˝a�1

Proof Let P be the canonical pullback of the square (constructed as a subset of the product); since
limits in Frm have the corresponding limit in Set for their underlying set, we may take

P D f.#S;#T /� .L˝�I/2 j �1.#S/D �0.#T /g

along with the usual projections pr1 and pr2. Let � WL˝�I ! P be the induced map, which is given by
�.#S/D .idL˝a�1.#S/; idL˝b�1.#S//. We will show that � is a bijection, and hence an isomorphism.

By Lemma 6.12, it suffices to show every .x˝U; y˝V / is in the image of � for surjectivity, since every
element of P can be written as a join of such elements. Indeed, let .#S;#T / 2 P. For each x˝U � #S,
if 1…U, then let tx˝U D 0, so .x˝U; tx˝U /2P. Otherwise, if 12U, then let TDfy˝V �#T j 02V g,
so ..x ^y/˝U; .x ^y/˝V / 2 P for each y˝V 2 T. Since �0.#T /D �1.#S/ and this holds for all
such y˝V,W

y˝V 2T ..x ^y/˝U; .x ^y/˝V /D
��W

y˝V 2T .x ^y/
�
˝U; tx˝U

�
D
��
x ^

W
y˝V 2T y

�
˝U; tx˝U

�
D
�
.x ^�1.#S//˝U; tx˝U

�
D .x˝U; tx˝U /� .#S;#T /;
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where tx˝U D
W
y˝V 2T ..x ^ y/˝ V /; the first equality holds since

W
.x˛ ˝ y/ D

�W
x˛
�
˝ y, the

second by distributivity, and the last since x � �1.#S/. Thus, whether 1 2 U or not, .x˝U; tx˝U / can
be written as a join of pairs of tensor elements, and hence so canW

x˝U�#S .x˝U; tx˝U /D
�W
x˝U�#S x˝U; t#S

�
D .#S; t#S / 2 P;

where t#SD
W
x˝U�#S tx˝U �#T . Analogous reasoning for#T shows .#S;#T /D.#S; t#S /_.s#T ;#T /

can be written as a join of elements of the form .x˝U; y˝V /.

For surjectivity then, fix an element .x ˝ U; y ˝ V / 2 P. Suppose first that 1 2 U. If x D 0, then
�1.x˝U/D 0D �0.y˝V /; thus, either 0 … V or yD 0. If yD 0, then �.0/D .0; 0/D .x˝U; y˝V /,
so suppose not. Then, since 0 … V, bV is open in I and a�1bV is empty, so y˝ bV satisfies

�.y˝ bV /D .y˝ a�1bV; y˝ b�1bV /D .0; y˝V /D .x˝U; y˝V /:

Suppose now that x ¤ 0. Then x D �1.x˝U/D �0.y˝V /; necessarily then 0 2 V and y D x. Then
C D aU [ bV is open in I and satisfies a�1C D U and b�1C D V, so �.x˝C/ D .x˝U; y˝ V /.
Suppose now that 1 … U, so aU is open in I and b�1aU is empty. If y D 0, then �.x ˝ aU / D
.x˝ a�1aU; 0/D .x˝U; y˝V /. If y ¤ 0, then, since �0.y˝V /D �1.x˝U/D 0, it must be that
0 … V. Thus, aU and bV are both open in I and a�1bV is empty, so

�..x˝ aU /_ .y˝ bV //D �.x˝ aU /_�.y˝ bV /D .x˝U; 0/_ .0; y˝V /D .x˝U; y˝V /:

Thus, in any case we see that .x˝U; y˝V / is in the image of �; hence, � is surjective.

For injectivity, let #S ¤ #T in L˝�I. Without loss of generality, assume there is .x; U / 2 #S �#T.
Suppose that .x˝a�1U; x˝b�1U/��.#T /. Then x˝a�1U � .idL˝a�1/.#T /��ı.idL�a�1/�.#T /.
For each ta 2 a�1U, by local compactness we may choose an open interval Ita ( or half-open interval
Œ0; ˛/ or .ˇ; 1� if ta D 0; 1 is in a�1U ), not containing 1 unless ta D 1, such that Ita � a�1U. Thus,
by Lemmas 6.10 and 6.11, .x; Ita/ 2 .idL � a

�1/�.#T /. Similarly, for each tb 2 b�1U, there is an
interval Jtb , not containing 0 unless tb D 0, such that .x; Jtb / 2 .idL � a

�1/�.#T /. If 1 2 a�1U, and
hence 0 2 b�1U, then we may choose some neighborhood J1=2 � U of 1

2
such that .x; J1=2/ 2 #T,

a�1J1=2 D I1 and b�1J1=2 D J0; otherwise let J1=2 D ¿. For all ta ¤ 1 in a�1U, aIta � U is open
since 1 … Ita , and .x; aIta/ 2 #T since aIta is the least open set V such that a�1V D Ita ; likewise, for
each tb ¤ 0, bJtb � U is open and .x; bJtb / 2 #T. Thus, since a and b are jointly surjective, each t 2 U
is in some aIta , bJtb or J1=2, so their union is U. Since #T is �-saturated,�

x;
W
ta2a�1U

aIta
W
tb2b�1U

bJtb _J1=2
�
D .x; U / 2 #T;

which contradicts our assumption. Thus, .x˝a�1U; x˝b�1U/— �.#T /, but .x˝a�1U; x˝b�1U/�
�.#S/ and hence �.#T /¤ �.#S/.

We are now ready to verify that .Loc; �/ carries a model structure.
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Theorem 6.14 There is a model structure on Loc whose cofibrations are maps in cof.ILoc/ (see
Notation 6.1), fibrations are maps in rlp.JLoc/ (see idem), and weak equivalences are maps which
have the weak right lifting property against ILoc or , equivalently by Theorem 3.12, maps which induce
isomorphisms on all homotopy groups.

Proof We verify that .Loc; �/ is a good Q-structure. By the description of �, (S1) and (S4) are clear,
(S2) and (Q7) hold by Proposition 6.6, and (S3) holds by Proposition 6.13; thus, .Loc; �/ is a category with
intervals. By Proposition 6.5, (Q2) holds, (Q5) follows from Proposition 6.7, and (Q6) by Proposition 6.9.
Lastly, (Q3), (Q4) and (Q8) hold since � preserves colimits.

Since � preserves colimits and the generating (acyclic) cofibrations, we have an immediate corollary:

Proposition 6.15 The adjunction � a pt is a Quillen adjunction between the Quillen model structures
on Sob and Loc.

We will show that � a pt is in fact a Quillen equivalence. Note that every object in Loc is fibrant and, for
any X 2 Sob, X ! pt�X is an isomorphism as � is fully faithful. Thus, by [11, Corollary 1.3.16(c)], it
is necessary and sufficient to show that pt reflects weak equivalences. The following lemma will be useful:

Lemma 6.16 Let i W A!X be a map between sober spaces and f; g W�X ! L be maps in Loc. Then
f � g rel �A in Loc if and only if Of � Og rel A in Sob, where Of ; Og WX ! ptL are the adjunct maps.

Proof Recall from Proposition 6.6 that the canonical map�.X�I /!�X˝�I is an isomorphism as I
is locally compact, where ˝ is again the product in Loc. By this and adjointness, a map K WX �I ! ptL
makes the two diagrams

X X � I X A� I A

ptL X � I ptL

K

e0 e1

Of Og
Of iD Ogi

�A

i�idI

K

commute in Sob if and only if �X˝�I Š�.X �I /
yK
�!L makes the following two diagrams commute

in Loc:
�X �X ˝�I �X �A˝�I �A

L �X ˝�I L

yK

e0 e1

f g
f �iDg�i

��A

�i˝id�I

yK

Theorem 6.17 The adjunction � a pt is a Quillen equivalence between the Quillen model structures
on Sob and Loc.

Proof Suppose that f WX ! Y 2 Loc is a map such that ptf is a weak equivalence. Given the square
on the left, we obtain the square on the right by adjointness:
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�@In X @In ptX

�In Y In ptY

�in f

u

v

ptf

Ou

Ov

in

As ptf is a weak equivalence, we obtain a map h WIn!ptX with hinD Ou and a homotopyK Wptf ıh� Ov
rel @In. Then, by adjointness, Oh ı�in D u, and, by Lemma 6.16, yK is a homotopy f Oh� v rel �.@In/.
Thus, Oh is the required filler in the original diagram; hence, f is a weak equivalence.

In fact, recognizing that rlp.ILoc/D rlp.�.ISob//D pt�1.rlp.ISob// by adjunction, the weak equivalences
and fibrations in Loc are preserved and reflected by pt. Thus, the model structure on Loc is precisely the
transferred model structure from Sob.

Corollary 6.18 The Quillen model structure on Loc is the right transferred model structure from Sob

along � a pt.

With this Quillen equivalence, we can also compare localic homotopy groups to their homotopy groups
under pt. Since every locale is fibrant, [11, Corollary 1.3.16(b)] implies that the counit � ptL! L is a
weak equivalence for every L 2 Loc. Thus, we get the following:

Proposition 6.19 If .X; x0/ is a pointed sober space , then �Sob
n .X; x0/Š �

Loc
n .�X;�x0/ for any n� 0.

In particular , for any pointed locale .L; l0/ and n� 0, �Sob
n .ptL; pt l0/Š �Loc

n .L; l0/ since � ptL! L

is a weak equivalence.

Proof This follows from Lemma 6.16, as two maps f; g W In!X Š pt�X are homotopic rel @In if
and only if Of ; Og W�In!�X are homotopic rel �.@In/.
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