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ALGEBRA AND NUMBER THEORY 4:1(2010)

Density of rational points on diagonal
quartic surfaces

Adam Logan, David McKinnon and Ronald van Luijk

Let a, b, c, d be nonzero rational numbers whose product is a square, and let V
be the diagonal quartic surface in P3 defined by ax4

+by4
+ cz4

+dw4
= 0. We

prove that if V contains a rational point that does not lie on any of the 48 lines
on V or on any of the coordinate planes, then the set of rational points on V is
dense in both the Zariski topology and the real analytic topology.

1. Introduction

This paper is about the arithmetic of diagonal quartic surfaces, which are the sur-
faces Va,b,c,d ⊂P3 defined by the equation ax4

+by4
+cz4

+dw4
= 0 for nonzero

a, b, c, d ∈Q. We will prove the following theorem.

Theorem 1.1. Let a, b, c, d ∈Q∗ be nonzero rational numbers with abcd square.
Let P = (x0 : y0 : z0 : w0) be a rational point on Va,b,c,d , and suppose that
x0 y0z0w0 6= 0 and that P does not lie on any of the 48 lines of the surface. Then
the set of rational points of the surface is dense in both the Zariski and the real
analytic topology.

We will also prove a generalization to arbitrary number fields of a weaker version
of Theorem 1.1. An easy consequence of Theorem 1.1 is the following.

Theorem 1.2. Let a, b, c, d ∈ Q∗ be nonzero rational numbers with abcd square
and a + b + c + d = 0. Assume that no two of a, b, c, d sum to 0. Then the set
of rational points of the surface Va,b,c,d is dense in both the Zariski and the real
analytic topology.

The surfaces Va,b,c,d are smooth quartic surfaces, which means that they are K3
surfaces. One of the most important open problems in the arithmetic of K3 surfaces
is to determine whether there is a K3 surface over a number field on which the set
of rational points is neither empty nor Zariski dense. Theorem 1.1 shows that a
diagonal quartic surface over Q for which the product of the coefficients is a square
does not have this property, unless all its rational points lie on the union of its 48

MSC2000: primary 11D25; secondary 14J28, 14G05.
Keywords: rational points, K3 surfaces, elliptic surfaces, quartic surfaces.
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2 Adam Logan, David McKinnon and Ronald van Luijk

lines and the coordinate planes. However, no such diagonal surface is known and
the authors believe that the condition in Theorem 1.1 that P not lie on one of the
48 lines or on one of the coordinate planes may not be necessary.

Noam Elkies [1988] proved that the set of Q-rational points on V1,1,1,−1 is dense
in both the Zariski topology and the real analytic topology. Martin Bright [2006]
has exhibited a Brauer–Manin obstruction to the existence of rational points on
many examples. Sir Peter Swinnerton-Dyer in his paper [2000] assumes like us
that abcd is a square. He uses one of the two elliptic fibrations that exist in this
case to show that under certain specific conditions on the coefficients, Va,b,c,d

does not satisfy the Hasse principle, while under some other hypotheses, including
Schinzel’s hypothesis and the assumption that Tate–Shafarevich groups of elliptic
curves are finite, the Hasse principle is satisfied. In particular, assuming these
two big conjectures, it follows immediately from his work that if abcd is a square
but not a fourth power and no product of two coefficients or their negatives is a
square and there is no Brauer–Manin obstruction to the Hasse principle, then the
set of rational points is Zariski dense; the last hypothesis is obviously satisfied
when Va,b,c,d(Q) is nonempty. By Theorem 1.1 the fact that the set Va,b,c,d(Q)

is nonempty indeed implies that it is Zariski dense, independent from Schinzel’s
hypothesis and the assumption that Tate–Shafarevich groups of elliptic curves are
finite, provided that we assume instead the existence of a rational point that does
not lie on any of the 48 lines or any of the coordinate planes.

Jean-Louis Colliot-Thélène, Alexei Skorobogatov, and Swinnerton-Dyer also
used Schinzel’s hypothesis and finiteness of Tate–Shafarevich groups to show in
[Colliot-Thélène et al. 1998] that over arbitrary number fields, on semistable ellip-
tic fibrations satisfying certain technical conditions, the Brauer–Manin obstruction
coming from the vertical Brauer group is the only obstruction to the Hasse princi-
ple; and that if such a fibration contains a rational point, its set of rational points
is Zariski dense. Olivier Wittenberg [2007] generalized their theory to the extent
that Swinnerton-Dyer’s aforementioned result over the rational numbers becomes
a special case of this more general setting, thus extending the result to arbitrary
number fields.

Colliot-Thélène pointed out the method of Richmond [1944] to the authors,
which takes a rational point P on V = Va,b,c,d to construct two new points over
Q(
√

abcd). Each of these two points is the unique last point of intersection be-
tween V and one of the two tangent lines to the singular node in the intersection
between V and the tangent plane to V at P . In this paper we reinterpret this
construction to study the arithmetic of the surface V .

In the next section, we exhibit two endomorphisms e1 and e2 of Va,b,c,d such
that e1(P) and e2(P) are the two points given by Richmond’s construction. The
diagonal surfaces have two elliptic fibrations and each fibration is fixed by one
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of the two endomorphisms. Thus, if ei is one of the endomorphisms and P is a
rational point on the surface, we will consider the fibre Ci of the fibration fixed
by the endomorphism ei that passes through P . This is a curve, so we can study
the divisor (ei (P))− (P) on it. Subject to the hypotheses, we will see that it is
almost never a torsion divisor, and hence that fibres with rational points tend to
have positive rank.

Our results are very much in the spirit of the potential density results from
[Bogomolov and Tschinkel 1999; 2000; Harris and Tschinkel 2000]. These pa-
pers describe a variety of techniques for proving density and potential density of
rational points on a variety of surfaces, including in particular the diagonal quartic
surfaces we consider in this paper. Our results improve on these only in that we
strengthen the conclusion of the potential density results to actual density, and
that we weaken the hypotheses on the density results to demanding only a single
rational point satisfying a weak genericity condition. For an excellent overview
of techniques used to prove density and potential density of rational points on
algebraic varieties, please see Brendan Hassett’s survey [2003].

2. The elliptic fibrations and endomorphisms

Definition 2.1. For a, b, c, d ∈ Q∗ we let Va,b,c,d be the surface in P3 given by
ax4
+by4

+cz4
+dw4

= 0. Set V0= V1,1,1,1 and V ′0 = V1,1,−1,−1. Let τ : P3
→P3

be the map that squares all four coordinates. Set Qa,b,c,d = τ(Va,b,c,d).

Suppose a, b, c, d ∈Q∗ with abcd ∈ (Q∗)2 and write V and Q for Va,b,c,d and
Qa,b,c,d respectively. Suppose that V has a rational point. Then Q, which is a
nonsingular quadric surface defined by ax2

+ by2
+ cz2

+ dw2
= 0, also contains

a rational point. Since abcd is a square, the two rulings on Q are defined over Q;
see [Bruin 2008, Lemma 2.5].

Definition 2.2. Fix a rational point R on Q, and decompose the intersection of Q
with the tangent plane to Q at R into two lines l1, l2. Let π1, π2 : Q→ P1 be two
rulings on Q such that li is a fibre of πi . For i = 1, 2, set fi = πi ◦ τ : V → P1.

Our description of the two rulings shows that they can be defined over Q. How-
ever, the two rulings do not depend on R in the following sense. Let R′ be another
rational point on Q. Then by the same construction we obtain two rulings, which
we can number π ′1, π

′

2 : Q→P1, such that for each i the maps πi and π ′i coincide
up to a linear automorphism of P1.

Any two linear forms defining li define a map to P1 equal to π j up to a linear
transformation of P1, with i 6= j . Using additional lines in the same family, we
can obtain alternative equations for the rulings and remove the base locus. The fi

are elliptic fibrations on V , also well-defined up to an automorphism of P1.
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Definition 2.3. Fix fourth roots of a, b, c, d. Let ιa,b,c,d be the Q-isomorphism
Va,b,c,d→ V0 defined by ( 4

√
ax : 4
√

by : 4
√

cz : 4
√

dw). Fix fourth roots of 1 and −1,
and let ι′a,b,c,d be the Q-isomorphism Va,b,c,d→V ′0 defined by ι1,1,−1,−1

−1
◦ιa,b,c,d .

Note that the fibrations fi of V =Va,b,c,d were constructed geometrically. There-
fore, the fibrations of Va,b,c,d coincide with those of V1,1,1,1 up to composition with
ιa,b,c,d and a linear automorphism of P1.

When we study the geometric properties of diagonal quartics, it suffices to con-
sider V0 or V ′0. It is only when we consider the arithmetic properties that we need
to allow the coefficients to vary. While some formulas are more symmetrical on
V0, some things are defined over Q for V ′0 that are not for V0. For example, the two
elliptic fibrations on V ′0 are defined by (x2

− z2
: y2
−w2) and (x2

−w2
: y2
− z2),

whereas on V0 they can only be described over Q as maps to a curve isomorphic
to the conic x2

+ y2
+ z2
= 0. To give a fibration of V0 over P1 requires changing

base to a field over which this conic has a point.

Definition 2.4. Let µ denote the group of automorphisms of P3 that multiply each
coordinate by a fourth root of unity, and let S4 act on the coordinates of P3. We
will regard µ as inducing a subgroup of Aut V . Any permutation π ∈ S4 induces
an isomorphism from Va,b,c,d to Va′,b′,c′,d ′ , where (a′, b′, c′, d ′) is the appropriate
permutation of (a, b, c, d).

Definition 2.5. Let G be the semidirect product µo S4, with the obvious action of
S4 on µ. We will view G as a subgroup of Aut V0, and through conjugation with
ιa,b,c,d also as a subgroup of Aut Va,b,c,d .

Note that when G is viewed as acting on V0, the elements of S4 correspond to
Q-automorphisms of V0; this is not the case when G is considered as acting on a
general Va,b,c,d .

The surface V contains exactly 48 lines, on which G acts transitively. On V ′0
one of these lines is given by x = z and y =w. (For facts regarding the set of lines
on Va,b,c,d , see for example [Pjateckiı̆-Šapiro and Šafarevič 1971].)

Definition 2.6. Let G0 denote the index-2 subgroup of G that fixes the fibrations
fi (up to an automorphism of P1).

The group G0 partitions the 48 lines into two orbits3i of size 24 (with i = 1, 2),
where3i consists of the irreducible components of the 6 singular fibres of fi , each
being of type I4 [Swinnerton-Dyer 2000, page 517]. The singular points of the
fibres are exactly the 24 points with two coordinates zero, and each of these points
is singular on its fibre in both fibrations.

Definition 2.7. Let � denote the set of these 24 points, and let U be the comple-
ment of � in V .
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We will see that the “tangents” to the node at P that we described in the intro-
duction can be characterized in a different manner as well, namely as the tangents
to the fibres of the fi through P . We first show that these tangents do not interfere
too much with the singular fibres.

Lemma 2.8. Fix a point P ∈U (Q), and i, j such that {i, j} = {1, 2}. For k = 1, 2,
let Ck be the fibre of fk through P , and let M be the tangent line to C j at P. Then
M is not contained in Ci .

Proof. Since this statement is completely geometric, we assume V = V ′0 without
loss of generality. Note that M is well-defined because C j is smooth at P . Suppose
M is contained in Ci . Then M is one of the 48 lines. After acting on V by an
appropriate element of G, the line M is given by x = z and y = w, so there are
s, t ∈ Q such that P = (s : t : s : t). Since M is contained in the fibre above
(0 : 1) of the fibration that sends (x : y : z : w) to (x2

− z2
: w2
+ y2), the curve

C j is a fibre of the other fibration, so f j can be given by (x2
+ z2

: w2
+ y2),

or equivalently (w2
− y2

: x2
− z2). Since f j (P) = (s2

: t2), we conclude that
C j is given by s2(w2

+ y2) = t2(x2
+ z2) and t2(w2

− y2) = s2(x2
− z2). The

tangent line to C j at P is therefore also given by s2t (w + y) = t2s(x + z) and
t3(w− y) = s3(x − z). Simple linear algebra shows that this does not contain M
unless st = 0. This contradicts the assumption that P ∈U , which shows that M is
not contained in Ci . �

The following proposition is fundamental to our work and shows how the case
of diagonal V is special.

Proposition 2.9. Fix a point P ∈ U (Q) and set R = τ(P). Let TR denote the
tangent space to Q at R, and set A = τ−1(TR). Fix i ∈ {1, 2}, and let Ci be
the fibre of fi through P. Let M denote the tangent line to Ci at P. Then M is
contained in A. Furthermore, let TP denote the tangent plane to V at P. If Ci is
irreducible, then the intersection multiplicities (M · (TP ∩V ))P and (TP ·Ci )P are
at least 3.

Proof. Note that Ci = τ
−1(L i ), where L1 and L2 are the lines in TR∩Q, so we have

C1∪C2 = τ
−1(TR ∩Q)= τ−1(TR)∩τ

−1(Q)= A∩V . By the assumption P ∈U ,
the curve Ci is smooth at P , so M is well-defined. Without loss of generality, we
assume that P is contained in the affine partw=1, given by P= (x0, y0, z0). Since
the statement of Proposition 2.9 is completely geometric, we may assume that Q is
given by x2

+y2
+z2
+1=0, so that V is given by qV =0 with qV = x4

+y4
+z4
+1,

and A by qA = 0 with qA = x2
0 x2
+ y2

0 y2
+ z2

0z2
+ 1. Note that at most one of the

coefficients of the equation defining A is 0, so A is irreducible and smooth at P .
The common tangent space TP to V and A at P is given by l = 0, where

l = x3
0(x − x0)+ y3

0(y− y0)+ z3
0(z− z0)= x3

0 x + y3
0 y+ z3

0z+ 1.
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It turns out that since Q is diagonal, the surfaces A and V are more similar
locally at P than is implied by the fact that they share a tangent space. Let OP3,P
and m be the local ring of P in P3 and its maximal ideal. Set g = x2

0(x − x0)
2
+

y2
0(y− y0)

2
+ z2

0(z− z0)
2
∈ m2. Then the quadratic approximations of qA and qV

are qA≡ 2l+g mod m3 and qV ≡ 4l+6g mod m3. (Note that in fact qA= 2l+g
as well.) Let q1, q2 ∈ k[x, y, z] be quadrics such that Ci is given on A by qi = 0.
From C1 ∪C2 = V ∩ A we conclude that qV ≡ cq1q2 mod qA for some nonzero
constant c. Replacing q1 by cq1, we find that there exists a quadric r ∈ k[x, y, z]
such that qV = q1q2+ qAr . From qi ∈ m we find 4l ≡ qV ≡ qAr ≡ 2lr mod m2,
and since 2l 6= 0 in m/m2, this implies that r ≡ 2 mod m.

Let OM,P and n denote the local ring of P on M and its maximal ideal, and let
the reduction map OP3,P→ OM,P be given by s 7→ s. Since M is contained in TP ,
we have l = 0. Since Ci is tangent to M , we have qi ∈ n2, so q1q2 ∈ n3. Note
that this also holds when M is a component of Ci , because then we have qi = 0.
Therefore, we find 6g ≡ qV ≡ rqA ≡ 2g mod n3, and so g ∈ n3. This implies
qA = g ∈ n3. If M were not contained in A, then this would imply that A intersects
M at P with multiplicity at least 3, which is impossible because A is quadratic and
M is linear. We conclude that M is indeed contained in A.

Now assume that Ci is irreducible. Then by Lemma 2.8, the line M is not
contained in C1∪C2 = A∩V , so M 6⊂ V . This implies that the first intersection is
between curves that have no common components. Because Ci is the intersection
of two quadrics, it is not contained in a hyperplane. The same holds for the second
intersection.

The first intersection takes place in TP and the multiplicity equals the valuation
of qV in OM,P . From the congruence qV ≡ 6g mod n3 we conclude that qV ∈ n3,
so the multiplicity is at least 3. Let OC,P and p denote the local ring of P on Ci

and its maximal ideal, and let the reduction map OP3,P→ OC,P be given by s 7→ s̃.
Since q̃V vanishes on Ci , we have 4l̃ + 6g̃ ≡ 0 mod p3. Because q̃A vanishes on
Ci , we also have 2l̃ + g̃ = 0. Together this implies l ∈ p3. As l defines TP , this
implies that TP intersects Ci at P with multiplicity at least 3. �

Definition 2.10. For the rest of this section, fix a point P ∈ U (Q) and i, j such
that {i, j} = {1, 2}. For k = 1, 2, let Ck be the fibre of fk through P and Mk the
tangent line to Ck at P .

Corollary 2.11. The line M j intersects Ci in a scheme of dimension 0 and degree 2
that contains the reduced point P. (The intersection may be a nonreduced scheme
supported at P.)

Proof. Let TR and A= τ−1(TR) be as in Proposition 2.9. Recall that Ci = τ
−1(L)

for some line L in TR , so Ci is defined in A by a single quadric. The line M j is
contained in A by Proposition 2.9, but not in Ci by Lemma 2.8, so the dimension
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of the intersection is indeed 0. First suppose A is nonsingular. Then M j is a line
in one of the rulings on A. The curve Ci on A is of type (2, 2), so it intersects M j

twice, counted with multiplicity. The claim follows immediately. Now assume that
A is singular. Without loss of generality we assume V = V0. Suppose P = (x0 :

y0 : z0 :w0), so that A is given by x2
0 x2
+ y2

0 y2
+z2

0z2
+w2

0w
2
= 0. The facts that A

is singular and that P ∈ U imply that exactly one of the coordinates of P is zero.
We deduce that A is the cone over a smooth conic, and that P is not contained
in any of the lines on V , as their equations imply that if one coordinate is zero,
then so is another. Therefore Ci is smooth, so, as Ci is defined in A by a single
equation, it does not contain the vertex S of A. This means we can naively apply
the usual intersection theory to study the intersections of Ci with other curves. The
line M j is a line on A through the vertex S and intersects any hyperplane section
that does not go through S once. Since Ci is a quadratic hypersurface section, we
find M j ·Ci = 2. Again, the claim follows. �

Definition 2.12. Following Corollary 2.11, we define morphisms ei , e j : U → V .
The morphism ei sends any point R to the unique second intersection point between
the fibre of fi through R and the tangent at R to the fibre of f j through R. The
morphism e j is defined by interchanging the roles of i and j .

By definition, ei and e j respect the fibrations fi and f j respectively.

Corollary 2.13. Let TP denote the tangent plane to V at P , and set D= TP∩V . If
C j is irreducible, then the line M j intersects D in the divisor 3(P)+ (ei (P)) of D.
If Ci is irreducible, then TP intersects Ci also in 3(P)+ (ei (P)), but as a divisor
on Ci .

Proof. Let A be as in Proposition 2.9. Then we have M j ⊂ A and A∩V =Ci ∪C j .
If C j is irreducible, then M j is not contained in C j , and by Lemma 2.8 also not
in Ci , so M j 6⊂ V , and M j ∩ D is 0-dimensional. If Ci is irreducible, then it is
not contained in TP , so TP ∩Ci is 0-dimensional. Both intersections have degree
4 by Bézout’s Theorem, applied in TP and P3 respectively. By Proposition 2.9
the intersection at P has multiplicity at least 3, so it suffices to show that ei (P) is
contained in both intersections. This follows from ei (P) ∈ Ci ⊂ V and ei (P) ∈
M j ⊂ TP . �

Remark 2.14. Since the Mk intersect D at P with multiplicity at least 3, they are
exactly the “tangent” lines to the node on D at P that we discussed in the intro-
duction. By Corollary 2.13 this means that the ei (P) are the two points obtained
from P as described there.

Remark 2.15. Let H be a hyperplane section of the generic fibre Vi/Q(t) in P3 of
fi . By Corollary 2.13, if we identify Vi with Pic1(Vi ), then ei is given by sending
R to H − 3R for any point R on Vi .
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Although a computer is useful, even by hand it is not impossible to check that, on
an open subset, e1 and e2 are given by sending (x0 : y0 : z0 :w0) to (x1 : y1 : z1 :w1)

with

x1 = x0
(
(3bcy4

0 z4
0+ adx4

0w
4
0)(ax4

0 + dw4
0)+ 4N x2

0 y2
0 z2

0w
2
0(by4

0 − cz4
0)
)
,

y1 = y0
(
(3acx4

0 z4
0+ bdy4

0w
4
0)(by4

0 + dw4
0)+ 4N x2

0 y2
0 z2

0w
2
0(cz4

0− ax4
0)
)
,

z1 = z0
(
(3abx4

0 y4
0 + cdz4

0w
4
0)(cz4

0+ dw4
0)+ 4N x2

0 y2
0 z2

0w
2
0(ax4

0 − by4
0)
)
,

w1 = w0
(
cdz4

0w
4
0(cz4

0+ dw4
0)− abx4

0 y4
0(9cz4

0+ dw4
0)
)
,

(1)

where N is one of the two square roots of abcd.

Definition 2.16. For each coordinate v of P3, let σv ∈µ denote the automorphism
of P3 that negates the v-coordinate. For a pair of coordinates u, v, let σuv = σuσv.

Proposition 2.17. The automorphisms σu commute with the maps ei on V and with
all the maps ιa,b,c,d .

Proof. For the ei , this follows immediately from the equations in (1). For the
ιa,b,c,d it is obvious. �

Proposition 2.18. Assume P is contained in a line that is an irreducible compo-
nent of Ci . Then there are two different coordinates u, v of P3 such that e j (P) =
σuv(P), while P and ei (P) lie on nonintersecting components of Ci and ei (P) 6∈�.
In particular, ei (P) lies on a line.

Proof. By Proposition 2.17 we may assume V = V ′0. Let L be the line in Ci that
contains P . Note that the group G acts by conjugation on the set of the three
automorphisms of the form σuv with u 6= v. The group G also acts by conjugation
on the pair of fibrations and acts accordingly on the set of the two sets 3i of lines.
It follows that after acting with an appropriate element of G, we may assume that
L is given by x = z and y=w, so there are s, t ∈Q such that P = (s : t : s : t). From
P 6∈� we get st 6= 0. Then fi can be given by (x : y : z :w) 7→ (x2

− z2
:w2
+ y2),

while f j can be given by (x : y : z : w) 7→ (x2
+ z2
: w2
+ y2). As ei respects

fi , it is easy to check which equations in (1) give ei . It turns out that ei is given
by (1) with N = 1, while e j is given by N = −1. Substituting in (1), we find
e j (P) = (−s : t : −s : t) = σxz(P) and ei (P) = (t3

: −s3
: −t3

: s3). It is
clear that ei (P) is not contained in � and lies on the component of Ci given by
x + z = y+w = 0, which is a line and does not intersect L . �

Proposition 2.19. Let π ∈ S4 be an automorphism of V0 in P3 given by permutation
of the coordinates, and let S4 act on V = Va,b,c,d by conjugating the action on V0

with ιa,b,c,d . Then πei = ekπ , where k = i if the permutation underlying π is even
and k = j if it is odd.
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Proof. The statement is purely geometric, so we may assume V = V0. Note that π
switches the rulings on the quadric given by x2

+ y2
+ z2
+w2

= 0 if and only if π
is odd, and it permutes the two elliptic fibrations on V accordingly. The statement
therefore follows from Corollary 2.11. �

We can rephrase Proposition 2.19 by stating that inside the group G = µo S4

we have G0 ∩ S4 = A4. We see that if we conjugate the equations for ei in (1) by
an element in A4, then we obtain a new set of equations for ei . In particular this
will be true for the subgroup V4 ⊂ A4 of products of disjoint cycles. If instead
we conjugate the equations for ei by an odd element of S4, we get a new set of
equations for e j .

Proposition 2.20. The map ei extends to an endomorphism of U. The sets of
equations obtained by conjugating those in (1) with elements of V4 are sufficient to
define ei on all of U.

Proof. The set of all points R where none of these 4 sets of equations defines a
regular map is determined on V by the vanishing of all 16 polynomials in the sets.
One checks by computer that this set is supported on �. Now suppose that for
some R we have ei (R) ∈ �, and let Ci be the fibre of fi through R. Then ei (R)
also lies on Ci , so Ci is a singular fibre, and Proposition 2.18 contradicts ei (R)∈�.
We conclude that ei (U )⊂U . �

Remark 2.21. In fact the ei do not extend to any of the points in �. One way to
prove this is to show that, for each point R ∈� and each i , there are two lines that
meet at R whose images under the ei are disjoint. This reflects the fact that K3
surfaces do not have endomorphisms of degree greater than 1.

Proposition 2.22. The following are equivalent: (a) e1(P) = P , (b) e2(P) = P ,
(c) exactly one of the coordinates of P is 0.

Proof. Without loss of generality we suppose V =V0. Let A be as in Proposition 2.9
and assume P= (x0 : y0 : z0 :w0). Then A is given by x2

0 x2
+y2

0 y2
+z2

0z2
+w2

0w
2
=

0. Suppose (c) holds. Then A is the cone over a nonsingular conic, and from
M1,M2 ⊂ A we conclude that M1 = M2 is the unique line on A through P and
the vertex of A. This implies that the Mi are both tangent to both the Ci , so
the second intersection point in M1 ∩ C2 and M2 ∩ C1 is again P , proving (a)
and (b). Alternatively, we can verify the statement by direct calculation: we may
assume x0= 0 by Proposition 2.19. Substituting into (1) and using −y4

0 = z4
0+w

4
0 ,

we simplify ei (P) to (0 : −y5
0 z4

0w
4
0 : −y4

0 z5
0w

4
0 : −y4

0 z4
0w

5
0) = (0 : y0 : z0 : w0).

Conversely, fix k ∈ {1, 2} and assume ek(P) = P . If Ck were singular, then P
and ek(P) would lie on nonintersecting components of Ck by Proposition 2.18,
so we conclude that Ck is nonsingular. By Corollary 2.13 the divisor 4(P) =
3(P) + (ek(P)) on Ck is linearly equivalent to a hyperplane section H . Since
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multiplication by 4 on the Jacobian of Ck has degree 16, there are exactly 16 points
S on Ck for which 4S is linearly equivalent to H . By the implication (c) ⇒ (a)
& (b), we can already account for all 16 of these points, namely the intersection
points of the coordinate planes with Ck , as each of the 4 planes intersects Ck in 4
different points. This shows that P is one of these points, which proves (c). �

Proposition 2.23. Suppose that Ci is irreducible. Then the divisor (e2
i (P))− (P)

on Ci is linearly equivalent to −2(ei (P))+ 2(P).

Proof. Let H denote the hyperplane class on Ci . By Corollary 2.13 we have
3(S)+ (ei (S))∼ H for any point S on Ci . Applying this to S = P and S = ei (P),
we obtain 3(P)+(ei (P))∼ 3(ei (P))+(e2

i (P)), from which the statement follows.
�

Remark 2.24. Proposition 2.23 tells us that if we give Ci the structure of an elliptic
curve with origin P , then we have e2

i (P)=−2ei (P), and by induction we obtain
en

i (P)= anei (P) with a1 = 1 and an+1 =−3an + 1.

Corollary 2.25. Assume that Ci is irreducible. Then the divisor (ei (P))− (P) has
order dividing 3 if and only if e2

i (P)= ei (P).

Proof. By Proposition 2.23, the order divides 3 if and only if e2
i (P) is linearly

equivalent to ei (P). This is equivalent to e2
i (P) = ei (P), because two different

points cannot be linearly equivalent on a curve of positive genus. �

Our goal is to prove that the class of the divisor (ei (P))− (P) on Ci is often of
infinite order in the Jacobian of Ci . It turns out that this class is 2 times the class
of a divisor that has a simple description.

Proposition 2.26. Assume that Ci is nonsingular. Then the divisors (ei (P))− (P)
and 2(σu P)−2(P) on Ci are linearly equivalent, where u is any of the coordinates
on P3.

Proof. As this statement is purely geometric, we may assume V = V ′0. By Propo-
sition 2.19, we may assume that fi is given by (x : y : z :w) 7→ (x2

− z2
: y2
−w2),

and since A4 acts transitively on the coordinates, also that u = y. Write P =
(x0 : y0 : z0 : w0). Adding 4(P) to both sides and using Corollary 2.13 to identify
(ei (P))+ 3(P) with the hyperplane class on Ci , we see that it is enough to find
a hyperplane whose intersection with Ci is 2(P)+ 2(σy(P)). A straightforward
calculation shows that the plane (s2

+ t2)(w0x − x0w)− (s2
− t2)(w0z− z0w) has

this property, where (s : t)= (x2
0 − z2

0 : y
2
0 −w

2
0) is the image of P under fi . �

Proposition 2.27. Assume Ci to be irreducible. Then for any two coordinates u, v
of P3, the divisor 2(σuv(P))− 2(P) on Ci is principal.
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Proof. Twice applying Proposition 2.26 to σu(P), once with the coordinate u and
once with v, we see that the divisors 2(σuv(P))− 2(σu(P)) and 2(P)− 2(σu(P))
are linearly equivalent. The result follows immediately. �

Proposition 2.28. Let P = (x0 : y0 : z0 : w0) and V = V ′0. Let C1 be the fibre
through P of the fibration given by (x : y : z : w) 7→ (x2

+ z2
: y2
+ w2), and

let C2 be the other fibre. For k = 1, 2, we let Ek be the elliptic curve Ck with
P as origin, provided that Ck is nonsingular. Let i denote a fixed square root of
−1. If C1 is nonsingular, then the rational points of exact order 4 on E1 are the
(±z0 : ±w0 : ±x0 : ±y0) with three + signs and one − sign; the other points of
exact order 4 are given by

(w0 : ±i z0 : ±iy0 : x0), (−w0 : ∓i z0 : ±iy0 : x0),

(y0 : ±i x0 : ±iw0 : −z0), (y0 : ±i x0 : ∓iw0 : z0).

If C2 is nonsingular, then on E2, the (±w0,±z0,±y0,±x0) with three+ signs and
one − sign are all the rational points of exact order 4; the others are given by

(± i z0 : w0 : ±i x0 : y0), (±i z0 : −w0 : ∓i x0 : y0),

(∓ iy0 : x0 : ±iw0 : z0), (±iy0 : −x0 : ±iw0 : z0).

In particular, for each k ∈ {1, 2} there is a set Sk of 12 automorphisms of V ′0
defined over Q(i) such that, for R in an open subset of V ′0, the class of the divisor
(ek(R))−(R) on the fibre of fk through R is of exact order 4 if and only if ek(R)=
α(R) for some α ∈ Sk .

Proof. One proof consists of finding a Weierstrass form for Ci , finding all 4-torsion
points, and then pulling them back to our model. Instead, we show directly that for
each S among the given points, the double 2S is one of the 2-torsion points σuv(P)
given in Proposition 2.27. Take for instance the point S = (z0 : w0 : x0 : −y0) on
E1. The tangent plane to V at S is given by l = 0 with l = z3

0x+w3
0 y− x3

0 z+ y3
0w.

By Corollary 2.13 this plane intersects C1 with multiplicity 3 at S and multiplicity
1 at e1(S). One checks, for instance using (1), that the plane given by m = 0 with
m = z0w0(w0x− z0 y)− x0 y0(y0z+ x0w) contains S and e1(S). It follows that the
function g=m/ l on C1 is regular everywhere, except perhaps for a double pole at
S. Since C1 is not contained in a plane, the function g is not constant. As C1 has
positive genus, the function g has more poles than just one simple pole, so g has
exactly a double pole at S. Set λ = g(P), then one easily checks that g− λ also
vanishes at σxz(P), so we have (g− λ) = P + σxz(P)− 2S, which shows that on
E1 we have 2S = σxz(P), so by Proposition 2.27, the point S has order exactly 4.
The other points can be handled similarly. �

The simplicity of the formulas in Proposition 2.28 reflects the well-known fact
that the Mordell–Weil groups of the Jacobians of these fibrations over Q(i)(t)
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are both isomorphic to Z/4Z⊕ Z/4Z; see [Pjateckiı̆-Šapiro and Šafarevič 1971,
paragraph 8].

Proposition 2.29. Assume that P is defined over Q and that all its coordinates are
nonzero. If (ei (P))− (P) is a torsion divisor class on Ci , its order is at most 4.

Proof. Since the coordinates of P are all nonzero, the 2-torsion subgroup of the
Mordell–Weil group of the Jacobian of Ci over Q has order 4 by Proposition 2.27.
By Mazur’s theorem [1977], the torsion subgroup of Ci is therefore Z/2Z⊕Z/2kZ

where k ≤ 4. Accordingly, if (ei (P))− (P) is torsion, then, since it is a multiple
of 2 by Proposition 2.26, its order is at most 4. �

Of course the order of (ei (P)) − (P) is 1 if and only if ei (P) = P; that is, by
Proposition 2.22, if and only if one of the coordinates of P is 0. In this case, P is
fixed by both endomorphisms ek , and the construction of this paper does not allow
us to exhibit infinitely many rational points on V .

Proposition 2.30. Assume that Ci is nonsingular. Then the exact order of the
divisor (ei (P))− (P) is 2 if and only if P lies on a line.

Proof. Suppose that P lies on a line L . Then none of its coordinates is 0, as the
intersection of any line with any coordinate plane is contained in�. By Proposition
2.22 this implies ei (P) 6= P , so ei (P) and P are not linearly equivalent, as no two
different points are linearly equivalent to each other on a curve of positive genus.
The line L is a component of C j with j 6= i , so by Proposition 2.18 we have
ei (P) = σuv(P) for some coordinates u, v of P3. By Proposition 2.27 we find
immediately that (ei (P))− (P) has order 2, thus proving one implication.

Note that each L of the 24 lines in the fibres of f j intersect Ci in two points by
Corollary 2.11, which are different by Lemma 2.8. This already gives 48 points S
on Ci with 2(ei (S))∼ 2(S). By Proposition 2.22, the 16 intersection points of Ci

with the coordinate planes also satisfy 2(ei (S)) ∼ 2(S), so that is 64 points total.
Note that 3(S)+ ei (S) is linearly equivalent to a hyperplane section H on Ci for
every point S on Ci by Corollary 2.13, so we have 2(ei (S)) ∼ 2(S) if and only if
8(S) is linearly equivalent to 2H . Since multiplication by 8 on the Jacobian of Ci

has degree 64, there are no points S with 8(S) ∼ 2H other than the ones already
described. This proves the converse. �

3. Proof of the main theorem

Definition 3.1. Let k be a positive integer and i ∈ {1, 2}. Define Tki to be the
closure of the locus of points P on V for which Ci , the fibre of fi through P , is
nonsingular and where (ei (P))− (P) is a divisor of exact order k on Ci .

In these terms, Proposition 2.22 states that T11 = T12 is the intersection of V
with the union of the coordinate planes. Likewise, in Proposition 2.30 we showed
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that T21 ∪ T22 is contained in the union of the lines on V . Therefore, if a point
P satisfies the hypotheses of our main theorem (Theorem 1.1, repeated below as
Theorem 3.4), it does not lie in Tki for any k, i ∈ {1, 2}.

By Corollary 2.25, we have that T3i is the closure of e−1
i (T1i ) \ T1i . Now,

T1i consists of the intersections of the coordinate planes with V . Calling these
X1, X2, X3, X4, a straightforward computer calculation shows that e−1

i (X j ) =

X j ∪ Yi j , where the Yi j are geometrically irreducible. In other words, each T3i

is the union of four irreducible components. Also, as in Proposition 2.28, the exact
order of ei (P)− P is 4 if and only if ei (P)= α(P), where α ranges over a certain
set of 12 automorphisms. So T4i is the union of 12 such curves, which are in fact
geometrically irreducible.

Theorem 3.2. The set T3i is the union of geometrically irreducible curves of geo-
metric genus 41, while T4i is the union of geometrically irreducible curves of geo-
metric genus 13.

Proof. From the above, we can compute the T3i and T4i explicitly using any com-
puter algebra package. Without loss of generality we assume that V = V ′0, given
by x4

+ y4
= z4
+w4, and that the fibration fi is given by (x : y : z :w) 7→ (x2

−z2
:

y2
+w2), so that in terms of Proposition 2.28 we have i = 2. Then ei is given by

(1) with N = 1.
We first consider T4i . Consider the automorphism α : V → V given by (x : y :

z :w) 7→ (−w : z : y : x), so that α is one of the 12 automorphisms of Proposition
2.28 for which for any point P ∈U with ei (P)= α(P), the divisor (ei (P))− (P)
has exact order 4 on the fiber of fi through P . It is easily computed that the locus
of such points is an irreducible curve D whose union with the skew quadrilateral
Q ⊂ V given by w2

+ x2
= y2

− z2
= 0 is the degree-4 hypersurface section

given by yz(y2
− z2) = xw(x2

+ w2). Note that a skew quadrilateral of lines
has self-intersection 0 and intersects a hyperplane section with multiplicity 4. We
deduce that the self-intersection D2 equals 32, so that by the adjunction formula
the arithmetic genus of D equals 1

2(D
2
+2)= 17. One also checks that D has four

ordinary double points, namely at the singular points of Q. It follows that D has
geometric genus 17− 4 = 13. The other components can be dealt with similarly,
or by symmetry under the action of the group G0 of Definition 2.6.

For T3i we consider the locus of points P for which ei (P) is contained in the
coordinate plane x = 0. One checks that this locus is the union of this coordinate
plane itself and an irreducible curve E whose union with the two disjoint skew
quadrilaterals given by x2

− iy2
= z2
+ iw2

= 0 and x2
+ iy2

= z2
− iw2

= 0 is
the degree-8 hypersurface section given by x2 y2(z4

−w4)= w2z2(x4
+ 3y4). We

deduce that the self-intersection E2 equals 128, so that by the adjunction formula
the arithmetic genus of E equals 1

2(E
2
+ 2) = 65. One also checks that E has an
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ordinary double point at each of the 24 points of � of Definition 2.7. It follows
that E has geometric genus 65− 24 = 41. For the remaining coordinates we get
three more isomorphic curves. �

Proposition 3.3. The intersection (T31 ∪ T41) ∩ (T32 ∪ T42) does not contain any
rational points outside the coordinate planes and the 48 lines on V .

Proof. Suppose P is a rational point in the given intersection that is not on any of
the coordinate planes, and set Q = ιa,b,c,d(P) ∈ V0. Then the ratios of the fourth
powers of the coordinates of Q are rational. By computer calculation, we will see
that up to the action of G, there is only one such point on V0 with this property.
Working on V0, we intersect every component of T31 and T41 with every component
of T32 and T42, and remove extraneous points with one of the coordinates 0 or that
lie on a line. Then we resolve these schemes into primary components over Q.
Since all of the intersections have dimension 0, we may use Magma to find all
the Q-points on these components. The only points for which the fourth powers
of the coordinates have rational ratios are in the orbit under G (acting on V0) of
(η : 1 : 1 : 1) with η4

= −3, so Q is one of these points, defined over Q(i, η),
where i denotes a square root of −1, and P is its inverse image under ιa,b,c,d .
Let α, β, γ, δ be the fourth roots of a, b, c, d respectively that determine ιa,b,c,d ,
viewed as elements of a field K = Q(i, α, β, γ, δ, η). Fix an extension v3 of the
3-adic valuation of Q to K . Note that η is a uniformizer for v3; we normalize so
that v3(η)= 1. Given a K -point R = (r0 : r1 : r2 : r3) of V , let ν(R)=

∑3
i=0 v3(ri )

viewed as an element of Z/4Z. It is clear that ν(R) is well-defined, G-invariant,
and 0 if R is defined over Q. However, ν(P) = v3(η/(αβγ δ)), and from the fact
that abcd is a square it follows that v3(αβγ δ) is even. This is a contradiction,
because v3(η)= 1 and ν(P)= 0. We conclude that such a P does not exist. �

We are now ready to prove the main theorem, repeated here.

Theorem 3.4. Let a, b, c, d ∈Q∗ be nonzero rational numbers with abcd square.
Let P = (x0 : y0 : z0 : w0) be a rational point on Va,b,c,d , and suppose that
x0 y0z0w0 6= 0 and that P does not lie on any of the 48 lines of the surface. Then
the set of rational points of the surface is dense in both the Zariski and the real
analytic topology.

Proof. For i = 1, 2, let Ci denote the fibre of fi through P , endowed with the
structure of an elliptic curve with P as the origin. By assumption, ei (P) does not
have order 1 or 2 on either Ci . That being so, Proposition 3.3 assures us that for
some i the order of ei (P) is infinite. Say (without loss of generality) that this i
is 1. Then the subgroup S of C1(R) generated by e1(P) and the 2-torsion points
is infinite and, in fact, dense in the real analytic topology. For each point Q in S,
consider the divisor class (e2(Q))− (Q) on the fibre of f2 passing through Q. Its
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order is 1 or 2 finitely often, by Propositions 2.22 and 2.30; by Theorem 3.2 it is
3 or 4 finitely often, because C1 does not have genus 41 or 13 and so cannot be
one of the curves on which the order of (e2(R))− (R) is 3 or 4 for all R. In other
words, there are only finitely many points Q in S for which the fibre of f2 through
Q contains only finitely many rational points. If R ∈ S is not one of these finitely
many points, then similarly the set of rational points on the fibre of f2 through R
is infinite and dense in the real analytic topology. Of course C1 meets any fibre
of f2 in only finitely many points, so there are infinitely many distinct fibres of f2

with infinitely many rational points. Zariski density follows.
Now we treat the real analytic topology. If a, b, c, d were all of the same sign,

then V = Va,b,c,d would not have any real points, so we conclude that not all of
them have the same sign. Since abcd is a nonzero square, it is positive, so two of
a, b, c, d are positive and two are negative. Without loss of generality, we assume
that a, d > 0 and b, c< 0, and we choose real α, β, γ, δ such that α4

= a, β4
=−b,

γ 4
= −c, and δ4

= d . Then over R, one of the elliptic fibrations, say f1, is given
by (x : y : z :w) 7→ (α2x2

−β2 y2
: γ 2z2

−δ2w2)= (γ 2z2
+δ2w2

: α2x2
+β2 y2), up

to a linear automorphism of P1. The fibration f2 can be given by (x : y : z :w) 7→
(α2x2

− β2 y2
: γ 2z2

+ δ2w2) = (γ 2z2
− δ2w2

: α2x2
+ β2 y2). Let L be the line

defined by αx = βy and γ z = δw. Then L is contained in the fibre of f2 above
(0 : 1) and it is easy to check that L(R) maps surjectively to f1(V (R))⊂ P1(R).

We now show that there exists a nonempty open subset A of V (R) in which the
subset of rational points is dense. The locus of points on V where f1 and f2 do not
give local parameters is of codimension 1. Since the set of rational points is Zariski
dense, we can choose a rational point Q not on a line or a coordinate plane such
that f1 and f2 give local parameters at Q. We choose Q such that the set of rational
points on the fibre F of f1 through Q is dense in F(R) as well. Let A ⊂ V (R) be
an open neighbourhood of Q and J1, J2⊂P1(R) connected open subsets such that
the map f = ( f1, f2) : A→ J1× J2 is a homeomorphism. It suffices to show that
f (A∩V (Q)) is dense in J1× J2. Set si = fi (Q), so that f (Q)= (s1, s2). Choose
(r1, r2) ∈ J1 × J2. Since the rational points on F are dense in F(R), following
the proof of the density of rational points in the Zariski topology, we can choose a
rational t2 ∈ J2, arbitrarily close to r2, such that (s1, t2)= f (R) for some R ∈ F(Q)
for which the rational points in the fibre G of f2 through R are dense. Therefore,
there is a t1, arbitrarily close to r1, such that (t1, t2) = f (T ) for some T ∈ G(Q).
Since (t1, t2) can be chosen arbitrarily close to (r1, r2), it follows that V (Q)∩ A is
dense in A. The following diagram depicts the remainder of the argument.

Let I ⊂ P1(R) be a nonempty connected open subset contained in f1(A)= J1.
Suppose B is a nonempty open subset of V (R) and let J ⊂ P1(R) be a connected
open subset contained in f1(B). Since f1(L) = f1( f −1

2 ((0 : 1))) contains I and
J , for t ∈P1(R) close enough to (0 : 1) the set f1( f −1

2 (t)) intersects both I and J
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( )( ) )(( )

T

J

f1

Fc

B

G t

Gb

X

Q

P1(R)

f2

(0 : 1)
t
b

V (R)

Fa

J1= f1(A)

I

R

a c

P1(R)

A

I ′

nontrivially. Choose such a t close to (0 : 1), let G t denote the fibre f −1
2 (t), and

choose a nonempty connected open subset I ′⊂P1(R) contained in I ∩ f1(G t(R)).
Since V (Q)∩ A is dense in A, we may choose Q ∈ V (Q)∩ A such that a = f1(Q)
is contained in I ′ and the set of rational points on the fibre Fa = f −1

1 (a) is dense
in Fa(R); moreover, such that the set S of those rational points R on Fa for which
the set of rational points on the fibre of f2 through R is dense, is itself dense
in Fa(R). Since a ∈ I ′ is contained in f1(G t(R)), there is an X ∈ G t(R) with
f1(X)= a, so we can find R ∈ S ⊂ Fa(Q) such that R is arbitrarily close to X and
thus b = f2(R) is arbitrarily close to t . Since f1(G t(R)) intersects J nontrivially,
we may choose R so close to X that also f1(Gb(R)) intersects J nontrivially, with
Gb = f −1

2 (b). Since the set of rational points on Gb is dense in Gb(R), we can
find a point T ∈ Gb(Q) such that c = f1(T ) is contained in J ; moreover, we can
pick T so that the set of rational points on the fibre Fc = f −1

1 (c) is dense in Fc(R).
Since Fc(R) intersects B nontrivially and Fc(Q) is dense in Fc(R), we conclude
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that B contains at least one rational point. Thus, any nonempty open subset of
V (R) contains at least one rational point, and we conclude that V (Q) is dense in
V (R). �

Remark 3.5. One might wonder about the possibility of proving that the rational
points are dense in the p-adic topology as well as the real one. Sadly, the techniques
of this paper are insufficient to prove this. To see this, note that our techniques start
from a given rational point, and then move along fibres of the two fibrations to enter
any given open set. In the p-adic topology, this is known to be impossible. For
instance, there is an example of Swinnerton-Dyer, which is easy to verify, in which
he shows that for the surface x4

+ y4
= 9z4

+w4, every 3-adic point satisfies either
3|x/y or 3|y/x , and all smooth fibres of each fibration contain only one of the two
kinds of points.

It might be possible to prove something weaker using these techniques. For
example, it might be possible to prove that there is some nonempty p-adic open
set U on which the rational points are dense. We have not attempted to do this.

The second theorem from the introduction, also repeated here, follows almost
immediately.

Theorem 3.6. Let a, b, c, d ∈ Q∗ be nonzero rational numbers with abcd square
and a + b + c + d = 0. Assume that no two of a, b, c, d sum to 0. Then the set
of rational points of the surface Va,b,c,d is dense in both the Zariski and the real
analytic topology.

Proof. The surface Va,b,c,d contains the point P = (1 : 1 : 1 : 1), which does not
lie on a coordinate plane. Each of the 48 lines on V is contained in one of the
sets ax4

+ by4
= 0, ax4

+ cz4
= 0, or ax4

+ dw4
= 0. Since no two of a, b, c, d

sum to zero, the point P does not lie on any of the lines. By Theorem 1.1, the set
of rational points of the surface is dense in both the Zariski and the real analytic
topology. �

Remark 3.7. Theorem 1.2 is included to give a large family of surfaces for which
we can prove unconditionally that the set of rational points is dense. Each surface
V = Va,b,c,d with a + b+ c+ d = 0 contains the point P = (1 : 1 : 1 : 1) and if
N 2
= abcd, then V also contains the less trivial point Q = (x : y : z : w) with

x = (3bc+ ad)(a+ d)+ 4N (b− c),

y = (3ac+ bd)(b+ d)+ 4N (c− a),

z = (3ab+ cd)(c+ d)+ 4N (a− b),

w =−d(ab+ ac+ bc)− 9abc,

(2)

which equals ei (P) for some i ∈ {1, 2} by (1). Theorem 1.2 appears weaker than
Theorem 1.1 because of the condition a+ b+ c+ d = 0, but in fact Theorem 1.1
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follows directly from Theorem 1.2. Indeed, given a point P ′ = (x0 : y0 : z0 : w0)

on V ′ = Va′,b′,c′,d ′ , the map (x : y : z : w) 7→ (x−1
0 x : y−1

0 y : z−1
0 z : w−1

0 w) sends
P ′ to P = (1 : 1 : 1 : 1) and induces an isomorphism τP ′ from V ′ to V = Va,b,c,d

with a = a′x4
0 , b = b′y4

0 , c = c′z4
0, and d = d ′w4

0 , satisfying a + b+ c+ d = 0.
The point P ′ lies on a line in V ′ if and only if P lies on a line in V , which is the
case if and only if two of a, b, c, d sum to 0. In a conversation, Andrew Granville
reduced (1) to the equations in (2) and noted that the endomorphism ei on V ′ can
be recovered from these simpler formulas, as we have ei (P ′)= τ−1

P ′ (Q).

Remark 3.8. Without reference to the real analytic topology, Theorem 1.1 and its
proof also apply to rational function fields over Q. Take, for instance, the function
field K =Q(a, b, c), set d =−a−b−c, and define L = K [x]/(x2

−abcd). Then,
as in Theorem 1.2, we find that Va,b,c,d(L) is Zariski dense in Va,b,c,d .

4. General number fields

Theorem 1.1 does not generalize immediately to number fields, as Mazur’s theorem
does not either. Samir Siksek pointed out to us that one can prove the following
statement for general number fields. Note that Definition 2.3 applies to any number
field.

Theorem 4.1. There exists a Zariski open subset U ⊂ V1,1,1,1, such that for each
number field K there exists an integer n, such that for all a, b, c, d ∈ K ∗ with
abcd ∈ K ∗2, if ι−1

a,b,c,d(U )⊂ V = Va,b,c,d contains more than n points over K , then
the set of K -rational points on V is Zariski dense.

Proof. For each P ∈ V , let oi (P) ∈ {1, 2, 3, . . .} ∪ {∞} denote the order of ei (P)
on the fibre of fi through P with P as origin. We refer to oi (P) as the order of
ei (P).

Recall that for any positive integer N , the curve X1(N ) parametrizes pairs
(E, P), where E is an elliptic curve and P is a point of order N . The genus
of X1(N ) is at least 2 for N = 13 and N ≥ 16 (see [Ogg 1971, p. 109]). For the
remaining N , that is, N ∈ I := {1, . . . , 12, 14, 15}, and i ∈ {1, 2}, let Ti,N be the
closure of the locus of all points P on V1,1,1,1 such that oi (P)= N . Let U ⊂V1,1,1,1

be the complement of the Ti,N , so that for all P ∈U we have oi (P) 6∈ I .
Suppose K is a number field. By Merel’s Theorem [1996, Corollaire], there is

an integer B, depending in fact only on the degree of K , such that any K -rational
point of finite order on an elliptic curve over K has order at most B. Set

s =
∑
N≤B
N 6∈I

#X1(N )(K ).
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Note that s is well defined because for each N in the sum, the genus of X1(N ) is at
least 2, so #X1(N )(K ) is finite by Faltings’ Theorem [1983]. We conclude that up
to isomorphism over the algebraic closure of K , there are at most s elliptic curves
over K containing a point of finite order N 6∈ I .

Take a, b, c, d ∈ K ∗ with abcd ∈ K ∗2, and let f1, f2 be the elliptic fibrations
of V = Va,b,c,d over K as before. It is easy to check that the degree of the maps
ji : P1

→ P1 that send t ∈ P1 to the j-invariant of the fibre f −1
i (t) equals 24.

Therefore there are at most 24s fibres of fi , defined over K , of which the Jacobian
contains a point over K of finite order N 6∈ I . Let R=

∑B
k=1 k2, and take n= 24s R

and assume Ua,b,c,d = ι
−1
a,b,c,d(U ) contains more than n points over K . Suppose

that no fibre of f1 contains more than R points of Ua,b,c,d(K ). Then there would at
least be one point P ∈Ua,b,c,d(K ) on a fibre of f1, say C , such that all K -rational
torsion points on the Jacobian of C have order in I . From P ∈ Ua,b,c,d we derive
oi (P) 6∈ I , so ei (P) has infinite order and C has infinitely many rational points. We
conclude that there is a fibre of f1, say C1, with more than R points of Ua,b,c,d(K ).
By Merel’s Theorem, at least one of these points has infinite order, so that there
are infinitely many K -rational points on C1.

As C1 intersects Ua,b,c,d nontrivially, infinitely many of these rational points Q
lie in Ua,b,c,d , thus satisfying o2(Q) 6∈ I . Since at most n points Q on V have finite
order o2(Q) 6∈ I on the fiber of f2 through Q, we get o2(Q) = ∞ for infinitely
many rational Q on C1. It follows that infinitely many fibres of f2 contain infinitely
many rational points, so the set of rational points is Zariski dense. �
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An Euler–Poincaré bound for
equicharacteristic étale sheaves

Carl A. Miller

The Grothendieck–Ogg–Shafarevich formula expresses the Euler characteristic
of an étale sheaf on a characteristic-p curve in terms of local data. The purpose
of this paper is to prove an equicharacteristic version of this formula (a bound,
rather than an equality). This follows work of R. Pink.

The basis for the proof of this result is the characteristic-p Riemann–Hilbert
correspondence, which is a functorial relationship between two different types of
sheaves on a characteristic-p scheme. In the paper we prove a one-dimensional
version of this correspondence, considering both local and global settings.

1. Introduction

Let k be an algebraically closed field of characteristic p > 0. Let Y be a smooth
projective k-curve, and let N be a constructible étale sheaf of Fp-vector spaces on
Y . We are concerned with computing the sizes of cohomology groups of the pair
(Y, N ).

The following theorem (the Grothendieck–Ogg–Shafarevich formula) provides
a starting point. For any étale F`-sheaf M on Y , where ` denotes a prime different
from p, let χ(Y,M) denote the Euler characteristic of M . (That is, χ(Y,M) =∑2

i=0(−1)i dimF` H i (Y,M).)

Theorem 1.0.1. Let ` be a prime which is not equal to p. Let G be a constructible
F`-sheaf on Y such that:

(1) G is locally constant on some open subcurve Y ′ ⊆ Y , and

(2) G y = {0} for all points y ∈ Y r Y ′.

Then,
χ(Y,G)= (2− 2g)m−

∑
y∈Y rY ′

(
m+Swy(G)

)
, (1.0.2)
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where g denotes the genus of Y and m = rank G.

In Equation (1.0.2), Swy(G) denotes a local invariant called the “Swan conductor.”
(See [Raynaud 1995] for a discussion of this formula.)

It is desirable to have a similar formula for the Euler characteristic of an Fp-sheaf
on Y . Unfortunately the equicharacteristic case presents some difficulties. It is
possible to construct two Fp-sheaves N1 and N2 on the same curve Y , both sharing
the same rank and the same local data but possessing different Euler characteristics.
(See Example 3.2.9.)

So an exact analogue of Theorem 1.0.1 is not possible. The purpose of this
paper is to prove a lower bound for χ(Y, N ) which matches the form of (1.0.2).
This builds on previous work of R. Pink [2000].

The proof of the lower bound is based on the relationship between equicharac-
teristic étale sheaves and coherent OY -modules. We will explain briefly the central
ideas in the proof and then state the main result.

Let M be a coherent OY -module which has a Frobenius-linear endomorphism
φ : M→ M. Then the subsheaf Mφ

⊆ M is a constructible Fp-étale sheaf on Y .
There is an exact sequence

0 // Mφ // M
1−φ // M // 0. (1.0.3)

This exact sequence determines a long exact sequence of cohomology groups. The
long exact sequence can be used to prove

χ(Y,Mφ)≥ χ(Y,M). (1.0.4)

This allows us to use results from coherent cohomology to study the Euler charac-
teristic χ(Y,Mφ). (This is an idea that is used in [Pink 2000].)

So, a general lower bound on χ(Y, N ) is possible if there exists a canonical
way to construct an exact sequence in the form of (1.0.3) for N . This paper offers
such a canonical construction. The construction is based on the characteristic-p
“Riemann–Hilbert” correspondence of M. Emerton and M. Kisin [2004].

Let
N=HomFpr (N ,OY ). (1.0.5)

This sheaf is a quasicoherent OY -module. Also, the pth-power map on OY induces
a Frobenius-linear endomorphism N→ N. In the notation of [Emerton and Kisin
2004], N is a left OF,Y -module. The sheaf N can be recovered (except for sections
with punctual support) from the sheaf N. (See Theorem 2.3.11 in this paper.)

The sheaf N possesses special submodules which are called roots. A root of N

is a coherent OY -submodule N′ ⊆ N which satisfies some special properties (see
Definition 2.1.3). The concept of a root is due to G. Lyubeznik [1997]. The special
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properties of a root imply in particular the existence of an exact sequence

0 // N // (N′)∨ // (N′)∨ // 0, (1.0.6)

where (N′)∨ denotes the coherent sheaf dual of N′. Thus the Euler characteristic
of N is related to the Euler characteristics of the roots of N. In this paper we
show that the sheaf N possesses a canonical minimal root, N0, and that the Euler
characteristic of N0 can be computed from local information about the sheaf N .1

Inequality (1.0.4) thus gives a lower bound on χ(Y, N ). The following theorem is
the result:

Theorem 1.0.7. Let N be a constructible Fp-étale sheaf on Y whose sections all
have open support. Then

χ(Y, N )≥ (1− g)(rank N )−
∑
y∈Y

C(N(y)). (1.0.8)

(See Corollary 3.1.18.) In (1.0.8), the expression C(N(y)) denotes a local invariant
which is called the minimal root index of N at y.

In this paper we present a proof of the above theorem using the characteristic-p
Riemann–Hilbert correspondence (a functorial relationship between OF,Y -modules
and Fp-étale sheaves). This correspondence is developed in full generality in
[Emerton and Kisin 2004]. Since we prefer to avoid the language of derived cate-
gories, we will not make direct use of the results from that paper. Instead we prove
a miniature version of the correspondence which applies to curves. Our version
includes both a local and global version of the Riemann–Hilbert correspondence,
as well as functors relating the two. (See Theorems 2.3.11, 2.3.16, and 4.3.1.)

The body of the paper is divided into three sections. Section 2 develops basic
theory for the study of OF,X -modules and gives the statement of the characteristic-
p Riemann–Hilbert correspondence. Section 3 proves the main result and offers
some examples. It is shown in Section 3.3 that the main result is compatible with
the previous results of Pink [2000]. Finally, Section 4 gives the full proof of the
Riemann–Hilbert correspondence in dimension one.

1.1. Notation and conventions. Throughout this paper, let p denote a prime and
let r denote a positive integer. Let k be an algebraically closed field of characteristic
p. Let Fpr denote a finite field of pr elements. Fix an embedding Fpr ↪→ k.

All sheaves are assumed to be sheaves on an étale site. Thus, if X is a k-scheme,
then OX denotes the étale structure sheaf of X . If x is a k-point of X , then OX,x

denotes the étale stalk of OX at x .

1We note that the existence of canonical minimal roots was recently proved, independently, in a
much broader context. See [Blickle 2008].
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If X is a k-scheme, x is a closed point of X , and Q is an étale sheaf on X , then
Q(x) denotes the pullback of Q via the morphism

Spec OX,x → X. (1.1.1)

If X is a k-scheme and R is a sheaf of rings on X , then Mod(X,R) denotes the
category of sheaves of left R-modules on X .

If S is a k-algebra, let FS : S→ S denote the Frobenius map. If X is a k-scheme,
let FX : X→ X denote the Frobenius endomorphism.

All schemes are assumed to be Noetherian and separated.

2. Unit OFr ,X -modules

This section covers some preliminaries. The central objects of concern are quasi-
coherent sheaves that have Frobenius-linear endomorphisms. Following [Emerton
and Kisin 2004], we consider these sheaves as modules over a particular sheaf of
noncommutative rings (namely, OFr ,X ).

2.1. Definitions. Let S be a k-algebra. Then S[Fr
] denotes the twisted polyno-

mial algebra over S determined by the r th Frobenius endomorphism Fr
S : S→ S.

Elements of S[Fr
] are thus finite sums of the form∑

i≥0

si Fri , (2.1.1)

with si ∈ S, and multiplication is expressed by the rule Fr s = s pr
Fr .

Likewise, let Z denote a k-scheme. Then OFr ,Z denotes the sheaf of twisted
polynomial rings determined by the r th Frobenius endomorphism of OZ . If U ⊆ Z
is any open subset, then OFr ,Z (U )∼= OZ (U )[Fr

].
A left OFr ,Z -module is simply an OZ -module N equipped with an endomorphism

φ : N→ N satisfying the condition

φ( f n)= f pr
φ(n) for any U ⊆ Z , f ∈ OZ (U ), n ∈ N(U ). (2.1.2)

(The map φ is determined by the left-action of Fr .) This condition can be com-
pactly expressed by saying that φ induces an OZ -linear morphism Fr∗

Z N→ N.
Now we introduce some terminology from [Emerton and Kisin 2004]. If N is

a left OFr ,Z -module, we call the morphism Fr∗
Z N→ N the structural morphism

of N. A unit OFr ,Z -module is a left OFr ,Z -module whose OZ -module structure is
quasicoherent and whose structural morphism is an isomorphism. A unit OFr ,Z -
module is a locally finitely-generated unit (lfgu) OFr ,Z -module if, additionally, it is
finitely-generated as a left OFr ,Z -module on any affine open subset of Z .

Let Modu(Z ,OFr ,Z ) and Mod f u(Z ,OFr ,Z ) denote, respectively, the full sub-
categories of Mod(Z ,OFr ,Z ) consisting of the unit and lfgu OFr ,Z -modules.
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An lfgu OFr ,Z -module is not necessarily coherent, but it must have a coherent
OZ -submodule which generates it under the action of Fr . The following definition
identifies a special class of coherent generators for an lfgu OFr ,Z -module. The
definition is due to Lyubeznik.

Definition 2.1.3. Let Z be a k-scheme, and let N be a unit OFr ,Z -module. An
OZ -submodule N′ ⊆ N is a root if

(1) the OZ -module N′ is coherent,

(2) the OZ -submodule of N generated by Fr (N′) contains N′, and

(3) as a left OFr ,Z -module, N is generated by N′.

Proposition 2.1.4. Let W be a smooth irreducible k-scheme, and let P be an lfgu
OFr ,Z -module. Then P has a root.

Proof. See [Emerton and Kisin 2004, Theorem 6.1.3]. �

Suppose that W and P are as in the above proposition. Then the existence of a
root for P allows us to express P as a union of coherent subsheaves. Let P0 be a
root for P, and let Pi denote the OZ -submodule of P generated by Fri (P0). The
root properties imply that the subsheaves Pi form an ascending sequence

P0 ⊆ P1 ⊆ P2 ⊆ · · · (2.1.5)

and
⋃

Pi = P.
Also, since we have assumed that W is smooth, some stronger statements can be

made. The flatness of the Frobenius morphisms Fri
W : W→W implies that there are

injections Fri∗
W P0→ Fri∗

W P. Restricting the structural isomorphisms Fri∗
W P→ P

via these injections yields isomorphisms Fri∗
W P0→Pi . These isomorphisms imply

that all terms in the sequence (2.1.5) have the same generic rank. In particular, since
P0 and P1 have the same generic rank, they concur on some dense open subset
U ⊆W . The filtration (2.1.5) therefore collapses:

P0|U = P1|U = P2|U = · · · . (2.1.6)

We have proved the following useful proposition.

Proposition 2.1.7. Let W be a smooth irreducible k-scheme, and let P be an lfgu
OFr ,W -module. There must exist a dense open subset U ⊆W on which P is coher-
ent.

The same reasoning applied to one-point schemes also proves the following:

Proposition 2.1.8. Let L be a field of characteristic p, and let V be a finitely-
generated unit L[Fr

]-module. Then V is finite-dimensional over L.
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2.2. The minimal root. We will focus now on one-dimensional schemes. Let Y
denote a smooth projective k-curve.

Proposition 2.2.1. Let N be an lfgu OFr ,Y -module. Let N0 be a root for N which
has minimal degree (as a coherent sheaf ). Then N0 is contained in every other root
of N.

Proof. Suppose that N′0 is another root for N. Let N′′0 = N′0 ∩ N0. I claim that
N′′0 is also a root for N. This can be seen as follows: let {Ni }

∞

i=0, {N′i }
∞

i=0, and
{N′′i }

∞

i=0 denote the induced filtrations for N (described in Section 2.1). For any i ,
the module N′′i is the image under the isomorphism

Fri∗
Y N→ N (2.2.2)

of Fri∗
Y (N0 ∩N′0). By the flatness of the Frobenius morphism,

Fri∗
Y (N0 ∩N′0)= (F

ri∗
Y N0)∩ (Fri∗

Y N′0). (2.2.3)

This equality implies that N′′i =Ni ∩N′i . The root properties for N′′0 follow imme-
diately from this fact. Therefore N′′0 is indeed a root. Since N′′0 is contained in N0

and its degree cannot be any smaller than that of N0, we must have N0 =N′′0. This
proves the proposition. �

We will refer to the root of minimal degree simply as the “minimal root” of the
lfgu OFr ,Y -module. The minimal root also has a local description, which we now
construct. Note that for any unit OFr ,Y -module N, the stalk Ny at any closed point
y is a unit OY,y[Fr

]-module. If N0 is a root of N, then (N0)y is a root of Ny . We
define an invariant for these local roots.

Definition 2.2.4. Let (A,m) be a Henselian DVR of characteristic p with A/m∼=k.
Let Q be a finitely-generated unit A[Fr

]-module, and let Q0 ⊆ Q be a root for Q.
Let Q1 ⊆ Q denote the A-submodule generated by Fr (Q0). Then the Fr -index of
Q0 is

dimk Q1/Q0

pr − 1
. (2.2.5)

Proposition 2.2.6. Let (A,m) be a Henselian DVR of characteristic p with A/m∼=
k. Let Q be a finitely-generated unit A[Fr

]-module. Then Q has a unique minimal
root which is contained in every other root.

Proof. This is a special case of [Blickle 2004, Theorem 2.10]. Alternatively, one
can use Definition 2.2.4. Let Q0⊆ Q be the root with the smallest Fr -index. Then
Q0 must be contained in every other root by an argument similar to the proof of
Proposition 2.2.1. �
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Definition 2.2.7. Let A and Q be defined as in Definition 2.2.4. Then the minimal
root index of Q (denoted C(Q)) is the Fr -index of the unique minimal root of Q.

We note the following basic proposition. The proof is elementary and is left to
the reader.

Proposition 2.2.8. Let (A,m) be a Henselian DVR with A/m∼= k, and let Q be a
unit A[Fr

]-module which is finitely-generated over A. Then the only root of Q is
Q itself. The minimal root index of Q is 0.

Using Proposition 2.2.6, we can characterize global minimal roots by their
stalks:

Proposition 2.2.9. Let N be an lfgu OFr ,Y -module, and let N0 be the minimal root
for N. Then for any closed point y ∈ Y , the stalk (N0)y is the unique minimal root
of Ny .

Proof. This follows easily using Proposition 2.1.7. Let V ⊆ Y be a nonempty open
subcurve on which N is coherent. Then a coherent subsheaf N′0 ⊆ N is a root if
and only if both of the following properties hold:

(1) (N′0)|V = N|V , and

(2) (N′0)y is a root of Ny for every y ∈ Y r V .

The minimal root N0 is simply the root which has a minimal stalk at every point
of Y r V . �

The compatibility of local and global minimal roots implies an important nu-
merical relationship. Let N be an lfgu OFr ,Y -module and N0 ⊆ N be its minimal
root. Let N1 ⊆ N denote the OY -submodule generated by Fr (N0). Then N0/N1 is
a skyscraper sheaf whose stalk-dimension at any point y is equal to (pr

−1)C(Ny).
Therefore

deg N1 = deg N0+ (pr
− 1)

∑
y∈Y

C(Ny). (2.2.10)

On the other hand, the isomorphism Fr∗
Y N0 ∼= N1 implies

deg N1 = pr
· deg N0. (2.2.11)

Combining these two equalities yields

deg N0 =
∑
y∈Y

C(Ny). (2.2.12)

This formula will be important in Section 3.
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2.3. Unit OF,X -modules and étale sheaves. We continue to let Y denote a smooth
projective k-curve. Let N be an lfgu OFr ,Y -module. Then the sheaf

HomOFr ,Y (N,OY ) (2.3.1)

has the structure of an étale sheaf of Fpr -vector spaces on Y . Thus there is a functor

HomOFr ,Y ( · ,OY ) : Mod f u(Y,OFr ,Y )→Mod(Y, Fpr ). (2.3.2)

This functor has an alternative expression in terms of roots. Let N0 be a root for
N. Let N∨0 be the coherent sheaf dual for N0. There is a natural left OFr ,Y -module
structure on the sheaf N∨0 , which can be described as follows. Let N0⊆N1⊆N2⊆

· · · ⊆N denote the filtration induced by N0. For any homomorphism φ : N0→ OY ,
let Fr (φ) ∈ N∨0 be the composition

N0 // N1

∼=

��

OY

Fr∗
Y N0

Fr∗
Y (φ)

// Fr∗
Y OY

∼=

OO

(2.3.3)

This assignment makes N∨0 a coherent (not necessarily unit) left OFr ,Y -module.
Consider the restriction map

HomOFr ,Y (N,OY )→HomOY (N0,OY ) (= N∨0 ). (2.3.4)

Sections in the image of this map arise from Frobenius invariant morphisms from
N to OY , and are therefore invariant under the action of Fr on N∨0 . Thus restriction
actually determines a map

HomOFr ,Y (N,OY )→ (N∨0 )
Fr
. (2.3.5)

On the other hand, suppose thatψ : N0→OY is a homomorphism which is invariant
under Fr . Then ψ determines a series of maps

Ni // Fri∗
Y N0

Fri∗
Y (ψ)

// OY , i = 0, 1, 2, . . . (2.3.6)

which are all compatible. Taken together these determine a homomorphism N→

OY which is OFr ,Y -linear. This association is an inverse to (2.3.5), and thus we see
that there is in fact an isomorphism,

HomOFr ,Y (N,OY )∼= (N
∨

0 )
Fr
. (2.3.7)

So, the sheaf HomOFr ,Y (N,OY ) can be identified with a subsheaf of the coherent
OX -module N∨0 .
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The relationship between étale sheaves of Fpr -vector spaces and lfgu OFr ,Y -
modules can be more fully understood with the addition of a second functor. Let
N be a sheaf of Fpr -vector spaces on Y . Then the sheaf of OY -modules

HomFpr (N ,OY ) (2.3.8)

has a natural structure of a left OFr ,Y -module given by the Frobenius endomorphism
of OY . Thus there is a functor

HomFpr ( · ,OY ) : Mod(Y, Fpr )→Mod(Y,OFr ,Y ). (2.3.9)

If N is the lfgu OFr ,Y -module from above, then the sheaf

N′′ :=HomFpr (HomOFr ,Y (N,OY ),OY ) (2.3.10)

is a left OFr ,Y -module. There is also a natural “double-dual” homomorphism
N→ N′′. The functors HomOFr ,Y ( · ,OY ) and HomFpr ( · ,OY ) are the basis for the
characteristic-p Riemann–Hilbert correspondence.

We quote here (for use in Section 3) three results which summarize the Riemann–
Hilbert correspondence on a curve. The first two results are proved in Section 4.2

The third result follows from the first via isomorphism (2.3.7).
The Riemann–Hilbert correspondence on Y is an equivalence between two cat-

egories: the category of torsion-free lfgu OFr ,Y -modules, and the category of con-
structible Fpr -sheaves on Y in which all sections have open support.

Theorem 2.3.11. Let N be an lfgu OFr ,Y -module which is torsion-free as an OY -
module. Then the sheaf

HomOFr ,Y (N,OY ) (2.3.12)

is a constructible Fpr -sheaf in which all sections have open support. The double-
dual homomorphism

N→HomFpr (HomOFr ,Y (N,OY ),OY ) (2.3.13)

is an isomorphism.
Let N be a constructible Fpr -étale sheaf on Y in which all sections have open

support. Then the sheaf
HomFpr (N ,OY ) (2.3.14)

is an lfgu OFr ,Y -module which has no OY -torsion. The double-dual homomorphism

N →HomOFr ,Y (HomFpr (N ,OY ),OY ) (2.3.15)

is an isomorphism.

2Theorem 2.3.11 is proved in Section 4.5. Theorem 2.3.16 is a combination of Propositions 4.4.1
and 4.4.6.
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Theorem 2.3.16. Let N be an lfgu OFr ,Y -module. Let y be a closed point of Y .
Then the natural homomorphism

HomOFr ,Y (N,OY )y→ HomOY,y [Fr ](Ny,OY,y) (2.3.17)

is an isomorphism.
Let N be a constructible Fpr -sheaf on Y . Then the natural homomorphism

HomFpr (N ,OY )y→ HomFpr (N(y),OSpec OY,y ) (2.3.18)

is an isomorphism.3

Proposition 2.3.19. Let N be a constructible Fpr -sheaf on Y whose sections all
have open support. Let

N=HomFpr (N ,OY ), (2.3.20)

and let N0 be a root for N. Then there is an isomorphism,

N
∼= // (N∨0 )

Fr
. (2.3.21)

3. The Euler characteristic of an étale F pr -sheaf

Throughout this section, let Y denote a smooth projective k-curve.
If N is a constructible Fpr -sheaf on Y , let

χ(Y, N )= dimFpr H 0(Y, N )− dimFpr H 1(Y, N ). (3.0.22)

This section establishes a lower bound on χ(Y, N ) using the theory developed in
Section 2.

3.1. Main result. The following lemma provides the final preparation for the main
theorem.

Lemma 3.1.1. Let N′ be a left OFr ,Y -module which is coherent and locally free as
an OY -module. Then the morphism

(1− Fr )( · ) : N′→ N′ (3.1.2)

is surjective.

Proof. Let y be a closed point of Y . We will show that morphism (3.1.2) is surjec-
tive at y. Choose any étale neighborhood U→ Y of y, and any section n ∈N′(U ).
By replacing U with a subordinate neighborhood if necessary, we may assume that
N′ is globally free on U . We may also assume that U is affine. Let U = Spec S.

3Here N(y) denotes the pullback of N via the natural morphism Spec OY,y→ Y .
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Let {e1, . . . , e`} be a basis for the free S-module N′(U ). Choose elements {si j |

1≤ i ≤ `, 1≤ j ≤ `} such that

Fr (ei )=
∑

j

si j e j . (3.1.3)

Let n =
∑`

k=1 akek , with ak ∈ S.
Let V →U be the morphism of affine schemes defined by the ring extension

S′ := S[T1, T2, . . . , T`]/〈{T j − a j −
∑

i

T pr

i si j }
`
j=1〉. (3.1.4)

Note that this is an étale extension (since the module of relative differentials van-
ishes). The section ∑

k

Tk ⊗ ek ∈ N′(V ) (3.1.5)

maps to n|V under (3.1.2) (as the reader may verify). Therefore n|V is contained
in the image of (3.1.2). Since V → U is finite and therefore surjective, n itself is
contained in the image of (3.1.2). This completes the proof. �

Now we are ready to prove the main result. The basic method of our proof is
borrowed from [Pink 2000].

Theorem 3.1.6. Let N be a constructible Fpr -étale sheaf on Y whose sections all
have open support. Let

N=HomFpr (N ,OY ). (3.1.7)

Let g denote the genus Y , and let m denote the rank of N . Then,

χ(Y, N )≥ (1− g)m−
∑
y∈Y

C(Ny). (3.1.8)

Proof. Let N0 be the minimal root of N, and let N∨0 denote its coherent dual. The
sheaf N∨0 has the structure of a left OFr ,Y -module (as discussed in Section 2.3). By
Proposition 2.3.19 and Lemma 3.1.1, this gives an exact sequence

0 // N // N∨0
1−Fr

// N∨0
// 0 . (3.1.9)

Therefore the cohomology groups of N and N∨0 are related by the long exact se-
quence

0 // H 0(Y, N ) // H 0(Y,N∨0 )
// H 0(Y,N∨0 )

//

H 1(Y, N ) // H 1(Y,N∨0 )
// H 1(Y,N∨0 )

// 0.
(3.1.10)
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The finite-dimensional k-vector spaces H 0(Y,N∨0 ) and H 1(Y,N∨0 ) are left k[Fr
]-

modules, the first one being unit. There exist left k[Fr
]-module isomorphisms

H 0(Y,N∨0 )
∼= k⊕t0, (3.1.11)

H 1(Y,N∨0 )
∼= k⊕t1 ⊕W, (3.1.12)

where W is a left k[Fr
]-module with a nilpotent Fr -action. (See [Deligne and

Katz 1973, Section 1] for a discussion of this type of decomposition.)
Based on these isomorphisms, we can see that the map

(1− Fr )( · ) : H 0(Y,N∨0 )→ H 0(Y,N∨0 ) (3.1.13)

is surjective, and therefore (3.1.10) splits up into two short exact sequences:

0 // H 0(Y, N ) // H 0(Y,N∨0 )
1−Fr

// H 0(Y,N∨0 )
// 0,

0 // H 1(Y, N ) // H 1(Y,N∨0 )
1−Fr

// H 1(Y,N∨0 )
// 0.

(3.1.14)

We can see further that the Fpr -dimension of H 0(Y, N ) is the same as the k-
dimension of H 0(Y,N∨0 ), and the Fpr -dimension of H 1(Y, N ) is no greater than
the k-dimension of H 1(Y,N∨0 ). Thus we obtain the inequality

χ(Y, N )≥ χ(Y,N∨0 ), (3.1.15)

where χ(Y,N∨0 ) = dimk H 0(Y,N∨0 )− dimk H 1(Y,N∨0 ). Now Theorem 3.1.6 fol-
lows easily from the Riemann–Roch formula. By the discussion at the end of
Section 2.2,

deg N0 =
∑
y∈Y

C(Ny). (3.1.16)

Therefore by the Riemann–Roch theorem,

χ(Y, N )≥ χ(Y,N∨0 )= (1− g)m+ deg N∨0

= (1− g)m− deg N0 = (1− g)m−
∑
y∈Y

C(Ny). �

An alternate (and perhaps more interesting) formulation of Theorem 3.1.6 is
allowed if we extend some of our notation. If N is a constructible Fpr -sheaf on Y ,
and y is a closed point of Y , then let C(N(y)) denote the minimal root index of the
Riemann–Hilbert dual

HomFpr (N(y),OSpec OY,y ). (3.1.17)

By Theorem 2.3.16, this dual is isomorphic to Ny . The following corollary follows
immediately.
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Corollary 3.1.18. Let N be a constructible Fpr -étale sheaf on Y whose sections
all have open support. Let g denote the genus of Y and m the rank of N . Then,

χ(Y, N )≥ (1− g)m−
∑
y∈Y

C(N(y)). (3.1.19)

3.2. Examples. We will illustrate Theorem 3.1.6 and Corollary 3.1.18 via two ex-
amples on the projective line.

We begin with a brief discussion in the local setting. As it turns out, the local
terms from Corollary 3.1.18 are easy to calculate explicitly in the case of rank-one
sheaves. Let y be a closed point of Y . Let A= OY,y , and let K be the fraction field
of A. Let t ∈ K be a local parameter. Let K ′/K be a degree-(pr

− 1) extension
having an element t ′ which satisfies (t ′)pr

−1
= t .

For each i =0, 1, 2, . . . , (pr
−2), consider the Fpr -subsheaf of OSpec A generated

by the element (t ′)i ∈K ′. Call this sheaf Vi . Each such sheaf is a rank-one Fpr -sheaf
with no global sections. The sheaves V0, V1, . . . , Vpr−2 taken together express all
of the isomorphism types of nontrivial rank-one Fpr -sheaves on Spec A.

Now consider the set of all Fpr -linear morphisms from Vi into OSpec A. One such
morphism is simply the inclusion fi : Vi ↪→ OSpec A. The Riemann–Hilbert dual

Vi = HomFpr (Vi ,OSpec A) (3.2.1)

is a one-dimensional K -vector space generated by the morphism fi . As the reader
may verify, the left A[Fr

]-module structure of Vi is given by

Fr ( fi )= t i
· fi . (3.2.2)

Calculating the minimal root index for Vi is thus straightforward. The smallest
A-module in Vi which satisfies the root properties is the A-module generated by
t−1 fi . The Fr -index of this module is 1− i/(pr

− 1). Therefore,

C(Vi )= 1−
i

pr − 1
. (3.2.3)

In the examples that follow, we will use the following notation: if Z is a k-
scheme, then Fpr

Z
(or simply Fpr ) denotes the constant Fpr -sheaf on Z .

Example 3.2.4. Suppose that p > 2. Let P1 denote the projective line over k. Let
α : P1

→ P1 denote the double-cover of P1 which maps 0 to 0, ∞ to ∞, and is
ramified at both of those points. Define

N = α∗(Fpr
P1
). (3.2.5)
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The sheaf N is a rank-2 sheaf which is locally constant at every point except for 0
and∞. The stalk N∞ decomposes as a direct sum

N∞ ∼=W ⊕W ′, (3.2.6)

in which W is a trivial rank-one sheaf, and W ′ is isomorphic to the sheaf V(pr−1)/2

from the classification above. Therefore,

C(N∞)= C(W )+C(W ′)= 1
2 . (3.2.7)

A similar calculation shows that C(N0)=
1
2 .

In this case, Corollary 3.1.18 asserts:

χ(Y, N )≥ (1− 0) · 2−
∑
y∈Y

C(N(y))= 2− ( 1
2 · 2)= 1. (3.2.8)

On the other hand, the Euler characteristic of N can be calculated directly. The
dimensions of the cohomology groups of N = α∗Fpr are the same as those of Fpr

(this can be seen from a Leray–Serre spectral sequence). Therefore χ(P1, N ) =
χ(P1, Fpr )= 1. So the formula from Corollary 3.1.18 actually computes χ(P1, N )
exactly.

Example 3.2.9. Now suppose p>5. Let E be an elliptic curve, and let β : E→P1

be a degree-2 morphism which has 4 ramified points, each of ramification index 2.
Label the ramified points as q1, q2, q3, q4 ∈ P1.

Let N = β∗(Fpr ). Then N is locally constant on P1 r {q1, q2, q3, q4}, and by a
calculation similar to the one in Example 3.2.4,

C(Nqi )=
1
2 for i = 1, 2, 3, 4. (3.2.10)

So Theorem 3.1.6 asserts

χ(P1, N )≥ (1− 0) · 2−
4∑

i=1

C(Nqi )= 0. (3.2.11)

In actuality, χ(P1, N ) is equal to χ(E, Fpr ). This quantity can be equal to 0 or 1,
depending on whether on E is a supersingular elliptic curve.

So, Corollary 3.1.18 yields an equality if and only if E is an ordinary elliptic
curve.

3.3. The minimal root index of a tame sheaf. The discussion at the beginning of
the previous subsection will lead us to a more general calculation of the minimal
root index. Again, let y be a closed point of the curve Y , let A = OY,y , and let K
be the fraction field of A. Let t be a local parameter in A.

We need the following proposition and corollary.
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Proposition 3.3.1. Let a and b be positive integers. Let Q be a finitely-generated
unit A[Fa

]-module. Then the minimal root index of Q when considered as a unit
A[Fab

]-module is the same as the minimal root index of Q when considered as a
unit A[Fa

]-module.

Proof. Let Q0 ⊆ (A[Fab]Q) be the minimal root for Q considered as an A[Fab
]-

module. For any i ≥ 0, let Qi/b be the submodule of Q generated by Fai (Q0). The
module Q1/b is also a root for A[Fab]Q. (This is clear via the isomorphism Fa∗Q→
Q.) Since both Q0 and Q1/t are roots for A[Fab]Q, the intersection Q0 ∩ Q1/b is
a root for A[Fab]Q (by similar reasoning to that in the proof of Proposition 2.2.1).
Since Q0 is the minimal root for A[Fab]Q, it follows that Q0∩Q1/b=Q0. Therefore
Q0 ⊆ Q1/b, which means that Q0 is a root not only for A[Fab]Q but for Q itself.

The above reasoning shows that the minimal root for A[Fab]Q contains the min-
imal root for Q. But the reverse inclusion is obvious. So we see that Q0 is the
minimal root for both A[Fab]Q and Q. Thus,

C(A[Fab]Q)=
dimk(Q1/Q0)

pab− 1
=

∑b−1
i=0 dimk(Q(i+1)/b/Qi/t)

pab− 1

=

∑b−1
i=0 (p

ai ) dimk(Q1/b/Q0)

pab− 1
=

dimk(Q1/b/Q0)

pa − 1
= C(Q). �

Corollary 3.3.2. Let W be a constructible Fpa -sheaf on Spec A whose sections all
have open support. Then the minimal root index of the Fpab -sheaf

Fpab ⊗Fpa W (3.3.3)

is the same as the minimal root index of W .

Proof. Let W be the Riemann–Hilbert dual of W . Then the Riemann–Hilbert dual
of Fpab ⊗W is A[Fab]W. �

Now, let K tame/K denote the direct limit of all tame extensions of K (that is,
extensions of order coprime to p). A sheaf on Spec A will be called a tame sheaf
if its monodromy representation factors through Gal(K tame/K ).

Every finite quotient of Gal(K tame/K ) is an abelian group of order coprime to p.
Therefore, any finite-image representation of Gal(K tame/K ) over an algebraically
closed field of characteristic p decomposes into one-dimensional representations.
This fact has a natural consequence for sheaves on Spec A: if W is a tame con-
structible Fpr -sheaf on Spec A whose sections all have open support, then there
exists a field extension Fprb/Fpr such that the sheaf Fprb ⊗W decomposes into a
direct sum of rank-one Fprb -sheaves.

Let V be an Fprb -sheaf of rank one on Spec A which has no global sections.
Then (as discussed in Section 3.2), there is a natural way to associate V with a
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subsheaf of OSpec A. The sheaf V is isomorphic to the Fprb -subsheaf of OSpec A

generated by some element s ∈ K tame which satisfies sc
= td for some integers c

and d with 0≤ d < c, p - c.
Let λV denote the quantity d

c
. Then the minimal root index of V is

C(V )= 1− λV . (3.3.4)

The following proposition follows immediately.

Proposition 3.3.5. Let W be a constructible tame Fpr -sheaf on Spec A which has
no global sections. Let Fprb/Fpr be a field extension such that Fprb ⊗ W can be
decomposed into a direct sum of rank-one sheaves. Then

C(W )=
∑

V

(1− λV ), (3.3.6)

where the sum is taken over all summands in the decomposition of Fprb⊗W. �

We note in passing that Proposition 3.3.5 makes the minimal root index compat-
ible with the local terms used in [Pink 2000]. Specifically: if N is a constructible
Fpr -sheaf on Y such that Ny = {0} and N(y) is tame, the rational invariant LT

Fpr
y N

[Pink 2000, Definition 5.3] is exactly equal to the minimal root index of N(y).

4. The Riemann–Hilbert correspondence on a curve

The purpose of this section is to prove the characteristic-p Riemann–Hilbert cor-
respondence in dimension one. Our approach is to build the proof in stages, be-
ginning in the local setting and then proceeding to the global.

Throughout this section, let Y denote a smooth irreducible projective k-curve.

4.1. The Riemann–Hilbert correspondence over a field. Suppose that L0 is a sep-
arably closed field of characteristic p. Let P0 be a finitely-generated unit L0[Fr

]-
module. Then P0 must have an L0-basis which is invariant under the action of
Fr . This basis determines an L0[Fr

]-module isomorphism P0 ∼= (L0)
⊕d for some

d ≥ 0 [Deligne and Katz 1973, Proposition 1.1].
More generally, if L is any field of characteristic p, and P is a finitely-generated

unit L[Fr
]-module, then there exists a finite separable extension L ′/L such that

L ′⊗L P is a trivial L ′[Fr
]-module.

The following proposition about sheaves on Spec L follows easily.

Proposition 4.1.1. Let L be a field of characteristic p, and let T = Spec L. Then
for any lfgu OFr ,T -module V, the double-dual morphism

V→HomFpr (HomOFr ,T (V,OT ),OT ) (4.1.2)
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is an isomorphism. For any constructible Fpr -sheaf V on T , the double-dual mor-
phism

V →HomOFr ,T (HomFpr (V,OT ),OT ) (4.1.3)

is an isomorphism. �

4.2. The local structure of an OFr ,Y -module on a curve. Let A be a Henselization
of the local ring k[t](t). Let K denote the fraction field of A. Note that for any
closed point y ∈ Y , the local ring OY,y is isomorphic to A. Therefore, we are
interested in the structure of unit A[Fr

]-modules.
We will refer to a unit A[Fr

]-module as torsion-free if it has no A-torsion.
Suppose that Q is a torsion-free finitely-generated unit A[Fr

]-module. Then let

Qvec
=

∞⋂
i=0

t i Q. (4.2.1)

The module Qvec is the largest K -vector space contained in Q. This definition
can be easily generalized to modules over any DVR. The reader may check the
following elementary assertions:

(1) The module Qvec is a finitely-generated unit K [Fr
]-module.

(2) The quotient Q/Qvec is a finitely-generated unit A[Fr
]-module.

(3) For any finite integral extension of rings A ↪→ A′,

(A′⊗A Q)vec
= A′⊗A Qvec. (4.2.2)

There is an exact sequence

0→ Qvec
→ Q→ Q/Qvec

→ 0 (4.2.3)

for any torsion-free finitely-generated unit A[Fr
]-module Q. In this subsection we

are going to show that the quotient Q/Qvec always has a trivial structure.
We begin with an algebraic lemma.

Lemma 4.2.4. Let Q be a unit A[Fr
]-module which is a free A-module of finite

rank. Then, any Fr -invariant element of Q/t Q can be uniquely lifted to an Fr -
invariant element of Q.

Proof. The lemma may be formulated in terms of commutative algebra. Let
{q1, . . . , qn} be any A-module basis for Q. Since Q is a unit A[Fr

]-module, the
set {Fr (q1), . . . , Fr (qn)} is another basis, and there exists an invertible A-matrix
(ci j ) such that

qi =

n∑
j=1

ci j Fr (q j ). (4.2.5)
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An element
n∑

k=1

akqk ∈ Q, (ak ∈ A) (4.2.6)

is Fr -invariant if and only if

n∑
k=1

a pr

k Fr (qk)=

n∑
k=1

akqk =

n∑
k=1

ak

n∑
j=1

ck j Fr (q j ), (4.2.7)

or equivalently,

a pr

k =

n∑
`=1

a`c`k (4.2.8)

for each k = 1, 2, . . . , n. Let

R = A[X1, . . . , Xn]/
({

X pr

k −

n∑
`=1

X`c`k
}n

k=1

)
. (4.2.9)

Then Fr -invariant elements of Q may be specified by A-homomorphisms from R
into A, while Fr -invariant elements of Q/t Q may be specified by A-homomor-
phisms from R into k. The claim made in the lemma, then, is equivalent to
the assertion that every element of HomA(R, k) can be lifted to an element of
HomA(R, A).

This assertion becomes evident once we understand the structure of R. The
extension A → R is finite, flat, and unramified (as the reader may check), and
therefore étale. Since A is a Henselian local ring, R is simply a finite direct sum
of copies of A. �

Proposition 4.2.10. Let Q be a unit A[Fr
]-module which is a free A-module of

finite rank. Then there exists an A[Fr
]-module isomorphism Q ∼= A⊕d for some d.

Proof. Choose an Fr -invariant k-basis for Q/t Q. There is a unique Fr -invariant
lifting of this set to Q by Lemma 4.2.4. By Nakayama’s lemma, this lifting is an
A-module basis, and so it determines the desired isomorphism. �

Proposition 4.2.11. Suppose that Q is a torsion-free unit A[Fr
]-module for which

there exists a K [Fr
]-module isomorphism,

K ⊗A Q ∼= K⊕d (4.2.12)

(with d ≥ 1). Then there exists an A[Fr
]-module isomorphism

Q ∼= K⊕d ′
⊕ A⊕(d−d ′) (4.2.13)

for some d ′ with 0≤ d ′ ≤ d.
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Proof. Let Q′⊆ K⊕d be the image of Q under the injection Q→ K⊗A Q→ K⊕d .
I claim first that Q′ ⊇ (A⊕d). Suppose that this were not so. Then, the module

S := (A⊕d)/(Q′ ∩ A⊕d) (4.2.14)

is a nontrivial unit A[Fr
]-module. This module is a torsion A-module, and there-

fore has finite dimension over k. But then the structural isomorphism

Fr∗
A S→ S (4.2.15)

implies that (pr ) dimk S = dimk S, which is impossible. Therefore Q′ contains
(A⊕d).

Now consider the intersection of Q′ with the subset

t−1(k⊕d)= {(t−1c1, . . . , t−1cd) | ci ∈ k} ⊆ K⊕d . (4.2.16)

The intersection Q′ ∩ t−1(k⊕d) has a Frobenius-linear endomorphism given by

Q′ ∩ t−1(k⊕d)
Fr ( · ) // Q′ ∩ t−pr

(k⊕d)
·(t pr

−1)// Q′ ∩ t−1(k⊕d). (4.2.17)

We can find a k-basis {λ1, λ2, . . . , λd ′} for Q′ ∩ t−1(k⊕d) consisting of elements
which are fixed by this endomorphism. The elements in this basis can be written
as

λi = t−1ei , (4.2.18)

where ei ∈ (Fpr )⊕d
⊂ K⊕d .

Note that since t−1ei ∈ Q′, the A[Fr
]-module structure of Q′ implies that

t−M ei ∈ Q′ for any M > 0. Now enlarge the set {e1, . . . , ed ′} to a d-element
set {e1, . . . , ed} which is a basis for (Fpr )⊕d . The basis {e1, . . . , ed} determines a
map

K⊕d ′
⊕ A⊕(d−d ′)

→ Q′, (4.2.19)

which is easily seen to be an isomorphism. This completes the proof. �

Proposition 4.2.20. Let Q be a torsion-free finitely-generated unit A[Fr
]-module

such that Qvec
= {0}. Then there exists an A[Fr

]-module isomorphism Q ∼= A⊕d

for some d ≥ 0.

Proof. The module K ⊗A Q is a finitely-generated unit K [Fr
]-module. Choose a

finite separable extension K ′/K which trivializes Q. Let A′ ⊆ K ′ be the integral
closure of A in K ′. Let Q′ = A′⊗A Q.

The module Q′ is a torsion-free unit A′[Fr
]-module such that Q′ ⊗A′ K ′ is

isomorphic to (K ′)⊕d for some d . Note that A′, like A, is a Henselian local ring,
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and in fact there exists an isomorphism between the pair (A′, K ′) and (A, K ). Via
this isomorphism, we can apply Proposition 4.2.11 to find an isomorphism

Q′ ∼= K ′⊕d ′
⊕ A′⊕(d−d ′)

. (4.2.21)

Now since Q′vec
= {0}, clearly we must have d ′ = 0. Thus Q′ ∼= A′⊕d .

The inclusion Q ↪→ Q′ makes Q isomorphic to a submodule of a finitely-
generated A-module. Therefore Q is itself a finitely-generated A-module. The
desired result now follows from Proposition 4.2.10. �

Proposition 4.2.22. Let Q be a torsion-free finitely-generated unit A[Fr
]-module.

Then Q/Qvec is isomorphic to A⊕d for some d ≥ 0.

Proof. Immediate from Proposition 4.2.20. �

4.3. The local Riemann–Hilbert correspondence. We now prove the Riemann–
Hilbert correspondence over the local rings OY,y .

Theorem 4.3.1. Let y be a closed point of Y , and let Z = Spec OY,y . Let V be an
lfgu OFr ,Z -module which is torsion-free (as an OZ -module). Then the sheaf

HomOFr ,Z (V,OZ ) (4.3.2)

is a constructible Fpr -sheaf whose sections all have open support. The double-dual
morphism

V→HomFpr (HomOFr ,Z (V,OZ ),OZ ) (4.3.3)

is an isomorphism.
Let V be a constructible Fpr -sheaf on Z whose sections all have open support.

Then

HomFpr (V,OZ ) (4.3.4)

is a torsion-free lfgu OFr ,Z -module. The double-dual morphism

V →HomOFr ,Z (HomFpr (V,OZ ),OZ ) (4.3.5)

is an isomorphism.

Proof. It is helpful at this point to assign labels to the functors in the Riemann–
Hilbert correspondence. Let

SZ ( · )=HomOFr ,Z ( · ,OZ ) (4.3.6)

and

MZ ( · )=HomFpr ( · ,OZ ). (4.3.7)
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For any Fpr -sheaf M on Z , let Mcon
⊆M denote the subsheaf which is generated

by the global sections of M . For any torsion-free unit OFr ,Z -module M, let Mvec
⊆

M denote the subsheaf generated by 0(Z ,M)vec
⊆ 0(Z ,M) (using notation from

the previous subsection).
These two constructions satisfy a duality property under the Riemann–Hilbert

correspondence. Suppose that φ is a global section of MZ (M) (that is, an Fpr -
linear morphism from M into OZ ). If φ is contained in MZ (M)vec, then it is easy
to see that the morphism of global sections,

0(Z ,M)
φ// 0(Z ,OZ )(= OY,y), (4.3.8)

must be trivial. The converse is also true. The set of morphisms φ for which (4.3.8)
is trivial form a K -vector space (isomorphic to HomFpr (M|Spec K ,OSpec K )) which
is contained in MZ (M)vec.

Thus, MZ (M)vec is equal to the sheaf of morphisms M→ OZ that kill Mcon.
Now suppose that M is a torsion-free finitely-generated unit OFr ,Z -module. It is

clear that any OZ -morphism M→ OZ must kill Mvec. And, since M/Mvec ∼= O⊕d
Z

for some d, it is easily seen that any section of HomOFr ,Z (M,OZ ) which kills Mvec

can be extended to a global section. Therefore SZ (M)
con is the subsheaf of SZ (M)

consisting of morphisms which kill Mvec.
We can now prove the local Riemann–Hilbert correspondence by building on

Proposition 4.1.1 and Proposition 4.2.22. The duality discussed above implies that
the sequence

0→ SZ (V/V
vec)→ SZ (V)→ SZ (V

vec)→ 0 (4.3.9)

is exact. The sheaf SZ (V/V
vec) is constructible (in fact, constant), and the sheaf

SZ (V
vec) is constructible; therefore SZ (V) is constructible. There is a diagram

0 // Vvec //

��

V //

��

V/Vvec //

��

0

0 // MZ (SZ (V
vec)) // MZ (SZ (V)) // MZ (SZ (V/V

vec)) // 0

in which the vertical arrows are double-dual morphisms. The outer vertical arrows
are isomorphisms by Proposition 4.1.1 and Proposition 4.2.22, and so the inner
arrow is an isomorphism by the 5-lemma.

The second part of Theorem 4.3.1 follows similarly. �

4.4. Local-to-global compatibility. The next two propositions show that the func-
tors in the Riemann–Hilbert correspondence are compatible with localization.
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Proposition 4.4.1. Let X be a smooth k-curve, and let x be a closed point of X.
Let M be a constructible Fpr -sheaf on X. Then the natural homomorphism

HomFpr (M,OX )x → HomFpr (M(x),OSpec OX,x ) (4.4.2)

is an isomorphism.

Proof. By replacing X with an appropriate étale neighborhood of x , we may make
the following assumptions:

(1) X is affine.

(2) There is a finite Galois morphism of curves

Z→ X
z 7→ x,

that is totally ramified at x and étale elsewhere, and such that M|Zr{z} is con-
stant.

Let R be the coordinate ring of the curve X , and let S be the coordinate ring
of the (affine) curve Z r {z}. The automorphism group G := Aut(Z/X) acts on
S. Morphisms from the sheaf M to the sheaf OX can be expressed as commutative
diagrams

0(M, Z r {z}) // S

0(M, X) //

OO

R

OO

(4.4.3)

in which the top map is G-equivariant. Likewise morphisms from the sheaf M(x)

to the sheaf OSpec OX,x can be expressed as commutative diagrams

0(M, Z r {z}) // S⊗R OX,x

0(M, X) //

OO

OX,x

OO

(4.4.4)

in which the top map is G-equivariant.
Suppose that we are given a diagram in the form of (4.4.4) above. Then since

0(M, Z r {z}) and 0(M, X) are both finite, there exists an étale subextension
B ⊆ OX,x of R such that the images of the top and bottom maps are contained in
S⊗R B and B, respectively. Thus we obtain a diagram

0(M, Z r {z}) // S⊗R B

0(M, X) //

OO

B

OO

(4.4.5)
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This argument shows that any morphism from M(x) to OSpec OX,x can be extended
to an affine étale neighborhood of x . This proves the proposition. �

Proposition 4.4.6. Let X be a smooth k-curve, and let x be a closed point of X.
Let M be an lfgu OFr ,X -module. Then the natural homomorphism

HomOFr ,X (M,OX )x → HomOX,x [Fr ](Mx ,OX,x) (4.4.7)

is an isomorphism.

Proof. Replacing X with an open subcurve if necessary, we may assume that X is
affine. Let X = Spec R.

It suffices to show that any OX,x [Fr
]-module homomorphism Mx → OX,x can

be extended to an étale neighborhood of x . Let φ : Mx → OX,x be such a homo-
morphism. Let

{m1, . . . ,m`} ⊆ 0(M, X) (4.4.8)

be a finite subset which generates M as an OFr ,X -module. Find an étale subexten-
sion R ↪→ R′ of R ↪→ OX,x which is large enough that R′ contains the set{

φ((m1)x), φ((m2)x), . . . , φ((m`)x)
}
⊆ OX,x . (4.4.9)

Then the homomorphism φ can be extended to a homomorphism from M|(Spec R′)

to OSpec R′ . �

4.5. The proof of the global Riemann–Hilbert correspondence. We will now
complete the proof of the Riemann–Hilbert correspondence on Y (Theorem 2.3.11).

Proposition 4.5.1. Let N be a constructible Fpr -sheaf on Y . Then the sheaf

HomFpr (N ,OY ) (4.5.2)

is an lfgu OFr ,Y -module.

Proof. Let N′ denote the sheaf (4.5.2) above. Since N is constructible, there ex-
ists an open subcurve V ⊆ Y on which N is locally constant of finite rank. The
restriction N′

|V is a coherent OV -module.
We can prove the desired properties of N′ from the analogous properties of its

stalks. Note that Theorem 4.3.1 and Proposition 4.4.1 imply that each stalk N′y ,
y ∈ Y , is a finitely-generated unit OY,y[Fr

]-module. Since the structural morphism
Fr∗

Y N′→ N′ is an isomorphism at each closed point y ∈ Y , it is globally an iso-
morphism. Moreover, since N′

|V is a locally finitely-generated OFr ,V -module, and
each stalk N′y at points y outside of V is a finitely-generated OY,y[Fr

]-module, the
sheaf N′ is a locally finitely-generated OFr ,Y -module.

It remains only to show that N′ is quasicoherent. Let j : V → Y denote the
inclusion map. Consider the homomorphism

N′ ↪→ j∗(N′|V ). (4.5.3)
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The sheaf j∗(N′|V ) is quasicoherent. The cokernel of (4.5.3) is easily seen to be a
quasicoherent skyscraper sheaf. Therefore N′ is quasicoherent. This completes the
proof. �

Proposition 4.5.4. Let N be an lfgu OFr ,Y -module. Then the Fpr -sheaf

HomOFr ,Y (N,OY ) (4.5.5)

is constructible.

Proof. Let N ′ denote sheaf (4.5.5) above. Theorem 4.3.1 and Proposition 4.4.6
imply that the stalks of N ′ are finite. To prove that N ′ is constructible, it suffices to
show that there exists a nontrivial étale morphism Z→Y such that N ′

|Z is constant.
Let η be the generic point of Y . Let L denote a separable closure of the residue

field of η, and let
η : Spec L→ Y (4.5.6)

denote the corresponding geometric generic point. The stalk Nη is a finitely-
generated unit L[Fr

]-module, which must be trivial.
Consider the finite subset

(Nη)
Fr
⊆ Nη.

There exists an étale open U → Y such that all elements of this subset can be
realized as sections of N on U . Let P ⊆ N|U be the subsheaf generated by the
Fr -invariant sections of 0(U,N). This subsheaf is a trivial OFr ,U -module.

The generic rank of P is the same as that of N|U . Since N|U is coherent on a
dense open subset of U (by Proposition 2.1.7), it is easily seen that the sheaves
N|U and P agree on some nonempty open subset U ′ ⊆U .

Then, since N|U ′ is a trivial OFr ,U ′-module, the dual sheaf N ′
|U ′ is constant. This

completes the proof. �

Proof of Theorem 2.3.11. Propositions 4.5.1 and 4.5.4 assert that (2.3.12) is a
constructible Fpr -sheaf and that (2.3.14) is an lfgu OFr ,Y -module. The rest of the
assertions in the theorem follow from Theorem 4.3.1 via Propositions 4.4.1 and
4.4.6. �
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Introduction

Rigidification means, roughly, endowing a type of object with extra structure so as
to eliminate nonidentity automorphisms. For example, a rigidification for dualizing
sheaves on varieties over perfect fields plays an important role in [Lipman 1984].
We will be concerned with rigidifying complexes arising from Grothendieck dual-
ity theory, both in commutative algebra and in algebraic geometry. This paper is
devoted to the algebraic situation; the geometric counterpart is treated in [Avramov
et al. 2010b].

Let R be a noetherian ring and D(R) its derived category. We write Df
b(R) for

the full subcategory of homologically finite complexes, that is to say, complexes M
for which the R-module H(M) is finitely generated. Given complexes M and C
in Df

b(R) one says that M is derived C-reflexive if the canonical map

δC
M : M −→ RHomR(RHomR(M,C),C)

is an isomorphism and RHomR(M,C) is homologically finite. When the ring R
has finite Krull dimension, the complex C is said to be dualizing for R if δC

M is
an isomorphism for all homologically finite complexes M . In [Hartshorne 1966,
p. 258, 2.1] it is proved that when C is isomorphic to some bounded complex of
injective modules, C is dualizing if and only if it is semidualizing, meaning that
the canonical map

χC
: R −→ RHomR(C,C)

is an isomorphism.
Even when Spec R is connected, dualizing complexes for R differ by shifts and

the action of the Picard group of the ring [Hartshorne 1966, p. 266, 3.1]. Such
a lack of uniqueness has been a source of difficulties. Building on work of Van
den Bergh [1997] and extensively using differential graded algebras, Yekutieli and
Zhang [2008; 2009] have developed for algebras of finite type over a regular ring K
of finite Krull dimension a theory of rigid relative to K dualizing complexes. The
additional structure that they carry makes them unique up to unique rigid isomor-
phism.

Our approach to rigidity applies to any noetherian ring R and takes place entirely
within its derived category: We say that M is C-rigid if there is an isomorphism

µ : M
'
−→ RHomR(RHomR(M,C),M),

called a C-rigidifying isomorphism for M . In the context described in the previous
paragraph we prove, using the main result of [Avramov et al. 2010a], that rigidity
in the sense of Van den Bergh, Yekutieli, and Zhang coincides with C-rigidity for
a specific complex C .
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The precise significance of C-rigidity is explained by the following result. It is
abstracted from Theorem 7.3, which requires no connectedness hypothesis.

Theorem 1. If C is a semidualizing complex, then RHomR(χ
C ,C)−1 is a C-

rigidifying isomorphism.
When Spec R is connected and M is nonzero and C-rigid, with C-rigidifying

isomorphism µ, there exists a unique isomorphism α : C −→∼ M making the fol-
lowing diagram commute:

C
RHomR(χ

C ,C)−1
//

α

��

RHomR(RHomR(C,C),C)

RHomR(RHomR(α,C), α)

��
M µ

// RHomR(RHomR(M,C),M)

Semidualizing complexes, identified by Foxby [1972] and Golod [1984] in the
case of modules, have received considerable attention in [Avramov and Foxby
1997] and in the work of Christensen, Frankild, Sather-Wagstaff, and Taylor [Chris-
tensen 2001; Frankild and Sather-Wagstaff 2007; Frankild et al. 2009]. However,
to achieve our goals we need to go further back and rethink basic propositions
concerning derived reflexivity. This is the content of Sections 1 through 6, from
which we highlight some results.

Theorem 2. When C is semidualizing, M is derived C-reflexive if (and only if )
there exists some isomorphism M ' RHomR(RHomR(M,C),C) in D(R), if (and
only if ) Mm is derived Cm-reflexive for each maximal ideal m of R.

This is part of Theorem 3.3. One reason for its significance is that it delivers
derived C-reflexivity bypassing a delicate step, the verification that RHomR(M,C)
is homologically finite. Another is that it establishes that derived C-reflexivity is
a local property. This implies, in particular, that a finite R-module M has finite
G-dimension (Gorenstein dimension) in the sense of Auslander and Bridger [1969]
if it has that property at each maximal ideal of R; see Corollary 6.3.4.

In Theorem 5.6 we characterize pairs of mutually reflexive complexes:

Theorem 3. The complexes C and M are semidualizing and satisfy C ' L ⊗R M
for some invertible graded R-module L if and only if M is derived C-reflexive, C is
derived M-reflexive, and H(M)p 6= 0 holds for every p ∈ Spec R.

In the last section we apply our results to the relative dualizing complex Dσ

attached to an algebra σ : K→ S essentially of finite type over a noetherian ring K ;
see [Avramov et al. 2010a, 1.1 and 6.2]. We show that Dσ is semidualizing if and
only if σ has finite G-dimension in the sense of [Avramov and Foxby 1997]. One
case when the G-dimension of σ is finite is if S has finite flat dimension as a
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K -module. In this context, it follows from a result of [Avramov et al. 2010a] that
Dσ-rigidity is equivalent to rigidity relative to K , in the sense of [Yekutieli and
Zhang 2009]. We prove:

Theorem 4. If K is Gorenstein, the flat dimension of the K -module S is finite, and
dim S is finite, then Dσ is dualizing for S and is rigid relative to K .

When moreover Spec S is connected, Dσ is the unique, up to unique rigid iso-
morphism, nonzero complex in Df

b(S) that is rigid relative to K .

This result, which is contained in Theorem 8.5.6, applies in particular when K
is regular, and is a broad generalization of one of the main results in [Yekutieli and
Zhang 2009].

Our terminology and notation are mostly in line with literature in commutative
algebra. In particular, we put “homological” gradings on complexes, so at first
sight some formulas may look unfamiliar to experts used to cohomological con-
ventions. More details may be found in the Appendix, where we also prove results
on Poincaré series and Bass series of complexes invoked repeatedly in the body of
the text.

Several objects studied in this paper were introduced by Hans-Bjørn Foxby, and
various techniques used below were initially developed by him. We have learned
a lot about the subject from his articles, his lectures, and through collaborations
with him. This work is dedicated to him in appreciation and friendship.

1. Depth

Throughout the paper R denotes a commutative noetherian ring. An R-module is
said to be “finite” if it can be generated, as an R-module, by finitely many elements.

The depth of a complex M over a local ring R with residue field k is the number

depthR M = inf{n ∈ Z | ExtnR(k,M) 6= 0}.

We focus on a global invariant that appears in work of Chouinard and Foxby:

RfdR M = sup{depth Rp− depthRp
Mp | p ∈ Spec R}. (1.0.1)

See 1.6 for a different description of this number. Our goal is to prove:

Theorem 1.1. Every complex M in Df
b(R) satisfies RfdR M <∞.

The desired inequality is obvious for rings of finite Krull dimension. To handle
the general case, we adapt the proof of a result of Gabber; see Proposition 1.5.

A couple of simple facts are needed to keep the argument going:

1.2. If 0→ L→ M→ N → 0 is an exact sequence of complexes then one has

RfdR M ≤max{RfdR L ,RfdR N }.
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Indeed, for every p ∈ Spec R and each n ∈ Z one has an induced exact sequence

ExtnRp
(Rp/pRp, Lp)→ ExtnRp

(Rp/pRp,Mp)→ ExtnRp
(Rp/pRp, Np)

that yields depthRp
Mp ≥min{depthRp

Lp, depthRp
Np}.

The statement below is an Auslander–Buchsbaum equality for complexes:

1.3. Each bounded complex F of finite free modules over a local ring R has

depthR F = depth R− sup H(k⊗R F);

see [Foxby 1979, 3.13]. This formula is an immediate consequence of the isomor-
phisms

RHomR(k, F)' RHomR(k, R)⊗L
R F ' RHomR(k, R)⊗L

k (k⊗R F)

in D(R), where the first one holds because F is finite free.

Proof of Theorem 1.1. It’s enough to prove that RfdR M < ∞ holds for cyclic
modules. Indeed, replacing M with a quasiisomorphic complex we may assume
amp M = amp H(M). If one has amp M = 0, then M is a shift of a finite R-module,
so an induction on the number of its generators, using 1.2, shows that RfdR M is
finite. Assume the statement holds for all complexes of a given amplitude. Since
L=6i Mi with i = inf M is a subcomplex of M , and one has amp(M/L)< amp M ,
using 1.2 and induction we obtain RfdR M ≤max{RfdR L ,RfdR (M/L)}<∞.

By way of contradiction, assume RfdR (R/J )=∞ holds for some ideal J of R.
Since R is noetherian, we may choose J so that RfdR (R/I ) is finite for each ideal
I with I ) J . The ideal J is prime: otherwise one would have an exact sequence

0→ R/J ′→ R/J → R/I → 0,

where J ′ is a prime ideal associated to R/J with J ′ ) J ; this implies I ) J , so in
view of 1.2 the exact sequence yields RfdR (R/J ) <∞, which is absurd.

Set S= R/J , fix a finite generating set of J , let g denote its cardinality, and E be
the Koszul complex on it. As S is a domain and

⊕
i Hi (E) is a finite S-module, we

may choose f ∈ R r J so that each S f -module Hi (E) f is free. Now (J, f ) ) J
implies that j = RfdR (R/(J, f )) is finite. To get the desired contradiction we
prove

depth Rp− depthRp
Sp ≤max{ j − 1, g} for each p ∈ Spec R.

In the case p 6⊇ J one has depthRp
Sp =∞, so the inequality obviously holds.

When p⊇ (J, f ) the exact sequence

0→ S
f
−→ S→ R/(J, f )→ 0
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yields depthRp
Sp = depthRp

(R/(J, f ))p+ 1, and hence one has

depth Rp− depthRp
Sp ≤ j − 1.

It remains to treat the case f /∈ p ⊇ J . Set k = Rp/pRp, d = depthRp
Sp, and

s = sup H(Ep). In the second quadrant spectral sequence

2Ep,q = Ext−p
Rp
(k,Hq(Ep))H⇒ Ext−p−q

Rp
(k, Ep),

r dp,q
:

r Ep,q −→
r Ep−r,q+r−1,

one has 2Ep,q = 0 for q > s, and also for p >−d because each Hq(Ep) is a finite
direct sum of copies of Sp. Therefore, the sequence converges strongly and yields

ExtiRp
(k, Ep)∼=

{
0 for i < d − s,
ExtdRp

(k,Hs(Ep)) 6= 0 for i = d − s.

The formula above implies depthRp
Ep = d− s. This gives the first equality below,

with the second equality coming from 1.3.

depth Rp− depthRp
Sp = depth Rp− depthRp

Ep− s

= sup H(k⊗Rp Ep)− s

≤ g− s ≤ g. �

A complex in D−(R) is said to have finite injective dimension if it is isomorphic
in D(R) to a bounded complex of injective R-modules. The next result, due to
Ischebeck [1969, 2.6] when M and N are modules, can be deduced from [Chris-
tensen et al. 2002, 4.13].

Lemma 1.4. Let R be a local ring and N in Df
b(R) a complex of finite injective

dimension. For each M in Df
b(R) there is an equality

sup{n ∈ Z | ExtnR(M, N ) 6= 0} = depth R− depth M − inf H(N ).

Proof. Let k be the residue field k of R. The first isomorphism below holds because
N has finite injective dimension and M is in Df

b(R) (see [Avramov and Foxby 1991,
4.4.I]):

H(k⊗L
R RHomR(M, N ))∼= H(RHomR(RHomR(k,M), N ))

∼= H(RHomk(RHomR(k,M),RHomR(k, N )))
∼= Homk(H(RHomR(k,M)),H(RHomR(k, N ))).

The other isomorphisms are standard. One deduces the second equality below:

inf H(RHomR(M, N ))= inf H(k⊗L
R RHomR(M, N ))

= inf H(RHomR(k, N ))+ depthR M.
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The first one comes from Lemma A.4.3. In particular, for M = R this yields

inf H(RHomR(k, N ))= inf H(N )− depth R.

Combining the preceding equalities, one obtains the desired assertion. �

The next result is due to Gabber [Conrad 2000, 3.1.5]; Goto [1982] had proved
it for N = R.

Proposition 1.5. For each N in Df
b(R) the following conditions are equivalent.

(i) For each p ∈ Spec R the complex Np has finite injective dimension over Rp.

(ii) For each M in Df
b(R) one has ExtnR(M, N )= 0 for n� 0.

(ii′) For each m ∈Max R one has ExtnR(R/m, N )= 0 for n� 0.

Proof. (i)H⇒ (ii). For each prime p, Lemma 1.4 yields the second equality below:

− inf H(RHomR(M, N )p)=− inf H(RHomRp(Mp, Np))

= depth Rp− depthRp
Mp− inf H(Np)

≤ RfdR M − inf H(N ).

Theorem 1.1 thus implies the desired result.
(ii′)H⇒ (i). Since N is in Df

b(R) for each integer n, one has an isomorphism

ExtnRm
(Rm/mRm, Nm)∼= ExtnR(R/m, N )m.

Thus, the hypothesis and A.5.1 imply Nm has finite injective dimension over Rm.
By localization, Np has finite injective dimension over Rp for each prime p⊆m. �

Notes 1.6. In [Christensen et al. 2002, 2.1] the number RfdR M is defined by the
formula

RfdR M = sup{n ∈ Z | TorR
n (T,M) 6= 0},

where T ranges over the R-modules of finite flat dimension, and is called the large
restricted flat dimension of M (hence the notation). With this definition, formula
(1.0.1) is due to Foxby (see [Christensen 2000, Notes, p. 131]) and is proved in
[Christensen 2000, 5.3.6; Christensen et al. 2002, 2.4(b)]. For M of finite flat
dimension one has RfdM = fdR M [Christensen 2000, 5.4.2(b); Christensen et al.
2002, 2.5] and then (1.0.1) goes back to [Chouinard 1976, 1.2].

2. Derived reflexivity

For every pair C,M in D(R) there is a canonical biduality morphism

δC
M : M→ RHomR(RHomR(M,C),C), (2.0.1)
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induced by the morphism of complexes m 7→ (α 7→ (−1)|m||α|α(m)). We say that
M is derived C-reflexive if both M and RHomR(M,C) are in Df

b(R), and δC
M is an

isomorphism. Some authors write “C-reflexive” instead of “derived C-reflexive”.
Recall that the support of a complex M in Df

b(R) is the set

SuppR M = {p ∈ Spec R | H(M)p 6= 0}.

Theorem 2.1. Let R be a noetherian ring and C a complex in Df
b(R).

For each complex M in Df
b(R), the following conditions are equivalent.

(i) M is derived C-reflexive.

(ii) RHomR(M,C) is derived C-reflexive and SuppR M ⊆ SuppR C holds.

(iii) RHomR(M,C) is in D+(R), and for every m ∈Max R one has

Mm ' RHomRm(RHomRm(Mm,Cm),Cm) in D(Rm).

(iv) U−1 M is derived U−1C-reflexive for each multiplicatively closed set U ⊆ R.

The proof is based on a useful criterion for derived C-reflexivity.

2.2. Let C and M be complexes of R-modules, and set h= RHomR(−,C).
The composition h(δC

M) ◦ δ
C
h(M) is the identity map of h(M), so the map

H(δC
h(M)) : H(h(M))→ H(h3(M))

is a split monomorphism. Thus, if h(M) is in Df(R) and there exists some isomor-
phism H(h(M))∼= H(h3(M)), then δC

h(M) and h(δC
M) are isomorphisms in D(R).

The following proposition is an unpublished result of Foxby.

Proposition 2.3. If for C and M in Df
b(R) there exists an isomorphism

µ : M ' RHomR(RHomR(M,C),C) in D(R),

then the biduality morphism δC
M is an isomorphism as well.

Proof. Set h = RHomR(−,C). Note that h(M) is in Df
−
(R) because C and M are

in Df
b(R). The morphism µ induces an isomorphism H(h3(M))∼=H(h(M)). Each

R-module Hn(h(M))= Ext−n
R (M,C) is finite, so we conclude from 2.2 that δC

h(M)
is an isomorphism in D(R), and hence δC

h2(M) is one as well. The square

M
µ

'

//

δC
M

��

h2(M)

' δC
h2(M)

��
h2(M)

h2(µ)

'

// h4(M)

in D(R) commutes and implies that δC
M is an isomorphism, as desired. �
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Proof of Theorem 2.1. (i)H⇒ (ii). This follows from 2.2 and A.6.
(ii)H⇒ (i). Set h= RHomR(−,C) and form the exact triangle in D(R):

M
δC

M
−−→ h2(M)−→ N −→

As h(M) is C-reflexive, one has h2(M)∈Df
b(R), so the exact triangle above implies

that N is in Df
b(R). Since SuppR M ⊆ SuppR C holds, using A.6 one obtains

SuppR N ⊆ SuppR M ∪SuppR h2(M)

= SuppR M ∪ (SuppR M ∩SuppR C)⊆ SuppR C.

On the other hand, the exact triangle above induces an exact triangle

h(N )−→ h3(M)
h(δC

M )
−−−−→ h(M)−→

Since h(M) is C-reflexive δC
h(M) is an isomorphism, so 2.2 shows that h(δC

M) is
an isomorphism as well. The second exact triangle now gives H(h(N )) = 0. The
already established inclusion SuppR N ⊆ SuppR C and A.6 yield

SuppR N = SuppR N ∩SuppR C = SuppR RHomR(N ,C)=∅.

This implies N = 0 in D(R), and hence δC
M is an isomorphism.

(i)H⇒ (iv). This is a consequence of the hypothesis RHomR(M,C) ∈ Df
+
(R).

(iv)H⇒ (iii). With U = {1} the hypotheses in (iv) implies RHomR(M,C) is in
Df
+
(R), while the isomorphism in (iii) is the special case U = R \m.
(iii)H⇒ (i). For each m ∈Max R, Proposition 2.3 yields that δCm

Mm
is an isomor-

phism, in D(Rm). One has a canonical isomorphism

λm : RHomR(RHomR(M,C),C)m
'
−→ RHomRm(RHomRm(Mm,Cm),Cm),

because RHomR(M,C) is in Df
+
(R) and M is in Df

b(R). Now using the equality
δCm

Mm
= λm(δ

C
M)m one sees that (δC

M)m is an isomorphism, and hence so is δC
M . �

3. Semidualizing complexes

For each complex C there is a canonical homothety morphism

χC
: R→ RHomR(C,C) in D(R) (3.0.1)

induced by r 7→ (c 7→ rc). As in [Christensen 2001, 2.1], we say that C is semidu-
alizing if it is in Df

b(R) and χC an isomorphism. We bundle convenient recognition
criteria in:

Proposition 3.1. For a complex C in Df
b(R) the following are equivalent:

(i) C is semidualizing.
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(i′) R is derived C-reflexive.

(ii) C is derived C-reflexive and SuppR C = Spec R.

(iii) For each m ∈Max R there is an isomorphism

Rm ' RHomRm(Cm,Cm) in D(Rm).

(iv) U−1C is semidualizing for U−1 R for each multiplicatively closed set U ⊆ R.

Proof. To see that (i) and (i′) are equivalent, decompose χC as

R
δC

R
−→ RHomR(RHomR(R,C),C)

'
−→ RHomR(C,C),

with isomorphism induced by the canonical isomorphism C
'
−→ RHomR(R,C).

Conditions (i′) through (iv) are equivalent by Theorem 2.1 applied with M = R.
�

Next we establish a remarkable property of semidualizing complexes. It uses
the invariant RfdR (−) discussed in Section 1.

Theorem 3.2. If C is a semidualizing complex for R and L is a complex in Df
−
(R)

with RHomR(L ,C) ∈ Df
b(R), then L is in Df

b(R); more precisely, one has

inf H(L)≥ inf H(C)−RfdR RHomR(L ,C) >−∞.

Proof. For each m ∈Max R ∩SuppR L one has a chain of relations

inf H(Lm)=− depthRm
Cm+ depthRm

RHomR(L ,C)m
= inf H(Cm)− depth Rm+ depthRm

RHomR(L ,C)m
≥ inf H(C)−RfdR RHomR(L ,C)

>−∞

with equalities given by Lemma A.5.3, applied first with M = L and N = C , then
with M =C = N ; the first inequality is clear, and the second one holds by Theorem
1.1. Now use the equality inf H(L)= infm∈Max R{inf H(Lm)}. �

The next theorem parallels Theorem 2.1. The impact of the hypothesis that C
is semidualizing can be seen by comparing condition (iii) in these results: one
need not assume RHomR(M,C) is bounded. In particular, reflexivity with respect
to a semidualizing complex can now be defined by means of property (i′) alone.
Antecedents of the theorem are discussed in 3.4.

Theorem 3.3. Let C be a semidualizing complex for R.
For a complex M in Df

b(R) the following conditions are equivalent:

(i) M is derived C-reflexive.

(i′) There exists an isomorphism M ' RHomR(RHomR(M,C),C).
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(ii) RHomR(M,C) is derived C-reflexive.

(iii) For each m ∈Max R there is an isomorphism

Mm ' RHomRm(RHomRm(Mm,Cm),Cm) in D(Rm).

Furthermore, these conditions imply the following inequalities

amp H(RHomR(M,C))≤ amp H(C)− inf H(M)+RfdR M <∞.

Proof. (i)⇐⇒(ii). Apply Theorem 2.1, noting that SuppR C = Spec R, by A.6.
(i)H⇒ (i′). This implication is a tautology.
(i′)H⇒ (iii). This holds because Theorem 3.2, applied with L=RHomR(M,C),

shows that RHomR(M,C) is bounded, and so the given isomorphism localizes.
(iii) H⇒ (i). For each m ∈Max R the complex Cm is semidualizing for Rm by

Proposition 3.1. One then has a chain of (in)equalities

inf H(RHomR(M,C))= inf
m∈Max R

{inf H(RHomR(M,C)m)}

= inf
m∈Max R

{inf H(RHomRm(Mm,Cm))}

≥ inf
m∈Max R

{inf H(Cm)−RfdRm Mm}

≥ inf H(C)− sup
m∈Max R

{RfdRm Mm}

= inf H(C)−RfdR M

>−∞,

where the first inequality comes from Theorem 3.2 applied over Rm to the complex
L = RHomRm(Mm,Cm), while the last inequality is given by Theorem 1.1. It now
follows from Theorem 2.1 that M is derived C-reflexive.

The relations above and A.1 yield the desired bounds on amplitude. �

Notes 3.4. The equivalence (i)⇐⇒(ii) in Theorem 3.3 follows from [Christensen
2000, 2.1.10; 2001, 2.11]; see [Frankild et al. 2009, 3.3]. When dim R is finite, a
weaker form of (iii)H⇒ (i) is proved in [Frankild and Sather-Wagstaff 2007, 2.8]:
δCm

Mm
an isomorphism for all m ∈Max R implies that δC

M is one.
When R is Cohen–Macaulay and local each semidualizing complex C satisfies

amp H(C) = 0, so it is isomorphic to a shift of a finite module; see [Christensen
2001, 3.4].

4. Perfect complexes

Recall that a complex of R-modules is said to be perfect if it is isomorphic in
D(R) to a bounded complex of finite projective modules. For ease of reference we
collect, with complete proofs, some useful tests for perfection; the equivalence of
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(i) and (ii) is contained in [Christensen 2000, 2.1.10], while the argument that (i)
are (iii) are equivalent is modelled on a proof when M is a module, due to Bass
and Murthy [Bass and Murthy 1967, 4.5].

Theorem 4.1. For a complex M in Df
b(R) the following conditions are equivalent.

(i) M is perfect.

(ii) RHomR(M, R) is perfect.

(iii) Mm is perfect in D(Rm) for each m ∈Max R.

(iii′) P Rm
Mm
(t) is a Laurent polynomial for each m ∈Max R.

(iv) U−1 M is perfect in D(U−1 R) for each multiplicatively closed set U ⊆ R.

Proof. (iv)H⇒ (iii). This implication is a tautology.
(iii) H⇒ (i). Choose a resolution F →' M with each F i finite free and zero for

i� 0. Set s= sup H(F)+1 and H = Im(∂F
s ), and note that the complex6−s F>s is

a free resolution of H . Since each R-module Im(∂F
n ) is finite, the subset of primes

p ∈ Spec R with Im(∂F
n )p projective over Rp is open. It follows that the set

Dn = {p ∈ Spec R | pdRp
Hp ≤ n}

is open in Spec R for every n≥0. One has Dn⊆ Dn+1 for n≥0, and the hypothesis
means

⋃
n>0 Dn = Spec R. As Spec R is noetherian, it follows that Dp = Spec R

holds for some p≥ 0, so that Im(∂F
s+p) is projective. Taking En = 0 for n > s+ p,

Es+p = Im(∂F
s+p), and En = Fn for n < s+ p one gets a perfect subcomplex E of

F . The inclusion E→ F is a quasiisomorphism, so F is perfect.
(i)H⇒ (iv) and (i)H⇒ (ii). In D(R) one has M ' F with F a bounded complex

of finite projective R-modules. This implies isomorphisms U−1 M ' U−1 F in
D(U−1 R) and RHomR(M, R)'RHomR(F, R) in D(R), with bounded complexes
of finite projective modules on their right hand sides.

(ii) H⇒ (i). The perfect complex N = RHomR(M, R) is evidently derived R-
reflexive, so the implication (ii)H⇒ (i) in Theorem 2.1 applied with C = R gives
M 'RHomR(N , R); as we have just seen, RHomR(N , R) is perfect along with N .

(iii)⇐⇒(iii′). We may assume that R is local with maximal ideal m. By A.4.1,
there is an isomorphism F ' M in D(R), with each Fn finite free, ∂(F) ⊆ mF ,
and P R

M(t)=
∑

n∈Z rankR Fntn . Thus, M is perfect if and only if Fn = 0 holds for
all n� 0; that is, if and only if P R

M(t) is a Laurent polynomial. �

The following elementary property of perfect complexes is well known:

4.2. If M and N are perfect complexes, then so are M⊗L
R N and RHomR(M, N ).

To prove a converse we use a version of a result from [Foxby and Iyengar 2003],
which incorporates a deep result in commutative algebra, the New Intersection
Theorem.
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Theorem 4.3. When M is a perfect complex of R-modules and N a complex in
Df(R) satisfying SuppR N ⊆ SuppR M , the following inequalities hold:

sup H(N )≤ sup H(M ⊗L
R N )− inf H(M),

inf H(N )≥ inf H(M ⊗L
R N )− sup H(M),

amp H(N )≤ amp H(M ⊗L
R N )+ amp H(M).

If M ⊗L
R N or RHomR(M, N ) is in Db(R), then N is in Df

b(R).

Proof. For each p in SuppR N the complex Mp is perfect and nonzero in D(Rp).
The second link in the following chain comes from [Foxby and Iyengar 2003,

3.1], and the rest are standard:

sup H(N )p = sup H(Np)

≤ sup H(Mp⊗
L
Rp

Np)− inf H(Mp)

= sup H(M ⊗L
R N )p− inf H(M)p

≤ sup H(M ⊗L
R N )− inf H(M).

The first inequality follows, as one has sup H(N )= supp∈Supp N {sup H(N )p}.
Lemma A.4.3 gives the second link in the next chain, and the rest are standard:

inf H(N )p = inf H(Np)

= inf H(Mp⊗
L
Rp

Np)− inf H(M)p

= inf H(M ⊗L
R N )p− inf H(M)p

≥ inf H(M ⊗L
R N )− sup H(M).

The second inequality follows, as one has inf H(N )= infp∈Supp N {inf H(N )p}.
The first two inequalities imply the third one, which contains the assertion con-

cerning M ⊗L
R N . In turn, it implies the assertion concerning RHomR(M, N ),

because the complex RHomR(M, R) is perfect along with M , one has

SuppR N ⊆ SuppR M = SuppR RHomR(M, R)

due to A.6, and there is a canonical isomorphism

RHomR(M, R)⊗L
R N ' RHomR(M, N ). �

Corollary 4.4. Let M be a perfect complex and N a complex in Df(R) satisfying
SuppR N ⊆ SuppR M. If M ⊗L

R N or RHomR(M, N ) is perfect, then so is N .

Proof. Suppose M ⊗L
R N is perfect; then N ∈ Df

b(R) holds, by Theorem 4.3. For
each m ∈ Max R, Theorem 4.1 and Lemma A.4.3 imply that P Rm

Mm
(t)P Rm

Nm
(t) is a
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Laurent polynomial, and hence so is P Rm
Nm
(t). Another application of Theorem 4.1

now shows that N is perfect.
The statement about RHomR(M, N ) follows from the one concerning derived

tensor products, by using the argument for the last assertion of the theorem. �

Next we establish a stability property of derived reflexivity. The forward impli-
cation is well known; see, for instance, [Christensen 2001, 3.17].

Theorem 4.5. Let M be a perfect complex and C a complex in Df
−
(R).

If N in D(R) is derived C-reflexive, then so is M ⊗L
R N.

Conversely, for N in Df(R) satisfying SuppR N ⊆ SuppR M , if M ⊗L
R N is de-

rived C-reflexive, then so is N .

Proof. We may assume that M is a bounded complex of finite projective R-
modules.

Note that derived C-reflexivity is preserved by translation, direct sums, and di-
rect summands, and that if two of the complexes in some exact triangle are derived
C-reflexive, then so is the third. A standard induction on the number of nonzero
components of M shows that when N is derived C-reflexive, so is M ⊗R N .

Assume that M ⊗L
R N is derived C-reflexive and SuppR N ⊆ SuppR M holds.

Theorem 4.3 gives N ∈ Df
b(R). For the complex M∗ = RHomR(M, R) and the

functor h(−)= RHomR(−,C), in D(R) there is a natural isomorphism

M∗⊗L
R h(N )' h(M ⊗L

R N ).

Now h(N ) is in Df(R) because N is in Df
b(R) and C is in Df

−
(R), by [Hartshorne

1966, p. 92, 3.3]. Since M is perfect, one has that

SuppR h(N )⊆ SuppR N ⊆ SuppR M = SuppR M∗,

so Theorem 4.3 gives h(N )∈Df
b(R). Thus, h2(N ) is in Df(R), so the isomorphism

M ⊗L
R h2(N )' h2(M ⊗L

R N ) (4.5.1)

and Theorem 4.3 yield h2(N ) ∈ Df
b(R). Forming an exact triangle

N
δC

N
−−→ h2(N )−→W −→

one then gets W ∈ Df
b(R) and SuppR W ⊆ SuppR N .

In the induced exact triangle

M ⊗L
R N

M⊗L
Rδ

C
N

−−−−−→ M ⊗L
R h2(N )−→ M ⊗L

R W −→

the morphism M⊗L
Rδ

C
N is an isomorphism, as its composition with the isomorphism

in (4.5.1) is equal to δC
M⊗L

R N
, which is an isomorphism by hypothesis. Thus, we
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obtain

M ⊗L
R W = 0 in D(R),

hence W = 0 by A.6, so δC
N is a isomorphism. �

Sometimes, the perfection of a complex can be deduced from its homology.
Let H be a graded R-module. We say that H is (finite) graded projective if it is

bounded and for each i ∈ Z the R-module Hi is (finite) projective.

4.6. If M is a complex of R-modules such that H(M) is projective, then M'H(M)
in D(R), by [Avramov et al. 2010a, 1.6]. Thus when H(M) is in addition finite, M
is perfect.

We recall some facts about projectivity and idempotents; see also [Avramov and
Iyengar 2008, 2.5].

4.7. Let H be a finite graded projective R-module.
The Rp-module (Hi )p then is finite free for every p ∈ Spec R and every i ∈ Z,

and one has (Hi )p = 0 for almost all i , so H defines a function

rH : Spec R→ N given by rH (p)=
∑
i∈Z

rankRp(Hi )p.

One has rH (p) = rankRp

(⊕
i∈Z Hi

)
p
; since the R-module

⊕
i∈Z Hi is finite pro-

jective, rH is constant on each connected component of Spec R.
We say that H has rank d, and write rankR H = d , if rH (p)= d holds for every

p ∈ Spec R. We say that H is invertible if it is graded projective of rank 1.

4.8. Let {a1, . . . , as} be the (unique) complete set of orthogonal primitive idem-
potents of R. The open subsets Dai = {p ∈ Spec R | p 63 ai } for i = 1, . . . , s are
then the distinct connected components of Spec R.

An element a of R is idempotent if and only if a = ai1 + · · · + air with indices
1≤ i1 < · · ·< ir ≤ s; this sequence of indices is uniquely determined.

Let a be an idempotent and−a denote localization at the multiplicatively closed
set {1, a} of R. For all M and N in D(R) there are canonical isomorphisms

M ' Ma ⊕M1−a and

RHomR(Ma, N )' RHomR(Ma, Na)' RHomR(M, Na) .

In particular, when M is in Df
b(R) so is Ma , and there is an isomorphism M ' Ma

in D(R) if and only if one has SuppR M = Da .
Every graded R-module L has a canonical decomposition L =

⊕s
i=1 Lai .

The next result sounds — for the first time in this paper — the theme of rigidity.
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Theorem 4.9. Let L be a complex in Df
−
(R).

If M in Df
b(R) satisfies SuppR M ⊇ SuppR L and there is an isomorphism

M ' RHomR(L ,M) or M ' L ⊗L
R M,

then for some idempotent a in R the Ra-module H0(L)a is invertible and one has

L ' H0(L)' H0(L)a ' La in D(R).

The element a is determined by either one of the following equalities:

SuppR M = {p ∈ Spec R | p 63 a} = SuppR L .

Proof. If H(M) = 0, then the hypotheses imply SuppR L = ∅, so a = 0 is the
desired idempotent. For the rest of the proof we assume H(M) 6= 0.

If M 'RHomR(L ,M) holds and m is in Max R∩SuppR M , then Lemma A.5.3
shows that Lm is in Df

+
(Rm) and gives the second equality below:

I Mm
Rm
(t)= I RHomR(L ,M)m

Rm
(t)= P Rm

Lm
(t) · I Mm

Rm
(t).

As I Mm
Rm
(t) 6= 0 by A.5.2, this gives P Rm

Lm
(t) = 1, and hence Lm ' Rm by A.4.1.

Thus, for every p ∈ SuppR M one has Lp ' Rp, which yields

SuppR M = SuppR L = SuppR H0(L)

and shows the R-module H0(L) is projective with rankRp H0(L)p = 1 for each
p ∈ SuppR H0(L). The rank of a projective module is constant on connected com-
ponents of Spec R, and therefore SuppR H0(L) is a union of such components,
whence, by 4.8, there is a unique idempotent a ∈ R, such that

SuppR H0(L)= {p ∈ Spec R | p 63 a},

and the graded Ra-module H(L)a is invertible. The preceding discussion, 4.8, and
4.6 give isomorphisms L ' H0(L)' H0(L)a ' La in D(R).

A similar argument, using Lemma A.4.3 and A.4.2, applies if M ' L⊗L
R M . �

5. Invertible complexes

We say that a complex in D(R) is invertible if it is semidualizing and perfect.
The following canonical morphisms, defined for all L , M , and N in D(R), play

a role in characterizing invertible complexes and in using them: Evaluation

RHomR(L , N )⊗L
R L −→ N (5.0.1)
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is induced by the chain map λ⊗ l 7→ λ(l). Tensor-evaluation is the composition

RHomR(M ⊗L
R L , N )⊗L

R L
'
−−→ RHomR(L ⊗L

R M, N )⊗L
R L

'
−−→ RHomR(L ,RHomR(M, N ))⊗L

R L

−−→ RHomR(M, N ),

(5.0.2)

where the isomorphisms are canonical and the last arrow is given by evaluation.
The equivalence of conditions (i) and (i′) in the result below shows that for com-

plexes with zero differential, invertibility agrees with the notion in 4.7. Invertible
complexes coincide with the tilting complexes of Frankild, Sather-Wagstaff, and
Taylor, see [Frankild et al. 2009, 4.7], where some of the following equivalences
are proved.

Proposition 5.1. For L ∈ Df
b(R) the following conditions are equivalent.

(i) L is invertible in D(R).

(i′) H(L) is an invertible graded R-module.

(ii) RHomR(L , R) is invertible in D(R).

(ii′) ExtR(L , R) is an invertible graded R-module.

(iii) For each p ∈ Spec R one has Lp '6
r(p)Rp in D(Rp) for some r(p) ∈ Z.

(iii′) For each m ∈Max R one has P Rm
Lm
(t)= tr(m) for some r(m) ∈ Z.

(iv) U−1L is invertible in D(U−1 R) for each multiplicatively closed set U ⊆ R.

(v) For some N in Df(R) there is an isomorphism N ⊗L
R L ' R.

(vi) For each N in D(R) the evaluation map (5.0.1) is an isomorphism.

(vi′) For all M , N in D(R) the tensor-evaluation map (5.0.2) is an isomorphism.

Proof. (i)⇐⇒(iv). This follows from Proposition 3.1 and Theorem 4.1.
(i)H⇒ (vi). The first two isomorphisms below hold because L is perfect:

RHomR(L , N )⊗L
R L ' RHomR(L , L ⊗L

R N )' RHomR(L , L)⊗L
R N ' N .

The third one holds because L is semidualizing.
(vi)H⇒ (vi′). In (5.0.2), use (5.0.1) with RHomR(M, N ) in place of N .
(vi′)H⇒ (vi). Set M = R in (5.0.2).
(vi)H⇒ (v). Setting N = R one gets an isomorphism RHomR(L , R)⊗L

R L ' R.
Note that RHomR(L , R) is in Df

−
(R), since L is in Df

b(R).
Condition (v) localizes, and the already-proved equivalence of (i) and (iv) shows

that conditions (i) and (ii) can be checked locally. Clearly, the same holds true for
conditions (i′), (ii′), (iii′), and (iii). Thus, in order to finish the proof it suffices to
show that when R is a local ring there exists a string of implications linking (v) to
(i) and passing through the remaining conditions.
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(v)H⇒ (iii′). Lemma A.4.3 gives P R
N (t) · P

R
L (t)= 1. Such an equality of formal

Laurent series implies P R
L (t)= tr and P R

N (t)= t−r for some integer r .
(iii′)H⇒ (iii). This follows from A.4.1.
(iii)H⇒ (i′). This implication is evident.
(i′)H⇒ (ii′). As H(L) is projective one has L ' H(L) in D(R) (see 4.6), hence

ExtR(L , R)∼= ExtR(H(L), R)∼= HomR(H(L), R).

Now note that the graded module HomR(H(L), R) is invertible because H(L) is.
(ii′) H⇒ (ii). Because H(RHomR(L , R)) is projective, 4.6 gives the first iso-

morphism below; the second one holds (for some r ∈ Z) because R is local:

RHomR(L , R)' H(RHomR(L , R))= ExtR(L , R)'6r R.

(ii) H⇒ (i). The invertible complex L ′ = RHomR(L , R) is evidently derived
R-reflexive, so the implication (ii) H⇒ (i) in Theorem 2.1 applies with C = R. It
gives L ' RHomR(L ′, R); now note that RHomR(L ′, R) is invertible along with
L . �

Recall that Pic(R) denotes the Picard group of R, such that its elements are
isomorphism classes of invertible R-modules, multiplication is induced by tensor
product over R, and the class of HomR(L , R) is the inverse of that of L . A derived
version of this construction is given in [Frankild et al. 2009, 4.1] and is recalled
below; it coincides with the derived Picard group of R relative to itself, in the sense
of Yekutieli [1999, 3.1].

5.2. When L is an invertible complex, we set

L−1
= RHomR(L , R).

Condition (vi) of Proposition 5.1 gives for each N ∈ D(R) an isomorphism

RHomR(L , N )' L−1
⊗

L
R N .

In view of 4.6, condition (i′) of Proposition 5.1 implies that the isomorphism
classes [L] of invertible complexes L in D(R) form a set, which we call DPic(R).
As derived tensor products are associative and commutative, DPic(R) carries the
natural structure of an abelian group, with unit element [R], and [L]−1

= [L−1
].

Following [Frankild et al. 2009, 4.3.1], we refer to it as the derived Picard group
of R.

We say that complexes M and N are derived Picard equivalent if there is an
isomorphism N ' L ⊗L

R M for some invertible complex L .
Clearly, if N and N ′ are complexes in D(R) which satisfy L ⊗L

R N ' L ⊗L
R N ′

or RHomR(L , N )' RHomR(L , N ′), then N ' N ′.
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The derived Picard group of a local ring R is the free abelian group with gen-
erator [6R]; see [Frankild et al. 2009, 4.3.4]. In general, one has the following
description, which is a special case of [Yekutieli 1999, 3.5]. We include a proof,
for the sake of completeness.

Proposition 5.3. There exists a canonical isomorphism of abelian groups

DPic(R)
∼=
−→

s∏
i=1

(
Pic(Rai )×Z

)
,

where {a1, . . . , as} is the complete set of primitive orthogonal idempotents; see 4.8.

Proof. By Proposition 5.1, every element of DPic(R) is equal to [L] for some
graded invertible R-module L . In the canonical decomposition from 4.8 each
Rai -module Lai is graded invertible. It is indecomposable because Spec(Rai ) is
connected, hence Lai

∼= 6ni L i with uniquely determined invertible Rai -module
L i and ni ∈ Z. The map [L] 7→

(
([L1], n1), . . . , ([Ls], ns)

)
gives the desired

isomorphism. �

Other useful properties of derived Picard group actions are collected in the next
two results, which overlap with [Frankild et al. 2009, 4.8]; we include proofs for
completeness.

Lemma 5.4. For L invertible, and C and M in Df
b(R), the following are equiva-

lent.

(i) M is derived C-reflexive.

(ii) M is derived L ⊗L
R C-reflexive.

(iii) L ⊗L
R M is derived C-reflexive.

Proof. (i)H⇒ (ii). Since L is invertible, the morphism

ϑ : L ⊗L
R RHomR(M,C)→ RHomR(M, L ⊗L

R C)

represented by l ⊗ α 7→ (m 7→ l ⊗ α(m)), is an isomorphism: It suffices to check
the assertion after localizing at each p ∈ Spec R, where it follows from Lp

∼=

Rp. In particular, since RHomR(M,C) is in Df
b(R), so is RHomR(M, L ⊗L

R C).
Furthermore, in D(R) there is a commutative diagram of canonical morphisms

M
δ

L⊗L
R C

M //

δC
M '

��

RHomR(RHomR(M, L ⊗L
R C), L ⊗L

R C)

RHomR(ϑ,L⊗L
RC)'

��
RHomR(RHomR(M,C),C) λ

'

// RHomR(L ⊗L
R RHomR(M,C), L ⊗L

R C)
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with λ(α)= L⊗L
Rα, which is an isomorphism, as is readily verified by localization.

Thus, M is derived L ⊗L
R C-reflexive.

(ii) H⇒ (i). The already established implication (i) H⇒ (ii) shows that M is
reflexive with respect to L−1

⊗
L
R (L ⊗

L
R C), which is isomorphic to C .

(i)⇐⇒(iii) This follows from Theorem 4.5. �

From Proposition 3.1 and Lemma 5.4, we obtain:

Lemma 5.5. For L invertible and C in Df
b(R) the following are equivalent.

(i) C is semidualizing.

(ii) L ⊗L
R C is semidualizing.

(iii) L is derived C-reflexive. �

Invertible complexes are used in [Frankild et al. 2009, 5.1] to characterize mutual
reflexivity of a pair of semidualizing complexes. The next theorem is fundamen-
tally different, in that the semidualizing property is part of its conclusions, not of
its hypotheses.

Theorem 5.6. For B and C in Df
b(R) the following conditions are equivalent.

(i) B is derived C-reflexive, C is derived B-reflexive, and SuppR B = Spec R.

(ii) B is semidualizing, RHomR(B,C) is invertible, and the evaluation map

RHomR(B,C)⊗L
R B→ C

is an isomorphism in D(R).

(iii) B and C are semidualizing and derived Picard equivalent.

Proof. (i) H⇒ (ii). The hypotheses pass to localizations and, by Propositions 3.1
and 5.1, the conclusions can be tested locally. We may thus assume R is local.

Set F = RHomR(B,C) and G = RHomR(C, B). In view of Lemma A.5.3, the
isomorphisms B ' RHomR(F,C) and C ' RHomR(G, B) yield

I B
R (t)= P R

F (t) · I
C
R (t) and I C

R (t)= P R
G (t) · I

B
R (t).

As I B
R (t) 6= 0 holds (see A.5.2) these equalities imply P R

F (t) · P
R

G (t) = 1, hence
P R

F (t)= tr holds for some r . Proposition 5.1 now gives F '6r R, so one gets

B ' RHomR(F,C)' RHomR(6
r R,C)'6−r C.

Thus, B is derived B-reflexive, hence semidualizing by Proposition 3.1. A direct
verification shows that the following evaluation map is an isomorphism:

RHomR(6
−r C,C)⊗L

R 6
−r C→ C.

(ii)H⇒ (iii) Lemma 5.5 shows that C is semidualizing; the rest is clear.
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(iii) H⇒ (i). Proposition 3.1 shows that B satisfies SuppR B = Spec R and is
derived B-reflexive. From Lemma 5.4 we then see that B is derived C-reflexive.
A second loop, this time starting from C , shows that C is derived B-reflexive. �

Taking B = R one recovers a result contained in [Christensen 2001, 8.3].

Corollary 5.7. A complex in D(R) is invertible if and only if it is semidualizing
and derived R-reflexive. �

6. Duality

We say that a contravariant R-linear exact functor d : D(R)→ D(R) is a duality
on a subcategory A of D(R) if it satisfies d(A)⊆ A and d2

|A is isomorphic to idA.
In this section we link dualities on subcategories of Df

b(R) to semidualizing
complexes. In the ‘extremal’ cases, when the subcategory equals Df

b(R) itself or
when the semidualizing complex is the module R, we recover a number of known
results and answer some open questions.

6.1. Reflexive subcategories. For each complex C in D(R), set

hC = RHomR(−,C) : D(R)−→ D(R).

The reflexive subcategory of C is the full subcategory of D(R) defined by

RC = {M ∈ Df
b(R) | M ' h2

C(M)}.

By Proposition 2.3, the functor hC is a duality on RC provided hC(RC)⊆RC holds.
We note that, under an additional condition, such a C has to be semidualizing.

Proposition 6.1.1. Let d be a duality on a subcategory A of Df
b(R).

If A contains R, then the complex C = d(R) is semidualizing and A is contained
in RC ; furthermore, for each R-module M in A there is an isomorphism

M ' RHomR(d(M),C).

Proof. Let M be an R-module. For each n ∈ Z one then has isomorphisms

ExtnR(d(M),C)∼= HomD(R)(d(M),6nC)
∼= HomD(R)(R, 6nd2(M))
∼= HomD(R)(R, 6n M)
∼= ExtnR(R,M)

∼=

{
M for n = 0;
0 for n 6= 0.

It follows that RHomR(d(M),C) is isomorphic to M in D(R). For M = R this
yields RHomR(C,C)' R, so C is semidualizing by Proposition 3.1. �
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Next we show that semidualizing complexes do give rise to dualities and that,
furthermore, they are determined by their reflexive subcategories.

Theorem 6.1.2. Let C be a semidualizing complex for R.
The functor hC is a duality on RC , the natural transformation δC

: id → h2
C

restricts to an isomorphism of functors on RC , and R is in RC .
A complex B in Df

b(R) satisfies RB = RC if and only if B is derived Picard
equivalent to C (in which case B is semidualizing).

Proof. Theorem 3.3 implies that hC takes values in RC and that δC restricts to an
isomorphism on RC , while Proposition 3.1 shows that R and C are in RC .

The last assertion results from Theorem 5.6. �

The preceding results raise the question of whether every duality functor on a
subcategory of Df

b(R) is representable on its reflexive subcategory.

6.2. Dualizing complexes. Let D be a complex in D(R).
Recall that D is said to be dualizing for R if it is semidualizing and of finite

injective dimension. If D is dualizing, then RD = Df
b(R); see [Hartshorne 1966,

p. 258, 2.1].
In the language of Hartshorne [1966, p. 286], the complex D is pointwise du-

alizing for R if it is in Df
−
(R) and the complex Dp is dualizing for Rp for each

p ∈ Spec R. When in addition D is in Df
b(R), we say that it is strongly pointwise

dualizing; this terminology is due to Gabber; see [Conrad 2000, p. 120 ], also for
discussion on why the latter concept is the more appropriate one.

For a different treatment of dualizing complexes, see Neeman [2008].
The next result is classical; see [Hartshorne 1966, p. 283, 7.2; p. 286, Remark

1; p. 288, 8.2].

6.2.1. Let D be a complex in Df
b(R). The complex D is dualizing if and only if it

is pointwise dualizing and dim R is finite.

The equivalence of conditions (i) and (ii) in the next result is due to Gabber;
see [Conrad 2000, 3.1.5]. Traces of his argument can be found in our proof, as it
refers to Theorem 3.3, and thus depends on Theorem 1.1.

Theorem 6.2.2. For D in D(R) the following conditions are equivalent.

(i) D is strongly pointwise dualizing for R.

(ii) hD is a duality on Df
b(R).

(iii) D is in Df
b(R), and for each m ∈Max R and finite R-module M , one has

Mm ' RHomRm(RHomRm(Mm, Dm), Dm) in D(Rm).
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Proof. (i)H⇒ (iii). By definition, D ∈ Df
b(R) and Dm is dualizing for Rm. More-

over, it is clear that Mm ∈ Df
b(Rm)= RDm .

(iii) H⇒ (i). Let m be a maximal ideal of R. For Mm = Rm the hypothesis
implies that Dm is semidualizing; see Proposition 3.1. For M = R/m it implies, by
the first part of Lemma A.5.3, that RHomRm(Rm/mRm, Dm)∈Df

b(Rm); this means
that Dm has finite injective dimension over Rm; see A.5.1. Localization shows that
Dp has the corresponding properties for every prime ideal p of R, contained in m.

(iii)⇐⇒(ii). The complex D is semidualizing — by Proposition 3.1 if (iii) holds,
by Proposition 6.1.1 if (ii) holds; so the equivalence results from Theorem 3.3. �

Corollary 6.2.3. The ring R is Gorenstein if and only if the complex R is strongly
pointwise dualizing, if and only if each complex in Df

b(R) is derived R-reflexive.

Proof. For arbitrary R and p ∈ Spec R, the complex Rp is semidualizing for Rp.
Thus, the first two conditions are equivalent because — by definition — the ring R
is Gorenstein if and only if Rp has a finite injective resolution as a module over
itself for each p. The second and third conditions are equivalent by Theorem 6.2.2.

�

Given a homomorphism R→ S of rings, recall that RHomR(S,−) is a functor
from D(R) to D(S). The next result is classical; see [Hartshorne 1966, p. 260, 2.4].

Corollary 6.2.4. If R → S is a finite homomorphism of rings and D ∈ Df
b(R) is

pointwise dualizing for R, then RHomR(S, D) is pointwise dualizing for S.

Proof. Set D′ = RHomR(S, D). For each M in Df
b(S) one has

RHomR(M, D)' RHomS(M, D′) in D(S).

It shows that RHomS(M, D′) is in Df
b(S), and that the restriction of hD to Df

b(S)
is equivalent to hD′ . Theorem 6.2.2 then shows that D′ is pointwise dualizing. �

It follows from Corollaries 6.2.3 and 6.2.4 that if S is a homomorphic image of a
Gorenstein ring, then it admits a strongly pointwise dualizing complex. Kawasaki
[2002, 1.4] proved that if S has a dualizing complex, then S is a homomorphic
image of some Gorenstein ring of finite Krull dimension, so we ask:

Question 6.2.5. Does the existence of a strongly pointwise dualizing complex
for S imply that S is a homomorphic image of some Gorenstein ring?

6.3. Finite G-dimension. The category RR of derived R-reflexive complexes con-
tains all perfect complexes, but may be larger. To describe it we use a notion from
module theory: An R-module G is totally reflexive when it is finite,

HomR(HomR(G, R), R)∼= G and

ExtnR(HomR(G, R), R)= 0= ExtnR(G, R) for all n ≥ 1.
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A complex of R-modules is said to have finite G-dimension (for Gorenstein
dimension) if it is quasi-isomorphic to a bounded complex of totally reflexive mod-
ules. The study of modules of finite G-dimension was initiated by Auslander and
Bridger [1969]. The next result, taken from [Christensen 2000, 2.3.8], is due to
Foxby.

6.3.1. A complex in D(R) is in RR if and only if it has finite G-dimension.

Theorems 2.1 and 3.3 specialize to:

Theorem 6.3.2. For a complex M ∈ Df
b(R) the following are equivalent.

(i) M is derived R-reflexive.

(ii) RHomR(M, R) is derived R-reflexive.

(iii) For each m ∈Max R there is an isomorphism

Mm ' RHomRm(RHomRm(Mm, Rm), Rm) in D(Rm).

(iv) U−1 M is derived U−1 R-reflexive for each multiplicatively closed set U. �

Combining 6.3.1 and Corollary 6.2.3, we obtain a new proof of a result due to
Auslander and Bridger [1969, 4.20] (when dim R is finite) and to Goto [1982] (in
general).

Corollary 6.3.3. The ring R is Gorenstein if and only if every finite R-module has
finite G-dimension. �

It is easy to check that if a complex M has finite G-dimension over R, then
so does the complex of Rp-modules Mp, for any prime ideal p. Whether the con-
verse holds had been an open question, which we settle as a corollary of 6.3.1 and
Theorem 6.3.2:

Corollary 6.3.4. A homologically finite complex M has finite G-dimension if (and
only if ) the complex Mm has finite G-dimension over Rm for every m ∈Max R. �

7. Rigidity

Over an arbitrary commutative ring, we introduce a concept of rigidity of one
complex relative to another, and establish the properties responsible for the name.
In Section 8.5 we show how to recover the notion of rigidity for complexes over
commutative algebras, defined by Van den Bergh, Yekutieli and Zhang.

Let C be a complex in D(R). We say that a complex M in D(R) is C-rigid if
there exists an isomorphism

µ : M
'
−→ RHomR(RHomR(M,C),M) in D(R). (7.0.1)

In such a case, we call µ a C-rigidifying isomorphism and (M, µ) a C-rigid pair.
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Example 7.1. Let C be a semidualizing complex. For each idempotent element
a ∈ R, using (3.0.1) and 4.8 one obtains a canonical composite isomorphism

γa : Ca
' // RHomR(R,Ca)

RHomR(χ
C ,Ca)

−1
// RHomR(RHomR(C,C),Ca)

' // RHomR(RHomR(Ca ⊕C1−a,C),Ca)
' // RHomR(RHomR(Ca,C),Ca) .

Thus, for each idempotent a there exists a canonical C-rigid pair (Ca, γa).

Theorem 7.2. Let C be a semidualizing complex.
A complex M ∈ Df

b(R) is C-rigid if and only if it satisfies

M ' Ca in D(R) (7.2.1)

for some idempotent a in R; such an idempotent is determined by the condition

SuppR M = {p ∈ Spec R | p 63 a}. (7.2.2)

Proof. The “if” part comes from Example 7.1, so assume that M is C-rigid.
Set L = RHomR(M,C) and let M ' RHomR(L ,M) be a rigidifying isomor-

phism. Theorem 4.9 produces a unique idempotent a in R satisfying (7.2.2), and
such that the complex La is invertible in D(Ra). Hence, La is derived Ca-reflexive
in D(Ra) by Lemma 5.4. Thus, RHomRa (Ma,Ca) is derived Ca-reflexive, and
hence so is Ma , by Theorem 3.3. This explains the second isomorphism below:

RHomRa (La,Ca)' RHomRa (RHomRa (Ma,Ca),Ca)' Ma ' RHomRa (La,Ma).

The third one is a localization of the rigidifying isomorphism. Hence Ma ' Ca

in D(Ra); see 5.2. It remains to note that one has M ' Ma in D(R); see 4.8. �

A morphism of C-rigid pairs is a commutative diagram

(α)=

M
µ //

α

��

RHomR(RHomR(M,C),M)

RHomR(RHomR(α,C),α)

��
N

ν // RHomR(RHomR(N ,C), N )

in D(R). The C-rigid pairs and their morphisms form a category, where composi-
tion is given by (β)(α)= (βα) and id(M,µ) = (idM).

The next result explains the name ‘rigid complex’. The result is deduced from
Theorem 7.2 by transposing a beautiful observation of Yekutieli and Zhang [2008,
proof of 4.4]: A morphism of rigid pairs is a natural isomorphism from a functor
in M that is linear to one that is quadratic, so it must be given by an idempotent.
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Theorem 7.3. If C is a semidualizing complex and (M, µ) and (N , ν) are C-rigid
pairs in Df

b(R), then the following conditions are equivalent.

(i) There is an equality SuppR N = SuppR M.

(ii) There is an isomorphism M ' N in D(R).

(iii) There is a unique isomorphism of C-rigid pairs (M, µ)' (N , ν).

Proof. (i)H⇒ (iii). Let α : Ca
'
−→ M be an isomorphism in D(R) given by (7.2.1),

with a the idempotent defined by formula (7.2.2). It suffices to prove that (M, µ)
is uniquely isomorphic to the C-rigid pair (Ca, γa) from Example 7.1. Since it
is equivalent to prove the same in D(Ra), we may replace R by Ra and drop all
references to localization at {1, a}.

Set α̃ = RHomR(RHomR(α,C), α): this is an isomorphism, and hence so is
α−1
◦µ−1

◦ α̃ ◦ γ : C→ C . As C is semidualizing, there is an isomorphism

H0(χ
C) : R

∼=
−→ H0(RHomR(C,C))= HomD(R)(C,C),

of rings, so α−1
◦ µ−1

◦ α̃ ◦ γ = H0(χ
C)(u) for some unit u in R. The next

computation shows that (u−1α) : (C, γ )→ (M, µ) is an isomorphism of C-rigid
pairs:

RHomR(RHomR(u−1α,C), u−1α) ◦ γ = u−2(̃α ◦ γ )

= u−2
· u(µ ◦α)

= µ ◦ (u−1α).

Let (β) : (C, γ ) → (M, µ) also be such an isomorphism. The isomorphism
H0(χ

C) implies that in D(R) one has β−1
◦ u−1α = v idC for some unit v ∈ R,

whence v idC is a rigid endomorphism of the rigid pair (C, γ ). Thus

vγ = γ ◦ (v idC)

= RHomR(RHomR(v idC ,C), v idC) ◦ γ

= v2 RHomR(RHomR(idC ,C), idC) ◦ γ

= v2γ.

As v and γ are invertible one gets (v−1) idC
= 0, hence v−1∈AnnR C = 0. This

gives v = 1, from where one obtains β−1
◦ u−1α = idC , and finally (β)= (u−1α).

(iii)H⇒ (ii)H⇒ (i). These implications are evident. �

An alternative formulation of the preceding result is sometimes useful.

Remark 7.4. Let (M, µ) be a C-rigid pair in Df
b(R), and N a complex in Df

b(R).
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For each isomorphism α : N
'
−→ M in D(R), set

ρ(α)= (RHomR(RHomR(α,C), α))−1
◦µ ◦α;

this is a morphism from N to RHomR(RHomR(N ,C), N ).
Theorem 7.3 shows that the assignment α 7→ (N , ρ(α)) yields a bijection

{isomorphisms from N to M} ↔ {rigid pairs (N , ν) isomorphic to (M, µ)}

We finish with a converse, of sorts, to Example 7.1.

Proposition 7.5. If C in Df
b(R) is C-rigid, then there exist an idempotent a in R,

a semidualizing complex B for Ra , and an isomorphism C ' B in D(R).

Proof. By hypothesis, C ' RHomR(RHomR(C,C),C). Theorem 4.9 and 4.8
provide an idempotent a ∈ R such that the Ra-module H0(RHomR(C,C)a) is
invertible and in D(R) there are natural isomorphisms C ' Ca and

H0(RHomR(C,C)a)' RHomR(C,C)a ' RHomRa (Ca,Ca).

It follows that the homothety map

χ : Ra→ HomD(Ra)(Ca,Ca)∼= H0(RHomRa (Ca,Ca))

turns HomD(Ra)(Ca,Ca) into both an invertible Ra-module and an Ra-algebra.
Localizing at prime ideals of Ra , one sees that such a χ must be an isomorphism;
so the proposition holds with B = Ca . �

8. Relative dualizing complexes

In this section K denotes a commutative noetherian ring, S a commutative ring,
and σ : K→ S a homomorphism of rings that is assumed to be essentially of finite
type: This means that σ can be factored as a composition

K ↪→ K [x1, . . . , xe] →W−1K [x1, . . . , xe] = Q � S (8.0.1)

of homomorphisms of rings, where x1, . . . , xe are indeterminates, W is a multi-
plicatively closed set, the first two maps are canonical, the equality defines Q, and
the last arrow is surjective; the map σ is of finite type if one can choose W = {1}.

As usual, �Q|K stands for the Q-module of Kähler differentials; for each n ∈ Z

we set �n
Q|K =

∧n
Q�Q|K . Fixing the factorization (8.0.1), we define a relative

dualizing complex for σ by means of the following equality:

Dσ
=6e RHomQ(S, �e

Q|K ). (8.0.2)

Our goal here is to determine when Dσ is semidualizing, invertible, or dualizing.
It turns out that each one of these properties is equivalent to some property of the
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homomorphism σ , which has been studied earlier in a different context. We start
by introducing notation and terminology that will be used throughout the section.

For every q in Spec S we let q ∩ K denote the prime ideal σ−1(q) of K , and
write σq : Kq∩K → Sq for the induced local homomorphism; it is essentially of
finite type.

Recall that a ring homomorphism σ̇ : K → P is said to be (essentially) smooth
if it is (essentially) of finite type, flat, and for each ring homomorphism K → k,
where k is a field, the ring k ⊗K P is regular; by [Grothendieck 1967, 17.5.1]
this notion of smoothness is equivalent to the one defined in terms of lifting of
homomorphisms. When σ̇ is essentially smooth �P|K is finite projective over P;
in case �P|K has rank d (see 4.7) we say that σ̇ has relative dimension d . The
P-module �d

P|K is then invertible.
An (essential) smoothing of σ (of relative dimension d) is a decomposition

K
σ̇
−→ P

σ ′
−→ S (8.0.3)

of σ with σ̇ (essentially) smooth of fixed relative dimension (equal to d) and σ ′

finite, meaning that S is a finite P-module via σ ′; an essential smoothing of σ
always exists; see (8.0.1).

8.1. Basic properties. Fix an essential smoothing (8.0.3) of relative dimension d .

8.1.1. By [Avramov et al. 2010a, 1.1], there exists an isomorphism

Dσ
'6d RHomP(S, �d

P|K ) in D(S).

8.1.2. For each M in Df
b(S) there are isomorphisms

RHomS(M, Dσ )= RHomS(M, 6d RHomP(S, �d
P|K ))

'6d RHomP(M, �d
P|K )

' RHomP(M, P)⊗P 6
d�d

P|K

in D(S), because �d
P|K is an invertible P-module.

Proposition 8.1.3. If U ⊆ K and V ⊆ S are multiplicatively closed sets satisfying
σ(U )⊆ V , and σ̃ : U−1K → V−1S is the induced map, then one has

d σ̃ ' v−1dσ in D(v−1s).

Proof. set v′ = σ ′−1(v). in the induced factorization u−1k→ (v′)−1 p→ v−1s of
σ̃ , the first map is essentially smooth of relative dimension d and the second one
is finite. the first and the last isomorphisms in the next chain hold by 8.1.1, the rest
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because localization commutes with modules of differentials and exterior powers:

Dσ̃
'6d RHom(V ′)−1 P((V

′)−1S, �d
(V ′)−1 P|U−1 K )

'6d RHom(V ′)−1 P((V
′)−1S, (V ′)−1�d

P|K )

' (V ′)−16d RHomP(S, �d
P|K )

' V−1 Dσ . �

Proposition 8.1.4. If ϕ : S → T is a finite homomorphism of rings, then for the
map τ = ϕσ : K → T there is an isomorphism

Dτ
' RHomS(T, Dσ ) in D(T ).

Proof. The result comes from the following chain of isomorphisms:

Dτ
'6d RHomP(T, �d

P|K )

' RHomS(T, 6d RHomP(S, �d
P|K ))

= RHomS(T, Dσ ),

where the first one is obtained from the factorization K
κ
−→ P

ϕσ ′

−−→ T of τ and the
second one by adjunction. �

8.2. Derived Dσ -reflexivity. A standard calculation shows that derived Dσ -reflex-
ivity can be read off any essential smoothing (see (8.0.3)).

Proposition 8.2.1. A complex M in D(S) is derived Dσ -reflexive if and only if M
is derived P-reflexive when viewed as a complex in D(P).

Proof. Evidently, M is in Df
b(S) if and only if it is in Df

b(P). From 8.1.2 one sees
that RHomS(M, Dσ ) is in Df

b(S) if and only if RHomP(M, P) is in Df
b(P).

Set �=6d�d
P|K , where d is the relative dimension of K → P , and let �→ I

be a semiinjective resolution in D(P). Thus, Dσ is isomorphic to HomP(S, I )
in D(S). The biduality morphism δ�M in D(P) is realized by a morphism

M→ HomP(HomP(M, I ), I )

of complexes of S-modules; see (2.0.1). Its composition with the natural isomor-
phism of complexes of S-modules

HomP(HomP(M, I ), I )∼= HomS(HomS(M,HomP(S, I )),HomP(S, I ))

represents the morphism δDσ

M in D(S). It follows that M is derived Dσ -reflexive if
and only if it is derived �-reflexive. Since � is an invertible P-module, the last
condition is equivalent — by Lemma 5.4 — to the derived P-reflexivity of M . �
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A complex M in D+(S) is said to have finite flat dimension over K if M is isomor-
phic in D(K ) to a bounded complex of flat K -modules; we then write fdK M <∞.

When fdK S is finite we say that σ is of finite flat dimension and write fd σ <∞.

8.2.2. A complex M in Df
b(S) satisfies fdK M < ∞ if and only if it is perfect

in D(P) for some (equivalently, any) factorization (8.0.3) of σ ; see [Avramov et al.
2010a, beginning of §6].

Corollary 8.2.3. A complex M in Df
b(S) with fdK M <∞ is derived Dσ -reflexive.

Proof. By 8.2.2 the complex M is perfect in D(P). It is then obviously derived
P-reflexive, and so is derived Dσ -reflexive by the previous proposition. �

8.3. Gorenstein base rings. Relative dualizing complexes and their absolute coun-
terparts (see 6.2) are compared in the next result, where the “if” part is classical.

Theorem 8.3.1. The complex Dσ is strongly pointwise dualizing for S if and only
if the ring Kq∩K is Gorenstein for every prime ideal q of S.

Proof. Factor σ as in (8.0.1) and set p= q∩K . The homomorphism σq : Kp→ Sq

satisfies (Dσ )q ∼= Dσq by Proposition 8.1.3. Localizing, we may assume that σ is
a local homomorphism (K , p)→ (S, q), and that the ring Q is local. As the ring
Q/pQ is regular, K is Gorenstein if and only if Q is too; see [Matsumura 1986,
23.4]. Thus, replacing Q with K we may further assume that σ is surjective.

If K is Gorenstein, then Dσ
= RHomK (S, K ) holds so it is dualizing for S by

Corollaries 6.2.3 and 6.2.4.
When Dσ is dualizing for S, the residue field k = S/q is derived Dσ -reflexive;

see Theorem 6.2.2. By Proposition 8.2.1 it is also derived K -reflexive, which
implies ExtnK (k, K )= 0 for n� 0. Thus, K is Gorenstein; see [Matsumura 1986,
18.1]. �

8.4. Homomorphisms of finite G-dimension. When the P-module S has finite G-
dimension (see 6.3) we say that σ has finite G-dimension and write G-dim σ <∞.
By the following result, this notion is independent of the choice of factorization.

Proposition 8.4.1. The following conditions are equivalent.

(i) Dσ is semidualizing for S.

(ii) σ has finite G-dimension.

(iii) σn has finite G-dimension for each n ∈Max S.

Proof. (i)⇐⇒(ii). By Proposition 3.1, Dσ is semidualizing for S if and only if S
is derived Dσ -reflexive. By Proposition 8.2.1 this is equivalent to S being derived
P-reflexive in D(P), and hence, by 6.3.1, to S having finite G-dimension over P .

(ii)⇐⇒(iii). Proposition 8.1.3 yields an isomorphism Dσn ' (Dσ )n for each n.
Given (i)⇐⇒(ii), the desired equivalence follows from Proposition 3.1. �
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Combining the proposition with Theorem 8.3.1 and Corollary 8.2.3, one obtains:

Corollary 8.4.2. Each condition below implies that σ has finite G-dimension:

(i) The ring Kn∩K is Gorenstein for every n ∈Max S.

(ii) The homomorphism σ has finite flat dimension. �

Notes 8.4.3. A notion of finite G-dimension that applies to arbitrary local ho-
momorphisms is defined in [Avramov and Foxby 1997]. Proposition 8.4.1 and
[Avramov and Foxby 1997, 4.3, 4.5] show that the definitions agree when both
apply; thus, Corollary 8.4.2 recovers [Avramov and Foxby 1997, 4.4.1, 4.4.2].

8.5. Relative rigidity. Proposition 8.4.1 and Theorem 7.2 yield:

Theorem 8.5.1. Assume that σ has finite G-dimension.
A complex M in Df

b(S) is Dσ -rigid if and only if it is isomorphic to Dσ
a for some

idempotent a ∈ S; such an idempotent is uniquely defined. �

This theorem greatly strengthens some results of [Yekutieli and Zhang 2009],
where rigidity is defined using a derived version of Hochschild cohomology, due
to Quillen: there is a functor

RHomS⊗L
K S(S,−⊗

L
K −) : D(S)×D(S)→ D(S)

(see [Avramov et al. 2010a, §3] for details of the construction) which has the fol-
lowing properties:

8.5.2. Quillen’s derived Hochschild cohomology modules (see [Quillen 1970, §3])
are given by

ExtnS⊗L
K S(S,M ⊗L

K N )= H−n(RHomS⊗L
K S(S,M ⊗L

K N )).

8.5.3. When S is K -flat one can replace S⊗L
K S with S⊗K S; see [Avramov et al.

2010a, Remark 3.4].

8.5.4. When fd σ is finite, for every complex M in Df
b(S) with fdK M <∞ and

for every complex N in D(S), by [Avramov et al. 2010a, Theorem 4.1] there exists
an isomorphism

RHomS⊗L
K S(S,M ⊗L

K N )' RHomS(RHomS(M, Dσ ), N ) in D(S).

Yekutieli and Zhang [2008, 4.1] define M in D(S) to be rigid relative to K if M
is in Df

b(S), satisfies fdK M <∞, and admits a rigidifying isomorphism

µ : M
'
−→ RHomS⊗L

K S(S,M ⊗L
K M) in D(S).

By 8.5.3, when K is a field, this coincides with the notion introduced by Van den
Bergh [1997, 8.1]. On the other hand, (7.0.1) and 8.5.4, applied with N =M , give:
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8.5.5. When fd σ is finite, M in Df
b(S) is rigid relative to K if and only if fdK M

is finite and M is Dσ -rigid.

From Theorems 8.5.1 and 8.3.1 we now obtain:

Theorem 8.5.6. Assume that K is Gorenstein and fd σ is finite.
The complex Dσ then is pointwise dualizing for S and is rigid relative to K .
A complex M in Df

b(S) is rigid relative to K if and only if Dσ
a
∼=M holds for some

idempotent a in S. More precisely, when δ and µ are rigidifying isomorphisms for
Dσ and M , respectively, there exists a commutative diagram

Dσ
a

δa

'

//

'α

��

RHomS⊗L
K S(S, Dσ

a ⊗
L
K Dσ

a )

' RHomS⊗L
K S(S,α⊗

L
Kα)

��

M µ

' // RHomS⊗L
K S(S,M ⊗L

K M)

where both the idempotent a and the isomorphism α are uniquely defined. �

In [Yekutieli and Zhang 2009] the ring K is assumed regular of finite Krull
dimension. This implies fdK M <∞ for all M ∈ Df

b(S), so fd σ <∞ holds, and
also that S is of finite Krull dimension, since it is essentially of finite type over K .
Therefore [Yekutieli and Zhang 2009, 1.1(a), alias 3.6(a) and 1.2, alias 3.10] are
special cases of Theorem 8.5.6.

There also is a converse, stemming from 6.2.1 and Theorem 8.3.1.
Finally, we address a series of comments made at the end of [Yekutieli and

Zhang 2009, §3]; they are given in quotation marks, but notation and references
are changed to match ours.

Notes 8.5.7. The paragraph preceding [Yekutieli and Zhang 2009, 3.10] reads:
“Next comes a surprising result that basically says ‘all rigid complexes are dual-
izing’. The significance of this result is yet unknown.” It states: If K and S are
regular, dim S is finite, and S has no idempotents other that 0 and 1, then a rigid
complex is either zero or dualizing.

Theorem 7.2 provides an explanation of this phenomenon: Under these condi-
tions S has finite global dimension, so every semidualizing complex is dualizing.

Notes 8.5.8. Concerning [Yekutieli and Zhang 2009, 3.14]: “The standing assump-
tions that the base ring K has finite global dimension seems superfluous.” See
Theorem 8.5.6.

“However, it seems necessary for K to be Gorenstein — see [Yekutieli and
Zhang 2009, Example 3.16].” Compare Theorems 8.5.1 and 8.5.6.

“A similar reservation applies to the assumption that S is regular in Theorem
3.10 (Note the mistake in [Yekutieli and Zhang 2008, Theorem 0.6]: there too S
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has to be regular).” Theorem 8.5.6 shows that the regularity hypothesis can be
weakened significantly.

8.6. Quasi-Gorenstein homomorphisms. The map σ is said to be quasi-Goren-
stein if in (8.0.1) for each n ∈Max S the Qn∩Q-module Sn has finite G-dimension
and satisfies RHomQn∩Q (Sn, Qn∩S) ' 6

r(n)Sn for some r(n) ∈ Z; see [Avramov
and Foxby 1997, 5.4, 6.7, 7.8, 8.4]; when this holds σ has finite G-dimension by
Corollary 6.3.4.

By part (i) of the next theorem, quasi-Gorensteinness is a property of σ , not of
the factorization. The equivalence of (ii) and (iii) also follows from [Avramov and
Iyengar 2008, 2.2].

Theorem 8.6.1. The following conditions are equivalent:

(i) Dσ is invertible in D(S).

(i′) Dσ is derived S-reflexive in D(S) and G-dim σ <∞.

(ii) σ is quasi-Gorenstein.

(iii) ExtP(S, P) is an invertible graded S-module.

Proof. (i)⇐⇒(i′). This results from Proposition 8.4.1 and Corollary 5.7.
(i)⇐⇒(iii). By 8.1.2, one has Dσ

' 6d RHomP(S, P)⊗L
P �

d
P|K in D(S). It

implies that Dσ is invertible in D(S) if and only if RHomP(S, P) is. By Proposition
5.1, the latter condition holds if and only if ExtP(S, P) is invertible.

(i′) & (iii)H⇒ (ii). Indeed, for every n∈Spec S the finiteness of G-dim σ implies
that of G-dimPn∩P Sn, and the invertibility of ExtP(S, P) implies an isomorphism
RHomPn∩P(Sn, Pn∩P)'6

r(n)Sn for some r(n) ∈ Z; see Proposition 5.1.
(ii)H⇒ (iii). This follows from Proposition 5.1. �

A quasi-Gorenstein homomorphism σ with fdK S<∞ is said to be Gorenstein;
see [Avramov and Foxby 1997, 8.1]. When σ is flat, it is Gorenstein if and only
if for every q ∈ Spec S and p = q ∩ K the ring (Kp/pKp) ⊗K S is Gorenstein;
see [Avramov and Foxby 1997, 8.3]. The next result uses derived Hochschild
cohomology; see 8.5.2. For flat σ it is proved in [Avramov and Iyengar 2008, 2.4].

Theorem 8.6.2. The map σ is Gorenstein if and only if fd σ is finite and the graded
S-module ExtS⊗L

K S(S, S⊗L
K S) is invertible. When σ is Gorenstein one has

Dσ
' ExtS⊗L

K S(S, S⊗L
K S)−1 in D(S),

and one can replace S⊗L
K S with S⊗K S in case σ is flat.
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Proof. We may assume that fd σ is finite. One then gets an isomorphism

RHomS(Dσ , S)' RHomS⊗L
K S(S, S⊗L

K S) in D(S) (8.0.4)

from 8.5.4 with M = S = N . The following equivalences then hold:

σ is Gorenstein⇐⇒ Dσ is invertible [by Theorem 8.6.1]

⇐⇒ RHomS(Dσ , S) is invertible [by Proposition 5.1]

⇐⇒ RHomS⊗L
K S(S, S⊗L

K S) is invertible [by (8.0.4)]

⇐⇒ ExtS⊗L
K S(S, S⊗L

K S) is invertible [by Proposition 5.1]

When Dσ is invertible, (8.0.4) and 4.6 yield isomorphisms

(Dσ )−1
' RHomS⊗L

K S(S, S⊗L
K S)' ExtS⊗L

K S(S, S⊗L
K S) in D(S),

whence the desired expression for Dσ . The last assertion comes from 8.5.3. �

Combining Theorem 8.6.2, Proposition 8.1.4, and the isomorphism in 8.1.2,
we see that Dσ can be computed from factorizations through arbitrary Gorenstein
homomorphisms — not just through essentially smooth ones, as provided by 8.1.1.

Corollary 8.6.3. If K
~
−→ Q

~ ′
−→ S is a factorization of σ with ~ Gorenstein and ~ ′

finite, then there is an isomorphism

Dσ
' RHomQ(S, Q)⊗Q ExtQ⊗L

K Q(Q, Q⊗L
K Q)−1 in D(S). �

Appendix: Homological invariants

Let R be a commutative noetherian ring.
Complexes of R-modules have differentials of degree −1. Modules are identi-

fied with complexes concentrated in degree zero. For every graded R-module H
we set

inf H = inf{n ∈ Z | Hn 6= 0} and sup H = sup{n ∈ Z | Hn 6= 0}.

The amplitude of H is the number amp H = sup H − inf H . Thus H = 0 is
equivalent to inf H =∞; to sup H =−∞; to amp H =−∞, and also to amp H <0.

We write D(R) for the derived category of R-modules, and 6 for its translation
functor. Various full subcategories of D(R) are used in this text. Our notation
for them is mostly standard: the objects of D+(R) are the complexes M with
inf H(M) > −∞, those of D−(R) are the complexes M with sup H(M) <∞, and
Db(R)=D+(R)∩D−(R). Also, Df(R) is the category of complexes M with Hn(M)
finite for each n ∈ Z, and we set Df

+
(R)= Df(R)∩D+(R), etc.
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For complexes M and N in D(R) we write M ⊗L
R N for the derived tensor

product, RHomR(M, N ) for the derived complex of homomorphisms, and set

TorR
n (M, N )= Hn(M ⊗L

R N ) and ExtnR(M, N )= H−n(RHomR(M, N )).

Standard spectral sequence arguments give the following well known assertions:

A.1. For all complexes M and N in D(R) there are inequalities

sup H(RHomR(M, N ))≤ sup H(N )− inf H(M),

inf H(M ⊗L
R N )≥ inf H(M)+ inf H(N ).

If M is in Df
+
(R) and N is in Df

−
(R), then RHomR(M, N ) is in Df

−
(R).

If M and N are in Df
+
(R), then so is M ⊗L

R N .

For ease of reference, we list some canonical isomorphisms:

A.2. Let m be a maximal ideal of R and set k = R/m. For all complexes M in
D(R) and N in Df

−
(R) there are isomorphisms of graded k-vector spaces

k⊗L
R M ∼= (k⊗L

R M)m ∼= k⊗L
R Mm

∼= k⊗L
Rm

Mm;

RHomR(k, N )∼= RHomR(k, N )m ∼= RHomR(k, Nm)∼= RHomRm(k, Nm).

We write that (R,m, k) is a local ring to indicate that R is a commutative noe-
therian ring with unique maximal ideal m and with residue field k = R/m.

The statements below may be viewed as partial converses to those in A.1.

A.3. Let (R,m, k) be a local ring and M a complex in Df(R).
If RHomR(k,M) is in D−(R), then M is in D−(R).
If k⊗L

R M is in D+(R), then M is in D+(R).
See [Foxby and Iyengar 2003, 2.5, 4.5] for the original proofs. The proof of

[Avramov and Iyengar 2008, 1.5] gives a shorter, simpler, argument for the second
assertion; it can be adapted to cover the first one.

Many arguments in this paper utilize invariants of local rings with values in the
ring Z[[t]][t−1

] of formal Laurent series in t with integer coefficients. The order of
such a series F(t)=

∑
n∈Z antn is the number

ord(F(t))= inf{n ∈ Z | an 6= 0}.

To obtain the expressions for Poincaré series and Bass series in Lemmas A.4.3
and A.5.3 below, we combine ideas from Foxby’s proofs [1977, 4.1, 4.2] with
the results in A.3; this allows us to relax some boundedness conditions in [Foxby
1977].
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A.4 (Poincaré series). For a local ring (R,m, k) and for M in Df
+
(R), in view of

A.1 the formula below defines a formal Laurent series, called the Poincaré series
of M :

P R
M(t)=

∑
n∈Z

rankk TorR
n (k,M) tn.

A.4.1. When (R,m, k) is a local ring, each complex M ∈Df
+
(R) admits a resolution

F →' M with F ∈ Df
+
(R), such that ∂(F)⊆mF holds and each Fn is free of finite

rank; this forces inf F = inf H(M). Since k⊗R F is a complex of k-vector spaces
with zero differential, there are isomorphisms

k⊗L
R M ' k⊗R F ' H(k⊗R F) in D(R),

which imply equalities rankk TorR
n (k,M)= rankR Fn for all n ∈ Z.

In A.4.2 and Lemma A.4.3 below, the ring R is not assumed local.

A.4.2. For M in Df
+
(R) and p in Spec R the conditions p∈Supp M and P Rp

Mp
(t) 6= 0

are equivalent; when they hold, one has ord(P Rp

Mp
(t))= inf H(Mp).

Indeed, both assertions are immediate consequences of A.4.1.

Lemma A.4.3. Let M and N be complexes in Df(R) and p be a prime ideal of R.
If (M ⊗L

R N )p is in D+(Rp), then so are Mp and Np, and there are equalities

P Rp

(M⊗L
R N )p

(t)= P Rp

Mp
(t) · P Rp

Np
(t),

inf H((M ⊗L
R N )p)= inf H(Mp)+ inf H(Np).

Proof. In D(Rp) one has (M ⊗L
R N )p ' Mp⊗

L
Rp

Np, so it suffices to treat the case
when (R, p, k) is local. Note the following isomorphisms of graded vector spaces:

H(k⊗L
R (M ⊗

L
R N ))∼= H((k⊗L

R M)⊗L
k (k⊗

L
R N ))

∼= H(k⊗L
R M)⊗k H(k⊗L

R N ).

The hypotheses and A.1 yield Hn(k⊗L
R (M ⊗

L
R N ))= 0 for n� 0, so the isomor-

phism implies that k ⊗L
R M and k ⊗L

R N are in D+(R), and thus M and N are in
Df
+
(R) by A.3. When they are, for each n ∈ Z one has an isomorphism of k-vector

spaces

(H(k⊗L
R M)⊗k H(k⊗L

R N ))n ∼=
⊕

i+ j=n

Hi (k⊗L
R M)⊗k H j (k⊗L

R N )

∼=

⊕
i+ j=n

TorR
i (k,M)⊗k TorR

j (k, N ).

By equating the generating series for the ranks over k, we get the desired equality
of Poincaré series; comparing orders and using A.4.2 gives the second equality. �
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A.5 (Bass series). For a local ring (R,m, k) and for N in Df
−
(R), in view of A.1

the following formula defines a formal Laurent series, called the Bass series of N :

I N
R (t)=

∑
n∈Z

rankk ExtnR(k, N ) tn.

A.5.1. For a local ring R and N in Df
−
(R) one has ord(I N

R (t)) = depthR N ; this
follows from the definition of depth (see Section 1). Furthermore, I N

R (t) is a Lau-
rent polynomial if and only if N has finite injective dimension; see, for example,
[Avramov and Foxby 1991, 5.5].

In the remaining statements the ring R is not necessarily local.

A.5.2. For N in Df
−
(R) and p in Spec R, the conditions p∈ Supp N and I Np

Rp
(t) 6= 0

are equivalent; when they hold, one has ord(I Np

Rp
(t))= depthRp

Np.
Indeed, in view of A.5.1, the assertions follow from the fact that depthRp

Np<∞

is equivalent to H(Np) 6= 0; see, for instance, [Foxby and Iyengar 2003, 2.5].

Lemma A.5.3. Let M and N be complexes in Df(R) and p a prime ideal of R.
If RHomR(M, N ) is in D−(R) then Mp is in Df

+
(Rp).

If , in addition, p is the unique maximal ideal of R, or p is maximal and N is in
Df
−
(R), or M is in Df

+
(R) and N is in Df

−
(R), then there are equalities

I
RHomR(M,N )p
Rp

(t)= P Rp

Mp
(t) · I Np

Rp
(t),

depthRp
(RHomR(M, N )p)= inf(H(Mp))+ depthRp

(Np).

Proof. Assume first that p is maximal and set k = R/p. One gets isomorphisms

H(RHomR(k,RHomR(M, N )))∼= H(RHomR(k⊗L
R M, N ))

∼= H(RHomk(k⊗L
R M,RHomR(k, N )))

∼= Homk(H(k⊗L
R M),H(RHomR(k, N )))

of graded k-vector spaces by using standard maps. In view of A.1, for n�0 one has
Hn(RHomR(k,RHomR(M, N )))= 0, so the isomorphisms yield k⊗L

R M ∈ D+(R)
and RHomR(k, N )∈D−(R). When R is local, one gets M ∈Df

+
(R) and N ∈Df

−
(R)

from A.3. For general R, this implies Mp ∈ Df
+
(Rp) in view of the isomorphism

k ⊗L
R M ' k ⊗L

Rp
Mp from A.2. If N is in Df

−
(R), then by referring once more to

loc. cit. we can rewrite the isomorphisms above in each degree n in the form

ExtnRp
(k,RHomR(M, N )p)∼= Homk(TorRp(k,Mp),ExtRp

(k, Np))−n

∼=

⊕
i− j=n

Homk(TorRp

i (k,Mp),Ext− j
Rp
(k, Np)).
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For the generating series for the ranks over k these isomorphisms give

I
RHomR(M,N )p
Rp

(t)=
(∑

i∈Z

rankk TorRp

i (k,Mp)t i
)(∑

j∈Z

rankk Ext j
Rp
(k, Np)t j

)
= P Rp

Mp
(t) · I Np

Rp
(t).

Equating orders of formal Laurent and using A.5.2 one gets the second equality.
Let now p be an arbitrary prime ideal and m a maximal ideal containing p. The

preceding discussion shows that Mm is in Df
+
(Rm), hence Mp is in Df

+
(Rp). When

M is in Df
+
(R) and N is in Df

−
(R) one has RHomR(M, N )p ∼= RHomRp(Mp, Np),

so the desired equalities follow from those that have already been established. �

A.6. The support of a complex M in Df
b(R) is the set

SuppR M = {p ∈ Spec R | H(M)p 6= 0}.

One has SuppR M =∅ if and only if H(M)= 0, if and only if M ' 0 in D(R).
For all complexes M, N in Df

b(R) there are equalities

SuppR(M ⊗
L
R N )= SuppR M ∩SuppR N = SuppR RHomR(M, N ).

This follows directly from A.4.2, A.5.2, and Lemmas A.4.3 and A.5.3.
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The Picard group of M1,1

William Fulton and Martin Olsson

We compute the Picard group of the moduli stack of elliptic curves and its canon-
ical compactification over general base schemes.

1. Introduction

Let M1,1 denote the moduli stack (over Z) classifying elliptic curves, and for a
scheme S let M1,1,S denote the fiber product S ×Spec(Z) M1,1. Mumford [1965]
computed the Picard group Pic(M1,1,S) when S is the spectrum of a field of char-
acteristic not 2 or 3 and found it to be cyclic of order 12. Our aim in this paper is
to compute the Picard group Pic(M1,1,S) for more general base schemes S, as well
as to compute the Picard group Pic(M1,1,S) for the standard compactification M1,1

of M1,1.
Recall that on M1,1 there is the Hodge bundle λ. For any morphism t : T→M1,1

corresponding to an elliptic curve f : E → T , the pullback t∗λ is the line bundle
f∗�1

E/T . Equivalently, if f : E→ M1,1 denotes the universal elliptic curve, then
λ= f∗�1

E/M1,1
. This bundle extends canonically to M1,1. Namely, let f̄ : E →

M1,1 denote the extension of E provided by the Tate curve and let ωE/M1,1
denote

the relative dualizing sheaf. Then the sheaf f̄∗ωE/M1,1
is a line bundle on M1,1

extending λ. In what follows we will abuse notation and write also λ for this line
bundle on M1,1.

Recall the following basic facts and definitions about elliptic curves (see for
example [Deligne 1975, §1]). If 3 is a ring and t : Spec(3)→M1,1 is a morphism
corresponding to an elliptic curve E/3, then after replacing3 by an étale extension
the family E can be described by an equation

y2
+ a1xy+ a3 y = x3

+ a2x2
+ a4x + a6. (1-1)

Define

b2 = a2
1 + 4a2, b4 = a1a3+ 2a4, b6 = a2

3 + 4a6,

b8 =−a1a3a4− a2
4 + a2

1a6+ a2a2
3 + 4a2a6,

(1-2)

MSC2000: primary 14D22; secondary 14D05.
Keywords: moduli spaces, stacks, Picard group.
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and the discriminant

1=−b2
2b8− 8b3

4− 27b2
6+ 9b2b4b6 ∈3

∗. (1-3)

With these chosen coordinates a basis for t∗λ is given by the invariant differential

π = dx/(2y+ a1x + a3). (1-4)

Any two choices of coordinates (1-1) differ by a transformation

x ′ = u2x + r, y′ = u3 y+ su2x + t, (1-5)

where u ∈3∗ and r, s, t ∈3. One can compute that the invariant differential π ′ ob-
tained from the coordinates (x ′, y′) is equal to u−1π , and that the discrimant 1′ in
the coordinates (x ′, y′) is equal to u121. In particular, the element1π⊗12

∈ t∗λ⊗12

is independent of the choice of coordinates, and therefore defines a trivialization
of λ⊗12 over M1,1.

Let p :M1,1,S→ A1
S be the map defined by the j-invariant

j = (b2
2− 24b4)

3/1. (1-6)

Theorem 1.1. Let S be a scheme. Then the map

Z/(12)×Pic(A1
S)→ Pic(M1,1,S), (i,L) 7→ λ⊗i

⊗ p∗L (1-7)

is an isomorphism if either of the following hold:

(i) S is a Z[1/2]-scheme.

(ii) S is reduced.

Remark 1.2. As we observe in Remark 6.4 the theorem fails for nonreduced
schemes in characteristic 2.

Theorem 1.3. The map

Z×Pic(S)→ Pic(M1,1,S), (n,M) 7→ λn
⊗OS M (1-8)

is an isomorphism for any scheme S.

The paper is organized as follows. In Section 2 we give a proof of Theorem 1.1
in the case when 6 is invertible on the base. In this case the orders of the stabilizer
groups of M1,1,S are invertible on S (the stack M1,1,S is tame), which makes it
easy to relate the invertible sheaves on M1,1,S and on its coarse moduli space (see
Lemma 2.3). In Section 3 we then give a separate argument proving Theorem 1.1
which works when the base S is normal. Using this case of a normal base, we
then prove Theorem 1.1 when S is reduced in Section 4. Once the case of reduced
S is established, the general statement of Theorem 1.1 reduces to studying the
relationship between deformation theory of line bundles on M1,1,S and its coarse
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space. This essentially amounts to computing the coherent cohomology groups of
M1,1,S , which occupies Section 5. Finally in Section 6 we use similar techniques
to prove Theorem 1.3.

Remark 1.4. By standard limit arguments it suffices to prove the above results in
the case when S is of finite type over an excellent Dedekind ring. In what follows
we will therefore restrict ourselves to such schemes unless otherwise stated.

2. When 6 is invertible on S

Though the case when 6 is invertible follows from the more technical work in
subsequent sections, we include here a proof in the case of a Z[1/6]-scheme since
it is much easier than the more general cases.

The following lemma is well-known (and does not require that 6 be invertible
in S), but we include a proof for the convenience of the reader.

Lemma 2.1. For any locally noetherian scheme S, the map π̄ :M1,1,S→P1
S (resp.

π :M1,1,S→ A1
S) given by the j-invariant identifies P1

S (resp. A1
S) with the coarse

moduli space of M1,1,S (resp. M1,1,S).

Proof. Since the square

M1,1,S
� � //

π

��

M1,1,S

π̄
��

A1
S

� � // P1
S

is cartesian, it suffices to show that π̄ identifies P1
S with the coarse moduli space

of M1,1,S .
Let ˜̄π :M1,1,S→ X be the coarse moduli space (which exists by [Keel and Mori

1997]). By the universal property of the coarse moduli space, there exists a unique
morphism f : X→ P1

j such that f ◦ ˜̄π = π̄ . Since π̄ is proper and quasifinite, the
morphism f is also proper and quasifinite and therefore f is finite. Furthermore,
by [Abramovich and Vistoli 2002, 2.2.1] we have ˜̄π∗OM1,1,S

= OX . It therefore
suffices to show that the map OP1

j
→ π̄∗OM1,1,S

is an isomorphism. It suffices to
verify this locally in the flat topology on S, so we may further assume that S is the
spectrum of a complete noetherian local ring A. In addition, since the morphism
π̄ is proper, the theorem on formal functions for stacks [Olsson 2005, §3] implies
that it suffices to show the result over Spec(A/mn

A) for all n. This reduces the
proof to the case when S is the spectrum of an artinian local ring A. Let k be the
residue field of A, and let J ⊂ A be an ideal with J annihilated by the maximal
ideal of A (so that J is a k-vector space). Set A0 := A/J . Pushing forward the
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exact sequence

0→ J ⊗OM1,1,k
→ OM1,1,A

→ OM1,1,A0
→ 0 (2-1)

to P1
A we obtain a commutative diagram

0 � (π̄∗OM1,1,k
)⊗ J � π̄∗OM1,1,A

� π̄∗OM1,1,A0

0 � (OP1
k
)⊗ J

a
f

� OP1
A

b
f

� OP1
A0

c
f

� 0.

(2-2)

By induction and the case when A is a field, we get that a and c are isomorphisms
and therefore b is an isomorphism also. �

Assume for the rest of this section that S is a Z[1/6]-scheme.
Let s̃4 : S → M1,1,S be the section corresponding to the elliptic curve with

automorphism group µ4 (y2
= x3

+ x with 1 = −64, j = 1728) and s̃6 : S →
M1,1,S the section corresponding to the elliptic curve with automorphism group µ6

(y2
+ y = x3 with 1 = −27, j = 0). These sections define closed immersions

s4 : Bµ4,S ↪→M1,1,S and s6 : Bµ6,S ↪→M1,1,S . For any line bundle L on M1,1,S the
pullback s∗4 L (resp. s∗6 L) corresponds to a line bundle M4 (resp. M6) on S with
action of the group µ4 (resp. µ6). We thus get maps

ρ4 : µ4→ Aut(M4)' Gm, ρ6 : µ6→ Aut(M6)' Gm

defining characters χ4 ∈ Z/(4) and χ6 ∈ Z/(6).

Lemma 2.2. The pair (χ4, χ6) lies in Z/(12)⊂ Z/(4)×Z/(6).

Proof. The construction of the pair (χ4, χ6) commutes with arbitrary base change
on S, so it suffices to consider the case when S is the spectrum of an algebraically
closed field, S = Spec(k). We have to show that ρ4|µ2 = ρ6|µ2 . Write k[[t]] for the
completion of the local ring of A1

j at j = 1728 and let k[[z]] be the completion of
the local ring of M1,1,S at the point coresponding to the curve y2

= x3
+x . Then for

suitable choices of the coordinates t and z the map k[[t]]→ k[[z]] sends t to z2, and
the action of µ4 is given by ζ ∗z= ζ 2

·z. Furthermore we can write L|k[[z]]= k[[z]]·e
for some basis e, such that ρ4 acts by ζ ∗ e = ζ χ4e. From this we see that ρ4|µ2 is
equal to the character defined by the action of µ2 on the fiber of L at the generic
point of M1,1,S . Similarly, ρ6|µ2 is equal to the action on the generic fiber. �

We therefore obtain a map

Pic(M1,1,S)→ Z/(12), L 7→ (χ4, χ6), (2-3)

and it follows from the construction that this map is a homomorphism. Let K
denote the kernel.
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Recall that a Deligne–Mumford stack X is called tame if for every algebraically
closed field � and point x̄ : Spec(�)→X the order of the automorphism group of
x̄ is relatively prime to the characteristic of �.

Lemma 2.3. Let X be a tame Deligne–Mumford stack with coarse moduli space
π : X→ X. Let L be an invertible sheaf on X such that for every geometric point
x̄ → X the action of the stabilizer group G x̄ on L(x̄) is trivial. Then π∗L is an
invertible sheaf on X and π∗π∗L→ L is an isomorphism.

Proof. It suffices to prove the lemma after passing to the strict henselization of
X at a geometric point x̄ . Let A = OX,x̄ and B = OX,x̄ . Then, as explained in
[Olsson 2006, 2.12], if 0 denotes the stabilizer group of x̄ then there is a natural
action of 0 on B such that X = [Spec(B)/0]. Let M be the free B-module with
0-action of rank 1 defining L. Since 0 has order invertible in k(x̄) (since X is
tame), the representation category of 0 is semisimple. By our assumptions, the
reduction M⊗ k(x̄) is generated by an invariant element, and choosing a lifting to
an invariant element of M we see that we can write M = B ·e where 0 acts trivially
on e. Then π∗L is just A · e and the lemma is immediate. �

Corollary 2.4. The homomorphism π∗ : Pic(A1
S)→ K is an isomorphism.

Proof. We show that if L is a line bundle with (χ4, χ6) = (0, 0), then π∗L is
an invertible sheaf on A1

S and π∗π∗L→ L is an isomorphism. By Lemma 2.3 it
suffices to show that for any geometric point x̄→M1,1,S , the action of the stabilizer
group of x̄ on L(x̄) is trivial. For this we may assume that S is the spectrum of
an algebraically closed field. By our assumptions, the actions ρ4 and ρ6 are trivial.
By the argument used in the proof of Lemma 2.2, this implies that the action of
the generic stabilizer is also trivial. From this it follows that the action is trivial at
every point since over A1

−{0, 1728} the stack M1,1,S is a µ2-gerbe. �

Lemma 2.5. The image of λ in Z/(12) is a generator. In particular (2-3) is sur-
jective.

Proof. It suffices to consider the case when S is the spectrum of a field, in which
case the above shows that Pic(M1,1,S) injects into Z/(12). We can in fact compute
directly the image of λ in Z/(4)×Z/(6). The image in Z/(4) corresponds to the
representation of µ4 given by the action on the invariant differential dx/2y of the
curve y2

= x3
+ x . An element ζ ∈ µ4 acts by (x, y) 7→ (ζ 2x, ζ y), and therefore

the action on dx/2y is equal to multiplication by ζ . Therefore the image of λ in
Z/(4) is equal to 1.

Similarly, the image of λ in Z/(6) corresponds to the character given by the
invariant differential dx/(2y+ 1) of the curve y2

+ y = x3. Write µ6 = µ2×µ3.
Then (−1, 1) acts by (x, y) 7→ (x,−y − 1) and (1, ζ ) acts by (x, y) 7→ (ζ x, y).
Therefore (−1, 1) acts on the invariant differential by multiplication by −1 and
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(1, ζ ) acts by multiplication by ζ . It follows that λ maps to 1 in Z/(6) which
implies that λ is a generator in Z/(12). �

Corollary 2.6. The map λ× π∗ : (Z/12)× Pic(A1
S)→ Pic(M1,1,S) is an isomor-

phism.

3. The case of a normal affine scheme S

Write S = Spec(3) with 3 a normal ring. Let U be the scheme

U := Spec(3[a1, a2, a3, a4, a6][1/1]), (3-1)

where 1 is as in (1-3). Equation (1-1) defines a family of elliptic curves E→U .
Let G denote the group scheme with underlying scheme Spec(3[u±, r, s, t]) with
group law defined by

(u′, r ′, s ′, t ′) · (u, r, s, t)= (uu′, u2r ′+ r, us ′+ s, u3t ′+ u2r ′s+ t). (3-2)

The group G acts on E over the action on U via the formulas [Deligne 1975, 1.6],
and M1,1,S is isomorphic to the stack theoretic quotient [U/G].

Proposition 3.1. The pullback map

Pic(S)→ Pic(U ) (3-3)

is an isomorphism.

Proof. The key point is the following result of Ischebeck [1979, §4].

Lemma 3.2. Let 1 ∈ Z[t1, . . . , tn] be a polynomial satisfying

(i) The greatest common divisor of the coefficients of its nonconstant monomials
is 1.

(ii) For any field k the image of 1 in k[t1, . . . , tn] is irreducible.

Then for any noetherian normal ring 3, the pullback homomorphism

Pic(3)→ Pic(3[t1, . . . , tn][1/1]) (3-4)

is an isomorphism.

Proof. The assumptions are used as follows:

(1) Assumption (i) implies that the map Spec(Z[t1, . . . , tn][1/1])→ Spec(Z) is
surjective and hence faithfully flat. It follows that the map

Spec(3[t1, . . . , tn][1/1])→ Spec(3) (3-5)

is also faithfully flat.
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(2) By the preceding observation, the divisor V (1) ⊂ Spec(3[t1, . . . , tn]) does
not contain any fibers, and by (ii) its generic fiber is nonempty and irreducible.
From this it follows that V (1) is irreducible.

It follows that there is an exact sequence of Weil divisor class groups [Fulton 1998,
1.8]

Z[V (1)] 0
� Cl(3[t1, . . . , tn]) � Cl(3[t1, . . . , tn][1/1]) � 0. (3-6)

We conclude that

Cl(3)' Cl(3[t1, . . . , tn])' Cl(3[t1, . . . , tn][1/1]). (3-7)

The normality of 3 implies that the natural maps from the Picard groups to the
Weil divisor class groups are injective. Therefore, it suffices to show that if D ∈
Cl(3) is a Weil divisor whose image in Cl(3[t1, . . . , tn][1/1]) is in the image
of Pic(3[t1, . . . , tn][1/1]), then D is obtained from a line bundle on Spec(3).
This follows from the observation that 3→ 3[t1, . . . , tn][1/1] is faithfully flat
[Ischebeck 1979, §4, Satz 6]. �

We apply the lemma to1∈Z[a1, . . . , a6]; (i) is immediate and (ii) follows from
the calculations in [Deligne 1975, §3, §4] (Note that though these sections concern
characteristics prime to 6, the same calculations give the irreducibility of 1 over
arbitrary fields.) �

The isomorphism M1,1,S ' [U/G] defines a morphism σ :M1,1,S→ BG. For a
character χ : G→Gm defining a line bundle on BG, let Lχ be the line bundle on
M1,1,S obtained by pullback along σ .

Lemma 3.3. Let L be a line bundle on M1,1,S such that the pullback L of L to U
is trivial. Then L' Lχ for some character χ : G→ Gm .

Proof. Fix a basis e ∈ L .
Let F be the sheaf on the category of affine S-schemes (with the étale topology)

which to any morphism of affine schemes S′→ S associates 0(US′,O∗US′
). There is

an inclusion of sheaves Gm ⊂F given by the inclusions 0(S′,O∗S′)⊂0(US′,O∗US′
).

For any S′ → S and g ∈ G(S′), we get an element ug ∈ F(S′) defined by the
condition that g(e) = ug · e ∈ L . This defines a map of sheaves (not necessarily a
homomorphism)

f : G→ F. (3-8)

To prove the lemma it suffices to show that f has image contained in Gm ⊂F (note
that it is clear that if this holds then the map G→ Gm is a homomorphism).

Since G is an affine scheme, the map f is determined by a section u0 ∈ F(G).
Since G is normal and connected, this section u0 ∈ 0(UG,O∗UG

) can be written
uniquely as β1m , where β ∈ 0(G,O∗G) and m ∈ Z. We need to show that m = 0.
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For this, note that the image of u0 under the map F(G)→ F(S) defined by the
identity section e : S→ G is equal to 1. It follows that e∗(β) ·1m is equal to 1 in
0(U,O∗U ) which implies that m = 0. �

Lemma 3.4. Any homomorphism G→ Gm factors through the projection

χ0 : G→ Gm, (u, r, s, t) 7→ u. (3-9)

Proof. There are three injective homomorphisms

jr , js, jt : Ga ↪→ G (3-10)

sending x ∈Ga to (1, x, 0, 0), (1, 0, x, 0), and (1, 0, 0, x) respectively. The formula

(1, r, 0, 0)(1, 0, s, 0)(1, 0, 0, t − rs)= (1, r, s, t) (3-11)

shows that the subgroup of G generated by the images of these three inclusions is
equal to the kernel of χ0. Since any homomorphism Ga→Gm is trivial, it follows
that any homomorphism G→ Gm has kernel containing Ker(χ0). �

Lemma 3.5. Let n,m ∈ Z be integers. Then Lχn
0
' Lχm

0
if and only if n ≡ m

(mod 12).

Proof. Observe that
Lχn

0
⊗ L−1

χm
0
' Lχn−m

0
,

so it suffices to show that Lχn
0
' OM1,1,S if and only if 12 | n.

Choose a basis e ∈ Lχn
0
(U ) such that G acts on e through χn

0 . Then an isomor-
phism OM1,1,S ' Lχn

0
is given by a function ε ∈ 0(U,O∗U ) such that the action of G

on ε−1
· e is trivial. Equivalently we want a global section ε ∈ 0(U,O∗U ) such that

G acts on ε through χn
0 . Since

0(U,O∗U )'3
∗
·1Z,

and G acts on 1 through χ12
0 , such a unit ε exists if and only if 12 | n. �

Let ι : Lχ12
0
'OM1,1,S be the trivialization defined by1. This trivialization enables

us to speak of Lχn
0

for any class n ∈ Z/(12).
By Proposition 3.1, if L is a line bundle on M1,1,S , then the pullback of L to U

is isomorphic to the pullback of a line bundle M on S. Trivializing this line bundle
M locally on S, we see that locally on S we have an isomorphism L' Lχn

0
, for a

unique class n ∈ Z/(12). From the uniqueness it follows that to any connected S
and line bundle L on M1,1,S , there exists a unique class n ∈Z/(12) and line bundle
M on S such that

L' M ⊗ Lχn
0
.

Moreover, such a line bundle L is trivial if and only if M is trivial and n is the zero
element of Z/(12).
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The line bundle λ is trivialized over U by the invariant differential π defined in
(1-4), and as mentioned in the introduction the action of (u, r, s, t) ∈ G on π is
through the character G→ Gm sending (u, r, s, t) to u−1. Therefore

λ' Lχ−1
0
.

This completes the proof of Theorem 1.1 in the case when S is affine and normal.
�

A very similar argument can be used to prove Theorem 1.3 in the case when the
base scheme S is affine and normal. Let c4 = b2

2 − 24b4. Then one can show (see
for example [Silverman 2009, III.1.4]) that (1-1) is nodal precisely when 1 = 0
and c4 6= 0. Let Ũ denote

Spec(3[a1, a2, a3, a4, a6])− V (1, c4). (3-12)

Again, the group scheme G acts on Ũ and M1,1,S ' [Ũ/G].

Lemma 3.6. (i) The map

Pic(3)→ Pic(Ũ ) (3-13)

is an isomorphism.

(ii) The map 3∗→ 0(Ũ ,O∗
Ũ
) is an isomorphism.

Proof. Statement (ii) is immediate. Statement (i) follows from a very similar
argument to the proof of Proposition 3.1. The only new ingredient is that the
polynomial c4 is not irreducible over fields of characteristics 2 and 3 but it is a
power of an irreducible polynomial (in characteristic 2 it is equal to a4

1 and in
characteristic 3 it is equal to (a1+ a2)

2. �

Using this, one sees as before that the map

Pic(3)×Pic(BG)→ Pic(M1,1,S) (3-14)

is an isomorphism with the character Equation (3-9) mapping to λ−1.

4. The case when S is reduced

4.1. If S is an arbitrary scheme, and L a line bundle on M1,1,S , then there is a
unique function s 7→ l(s) ∈ Z/(12) which associates to a point s the unique power
l(s) of λ such that Ls ⊗λ

−l(s) on M1,1,k(s) descends to A1
k(s) (and hence is trivial).

Lemma 4.2. The function s 7→ l(s) is a locally constant function on S.

Proof. The assertion is local on S so we may assume that S is affine. Furthermore,
the assertion can be verified on each irreducible component so we may assume that
S is integral. Finally, if S̃→ S is the normalization then it suffices to verify the
assertion for S̃. In this case the result follows from Section 3. �
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4.3. In particular, if S is connected we obtain a homomorphism

Pic(M1,1,S)→ Z/(12) (4-1)

sending λ to 1. Thus, in general, to prove Theorem 1.1 we need to show that the
kernel of (4-1) is isomorphic to Pic(A1

S).

4.4. To complete the proof of Theorem 1.1 in the case when S is reduced, we
make some general observations about the relationship between line bundles on a
stack and line bundles on the coarse moduli space (Recall that by Lemma 2.1, the
j-invariant identifies A1

S with the coarse moduli space of M1,1,S .)
Let S be a noetherian scheme and X→ S a Deligne–Mumford stack over S.

Let π : X→ X be the coarse moduli space, and assume that the formation of the
coarse space X commutes with arbitrary base change on S and that X is reduced
(we just saw that this holds for M1,1 over a reduced scheme). For a field valued
point x : Spec(k)→ S, let πx :Xx→ Xx denote the base change X×S x→ X×S x .

Proposition 4.5. Let L be a line bundle on X such that for every field valued point
x : Spec(k)→ S, the sheaf πx∗(L|Xx ) is locally free of rank 1 and π∗x πx∗(L|Xx )→

L|Xx is an isomorphism. If X→ X is flat, then the sheaf π∗L is locally free of rank
1 on X and π∗π∗L→ L is an isomorphism.

Proof. One immediately reduces to the case when X = Spec(R), Y = Spec(B) is a
finite flat R scheme, and 0 is a finite group acting on Y over X such that X=[Y/0]
(see for example [Olsson 2006, 2.12]). Let M denote the B-module corresponding
to L , so that M comes equipped with an action of 0 over the action on B. We can
even assume that R is a local ring and that M is a free R-module (forgetting the
B-module structure). We are then trying to compute the kernel of the map

M→
∏
γ∈0

M, m 7→ (· · · , γ (m)−m, · · · )γ∈0.

We can also assume that S = Spec(3) is affine. �

Lemma 4.6. Let R be a reduced local3-algebra and let A∈Mn×m(R) be a matrix
(which we view as a map Rn

→ Rm) with the property that for every x ∈ Spec(3),
the matrix A(x) ∈ Mn×m(R ⊗3 k(x)) has kernel a free R ⊗3 k(x)-space of rank
1. Then Ker(A) is a free rank 1 module over R and for every x ∈ Spec(3), the
natural map Ker(A)⊗3 k(x)→ Ker(A(x)) is an isomorphism.

Proof by induction on n. If n= 1, then the assertion is that A is a matrix with A(x)
the zero matrix for all x ∈ Spec(3). Since R is reduced this implies that A is the
zero matrix.
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For the inductive step, consider the system of m equations∑
i

ai j X i = 0

that we are trying to solve in R. If x ∈ Spec(3) is the image of the closed point of
Spec(R), then A(x) is not zero since n ≥ 2. Since R is local, some ai j is invertible
and so we can solve for the variable X i . This gives a system of m − 1 equations
in n− 1 variables, which again has the property that for every point x ∈ Spec(3),
the image in R⊗ k(x) has a unique line of solutions. By induction we obtain the
result. �

This completes the proof of Theorem 1.1(i).

5. Proof of Theorem 1.1(ii)

Proposition 5.1. For any scheme S over Z[1/2], with π : M1,1,S → A1
j,S the pro-

jection, and any coherent OS-module M , the sheaf R1π∗(OM1,1,S ⊗OS M) is zero.

Proof. Using the theorem of formal functions one is reduced to the case when S is
the spectrum of a field. Furthermore, if the characteristic is not 3, the result is im-
mediate, as M1,1,S is tame in this case (see, for example, the proof of [Abramovich
and Vistoli 2002, 2.3.4]), so it suffices to consider S = Spec(k) with char(k) = 3,
and M = k. We may further assume that k is algebraically closed.

The coherent sheaf R1π∗(OM1,1,k ) restricts to the zero sheaf on A1
k − {0}, since

over this open subset of A1
k the stack M1,1,k is tame (the automorphism groups are

{±1}). Let x̄→M1,1,k be a geometric point mapping to 0 in A1
k , and let A denote the

completion of OM1,1,l ,x̄ along the maximal ideal. Let 0x̄ denote the stabilizer group
scheme of x̄ , so that 0x̄ acts on A. The ring of invariants B := A0x̄ is equal to the
completion of A1

k at the origin. Let F denote the finite type B-module obtained by
pulling back R1π∗(OM1,1,k ) to Spec(B). Then F is equal to the cohomology group
H 1(0x̄ , A). We show that this group is zero. Since F is supported on the closed
point of Spec(B), there exists an integer n such that jn F = 0 (where j ∈ B is the
uniformizer defined by the standard coordinate on A1). To prove the proposition it
therefore suffices to show that F is j-torsion-free.

For this we use an explicit description of A and 0x̄ given by the Legendre family.
Let

V = Spec(k[λ][1/λ(λ− 1)]), (5-1)

and let EV → V be the elliptic curve

EV : Y 2 Z = X (X − Z)(X − λZ). (5-2)

If µ denotes λ+1, then the j-invariant of EV is equal to µ6/(µ4
−1) (Recall that

char(k)= 3.) The map V →M1,1,k defined by EV is étale (see for example [Katz
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and Mazur 1985, 2.2.8]), so this defines an isomorphism A' k[[µ]]. The group 0x̄

sits in an exact sequence

1→ {±1} → 0x̄ → S3→ 1, (5-3)

and the action of 0x̄ on A ' k[[µ]] factors through the action of S3 on k[[µ]] given
by the two automorphisms

α : µ 7→ −µ (5-4)

and
β : µ 7→ µ/(1−µ)= µ(1+µ+µ2

+ . . .). (5-5)

Also note that the Leray spectral sequence

E pq
2 = H p(S3, Hq({±1}, A)) H⇒ H p+q(0x̄ , A) (5-6)

and the fact that Hq({±1}, A)= 0 for q > 0 (since 2 is invertible in k) imply that
H 1(0x̄ , A)= H 1(S3, A).

An element in H 1(S3, A) can be represented by a set map ξ : S3→ k[[µ]] (written
σ 7→ ξσ ) such that for σ, τ ∈ S3 we have (recall the action is a right action)

ξστ = ξ
τ
σ + ξτ . (5-7)

The class of ξ is trivial if there exists an element g ∈ k[[µ]] such that ξσ = gσ−g for
all σ ∈ Se. Note that (5-7) implies that it suffices to check the equalities ξσ = gσ−g
for a set of generators σ ∈ S3.

If ξ represents a class in H 1(S3, A) annihilated by j , there exists an element
g ∈ k[[µ]] such that

µ6

µ4− 1
ξσ = gσ − g (5-8)

for all σ ∈ S3. To prove that H 1(S3, A) is j-torsion-free, it therefore suffices to
show that for such a ξ , we can choose g to have µ-adic valuation ≥ 6 (since A is
j-torsion-free).

For this, note that we can assume without loss of generality that g has no constant
term, and then write

g = a1µ+ a2µ
2
+ a3µ

3
+ a4µ

4
+ a5µ

5
+ g≥6, (5-9)

where g≥6 has µ-adic valuation ≥ 6. We have

µ6

µ4− 1
ξα = 2a1µ+ 2a3µ

3
+ 2a5µ

5
+ (gα

≥6− g≥6), (5-10)

which implies that a1 = a3 = a5 = 0. Then

µ6

µ4− 1
ξβ = 2a2µ

3
+ (higher order terms), (5-11)
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which gives a2 = 0. Finally, using this, we see that

µ6

µ4− 1
ξβ = a4µ

5
+ (higher order terms), (5-12)

which implies that a4 = 0 as desired. This completes the proof of Proposition 5.1.
�

5.2. Now let us prove Theorem 1.1 for a connected Z[1/2]-scheme S. We need to
show that if L is a line bundle on M1,1,S such that for any field-valued point s ∈ S
the fiber Ls on M1,1,s descends to A1

j,s , then L descends to A1
j,S . By a standard limit

argument it suffices to consider the case when S is noetherian and even affine, say
S=Spec(3). Let J ⊂3 denote the nilradical. By the reduced case already treated
in Section 4, it suffices to show inductively that if the result holds for 3/J r then it
also holds for 3/J r+1. In other words, let L0 denote a line bundle on A1

j,3/J r and
L̃ a lifting of π∗L0 to M1,1,3/J r+1 . Then we want to show that L̃ is pulled back
from a lifting of L0 to A1

j,3/J r+1 . By standard deformation theory this is equivalent
to showing that the map

0= H 1(A1
3, J r/J r+1)→ H 1(M1,1,3, J r/J r+1)

is an isomorphism; or, equivalently, that H 1(M1,1,3, J r/J r+1) is zero. Since
A1

j,3 is affine, the group H 1(M1,1,3, J r/J r+1) is zero if and only if the sheaf
R1π∗(J r/J r+1

⊗ OM1,1,3) is zero on A1
j,3, which follows from Proposition 5.1.

This completes the proof of Theorem 1.1. �

6. Computations in characteristic 2

Proposition 6.1. Let k be a field of characteristic 2, and let π : M1,1,k → P1
k be

the morphism defined by the j-invariant. Then R1π∗OM1,1,k
is a line bundle on P1

k
of negative degree.

Proof. We may without loss of generality assume that k is algebraically closed.
Let U∞ ⊂ M1,1,k denote the open substack M1,1,k ×P1

j
A1

1/j (the complement
of j = 0), and let U0 = M1,1,k ⊂ M1,1,k denote the complement of j = ∞. Let
U∞,U0 ⊂ P1

j be the coarse moduli spaces (the standard open cover of P1
j ).

The stack U∞ is a Z/(2)-gerbe over U∞. Now in general, if f : G→ X is a
Z/(2)-gerbe in characteristic 2, the sheaf R1 f∗OG is locally free of rank 1 and in fact
canonically trivialized. This can be seen as follows. Étale locally on X , we have
G= X×B(Z/(2)). Computing in this local situation, one sees that R1 f∗(Z/(2)) is
a locally constant sheaf of groups étale locally isomorphic to Z/(2), and the natural
map R1 f∗(Z/(2))⊗Z/(2)OX→ R1 f∗OG (which exists since we are in characteristic
2) is an isomorphism. Since a group of order 2 admits no nontrivial automorphisms,
there is a canonical isomorphism Z/(2)' R1 f∗(Z/(2)) which induces a canonical
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trivialization of R1 f∗OG. In the case of G = X × B(Z/(2)) and X = Spec(A) we
have

H 1(G,OG)' HomGp(Z/(2), A),

and the trivialization is given by the homomorphism sending 1 ∈ Z/(2) to 1 ∈ A.

Lemma 6.2. The sheaf R1π∗OM1,1,k
is locally free of rank 1 on P1

j .

Proof. By finiteness of coherent cohomology for stacks, the sheaf is in any case
coherent. Since P1

j is a smooth curve it therefore suffices to show that it is torsion-
free. Furthermore, the only issue is at the point j = 0. Since the formation of
cohomology commutes with flat base change, it suffices to show that

H 1(M1,1,k ×P1
j
Spec(k[[ j]]),OM1,1,k×P1

j
Spec(k[[ j]])) (6-1)

is j-torsion-free.
For this we use the so-called Hesse presentation of M1,1,k . Let

V = Spec
(
k[µ,ω][1/(µ3

− 1)]/(ω2
+ω+ 1)

)
, (6-2)

and let EV → V be the elliptic curve given by the equation

X3
+ Y 3

+ Z3
= µXY Z . (6-3)

This elliptic curve has a basis for its three-torsion group given by the points [1 : 0 :
−1] and [−1 :ω : 0]. In fact, this is the universal elliptic curve with full level three
structure. The j-invariant of EV is µ12/(µ3

− 1)3 (since we are in characteristic
2). In particular, the fiber over j = 0 is the curve X3

+ Y 3
+ Z3

= 0.
Changing the choice of basis for the 3-torsion subgroup defines an action of

GL2(F3) on V such that M1,1,k ' [V/GL2(F3)]. A calculation shows that this
action is described as follows:

(1) (µ, ω) ∗
( 1 0
−1 1

)
= (ωµ,ω).

(2) (µ, ω) ∗
( 0 −1

1 0

)
= (µ/(µ−1), ω).

(3) (µ, ω) ∗
( 1 0

0 −1

)
= (µ, ω2).

Putting this together one finds that

M1,1,k ×P1
j
Spec(k[[ j]])' [Spec(k[[µ]])/SL2(F3)], (6-4)

where α =
( 1 0
−1 1

)
acts by µ 7→ ζµ (for some fixed primitive cube root of unity ζ )

and β =
( 0 −1

1 0

)
acts by µ 7→ µ/(µ−1).

As in the proof of Proposition 5.1, an element of (6-1) is given by a set map
ξ :SL2(F3)→k[[µ]] (written σ 7→ ξσ ) such that for any two elements σ, τ ∈SL2(F3)

we have
ξστ = ξ

τ
σ + ξτ ,
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and the class of ξ is trivial if there exists an element g ∈ k[[µ]] such that for every
σ we have ξσ = gσ − g.

Now if (6-1) has j-torsion there exists a set map ξ as above and an element
g ∈ k[[µ]] such that for all σ we have

µ12

µ3− 1
ξσ = gσ − g.

To prove that (6-1) is torsion-free, it suffices to show that we can choose g to be
divisible by µ12. For since k[[µ]] is an integral domain we then have

ξσ =
(
µ3
−1
µ12 g

)σ
−

(
µ3
−1
µ12 g

)
.

We can without loss of generality assume that g has no constant term. Write

g = a1µ+ a2µ
2
+ · · ·+ a11µ

11
+ g≥12.

Then gα − g has µ-adic valuation ≥ 12 (recall that α =
( 1 0
−1 1

)
). Looking at the

coefficients ai , this implies that all but a3, a6, and a9 are zero, so

g = a3µ
3
+ a6µ

6
+ a9µ

9
+ g≥12.

Similarly, gβ − g has µ-adic valuation ≥ 12. Looking at the coefficient of µ4 in
gβ − g one sees that a3 = 0. Then looking at the coefficent of µ8 one sees that
a6 = 0, and finally looking at the coefficient of µ10 one sees that a9 = 0. �

Let M denote the cohomology group (6-1) (a k[[ j]]-module) and let Mη denote
M⊗k[[ j]]k[[ j]][1/j]. Let e∞ ∈Mη denote the basis element defined by the canonical
trivialization of R1π∗OM1,1,k

over U∞. The lattice M ⊂ Mη defines a valuation ν
on Mη and it suffices to show that ν(e∞) < 0. Equivalently, we have to show that
for any element m ∈ M , if we write m = he∞ in Mη then the j-adic valuation of
h is positive.

For this we again use the presentation (6-4). An element m ∈ M is then repre-
sented by a map ξ : SL2(F3)→ k[[µ]]. The corresponding element in Mη can be
described in terms of the basis e∞ as follows. First of all, the element ξβ2 ∈ k[[µ]]
is SL2(F3)-invariant, since for any other element σ we have

ξσβ2 + ξσ = ξβ2σ = ξσβ2 = ξβ
2

σ + ξβ2,

and β2 acts trivially on k[[µ]]. Therefore, ξβ2 is actually an element in k[[ j]]. The
image of ξ in Mη ' Hom(Z/(2), k[[ j]][1/j]) is then equal to the homomorphism

Z/(2)→ k[[ j]][1/j], 1 7→ ξβ2 .
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The class e∞ corresponds to the homomorphism sending 1 to 1, so we have to
show that the j-adic valuation of ξβ2 is positive. For this, let f = ξβ . Then

ξβ2 = f β + f = f (µ(1+µ+µ2
+ · · · ))+ f (µ).

Since we are in characteristic 2, it follows that the µ-adic valuation of ξβ2 is at
least 2, and therefore the j-adic valuation of ξβ2 is also positive. �

Corollary 6.3. For any field k, we have H 1(M1,1,k,OM1,1,k
)= 0.

Proof. We have R1π∗OM1,1,k
= 0 when char(k) 6= 2 (When char(k)= 3, this follows

from Proposition 5.1.) It follows that

H 0(P1
k, R1π∗OM1,1,k

)= 0 (6-5)

in all characteristics. From the Leray spectral sequence we obtain

H 1(M1,1,k,OM1,1,k
)= H 1(P1

k,OP1
k
)= 0. (6-6)

This concludes the proof. �

Remark 6.4. Note that if char(k)=2, then the restriction of R1π∗OM1,1,k to A1
k⊂P1

k
is nonzero. From the Leray spectral sequence it follows that the map

0= H 1(A1
k ,OA1

k
)→ H 1(M1,1,k,OM1,1,k ) (6-7)

is not an isomorphism. Since the group H 1(M1,1,k,OM1,1,k ) classifies deformations
of the structure sheaf to M1,1,k[ε]/(ε2), this implies that there are line bundles on
M1,1,k[ε]/(ε2) which are in the kernel of (4-1) but are nontrivial. This implies that
Theorem 1.1 fails for S = Spec(k[ε]/(ε2)). More generally, Theorem 1.1 fails for
any nonreduced affine scheme over F2.

7. Proof of Theorem 1.3

7.1. In order to prove Theorem 1.3 it is easiest to prove a stronger statement that
implies it. Let Pic(M1,1,S) denote the Picard stack over S which to any S-scheme
T associates the group of line bundles on M1,1,T . By [Aoki 2006, 5.1], the stack
Pic(M1,1,S) is an algebraic stack (an Artin stack) over S. There is a morphism of
stacks

Z× BGm,S→ Pic(M1,1,S) (7-1)

sending a pair (n, L) consisting of n ∈ Z and L a line bundle on S to λn
⊗OS L on

M1,1,S . The following theorem implies Theorem 1.3 by evaluation of both sides of
(7-1) on S and passing to isomorphism classes.

Theorem 7.2. The morphism (7-1) is an isomorphism.
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Proof. Note first that if n and n′ are integers and L and L ′ are line bundles on S,
then λn

⊗L and λn′
⊗L ′ on M1,1,S are isomorphic if and only if n= n′ and L ' L ′.

Indeed, if these two sheaves are isomorphic, then this implies that λn−n′ descends
to P1

j . By the case of a field, this implies that n = n′. In this case we recover L
and L ′ from their pullbacks to M1,1,S by pushing back down to S. Therefore, the
functor (7-1) is fully faithful. It therefore suffices to show that for any cartesian
diagram

P � S

Z× BGm

g
� PicM1,1,S

L

g
(7-2)

the morphism of algebraic spaces P → S is an isomorphism. For this it suffices
to consider the case when S is artinian local. Furthermore, we know the result in
the case when S is the spectrum of a field by Section 3. Since a line bundle on
the spectrum of an artinian local ring is trivial, what we therefore need to show is
that if S is an artinian local ring, then any line bundle on M1,1,S is isomorphic to
λn for some n. Proceeding by induction on the length of S, it further suffices to
consider the following. Let S = Spec(A), k the residue field of A, and let J ⊂ A
be a square-zero ideal annihilated by the maximal ideal of A, and set A0 = A/J .
Then any deformation of λn over M1,1,A0 to M1,1,A is isomorphic to λn . Using the
exponential sequence

0→ J ⊗OM1,1,k
→ O∗

M1,1,A
→ O∗

M1,1,A0
→ 0,

one sees that this amounts exactly to H 1(M1,1,k,OM1,1,k
)= 0. �
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Positive motivic measures are counting
measures

Jordan S. Ellenberg and Michael Larsen

A motivic measure is a ring homomorphism from the Grothendieck group of a
field K (with multiplication coming from the fiber product over Spec K ) to some
field. We show that if a real-valued motivic measure µ satisfies µ([V ]) ≥ 0 for
all K -varieties V , then µ is a counting measure; that is, there exists a finite field
L containing K such that µ([V ])= |V (L)| for all K -varieties V .

Let K be a field. By a K -variety, we mean a geometrically reduced, separated
scheme of finite type over K . Let K0(VarK ) denote the Grothendieck group of
K , that is, the free abelian group generated by isomorphism classes [V ] of K -
varieties, with the scissors relations [V ] = [W ]− [V \W ] whenever W is a closed
K -subvariety of V . There is a unique product on K0(VarK ) characterized by the
relation

[V ] · [W ] = [V ×W ],

where × denotes the fiber product over Spec K . This product gives K0(VarK ) a
commutative ring structure with identity [Spec K ]. For every extension L of K ,
extension of scalars gives a natural ring homomorphism K0(VarK )→ K0(VarL).
The map K 7→ K0(VarK ) can be regarded as a functor from fields to commutative
rings. Throughout the paper, we follow the usual convention of writing L for [A1

K ].
Following the terminology of [Larsen and Lunts 2003], we call a ring homo-

morphism from K0(VarK ) to a field F a motivic measure. Note that the origi-
nal meaning of this term [Hales 2005; Looijenga 2002] is different (though re-
lated). If K is a finite field, the map [V ] 7→ |V (K )| extends to a homomorphism
µK : K0(VarK )→ Z, and therefore to an F-valued measure for any field F . More
generally, if L is an extension of K which is also a finite field, the composition
of µL with the natural map K0(VarK ) → K0(VarL) gives for each F a motivic
measure. We will call all such measures counting measures.

In this paper, we consider positive motivic measures, by which we mean R-
valued measures µ such that µ([V ]) ≥ 0 for all K -varieties V . We now state our
main result.

MSC2000: primary 14F43; secondary 14G15.
Keywords: motives, motivic measures, finite fields.
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Theorem 1. Every positive motivic measure is a counting measure. In other words,
if K is any field and µ : K0(VarK ) → R is positive, there exists a finite field L
containing K such that µ([V ])= |V (L)| for all K -varieties V .

Of course, for other choices of F there may still be motivic measures such that
µ([V ]) lies in some interesting semiring of F for all K -varieties V . For example, if
F is C(u, v) and K =C, the measure sending V to its Hodge–Deligne polynomial
takes values in the semiring of polynomials in u, v whose term of highest total
degree is a positive multiple of a power of uv.

We begin with a direct proof of the following obvious corollary of Theorem 1.

Proposition 2. If K is infinite, there are no positive motivic measures on K0(VarK ).

Proof. Let µ be such a measure. For any finite subset S of K , which we regard as
a zero-dimensional subvariety of A1,

0≤ µ(A1
\ S)= µ(L)− |S|.

Thus, µ(L)≥ |S| for all subsets S of K , which proves the proposition. �

For the remainder of the paper we may and do assume that K is finite, of cardi-
nality q. We write Fqn for the degree n extension of K .

Proposition 3. Let�n denote the variety obtained from An by removing all proper
affine-linear subspaces defined over Fq . Then

[�n
] = (L− q)(L− q2) · · · (L− qn).

Proof. For any Fq -rational affine-linear subspace A of An , let A◦ denote the open
subvariety of A which is the complement of all proper Fq -rational affine-linear
subspaces of A. Then [A◦] = [�dim A

], and one can write recursively

[�n
] = Ln

−

n−1∑
i=1

an,i [�
i
],

where an,i is the number of Fq -rational i-dimensional affine linear subspaces of An .
Thus, [�n

] can be expressed as Pn(L), where Pn ∈ Z[x] is monic and of degree n.
It suffices to prove that qd is a root of Pn(x) for all integers d ∈ {1, 2, . . . , n}.

For any d in this range �n(Fqd ) is empty. Indeed, if x ∈ An(Fqd ), then the n
coordinates of x together with 1 cannot be linearly independent over Fq , which
implies that x lies in a proper Fq -rational affine-linear subspace of An . Thus,

0= µFqd (�
n)= Pn(qd). �

Corollary 4. Ifµ is a positive measure on K0(VarFq ), there exists a positive integer
n such that µ(L)= qn .
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Proof. If qn−1 < µ(L) < qn for some integer n, then µ(�n) < 0, contrary to
positivity. �

Our goal is then to prove that µ(L) = qn implies µ = µFqn . We prove first that
these measures coincide for varieties of the form Spec Fqd and deduce that they
coincide for all affine varieties. As K0(VarFq ) is generated by the classes of affine
varieties, this implies Theorem 1.

Lemma 5. Let µ be a real-valued motivic measure of K0(VarFq ) and m a positive
integer. Then

µ(Spec Fqm ) ∈ {0,m}.

If Spec Fqm has measure m, then Spec Fqd has measure d whenever d divides m.

Proof. As
Fqm ⊗Fq Fqm = Fm

qm ,

the class x of Spec Fqm satisfies x2
= mx . If d divides m,

Fqd ⊗Fq Fqm = Fd
qm ,

so µ(Spec Fqm )= m implies µ(Spec Fqd )= d . �

Of course,

µFqn (Spec Fqm )=

{
m if m |n,
0 otherwise.

We will prove the same thing for the values of µ(Spec Fqm ). We begin with:

Proposition 6. If µ(L)= qn and µ(Spec(Fqk ))= k for some k ≥ n, then

µ(Spec Fqm )=

{
m if m |n,
0 otherwise.

(1)

For any integer k, we denote by Xk the complement in A1 of the set of all points
with residue field contained in Fqk .

Proof. By Lemma 5, µ(Spec Fqd )= d when d divides k. Choose an m not dividing
k, and let Yk,m denote the complement in Xk of the set of points with residue field
Fqm . Then

µ([Yk,m])= µ(L)−
∑
d|k

cdd − cmµ(Spec Fqm ),

where ci is the number of points in A1 with residue field Fq i . From the positivity
of µ([Yk,m]) and the fact that

0= µFqk ([Yk,m])= qk
−

∑
d|k

cdd,

we see that µ(L)− qk
= qn
− qk must be nonnegative, which is to say k = n, and

that µ(Spec Fqm )= 0. �
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Proposition 7. If µ(L)= qn , then µ(Spec Fqn )= n.

Proof. The assertion is clear for n = 1, so we assume n > 1. Let ci denote the
number of points in A1 with residue field Fq i . Thus ici ≤ q i

− 1 for all i > 1. If
µ(Spec Fqn )= 0, then µ(Spec(Fq i ))= 0 for all i ≥ n, so for all k > 0 we have

µ([Xk])≥ qn
− q −

n−1∑
i=2

(q i
− 1)≥ 2.

Now we consider all curves in A2 of the form y = P(x) where P(x) ∈ Fq [x]
has degree ≤ 2n. The total number of such curves is greater than q2n , and for
any intersection point (α, β) of any two distinct curves of this family, α satisfies a
polynomial equation of degree ≤ 2n over Fq . Therefore, the open curves

CP := {(x, P(x)) | x 6∈ Fq(2n)!},

indexed by polynomials P of degree ≤ 2n, each isomorphic to X(2n)!, are mutually
disjoint. If C denotes the closure of the union of the CP in A2, it follows that

µ([C]) > q2nµ([X(2n)!]) > q2n,

so µ([A2
\C]) < 0, which is absurd. �

Together, the two preceding propositions imply (1).
We can now prove Theorem 1. We assume µ(L)= qn . It suffices to check that

µ([V ])= |V (Fqn )| for all affine Fq -varieties V .
Each closed point of V with residue field Fqd corresponds to a d-element Galois

orbit in V (Fqd ). If d divides n, it gives a d-element subset of V (Fqn ) and the
subsets arising from different closed points are mutually disjoint. Since V (Fqn ) is
the union of all these subsets, and µ(Spec Fqd )= d , we have

µ([V ])≥ |V (Fqn )| (2)

for each Fq -variety V . However, embedding V as a closed subvariety of Am for
some m, the complement W = Am

\ V is again a variety, so

µ([W ])≥ |W (Fqn )|. (3)

Since
qmn
= µ([Am

])= µ([V ])+µ([W ])

≥ |V (Fqn )| + |W (Fqn )|

= |Am(Fqn )| = qmn,

we must have equality in (2) and (3).
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