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We consider the one-parameter family of hypersurfaces in P5 over Q with projec-
tive equation (X5

1+X5
2+X5

3+X5
4+X5

5)=5t X1 X2 . . . X5, proving that the Galois
representations attached to their cohomologies are potentially automorphic, and
hence that the zeta function of the family has meromorphic continuation to the
whole complex plane.

1. Introduction

Harris, Shepherd-Barron, and Taylor have proved in [Harris et al. 2010] a potential
modularity theorem, showing that certain Galois representations become automor-
phic after a sufficiently large totally real base change. In their argument, a key
role is played by certain families of hypersurfaces, called Dwork families — in
particular, by the part of the cohomology of the family which is invariant under
a certain group action. (We will write F for the motive given by this part of the
cohomology.) The importance of F to their argument is reflected in the statement
of the theorem they prove: in order to prove an l-adic Galois representation r is
potentially modular using their theorem, one requires, among other conditions,
that the restriction of the residual representation of r to inertia at primes above l
be isomorphic to the restriction of the residual representation of some element of
the family F.

They give two applications in their paper. On the one hand, through considerable
ingenuity (and the fact that the Dwork family includes the Fermat hypersurface,
whose cohomology restricted to inertia is easy to analyze) they are able to deduce
that the odd symmetric powers of the cohomology of an elliptic curve over Q are
modular, and (through further ingenuity) to deduce the Sato–Tate conjecture. On
the other hand, the form of the condition on the inertial representation makes it very
inviting to apply their modularity theorem to F itself. It turns out to be fairly simple
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to show that the other conditions of the potential modularity theorem are satisfied,
and one can deduce the modularity of F and hence the meromorphic continuation
and functional equation of the zeta function of this part of the cohomology of the
Dwork family.

A very natural question presents itself: is it possible to gain enough control of the
other parts of the cohomology of the Dwork family that one can prove meromorphic
continuation for the whole zeta function? In this paper, I answer this question in the
affirmative for N =5, and also make some remarks on why further generalization of
these methods is likely to be hard absent very significant advances in the technology
of lifting theorems. In the analysis here, a key role is played by [Katz 2009], which
describes the relative cohomology sheaf of the Dwork family over the base, and its
decomposition under the group action alluded to above, in great detail.

Note. Since this paper was written, the technology of potential automorphy has
advanced somewhat; in particular, [Barnet-Lamb et al. 2010] proves certain rather
general potential automorphy theorems for regular, crystalline, self-dual represen-
tations of the Galois group of totally real and CM fields. Using those results, the
argument for Proposition 5 — which is perhaps rather involved at present — could
be replaced with an appeal to the theorems for compatible systems proved in the
new manuscript. The remainder of the present paper, in particular the analysis of
the pieces of the cohomology in Section 3, does not seem to be able to be simplified,
even with these new results.

2. Dwork families

Note. My notation for Dwork families broadly follows [Katz 2009], with N in
place of n, except that Katz works throughout with sheaves with coefficients in
Ql , whereas we will need the flexibility gained by working initially with Ql coeffi-
cients, and extending to Ql only as necessary to apply Katz’s results. Our notation
is not directly comparable with the notation of [Harris et al. 2010].

Let N be a positive integer. Fix a base ring

R0 = Z[1/N , µN ],

where µN denotes the N -th roots of unity. For most of this paper, we work over
Q(µ5) and all Galois representations are representations of subgroups of GQ(µ5).
We will eventually return to working over Q, but when we do so, this will be made
explicit. We consider the scheme

Y ⊂ PN−1
×P1

over R0 defined by the equations

µ(X N
1 + X N

2 + · · ·+ X N
N )= NλX1 X2 . . . X N ,
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using (X1 : · · · : X N ) and (µ : λ) as coordinates on PN−1 and P1 respectively. We
consider Y as a family of schemes over P1 by projection to the second factor. We
will label points on this P1 using the affine coordinate t=λ/µ, and will write Yt for
the fiber of Y above t . From now on (apart from some remarks in the conclusion)
we will be concerned exclusively with the case N = 5.

The family Y is smooth over the open set U = Spec R0[1/(t5
− 1)] away from

the roots of unity. We are interested in the sheaf of relative cohomology of the
family Y above the set U . Let l be a prime number which splits in Q(µ5).1 Let
T0 =U [1/ l], and form lisse sheaves

Fi
l := Riπ∗Ql, (1)

Fi
[l] := Riπ∗Z/ lZ (2)

on T0. (We remark that Katz’s Fi
l would be Fi

l⊗Ql in our notation, since he works
with algebraically closed coefficients throughout.) As a family of hypersurfaces,
much of the cohomology of Yλ is controlled by the hard Lefschetz theorem: for
i 6= N − 2= 3, we have

Fi
l =


0 (i < 0),
0 (i > 6),
0 (i odd, 0≤ i ≤ 6),
Ql(− j) (i = 2 j even, 0≤ i ≤ 6, i 6= 3).

The contribution to the zeta function from the characters Ql(− j) is of course well
understood. Thus in order to prove the functional equation for the zeta function of
the whole variety, it suffices to control the zeta function of F3

l . We will refer to the
sheaf F3

l as Priml from now on. As discussed in the introduction, there is a natural
group action on Priml , allowing us to break down the cohomology into simpler
pieces. Let us now introduce this group action. We will write 0 for (µ5)

5, the
5-fold product of the group of roots of unity, and 0W for the subgroup of elements
(ζ1, . . . ζ5) with

∏5
i=1 ζi = 1. 0W acts on Y with (ζ1, . . . ζ5) acting via(
(X1 : · · · : X5), t

)
7→
(
(ζ1 X1 : · · · : ζ5 X5), t

)
.

The image of µ5 embedded diagonally in 0 lies in 0W and acts trivially under this
action. We will write 1 for this image.

Harris et al. [2010] focus their attention on the invariants under this group action,
a sheaf they refer to as V . They prove the following theorem:

1I believe that this assumption could be dispensed with. However, we will only ever need the
theory we are about to develop for one particular choice of l, and we will always be able to make
this choice such that l splits in Q(µ5). Therefore, I have chosen to make this assumption, since it
simplifies the argument. In particular, it means that the sheaves Priml which we define later will have
coefficient ring Ql , rather than an extension field.
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Theorem 1 [Harris et al. 2010, Theorem 4.4]. Suppose that t ∈Q−Z[1/5]. Then
the function L(Vt , s) is defined and has meromorphic continuation to the whole
complex plane, satisfying the functional equation

L(V, s)= ε(V, s)L(V, 4− s).

As I have said, our aim in this paper is to analyze the remaining parts of the
cohomology and so establish the functional equation for the zeta function of the
variety as a whole. As a first step to doing so, let us consider what other parts there
actually are.

3. The pieces of the cohomology

The character group of 0 is (Z/5Z)5; that of 0W is (Z/5Z)5/〈W 〉 where we write
W for the element (1, 1, . . . , 1); and that of 0W/1 is (Z/5Z)50/〈W 〉where we write
(Z/5Z)50 for {(v1, . . . , v5) ∈ (Z/5Z)5 |

∑
i vi = 0}. Thus the eigensheaves of Priml

under the action described in Section 2 are labeled by elements v of (Z/5Z)50/〈W 〉:
we may write such an element as (v1, . . . , v5)mod W with the vi elements of
Z/5Z; it will often be convenient to abbreviate this to [(v1, . . . , v5)]. Note that
our assumption that µ5 ∈Ql is critical here in ensuring that the decomposition into
eigensheaves is indeed defined with Ql coefficients (and not with coefficients in
some extension field). Note also that the labeling is not canonical, but depends on
a choice of an identification of the copies of µ5 in Ql and in R0: equivalently, it
depends on a choice of embedding R0 ↪→Ql . Having made such a choice, we shall
write Priml,[(v1,...,v5)] for the piece of Priml where 0W/1 acts via [(v1, . . . , v5)].
(Thus, for instance, Vl = Priml,[(0,0,0,0,0)].) Again, we remark that Katz’s Priml,v

would correspond to our Priml,v ⊗Ql .
The obvious action of S5 on (Z/5Z)5 preserves (Z/5Z)50 and W , and hence

induces an action of S5 on (Z/5Z)50/〈W 〉. Note that, if we permute the (vi ) in this
manner, the resulting sheaf Priml,v is isomorphic to the original (the isomorphism
being induced from the map on Y which permutes the X i according to the same
permutation). Thus to show that all the sheaves Priml,v are automorphic it will
suffice to consider a set of v representing all the orbits of (Z/5Z)50/〈W 〉 under S5.

Proposition 2. All orbits of (Z/5Z)50/〈W 〉 under S5 are represented in the list

[(0, 1, 2, 3, 4)], [(0, 0, 1, 1, 3)], [(0, 0, 1, 2, 2)], [(0, 0, 2, 4, 4)],

[(0, 0, 3, 3, 4)], [(0, 0, 0, 1, 4)], [(0, 0, 0, 2, 3)], [(0, 0, 0, 0, 0)].

Thus, if Priml,v is automorphic for each of these v ∈ (Z/5Z)50, it is automorphic
for all v.

Proof. We start with an arbitrary element v of (Z/5Z)50/〈W 〉, and pick a represen-
tative (v1, . . . , vn) ∈ (Z/5Z)50. By changing the representative of the congruence
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class mod W , we may ensure that in the list (v1, . . . , v5), the 0 occurs at least as
often as any other element of Z/5Z. Then, applying an appropriate permutation to
v (and hence to the vi ), we may ensure that the vi increase. (We order congruence
classes mod 5 according to the order of their unique representatives in {0, . . . , 4}.)

Since 0 occurs at least as often as anything else, there must be at least one zero
at the beginning of the list (v1, . . . , v5). We split into several cases according to
the number of zeroes there. Clearly, if there is 1 zero then v = [(0, 1, 2, 3, 4)]; if
there are 4 or more zeros then v = [(0, 0, 0, 0, 0)]; and if there are 3 then the two
remaining vi are 1 and 4 or 2 and 3.

If there are 2 zeroes, then we split into cases according to the value of v3. If,
for instance, v3 = 1, then v4+v5 = 4, so v4, v5 must be {1, 3}, {2, 2}, or {0, 4}, the
last being impossible since the vi must increase. The other cases are similar. �

Proposition 3. Assume we have chosen an arbitrary embedding of R0 into Ql . For
each v in the following table, the dimension and Hodge–Tate numbers of Priml,v

are as given:

v dim Priml,v HT(Priml,v)

[(0, 1, 2, 3, 4)] 0 {}

[(0, 0, 1, 1, 3)] 2 {1, 2}
[(0, 0, 1, 2, 2)] 2 {1, 2}
[(0, 0, 2, 4, 4)] 2 {1, 2}
[(0, 0, 3, 3, 4)] 2 {1, 2}
[(0, 0, 0, 1, 4)] 2 {1, 2}
[(0, 0, 0, 2, 3)] 2 {1, 2}

In particular, Priml,[(0,1,2,3,4)] is zero-dimensional, and although the Hodge–Tate
numbers depend in principle on the choice of embedding of R0 into Ql , in practice
they are independent of this choice.

Proof. Recall that at the beginning of this section we chose a particular embedding
R0 → Ql in order to label the pieces of the cohomology. (We remark that since
R0=Z[1/N , µn] and we have a running assumption that µN ⊂Ql , this is the same
thing as choosing an embedding R0 ↪→Ql .) Katz makes a corresponding choice in
[Katz 2009, §1], and the Hodge–Tate numbers at this particular embedding (as well
as the dimension, which does not depend on the choice of an embedding) may then
be calculated by applying the procedure described in [ibid., Lemma 3.1]. (We will
investigate what happens for Hodge–Tate numbers at the other embeddings later.)
More precisely, Katz’s procedure computes the Hodge–Tate numbers for his sheaf
Priml,v, which is our Priml,v ⊗Ql Ql , but of course the Hodge–Tate numbers of
Priml,v and Priml,v ⊗Ql Ql are the same.
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As an example, we will compute the dimension and Hodge–Tate numbers for
v = [(0, 0, 1, 1, 3)]. We are asked to consider the coset of elements of (Z/5Z)50
representing v = [(0, 0, 1, 1, 3)], that is to say the particular embedding R0→Ql

which was chosen arbitrarily at the beginning of this section (or in [ibid., §1]) and
used to label the pieces of the cohomology

{(0, 0, 1, 1, 3), (1, 1, 2, 2, 4), (2, 2, 3, 3, 0), (3, 3, 4, 4, 1), (4, 4, 0, 0, 2)}.

The lemma then tells us that the dimension of Priml can be computed as the number
of elements of this set which are totally nonzero; that is, contain no 0’s. There are
two of these. Then, the Hodge–Tate numbers are computed by taking the de-
grees of the totally nonzero representatives above, where the degree of an element
(v1, . . . , vn)∈ (Z/5Z)50 is

∑
i ṽi , and where (in turn) for each i , ṽi is the integer rep-

resenting vi in the range 0 to 4. Then the multiset of these degrees is the multiset of
Hodge–Tate numbers, with each element increased by 1. In our case, the HT num-
bers are therefore {(1+ 1+ 2+ 2+ 4)/5− 1, (3+ 3+ 4+ 4+ 1)/5− 1} = {1, 2}.

For the other v’s, the totally nonzero representatives are as follows:

v Totally nonzero representatives

[(0, 0, 1, 2, 2)] {(1, 1, 2, 3, 3), (2, 2, 3, 4, 4)}
[(0, 0, 2, 4, 4)] {(2, 2, 4, 1, 1), (4, 4, 1, 3, 3)}
[(0, 0, 3, 3, 4)] {(3, 3, 1, 1, 2), (4, 4, 2, 2, 3)}
[(0, 0, 0, 1, 4)] {(2, 2, 2, 3, 1), (3, 3, 3, 4, 2)}
[(0, 0, 0, 2, 3)] {(1, 1, 1, 3, 4), (4, 4, 4, 1, 2)}

The result, for the Hodge–Tate numbers at our chosen embedding, follows.
Now, when we change our choice of embedding, the effect is to relabel the

various pieces of the cohomology, by multiplying their labels v by an element of
(Z/5Z)×. It is easy to see from the table that such relabeling sends an eigenspace to
another eigenspace where the calculated Hodge–Tate numbers from the algorithm
are the same. Hence we are done. �

4. Controlling the L functions

We will now try to control the L functions of the two-dimensional pieces we have
singled out.

Lemma 4. Let v be taken from the table in Proposition 3. There is a constant D
such that if M is an integer divisible only by primes p > D and if t ∈ U then the
map

π1(U, t)→ SL(Prim[M]v,t)
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is surjective. (Here SL(Prim[M]t) denotes the group of automorphisms of the two-
dimensional module Prim[M]t with determinant 1.)

Proof. The monodromy of Priml⊗Ql is Zariski dense in SL2(Priml), using [Katz
2009, Lemma 10.3], and remembering that Sp2 = SL2. The same is then seen
to hold for Priml . We can then deduce the result using [Matthews et al. 1984,
Theorem 7.5 and Lemma 8.4] or [Nori 1987, Theorem 5.1]. �

We now proceed to analyze the two-dimensional pieces. We shall write Prim∗,v
to mean the motive whose l-adic realizations are the Priml,v as l varies.

Proposition 5. For each v in the table of Proposition 3 with Prim∗,v two-dimen-
sional, and for each t ∈Q−Z[1/10], the function L(Prim∗,v,t , s) is defined and has
meromorphic continuation to the whole complex plane, satisfying the functional
equation

L(Prim∗,v,t , s)= ε(Prim∗,v,t , s)L(Prim∗,v∗,t , 4− s),

where we write v∗ for {5− k | k ∈ v}.

Before proving this, let us briefly remind ourselves of the significance of the
words “is defined” in the statement of the theorem. The point is that, for each prime
p, we wish to construct a local L factor L p, and we do so by looking at our motive’s
l-adic cohomology Priml,v,t for some l 6= p. Given an embedding Q ↪→ Ql , we
can associate a Weil–Deligne representation WD(Priml,v,t |Gal(Qp/Qp)

)F-ss to this l-
adic cohomology at p, and to this, in turn, we can associate an L factor. To get an
unambiguous L factor, we must insist that the Weil–Deligne representation (and
hence the L factor) do not depend on the choices we made: that is, the choice of l
and of an embedding Q ↪→Ql . Thus the statement “L(Prim∗,v,t , s) is defined” is
saying that for every p, the local Weil–Deligne representation at p constructed in
this way is independent of these choices.

Proof of Proposition 5. Our argument draws heavily on Theorem 3.3 of [Harris
et al. 2010]. We first choose q to be a rational prime dividing the denominator of
t , so that vq(t) < 0 and q - 10.

Step 1. The goal of this step is to choose certain primes l and l ′ which will be instru-
mental to the argument. In order to be in a position to do this we must first analyze
the Zariski closure of the image of Gal(Q/Q(µ5)) in the group GL(Priml,v,t) of
automorphisms of the Ql vector space Priml,v,t . We will write Gl for this image
and G0

l for the connected component of the identity in it.
By [Katz 2009, Lemma 10.1] the local monodromy of Priml,v,t ⊗Ql at ∞ is

unipotent with a single Jordan block. (Condition 4 of the equivalent conditions in
that lemma may be verified by direct inspection of each case in Section 3.) We
immediately deduce the same for Priml,v,t itself. By the argument used to estab-
lish [Harris et al. 2010, Lemma 1.15], and recalling that vq(t) < 0, we conclude
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that inertia at q acts via a maximal unipotent. Thus Gl
0 contains such a maximal

unipotent, and hence, by [Scholl 2006, Proposition 3], acts irreducibly.
Moreover, the determinant map to Gm is dominating. To see this, note that

Poincaré duality furnishes us with a perfect pairing between Priml,v,t and Priml,v∗,t

towards Q(−3), and that Priml,v∗,t is the complex conjugate of Priml,v,t . Thus we
have

Primc
l,v,t = Prim∨l,v,tε

−3
l , (3)

which tells us in turn that (det Priml,v,t)(det Priml,v,t)
c
= ε−6

l , which would be
impossible if the determinant character did not dominate Gm .

Thus by [Katz 1988, Theorem 9.10], we may conclude that G0
l is GL2. The

main theorem of [Larsen 1995] then tells us that the set of primes l for which we
fail to have

PSL2(Prim[l]v,t)⊂ 0l ⊂ PGL2(Prim[l]v,t) (4)

has Dirichlet density 0.
By mimicking the argument for Proposition 3.4.2 of [Barnet-Lamb 2008], we

can construct a field F∗(v) such that if a prime l splits in F∗(v), the determinant of
the natural polarization on Prim[l]v coming from Poincaré duality will be a square.
(We also take from this paper two notations which we will use a few lines below:
the field F∗(2, 10) and the integer C(2, 10), defined respectively in Proposition
3.4.2 and Corollary 2.1.2 there.) Now, since the set of primes for which (4) holds
had Dirichlet density 1, the set of primes for which (4) holds and for which l
splits in Q(µ10), in F∗(v) and in F∗(2, 10) has positive density. We may therefore
choose l to be such a prime, and in addition insist that

vl(t5
− 1)= 0

and that l be greater than n, C(2, 10) and D (see Lemma 4 for the latter).
We choose l ′ to be a distinct rational prime enjoying the same list of properties.

Note that (4) will ensure that the image of Gal(Q/Q(ζl)) in GL(Prim[l]t) is big,
via (say) [Clozel et al. 2008, Lemma 2.5.5], and the simplicity of PSL2(Fl) will
ensure that ζl 6∈Qker Prim[l]t .

Step 2. Our next step in the proof is to establish that there exists a CM field
F1/Q(µ10) and a t ′ ∈ T (F1) such that we have

Prim[l]v,t ′ ≡ Prim[l]v,t , (5)

Prim[l ′]v,t ′ |IF1,w
≡ ε−1

l ⊕ ε
−2
l , (6)

vq(t ′) < 0 if q | q, (7)

vw((t ′)5− 1)= 0 if w | ll ′. (8)

First, pick a point t ′′ ∈Q(µ10)
+ satisfying the following conditions:
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• If w|ll ′ then w((t ′′)5− 1)= 0.
• If w|l ′ then Prim[l ′]t ′′ |Iw ≡ ε

−1
l ⊕ ε

−2
l .

• Gal(Q/Q(µ10)
+)→ SL(Prim[l ′]t ′′) is surjective.

As in [Harris et al. 2010], the existence of such a t ′′ relies on the form of Hilbert
irreducibility with weak approximation; see [Ekedahl 1990]. We may achieve the
second condition by taking t ′′ to be l ′-adically close to zero, since Prim[l ′]0|Iw
is ε−1

l ⊕ ε
−2
l . (This last is because we know Prim[l ′]0|Iw to be a direct sum of

characters, as in [Deligne et al. 1982], and we know from Proposition 3 that they
are crystalline with Hodge–Tate numbers 1, 2.)

We introduce the character φl as is done in Section 3.2 of [Barnet-Lamb 2008].
All references through the end of this step are to that paper.2 We will also consider
the l ′-adic version of φ, as well as the mod M := ll ′ version; we will abuse notation
by writing φ for all of these.

Now, we follow the argument of the proof of Proposition 3.4.1, with this setup:
l1= l, l2= l ′, ρ̄1= Prim[l]v,t⊗ φ−1, ρ̄2= Prim[l ′]v,t ′′⊗ φ−1, the q j are the primes
above q , and N = 5. Details follow:

The first part of the argument works in exactly the same way: we set M := ll ′,
introduce a mod M character φl and a mod M representation ρ̄Z/MZ, and note that
Prim[M] and ρ̄Z/MZ become isomorphic once we disregard the Galois action and
keep only the modules with a pairing, using the assumption that l splits in F∗(v).

We next study the determinant of Prim. From the fact that ψ1 maps into the
image of geometric monodromy, we can deduce that it is trivial, since we saw above
that geometric monodromy was trivial. Thus we deduce that det(Prim[l]s⊗φ−1) is
independent of s — in fact, from an argument analogous to that establishing Lemma
3.2.1, we know that det(Prim[l]s ⊗ φ−1)= ε−1

l . Similarly, det(Prim[l]s ⊗ φ−1) is
independent of s.

This tells us that det ρ̄1=det Prim[l]v,t⊗φ−1 and det ρ̄2=det Prim[l ′]v,t ′′⊗φ−1,
and we can choose an isomorphism η : det(Prim[M]⊗ φ−1)→ det ρ̄Z/MZ.

In item (1) in the proof of Proposition 3.4.1, the set of automorphisms preserving
this fixed isomorphism between determinants is seen to be SL(Z/MZ). We know
that the monodromy would be dense in this set, since l, l ′ > D.

Finally, in item (3) in the proof, we see that the �w are nonempty sets, since
those above l contain points above t and those above l ′ contain points above t ′′.

It follows that there is a CM field F1/Q(µ10) and a t ′ ∈ TW(F1) satisfying the
conditions (5)–(8) above. (For (6), namely Prim[l ′]v,t ′ |IFw

≡ ε−1
l ⊕ε

−2
l , use the fact

that Prim[l ′]v,t ′ agrees with Prim[l ′]t ′′ , which was chosen to have this property.)

2We depart from the notation there in not writing (Eh) for the twist by this character, since in
fact h(σ ) = 1 for all σ , so one might think that (Eh) means (1), but this is not true: φ−1 is not the
cyclotomic character.
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Step 3. We will now apply Theorem 1.1.3 of [Barnet-Lamb 2008] to show that there
exists a CM field F/F1/Q(µ10) such that Priml ′,v,t ′⊗φ

−1
|Gal(Q/F) is automorphic,

by taking L = ∅, N = 10, and r = Priml,v,t ′ ⊗ φ
−1. Let us verify the conditions

of that theorem in turn. First of all, l splits in Q(µ10) by our choice of l, and q - 10
by our by choice of q . Then we address the numbered conditions:

(1) r ramifies only at finitely many primes. This is trivial, being true for all Galois
representations that come from geometry.

(2) r c ∼= r∨ε−1
l . For the same reason as for (3) (page 846), we have

Primc
l,v,t ′ = Prim∨l,v,t ′ε

−3
l ,

whence we have what we want, since r = Prim∨l,v,t ′ ⊗ φ
−1 and φφc

= ε−2
l .

(3) The Bellaı̈che–Chenevier sign is +1. This is because the Poincaré duality
pairing is symplectic and the multiplier of complex conjugation is odd.

(4) r is crystalline with the right Hodge–Tate numbers. This follows immediately
from the calculations of the previous proposition, once we note that the twist
by φ changes the Hodge–Tate numbers by 1.

(5) r is unramified at all the primes of L. This is vacuous.

(6) r |Gal(F̄vq /Fvq )
ss is unramified and r |Gal(F̄vq /Fvq )

ss has Frobenius eigenvalues 1,
#k(vq), . . . , (#k(vq))

n−1. By [Katz 2009, Lemma 10.1] the local monodromy
of Priml,v,t ′⊗Ql at∞ is unipotent with a single Jordan block. We immediately
deduce the same for Priml,v,t ′ . By the argument used to establish [Harris et al.
2010, Lemma 1.15], and recalling that vq(t ′) < 0, we conclude that inertia at
q acts via a maximal unipotent and that the Frobenius eigenvalues are of the
form required.

(7) det r ≡ ε−1
l . We saw above that det(Prim[l]s ⊗ φ−1)= ε−1

l , as required.

(8) Let r̄ denote the semisimplification of the reduction of r , and let r ′ denote
the extension of r to a continuous homomorphism Gal(F̄/F+)→ Gn(Ql) (as
described in [Clozel et al. 2008, §1]); then r̄ ′(Gal(F̄/F(ζl)) is big (in the
sense of “big image”). This is true by [Clozel et al. 2008, Lemma 2.5.5],
since we chose t ′ such that Prim[l ′]t ′ ≡ Prim[l ′]t ′′ , and we chose t ′′ such that
Gal(Q/Q(µ10)

+)→ GL(Prim[l ′]t ′′) is surjective.

(9) F̄ker ad r̄ does not contain F(ζl). This is true by the simplicity of PSL2(Fl)

for l > 3, again using the fact that Gal(Q/Q(µ10)
+) → GL(Prim[l ′]t ′) is

surjective.

(10) r has the right restriction to inertia. This was guaranteed by the choice of t ′,
once we note that the twist by φ changes restriction to inertia by εl .
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(11) We can choose a polarization with a square determinant. This follows from
the fact that l ′ splits in F∗(v).

Having got that Priml ′,v,t ′ ⊗ φ−1
|Gal(Q/F) is also automorphic, we deduce that

Priml,v,t ′ ⊗ φ
−1
|Gal(Q/F) is automorphic since Yt ′ has good reduction at l, since

we chose t ′ such that vw((t ′)5−1)= 0 for w over l. Hence also Priml,v,t ′ |Gal(Q/F)
is automorphic.

Step 4. Next, I claim that Priml,v,t |Gal(Q/F) is automorphic, by an appeal to Theo-
rem 4.3.4 of [Clozel et al. 2008]. Conditions (1), (3), and (4) of that theorem are
verified just like the corresponding conditions of [Barnet-Lamb 2008, Theorem
1.1.3], while (2) is trivial. We justify the remaining four conditions of Theorem
4.3.4 of [Clozel et al. 2008]:

(5) r is discrete series somewhere. We saw in Step 2 that inertia at q acts via a
maximal unipotent, which suffices.

(6) F̄ker ad r̄ does not contain F(ζl). True by the remarks just before Step 2.

(7) r̄ ′(Gal(F̄/F(ζl)) is big. Again, true by the remarks just before Step 2.

(8) The residual representation is automorphic. Indeed, we have just verified that
Prim[l]v,t ′ is automorphic, and Prim[l]v,t ′ ≡ Prim[l]v,t .

Step 5. We now use a rather standard argument to deduce the functional equation
of the L function from the potential automorphy which we have just derived. As a
virtual representation of Gal(F/Q), we use Brauer’s theorem to write

1=
∑

j

a j IndGal F/Q
Gal(F/F j )

χ j ,

where the F j are intermediate fields between F and Q with Gal(F/F j ) soluble,
a j ∈Z, and for each j , χ j :Gal(F/F j )→C× is an isomorphism. By solvable base
change, since Priml,v,t |Gal(Q/F) is automorphic, so is Priml,v,t |Gal(Q/F j ) for each j ;
that is, we can find a RAESDC representation π j of weight 0 and type {Spn(1)}{v|q}
such that for any rational prime l∗ and isomorphism ι :Ql

∼
→ C we have

rl∗,ι(π j )≡ Priml∗,v,t |Gal(Q/F j )
,

where
Priml∗,v,t =

∑
j

a j IndGal F/Q
Gal(F/F j )

rl∗,ι
(
π j ⊗ (χ j ◦ArtF j )

)
.

We deduce, using [Taylor and Yoshida 2007, Theorem 3.2 and Lemma 1.3(2)], that
the L function of Prim∗,v,t is defined and that

L(Prim∗,v,t)=
∏

j

L
(
π j ⊗ (χ j ◦ArtF j ), s

)a j
,
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which gives the result, since each of the multiplicands on the right hand side obeys
the expected functional equation, whence the left hand side does too. �

We now put together what we know, to control the overall L function of Priml .

Corollary 6. The L function of Priml has meromorphic continuation to the whole
complex plane, for t ∈Q−Z[1/10].

Proof. Proposition 2 gives us a list of pieces whose L functions we must control.
We may control Priml,[(0,0,0,0,0)] by Theorem 1 and the rest by Proposition 5. �

As we have set things up, the sheaf Priml has base defined over Q(µ5); but it
could also have been defined over Q (unlike the various pieces Priml,v, most of
which are not defined over Q, as Gal(Q(µ5)/Q) intermixes the various pieces).
From now on, we will consider Priml to have been defined over Q. Recapitulating
the last part of the proof of Proposition 5 we get:

Theorem 7. The L function of Prim∗,t (now considered to be defined over Q) has
meromorphic continuation to the whole complex plane, for t ∈Q−Z[1/10].

Proof. By Steps 1–4 of the proof of Proposition 5, there are fields F (v) such
that Priml,v,t |Gal(Q/F (v)) is automorphic for each v in the table in Proposition 3;
by the proof of Theorem 1 given in [Harris et al. 2010] the same is true for
v = (0, 0, 0, 0, 0), and by Proposition 2, the symmetry of the situation allows us
to deduce this for all other v. We can modify the proofs of these theorems to en-
sure that a single field extension F makes all of these representations automorphic
simultaneously. (For instance, the proof of [Harris et al. 2010, Theorem 3.1] can
handle multiple representations simultaneously; there are no essential difficulties
other than those of bookkeeping.) Then the whole sheaf Priml,t becomes automor-
phic when restricted to GF .

We can then use the argument of Step 5 of the proof of Proposition 5 with
Prim∗,t taking the place of Prim∗,v,t to deduce the expected functional equation
for L(Prim∗,t , s) and thus meromorphic continuation. �

Corollary 8. The zeta function of Yt , for t ∈Q−Z[1/10], has meromorphic con-
tinuation.

Proof. By the remarks preceding Theorem 1, the remaining parts of the cohomol-
ogy are well understood using the hard Lefschetz theorem. �

5. Concluding remarks

We have seen that the zeta function of the hypersurface with projective equation

(X5
1 + X5

2 + X5
3 + X5

4 + X5
5)= 5t X1 X2 . . . X5

has a meromorphic continuation and satisfies the expected functional equation.
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It is perhaps natural to wonder whether the techniques used might generalize to
more general hypersurfaces of a similar type. For instance, [Harris et al. 2010]
shows that the 0W/1 invariants in the cohomology of the variety

(X N
1 + X N

2 + X N
3 + X N

4 + · · ·+ X N
N )= Nt X1 X2 . . . X N (9)

will be automorphic for all odd N , so we might wonder whether the result of this
paper can be generalized to other N ’s. The methods of [Katz 2009] work in an even
more general context, replacing the monomial X1 X2 . . . X N on the right-hand side
of the defining equation with an arbitrary monomial of the required degree, so
one might also ask if there are any cases of that form to which we might try to
generalize the result of this paper. I feel that a few remarks on these cases may be
useful to the reader.

5.1. Smaller N’s in (9). It is worth beginning by noting that the cases N = 1, 2
are trivial, and the case N = 3 is also uninteresting since then (9) describes a
family of elliptic curves, and the zeta function is already understood. Thus the
only interesting case with smaller N is N = 4.

At first sight, it might seem difficult to analyze this case using the methods of
this paper, since the result of [Harris et al. 2010] which gives the automorphicity
of Priml,[(0,...,0)] requires N to be odd. But [Barnet-Lamb 2010] generalizes their
methods to cover odd-dimensional cases, and it is then possible to extend the meth-
ods of this paper to cover that case, too. In particular, an analysis like that in Section
3 will reveal that all the pieces of the cohomology apart from Priml,[(0,0,0,0)] are
one- or zero-dimensional, and so trivially automorphic.

I have chosen not to give this argument in full detail, since a very beautiful
geometric argument of N. Elkies and M. Schütt (personal communication) tells us
that, for the case N = 4, each Dwork hypersurface is isogenous to the Kummer
surface of a product E1 × E2, where E1 and E2 are elliptic curves defined over
a quadratic extension of Q, conjugate to each other over Q, and related by a 2-
isogeny. This allows one to quite directly see the automorphicity required in this
case, and little would be served by giving the full details of the argument above.

5.2. Larger values of N in (9). If we try to extend the methods of this paper to
larger N , we face the following problem.

Proposition 9. (1) Let N ≥ 8 be an integer. Then the Hodge–Tate numbers of
Priml,[(4,N−2,N−2,0,...,0)] include 2 with multiplicity at least 2.

(2) Let N = 6. Then the Hodge–Tate numbers of Priml,[(0,0,0,2,2,2)] include 3 with
multiplicity at least 2.

Proof. Again, we use [Katz 2009, Lemma 3.1]. For the first statement, the totally
nonzero representatives include (5, N−1, N−1, 1, . . . , 1) and (7, 1, 1, 3, . . . , 3).
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We have
5+(N−1)+(N−1)+1+· · ·+1

N
− 1= 7+1+1+3+· · ·+3

N
− 1= 2,

so 2 occurs as a Hodge–Tate weight with multiplicity at least 2.
The proof of the second statement is similar: consider the nonzero representa-

tives (2, 2, 2, 4, 4, 4) and (5, 5, 5, 1, 1, 1). �

Thus in all cases with N even (recall that we need N even for [Harris et al. 2010]
to apply3) and N ≥ 6, at least one of the pieces of the cohomology of (9) will have
a repeated Hodge–Tate number. At present, apart from some work in the case of
two-dimensional Galois representations, there are no modularity lifting theorems
for representations with repeated Hodge–Tate numbers, and hence (since such the-
orems are a key ingredient in proving the potential modularity theorems such as
[Taylor 2006; Harris et al. 2010] on which this paper relies) it seems unlikely that
the approach of this paper can be extended to cover such cases.

(One might briefly wonder whether some larger algebra of correspondences
could be used to cut the cohomology into smaller pieces, small enough that they no
longer have repeated Hodge–Tate weights; but this is impossible, since the results
of Katz on the monodromy of the cohomology tell us that all the pieces in the
decomposition of the cohomology into eigenspaces for 0W/1 cannot be broken
up further, as the monodromy acts transitively on each piece.)

5.3. Other monomials in (9). Katz studies the more general equation

(X N
1 + X N

2 + X N
3 + · · ·+ X N

N )= Nλ
∏

i

Xwi
i , (10)

where W = (w1, . . . , wN ) is a sequence of nonnegative integers summing to N . It
is natural to ask whether the methods of this paper can be extended to any varieties
of this form, beyond the cases already considered. Unfortunately, the answer is no.

Let’s imagine an analysis based on the same techniques used above. As before,
the main challenge would be to analyze the middle-dimensional cohomology, since
the rest is determined by hard Lefschetz. We can define PrimN−2

l , as in [Katz
2009], to correspond to the part of the middle-dimensional cohomology not coming
from Lefschetz. Following the method above, our next step is to decompose this
cohomology into eigensheaves.

The natural group acting on (10) is easily seen to be{
(ζ1, . . . , ζN ) ∈ (µN )

N
∣∣∣∏ ζ

wi
i = 1

}/
1,

where1, as before, is µN embedded diagonally. The character group in this case is

3Even if this were not an obstacle, the N = 7 case also has a piece of the cohomology with a
repeated Hodge–Tate number.
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(Z/NZ)0/〈W 〉, where we abuse notation by considering W as a class in (Z/NZ)0.
We will write an element of (Z/NZ)0/〈W 〉 as either vmod W or simply [v] and
define PrimN−2

l,[v] in a similar manner as before.
Suppose now that we have fixed some W . The main challenge in applying the

methods to this paper to show that the zeta function of the family (10) is mero-
morphic will be showing that PrimN−2

l,[v] is automorphic for each v. Since this will
rely, in the final analysis, on the application of a lifting theorem, we will certainly
require that PrimN−2

l,[v] has distinct Hodge numbers for all v. This, unfortunately,
will never happen except in the cases already considered.

Proposition 10. Suppose N ≥ 3 and W 6= (1, 1, . . . , 1). Then there exists some v
such that the Hodge–Tate numbers of PrimN−2

l,[v] are not all distinct.

Proof. Since W 6= (1, 1, . . . , 1), some wi — say w1 — vanishes. For i > 1, write
hi for hcf(wi , N ). For each i > 1 where hi = 1, set vi = 0; then, for k ∈ Z,

vi + kwi ≡ 0 (mod N ) ⇐⇒ k ≡ 0 (mod N ).

For i > 1 where hi > 1, we can choose vi = 1; then vi + kwi will always be
≡ 1 mod hi , and we will never have vi+kwi ≡ 0 mod N . Finally, v1 is fixed by the
condition that the vi sum to 0. (Note that ṽ1 > 1, since if not hi = 1 for all i > 1,
hence vi > 1 for all such i , which is impossible.)

The elements of (Z/NZ)0 representing [v] are v + kW for k ∈ Z/NZ; it is
immediate that the element v + kW is totally nonzero for all k ∈ Z/NZ except
k = 0, so the totally nonzero representatives are {v, v +W, . . . , v + (N − 1)W },
and the multiset of Hodge–Tate numbers is the multiset

{deg(v)− 1, deg(v+W )− 1, deg(v+ 2W )− 1, . . . , deg(v+ (N − 1)W − 1}.

If we suppose for contradiction that these numbers are distinct, the N−1 integers
deg(v+W ), deg(v+2W ), . . . , deg(v+(N−1)W ) are distinct. We now note that
the degree of an element of (Z/NZ)0 is trivially ≤ N − 1, and that, writing u for
some v + kW , we have N deg u ≥ ũ1 + (N − 1) since u is totally nonzero), and
this in turns equals ṽ1 + (N − 1) > N , since w1 = 0. Since deg(v + kW ) > 1,
we have N − 1 distinct integers deg(v+ kW ) with 1 < deg(v+ kW ) ≤ N − 1, a
contradiction. �
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