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Global descent obstructions for varieties
Jean-Marc Couveignes and Emmanuel Hallouin

We show how to transport descent obstructions from the category of covers to the
category of varieties. We deduce examples of curves having Q as field of moduli,
that admit models over every completion of Q, but have no model over Q.

1. Introduction

If k is a field, a k-variety is by definition a separated scheme of finite type over
Spec(k). A k-curve is a variety of dimension 1 over k. A k-surface is a variety of
dimension 2 over k.

1a. Statement of the main results. This work constructs descent obstructions in
the category of varieties. For example, we prove the following:

Theorem 1.1. There exists a projective, integral and smooth curve over Q, hav-
ing Q as field of moduli, which has models over all the completions of Q but not
over Q itself.

The main idea is to start from a descent obstruction in the category of finite
morphisms (also called covers) of curves, and to transport it into various other cat-
egories: the category of quasiprojective surfaces, the category of proper surfaces,
and finally the category of smooth curves.

Theorem 1.2. Let k be a field of characteristic zero, and ka be an algebraic closure
of k. Let Xk be a smooth, projective, geometrically integral curve over k and let X
denote the base change to ka of Xk . Let Y be a smooth, projective, integral curve
over ka and let ϕ : Y → X be a (possibly ramified) cover over ka , having k as
field of moduli. There exists a smooth, projective, integral curve over ka having
k as field of moduli and having exactly the same fields of definition as the initial
cover ϕ.

This work is supported by the French Agence Nationale pour la Recherche through project ALGOL
(ANR-07-BLAN-0248).
MSC2000: primary 11R34; secondary 12G05, 11G35, 14D22.
Keywords: algebraic curve, global field, descent, field of definition, field of moduli, stack.
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Descent obstructions have been constructed in the categories of G-covers and
covers [Coombes and Harbater 1985; Dèbes and Fried 1994; Couveignes and
Granboulan 1994] and in the category of dynamical systems [Silverman 1995]. As
far as we know, no example of purely global descent obstruction was known for
varieties. Mestre [1991] gave some examples of local obstructions for hyperelliptic
curves. Dèbes and Emsalem [1999] give a criterion in order to have a model over
its field of moduli for a curve. This criterion involves a particular model for the
quotient of the curve by its automorphism group. Dèbes and Emsalem also prove
that the local-global principle applies to the descent problem for a curve together
with its automorphisms. However they leave open the question of the local-global
principle for a curve (or a variety in general). Purely global descent obstructions
for covers have been constructed by Ros and Couveignes:

Theorem 1.3 [Couveignes and Ros 2004, Corollaire 2]. There exists a connected
ramified Q-cover of P1

Q having Q as field of moduli, having models over all the
completions of Q, but having no model over Q.

Applying Theorem 1.2 to these obstructions, one proves Theorem 1.1.

1b. Overview of the paper. Let k be a field with characteristic zero. Let Xk be a
smooth, projective and geometrically integral curve over k and set X = Xk×k ka to
be the pullback of Xk along the inclusion k ↪→ ka . Our starting point is a smooth
projective and integral curve Y over ka and a nonconstant morphism ϕ :Y→ X . We
look for a variety having the same field of moduli and the same fields of definition
as ϕ. A natural candidate is the complement X×Y −G(ϕ) of the graph G(ϕ) of ϕ
in the product X ×Y . We call it the mark of ϕ. We expect this surface to have the
same field of moduli and the same fields of definition as ϕ. In order to prove it,
we construct a morphism from the stack of models of ϕ onto the stack of models
of the mark of ϕ. Then, we try to prove that this morphism is an equivalence of
categories.

In Section 2, we recall the definition of the stack of “models” of an algebraic
variety over ka (or of a cover of curves over ka). Then, we explain how a mor-
phism between the two gerbes associated with two objects relates the definition
and moduli properties of either objects. It turns out that the key point is to control
the group of automorphisms of the two objects. We first prove, in Section 3, that
the base curve X of our starting cover ϕ can be assumed to have no nontrivial
ka-automorphism. In other words, we construct another k-curve X ′k without any
nontrivial ka-automorphism and a ka-cover Y ′→ X ′k×k ka having the same field of
moduli and the same fields of definition as ϕ. In Section 4, we take it for granted
that X has no nontrivial automorphism and we prove that the mark of ϕ has the
same field of moduli and the same fields of definition as ϕ. In Section 5, we assume
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that the field of moduli of the cover ϕ is k and we construct a proper normal ka-
surface having k as field of moduli and the same fields of definition as ϕ. This
proper surface is a cover of X×Y , strongly ramified along the graph of ϕ. Finally,
in Section 6, we construct a projective ka-curve, having k as field of moduli, and
having the same fields of definition as the initial cover ϕ. This curve lies on the
previous surface, and is obtained by deformation of a stable curve having the same
automorphism group as the surface.

Notation. If k is a field, we denote by ka its algebraic closure. Let l be a k-
extension and let Xl be an l-variety. We denote by Autl(Xl) or simply Aut(Xl) the
group of automorphisms of the l-variety Xl (that is, automorphisms over Spec(l)).
We denote by Autk(Xl) the group of automorphisms of the k-scheme Xl (that is,
automorphisms over Spec(k)). For f ∈ l(Xl) we write ( f )0 for the divisor of zeros
of f , and ( f )∞ for the divisor of poles.

2. Stack of “models”

In this section k is a field of characteristic zero and ka is an algebraic closure of k.

2a. The conjugate of a variety. Let X be a ka-variety. We denote by π : X →
Spec(ka) the structural morphism. Let σ : ka

→ ka be a k-isomorphism. We
denote by σX the ka-variety defined to be X itself with the structural morphism
σπ = Spec(σ )(−1)

◦ π . The square below is cartesian and σπ is the pullback of π
along Spec(σ ).

σX π //

Id
��

Spec(ka)
Spec(σ )(−1)

// Spec(ka)

Spec(σ )
��

X
π // Spec(ka)

With this (slightly abusive) notation one has τ(σ(π))= τσπ and τ(σ(X))= τσX . If X
is an affine variety, then σX is obtained from X by letting σ act on the coefficients
in the defining equations of X .

2b. The field of moduli. It is natural to ask whether X and σX are isomorphic.
They are certainly isomorphic as schemes (and even equal by definition), but as
varieties over ka , they are isomorphic if and only if there exists an isomorphism
φσ that makes the following diagram commute:

X
φσ //

π

��

X

π

��
Spec(ka)

Spec(σ ) // Spec(ka)

(1)
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The existence of such a square means that the isomorphism Spec(σ ) of Spec(ka)

lifts to an isomorphism φσ of X . The set of such σ is a subgroup of Gal(ka/k).
The fixed field of this subgroup is a finite extension of k called the field of moduli
of X .

2c. Fields of definition. Another natural question: given l ⊂ ka an algebraic ex-
tension of k, do an l-variety πl : Xl→ Spec(l) and a cartesian square

Xl oo

πl

��

X

π

��
Spec(l) oo

Spec(⊂)
Spec(ka)

(2)

(where the line below is the spectrum of the inclusion) exist or not? If such a square
exists we say that l is a field of definition of X . We say that πl : Xl → Spec(l) is
a model of π : X → Spec(ka) over l. One may wonder whether it is important to
impose the arrow below in the definition above. The answer is yes, it is, in general.
The existence of such a cartesian square may depend on the chosen arrow below.
However, if k is the field of moduli of X , then we may compose the cartesian
squares in (1) and (2) as

Xl oo

πl

��

X

π

��

X
φσoo

π

��
Spec(l) oo

Spec(⊂)
Spec(ka) Spec(ka)

Spec(σ )oo

and choose any of the arrows below.
Another simple observation: if X has a model πk : Xk→ Spec(k) over k, then k

is the field of moduli of X . Indeed, we write X as a fiber product X = Xk ×k ka

and we take for φσ the fiber product IdXk ×Spec(k) Spec(σ ) where IdXk : Xk→ Xk

is the identity on Xk . One may wonder whether the converse is true or not.

2d. Descent obstructions. Let’s assume that k is the field of moduli of the ka-
variety X . Does there exist a model over k? If the answer is no, we say that there
is a descent obstruction. In case k is a number field, we say that the obstruction
is purely global if k is the field of moduli and if there is no model over k, but for
every place v of k there exists a model of X over some extension l ⊂ ka such that
l can be embedded in the completion kv of k at v.

2e. The fibered category of “models” of a variety. We denote by Et /Spec(k) the
category of finite étale morphisms over Spec(k). An object U in this category is a
structural morphism Spec(l)→ Spec(k), where k ↪→ l is a finite étale k-algebra.
We define a covering of U to be a surjective family (Ui → U )i of morphisms in
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Et /Spec(k). This turns Et /Spec(k) into a site called the étale site on Spec(k).
It satisfies the three axioms of a site: the pullback of a covering exists and is a
covering, a covering of a covering is a covering, and the identity is a covering.1

Given a ka-variety X , we define the fibered category over Et /Spec(k) of its
“models”. For any k-algebra l, we must say what we mean by a “model” of X over
Spec(l). If l is a field, we say that an l-variety πl : Xl → Spec(l) is a “model” of
X over Spec(l) if and only if there exist an embedding e : l ↪→ ka over k and a
cartesian square

Xl oo

πl

��

X

π

��
Spec(l) oo

Spec(e)
Spec(ka).

This time, we insist on the fact that we do not fix an embedding of l into ka . In
particular, if l is a subfield of ka containing k, we accept models of X but also
models of all its conjugates. So the word model here is less restrictive than in
Section 2c. That is why we write the word model between quotation marks in that
case. As we have already noticed, the two notions coincide when k is the field of
moduli of X . If l is any finite étale algebra over k, then it is a direct product of
finitely many finite field extensions of k. We define a “model” of X over Spec(l) to
be a disjoint union of “models” of X over every connected component of Spec(l).

Definition 2.1 (the category MX of “models” of X ). Let X be a ka-variety. The
category of “models” of X , denoted MX , is the category whose objects are all
“models” of X over all finite étale k-algebras, and whose morphisms are the carte-
sian squares

Xl //

πl

��

Xm

πm

��
Spec(l) //

!!

Spec(m)

||
Spec(k).

The functor that associates Spec(l) to every “model” over Spec(l) turns MX into a
fibered category over Et /Spec(k); we denote by MX (l) or MX (Spec(l)) the fiber
over Spec(l).

1Note that in this paper, we use the word covering in the context of sites. We keep the word cover
for a finite morphism between two varieties, for example, two smooth projective and geometrically
integral curves.
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In particular, we can pull back a “model” Xl → Spec(l) along any morphism
Spec(m)→Spec(l) over Spec(k). Let’s note that pulling back is not quite innocent
since it can turn a model into its conjugates, so to say.

2f. Descent data. We recall that under mild conditions, the fibered category MX

is a stack. We need a few definitions and elementary results about descent data
(see Giraud [1964] or Vistoli’s notes [2005]). Let S be a site and let X be a fibered
category over S. Let U be an object in S and let U = (Ui → U )i be a covering
of U . A descent datum from U to U is a collection of objects X i →Ui . For every
i and every j , we also want an isomorphism φi j : π

∗

2 (X j )→ π∗1 (X i ), where π1

and π2 are the two “projections” in the cartesian diagram

Ui ×U U j

π2 ''π1ww
Ui

''

U j .

vv
U

We also require the compatibility relation

π∗12(φi j ) ◦π
∗

23(φ jk)= π
∗

13(φik) for any i , j , and k. (3)

Here the π12, π23, π31 are the partial “projections” in the cube

Ui jk
π12

yy

π23 // U jk

zz

��

Ui j //

��

U j

��

Uik

��
π13

yy

// Uk

yy
Ui // U

and Ui j =Ui ×U U j and Ui jk =Ui ×U U j ×U Uk .
A morphism of descent data is a collection of local morphisms that are com-

patible with the glueing morphisms on either sides. Thus we obtain a category
DescX(U,U ) for every covering U of U . We denote by X(U ) the fiber of X above
U . There is a functor X(U )→ DescX(U,U ) that associates to any object over
U the collection of its restrictions over the Ui . These constructions are functorial.
For example, if Y is another fibered category and F : X→ Y a cartesian functor,
then F induces a functor from X(U ) to Y(U ) and a functor from DescX(U,U )
to DescY(U,U ). Also, the composite functors X(U )→ Y(U )→ DescY(U,U )
and X(U )→ DescX(U,U )→ DescY(U,U ) are isomorphic. A fibered category
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X over a site S is a stack if and only if all the functors X(U )→ DescX(U,U ) are
equivalences of categories.

2g. When MX is a stack, respectively a gerbe. If X is a ka-variety, then MX is a
fibered category over Et /Spec(k) and it makes sense to ask if it is a stack or not.
We first notice that if l ⊂ m are two finite field extensions of k, then Spec(m)→
Spec(l) is a covering of Spec(l). If further m/ l is Galois, then a descent datum
from Spec(m) to Spec(l) is a model πm : Xm→ Spec(m) of X over Spec(m) and,
for every σ in Gal(m/ l), an automorphism φσ : Xm→ Xm of l-scheme, such that
the diagram

Xm
φσ //

πm

��

Xm

πm

��
Spec(m)

Spec(σ ) // Spec(m)

commutes. We stress that the φσ need not be automorphisms of the m-variety Xm

but only automorphisms of the l-scheme Xm . Let Autl(Xm) denote the set of
automorphisms of the l-scheme Xm . The meaning of condition (3) is that the map
Spec(σ ) 7→ φσ must be a group homomorphism from AutSpec(l)(Spec(m)) into
Autl(Xm).

Proposition 2.2. Let X be a variety over ka . If X is affine or projective or if
every finite subset of X (ka) is contained in an affine subvariety, then the fibered
category MX is a stack over Et /Spec(k).

Proof. This is a consequence of Weil’s descent theory. See the initial article of
Weil [1956] or Serre’s book [1959, Chapter V, Section 4]. �

Let us recall that a locally nonempty and locally connected stack is called a
gerbe. More precisely, a stack X over a site S is a gerbe if and only if

(1) for every object U in S, there exists a covering (Ui→U )i of U such that the
fibers over the Ui are nonempty,

(2) given two objects X 7→ U and Y 7→ U above U , there exists a covering
(Ui → U )i such that for every i the pullbacks X ×U Ui and Y ×U Ui are
isomorphic over Ui , and

(3) for every object U in S, the fiber X(U ) is a groupoid.

The stack MX of “models” of a variety X always satisfies conditions one and
three, whereas the second holds true if and only if k is the field of moduli of X .

2h. The stack, next the gerbe of “models” of a cover of curves. Since the starting
point of our construction is a cover of curves, we now define the stack of “models”
of a cover of curves. Let Xk be a smooth, projective, geometrically integral curve
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over k. We set X = Xk×k ka . Let Y be a smooth projective and integral curve over
ka and let ϕ : Y → X be a nonconstant morphism. We say that ϕ is a cover of X .
An isomorphism between two covers ϕ :Y→ X and ψ : Z→ X is an isomorphism
of ka-varieties i : Y → Z such that ψ ◦ i = ϕ.

The conjugate of a cover. If σ is a k-automorphism of ka , the conjugate variety
σX is obtained from X by composing the structural morphism on the left with
Spec(σ )(−1). The same is true for Y . So any ka-morphism ϕ from Y to X can
be seen as a ka-morphism σϕ from σY to σ X . Since X is the fiber product of Xk

and Spec(ka) over Spec(k), we have a canonical isomorphism φσ = IdXk ×Spec(k)

Spec(σ ) between X and σX . The composite map φ(−1)
σ ◦

σϕ is a morphism of ka-
varieties from σY to X . We call it the conjugate of ϕ by σ . We may denote it σϕ
also by abuse of notation.

The field of moduli. This is the fixed field by the subgroup of Gal(ka/k) consisting
of all σ such that σϕ is isomorphic to ϕ.

Fields of definition, models. If l ⊂ ka is an algebraic extension of k, we set Xl =

Xk ×k l. Let Yl be a smooth projective and geometrically connected l-curve. Let
ϕl : Yl → Xl be a cover. If we lift ϕl along the spectrum of the inclusion l ⊂ ka ,
we obtain a morphism from Yl×l ka onto X = Xl×l ka . If this cover is isomorphic
to ϕ : Y → X , we say that ϕl is a model of ϕ over l. So it makes sense to ask
whether (purely global) obstructions to descent for covers of curves exist or not. It
is proved in [Couveignes and Ros 2004] that such obstructions do exist.

The fibered category of “models” of a cover. Given a finite étale k-algebra l, we
explain the meaning of a “model” of ϕ over l. If l is a finite field extension of k, we
set Xl = Xk ×k l. Let Yl be a smooth projective and geometrically integral curve
over Spec(l), and let ϕl : Yl → Xl be a cover defined over Spec(l). We pick now
any embedding e : l → ka over k. The pullback of Xl along Spec(e) is X (up to
unique isomorphism) and we have the following diagram:

Yl
ϕl

{{

��

Yl ×l ka

��

xx

oo

Xk

��

Xloo

��

Xoo

��
Spec(k) Spec(l)oo Spec(ka)

Spec(e)oo

We say that ϕl is a “model” of ϕ if the cover ϕl ×Spec(l) Spec(ka) : Yl ×l ka
→ X

is isomorphic to ϕ. Again the choice of the embedding e does not matter. We just
ask such an embedding to exist. If l is any finite étale algebra over k, we define
a “model” of ϕ over Spec(l) to be a disjoint union of “models” of ϕ over every
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connected component of Spec(l). We write Mϕ for the category of all models
of ϕ. This is a fibered category over Et /Spec(k). The following proposition is a
consequence of Weil’s descent theorem.

Proposition 2.3. Let Xk be a smooth, projective, geometrically integral curve
over k and set X = Xk ×k ka . Let Y be a smooth projective and integral curve
over ka and let ϕ : Y → X be a nonconstant morphism of ka curves. Then the
fibered category Mϕ is a stack over Et /Spec(k).

As in the case of varieties, the stack M f is a gerbe if and only if k is the field
of moduli of f .

2i. Transporting obstructions. The next result summarizes the previous sections.

Proposition 2.4. Let X be a ka-variety (or a cover of curves). Then k is the field of
moduli of X if and only if the stack MX is a gerbe. The field l is a field of definition
of X if and only if the fiber MX (l) is not empty.

Let X and Y be two ka-varieties. A cartesian morphism of stacks F :MX→MY

is a functor of fibered categories (it transforms cartesian squares into cartesian
squares). Such an F associates an l-model F(Xl) of Y to every l-model Xl of X ,
and commutes with base change. One can use it to relate descent obstruction for X
and for Y .

Proposition 2.5. Let X and Y be either ka-varieties or covers of curves. Suppose
that there exists a morphism F :MX →MY of stacks.

(1) If k is the field of moduli of X , then k is the field of moduli of Y .

(2) If l is a field of definition of X , then l is also a field of definition of Y .

(3) Assume further that k is the field of moduli of X and that F is fully faithful.
Then l is a field of definition of X if and only if l is a field of definition of Y .

Proof. Assertions 1 and 2 result from Proposition 2.4 and Section 2g. Assertion 3
is a consequence of the following lemma. �

Lemma 2.6. Let X and Y be two gerbes over a site S and let F : X → Y be a
cartesian morphism. If F is fully faithful, then F is essentially surjective.

Proof. Let U be an object in S and let Y → U be an object in the fiber Y(U ).
Locally X(U ) is not empty: there exist a covering (Ui→U )i of U and objects X i ∈

X(Ui ) for every i . Set Yi = Y ×U Ui . Locally, Yi and F(X i ) are isomorphic: there
exists a covering (Ui j→Ui ) j such that Yi×Ui Ui j and F(X i×Ui Ui j ) are isomorphic.
Set X i j = X i ×Ui Ui j and Yi j = Yi ×Ui Ui j .

The set of objects (Yi j→Ui j )i j defines a descent datum from (Ui j→U )i j to U ;
indeed for every i, j, i ′, j ′, pulling back identity gives rise to isomorphisms

8i j i ′ j ′ : Yi ′ j ′ ×Ui ′ j ′
Ui j i ′ j ′→ Yi j ×Ui j Ui j i ′ j ′
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which clearly satisfy the compatibility conditions (3) of Section 2f. Since F is fully
faithful, there exist isomorphisms

9i j i ′ j ′ : X i ′ j ′ ×Ui ′ j ′
Ui j i ′ j ′→ X i j ×Ui j Ui j i ′ j ′

which, in turn, satisfy the compatibility conditions (3) of Section 2f. We deduce
that there exists X→U in X(U ) such that F(X)= Y . �

We now give an example of morphism between two stacks of “models” of a
variety.

Proposition 2.7. Let X be a integral variety over ka having k as field of moduli
and let G be a finite subgroup of Autka (X) which is normal in the group Autk(X).
Assume that every orbit of G is contained in an affine open subset of X. Then there
is a morphism from MX to MX/G , where X/G denotes the quotient variety of X
by G.

Let Y ⊂ X/G be the complement of the branch locus of X → X/G. This is an
open subvariety of X/G and there is a morphism of stacks from MX to MY .

Proof. We first need to define the image of an object. Let l be an extension
of k and let Xl be a “model” of X in MX (l). The elements of G may not be
all defined over l, but there exists a finite Galois extension m of l over which
they are. Set Xm = Xl ×l m. Let pm : Xm → Xm/G be the canonical projection
onto the quotient of Xm by the group G. According to Section 2g, there exists a
group homomorphism σ 7→ φσ from Gal(m/ l) to Autl(Xm). Since G is a normal
subgroup of Autk(X), it is normal in Autl(Xm) also. Thus for every g ∈ G and
every σ ∈Gal(m/ l), one has φσ ◦g◦φ−1

σ ∈G. We deduce that pm ◦φσ ◦g= pm ◦φσ

for every g ∈ G. This implies that φσ factorizes into ψσ : Xm/G → Xm/G. By
uniqueness of this factorization, the correspondence σ 7→ ψσ is a group homo-
morphism from Gal(m/ l) to Autl(Xm/G); therefore the quotient Xm/G descends
to l.

Next, we define the image of a morphism. Let X i → Spec(li ) for i = 1, 2 be
two “models” of X . One can complete a cartesian square involving the X i as

X1

��

X2

��

oo Xm

��

oo

Spec(l1) Spec(l2)oo Spec(m),oo

where m is a finite Galois extension of k such that all the elements of G are defined
over m. We know that there exist isomorphisms 81 and 82 making the following
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diagrams commute:

Y1

��

Xm/G

��

81oo

Spec(l1) Spec(m)oo

Y2

��

Xm/G

��

82oo

Spec(l2) Spec(m)oo

The image of the starting cartesian square is nothing but

Y1

��

Y2

��

81◦8
−1
2oo

Spec(l1) Spec(l2).oo

This completes the proof of the first statement. The second is true since taking the
branch locus commutes with base changes. �

3. Cancellation of the automorphism group of the base curve

In this section, k is a field of characteristic zero, ka is an algebraic closure of it, and
l⊂ ka is an algebraic extension of k. Let Xk be a projective, smooth, geometrically
integral curve over k and set X = Xk×k ka . We assume that we are given a smooth
projective and integral curve Y over ka and a cover ϕ : Y → X having k as field
of moduli. We want to construct covers having the same field of moduli and the
same fields of definition as ϕ but satisfying additional properties. For example, we
would like the base curve X to have no nontrivial ka-automorphism. We first prove
that the degree of the cover can be multiplied by any prime integer not dividing
the initial degree.

Proposition 3.1. Let Xk be a smooth, projective, geometrically integral curve
over k and set X = Xk ×k ka . Let Y be a smooth projective and integral curve
over ka and let ϕ : Y → X be a degree d cover. For every prime p not dividing d,
there exist a smooth projective curve Y ′ over ka and a degree pd cover ψ : Y ′→ X
having the same field of moduli and the same fields of definition as ϕ.

Proof. Let f ∈ k(Xk) be a nonconstant function whose divisor is simple and does
not meet the ramification locus of ϕ. The equation h p

= f defines a degree p
extension of k(Xk). We denote by X ′k the smooth, projective, geometrically in-
tegral curve corresponding to this function field and we set X ′ = X ′k ×k ka . The
morphism ν : X ′→ X is a degree p cyclic cover. We fix an algebraic closure �
of ka(X) and embeddings of ka(X ′) and ka(Y ) in �. Let Y ′ be the smooth projec-
tive ka-curve corresponding to the compositum of ka(Y ) and ka(X ′). Since the field
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extensions ka(Y ) and ka(X ′) are linearly disjoint over ka(X), the cover ψ :Y ′→ X
has degree pd:

Y ′
ϕ′

~~

ν′

��
ψ

��

X ′

ν   

Y

ϕ��
X

We prove this construction yields a morphism of stacks F :Mϕ→Mψ . Let l⊂ ka be
a finite extension of k. Set Xl = Xk×k l and X ′l = X ′k×k l and consider ϕl : Yl→ Xl

an l-model of ϕ. In the construction above, one can replace X , X ′, Y by Xl , X ′l , Yl .
The l-curve Y ′l corresponding to the compositum of the two function fields l(X ′l)
and l(Yl) is smooth, projective, geometrically integral (because l is algebraically
closed in the compositum) curve, and the l-cover ψl : Y ′l → Xl is an l-model of ψ .
We define the morphism F by setting F(ϕl) = ψl . Since the function f has been
chosen in k(X), the functor F maps cartesian squares to cartesian squares. Thus F

is a morphism of stacks. According to Proposition 2.5, if l is a field of definition
of ϕ then l is a field of definition of ψ and if ϕ has k as field of moduli then ψ has
k as field of moduli.

To prove the converse, we construct a morphism the other way around using
Proposition 2.7. Let ν ′ denote the Galois cover Y ′→ Y . We need to show that the
group Aut(ν ′) is normal in Autk(ψ). Let8′ ∈Autk(ψ). It induces maps8 :Y→Y
and 9 : X→ X such that the following diagram commutes:

Y ′
8′ //

ν′ ��
ψ

&&

Y ′

ν′��
ψ

xx

Y
ϕ
��

8 // Y
ϕ
��

X
9 //

!!

X

}}
Spec(k)

(4)

(horizontal arrows are morphisms of k-schemes). The existence of 9 results form
X being defined over k. The morphism 8 exists because Y

ϕ
→ X is the maximal

subcover of Y ′
ψ
→ X unramified at the support of f . And f is k-rational. Now if

3 ∈ Autka (ν ′), that is, ν ′ ◦3= ν ′, then

ν ′ ◦8′ ◦3=8 ◦ ν ′ ◦3=8 ◦ ν ′ = ν ′ ◦8′,
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so 8′ ◦3◦8′−1
∈Autka (ν ′), which was to be proved. So we have a morphism G :

Mψ →Mϕ of stacks and the lemma follows. �

Remark. The functor F : Mϕ → Mψ is not fully faithful because ψ has more
automorphisms than ϕ. This is why we cannot apply point (3) of Proposition 2.5
here. We construct another functor G :Mψ→Mϕ instead and we apply points (1)
and (2) of Proposition 2.5 to either functors F and G successively. We notice that G

is a left inverse of F.

Next, we show that the base curve can be assumed to have genus greater than 2.

Proposition 3.2. Let Xk be a smooth, projective, geometrically integral curve
over k and set X = Xk ×k ka . Let Y be a smooth projective and integral curve
over ka and let ϕ : Y → X be a degree d cover. There exist a smooth, pro-
jective, geometrically integral curve X ′k over k of genus greater than 2 and a
cover ϕ′ : Y ′ → X ′k ×k ka having the same field of moduli and the same fields
of definition as ϕ.

Proof. We use the construction and notation of diagram (4) above. We further
assume that the chosen function f has degree at least 3. By the Hurwitz genus
formula, the curve X ′ has a genus greater than or equal to 2. This construction
yields a morphism of stacks F :Mϕ→Mϕ′ . The cover ϕ : Y → X is the maximal
subcover of ψ : Y ′→ X unramified at the support of f . Therefore, there exists a
morphism from Autka (ϕ′)→Autka (ϕ). This morphism is bijective because ka(X ′)
and ka(Y ) are linearly disjoint over ka(X). So the morphism F is fully faithful. We
conclude by invoking Proposition 2.5. �

We now prove that one can assume that the base curve has no nontrivial ka-
automorphism.

Proposition 3.3. Let Xk be a smooth, projective, geometrically integral curve
over k and set X = Xk×k ka . Let Y be a smooth projective and integral curve over
ka and let ϕ : Y → X be a cover. There exists a smooth, projective, geometrically
integral curve X ′k over k, of genus greater that 2, such that X ′ = X ′k ×k ka has no
nontrivial automorphism and there exists a cover ϕ′ : Y ′ → X ′ having the same
field of moduli and the same fields of definition as ϕ.

Proof. Thanks to Proposition 3.2, one can assume that the genus g(X) of X is
greater than 2. So the group Aut(X) of ka-automorphisms is finite. Let p ≥ 3 be
a prime integer.

We first show that there exists a nonconstant function f ∈ k(X) that is non-
singular above 2, −2 and∞, of degree greater than 2+4p(g(X)−1)+2p2, such
that the set f −1({−2, 2}) is not invariant by any nontrivial automorphism of X , and
such that the set of singular values of ϕ does not meet the set f −1({2,−2,∞}).
Indeed, let D be a simple effective divisor on X with degree greater than 2 +
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4p(g(X)− 1)+ 2p2. We also assume that D is disjoint from the set of singular
values of ϕ and the linear space L(D) associated with D generates ka(X) over ka .
In particular, for every θ ∈Aut(X), this linear space is not contained in the Kernel
of θ − Id. It is not contained in the kernel of θ + Id either because it contains ka .
If D has been chosen of large enough degree, the functions in L(D) having degree
less than the degree of D are contained in a finite union of strict vector subspaces.
Therefore there exists a nonconstant function f ∈ L(D) such that deg( f )=deg(D)
and θ( f ) 6= ± f for all θ ∈ Aut(X) \ {Id}. By construction, this function is not
singular above ∞ and f −1(∞) does not meet the singular values of ϕ. We can
also assume that f ∈ k(Xk).

By construction, the function f 2 has no nontrivial automorphism (in short,
Autka( f 2)(ka(X)) = {Id}). Using Lemma 7.3, we deduce that almost all the fibers
of f 2 are nonsingular and not fixed by any nontrivial automorphism of Aut(X). In
particular, there exists λ ∈ k∗ such that the fiber of f 2 above λ2 is nonsingular, not
fixed by any nontrivial automorphism in Aut(X) and does not meet the singular
values of ϕ. The function 2 f/λ satisfies all the required properties. Denote it by f .

Now the equation h p
+ h−p

− f = 0 defines a regular extension of k(Xk).
Let X ′′k be the smooth, projective, geometrically integral curve associated with this
function field. We denote by w the automorphism of X ′′k given by w(h) = h−1

and by X ′k the quotient X ′′k /〈w〉; this is a smooth, projective, geometrically integral
k-curve, covering Xk by a degree p k-cover νk : X ′k → Xk . Extending scalars
to ka , we obtain a Galois cover X ′′→ X of ka-curves, with Galois group Dp, and
whose singular values are exactly f −1({2,−2,∞}). Since the subgroup 〈w〉 is
self-normalized in Dp, the quotient by this subgroup is a subcover ν : X ′→ X of
ka-curves of degree p having no nontrivial automorphism.

Because the ramification loci do not meet, the function fields ka(X ′′) and ka(Y )
are linearly disjoint over ka(X). Let Y ′ and Y ′′ be the smooth, projective, inte-
gral curves corresponding to the compositum of ka(Y ) with ka(X ′) and ka(X ′′),
respectively. We have the diagram

︸ ︷︷ ︸
k-rational towers

P1

��

X ′′
hoo

��

Y ′′oo

��
P1

��

X ′
h+ 1

hoo

ν

��

Y ′
ϕ′
oo

��
P1 X

foo Yϕ
oo

The cover Y ′′ → Y is again a Dp-Galois cover and the cover Y ′′ → Y ′ has
degree 2. Let us show that the cover ϕ′ : Y ′→ X ′ has the expected properties.
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First of all, it is clear that the construction above yields a morphism of stacks
F : Mϕ → Mϕ′ . The Galois equivariance is a direct consequence of the fact that
the middle tower is defined over k. This morphism is in fact fully faithful because
the subcover ϕ : Y → X of ν ◦ ϕ′ : Y ′→ X is the maximal subcover unramified
at f −1({2,−2,∞}).

It remains to prove that the curve X ′ has no nontrivial automorphism. Let θ ′

be an automorphism of X ′. Call Z the image of ν × (ν ◦ θ ′) : X ′ → (X × X).
Let π1 : X × X → X be the projection onto the first factor. The map ν factors as
ν : X ′→ Z

π1
−→ X and it has prime degree p. So Z is either isomorphic to X or

birationaly equivalent to X ′. In the latter case, the geometric genus of Z would
be > 1

4 deg( f )p ≥ 1+ 2p(g(X)− 1)+ p2 by the Hurwitz genus formula. But
the bidegree of Z is ≤ (p, p). So, by Lemma 7.1, its virtual arithmetic genus is
less than 1 + 2p(g(X) − 1) + p2, a contradiction. Thus Z is a correspondence
of bidegree (1, 1) that defines an automorphism θ of X such that θ ◦ ν = ν ◦ θ ′.
Such an automorphism preserves the ramification data of ν, that of its Galois clo-
sure X ′′→ X , and that of the unique subcover of degree 2 of the cover X ′′→ X .
Since this last cover is exactly ramified above f −1({−2, 2}), we deduce that θ = Id
and then that θ ′ is a ka-automorphism of the cover ν. Since ν has no nontrivial
automorphism, θ ′ = Id. �

4. Quasiprojective surfaces

In this section we prove the following theorem:

Theorem 4.1. Let k be a field of characteristic zero. Let Xk be a smooth, projec-
tive, geometrically integral curve over k and set X = Xk×k ka . Let Y be a smooth,
projective, integral curve over ka and let ϕ : Y→ X be a nonconstant morphism of
ka curves. Then there exists a smooth quasiprojective integral ka-surface having
the same field of moduli and the same fields of definition as ϕ.

First of all, by Propositions 3.2 and 3.3, one can assume the base curve X to
have genus greater than 2 and no nontrivial ka-automorphism. Let G(ϕ)⊂ X ×Y
be the graph of ϕ. Let U be the open complementary set of G(ϕ) in X × Y . We
show that the surface U has all the expected properties. We call it the mark of the
cover ϕ : Y → X . We first prove two lemmas.

Lemma 4.2. Let l/k be a finite extension of k inside ka . Let Xk be a smooth,
projective, geometrically integral k-curve. Set X = Xk ×k ka and assume that the
genus of X is greater than 2 and that X has no nontrivial ka-automorphism. Let Ul

and Vl be the marks of two nontrivial geometrically integral l-covers ϕl : Yl → Xl

and ψl : Zl→ Xl , where Xl = Xk ×k l.
Then every morphism of covers between ϕl : Yl → Xl and ψl : Zl → Xl in-

duces a morphism between the corresponding marks Ul and Vl . Conversely, every
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surjective l-morphism from Ul to Vl is equal to Id× γl , where γl : Yl → Zl is an
l-morphism between the covers ϕl : Yl→ Xl and ψl : Zl→ Xl .

Proof. An l-morphism between the covers Yl
ϕl
−→ Xl and Zl

ψl
−→ Xl is a morphism

of l-curves γl :Yl→ Zl such thatψl◦γl =ϕl . The product Id×γl : Xl×Yl→ Xl×Zl

maps the graph of ϕl to the graph of ψl and also the mark Ul to the mark Vl .
Conversely, let υl be a surjective l-morphism form Ul to Vl . We denote by

υ : U → V , ϕ : Y → X , ψ : Z → X the base change to ka of υl , ϕl , ψl ,
respectively. Let y be a closed ka-point of Y . Let π2 : X×Z→ Z be the projection
onto the second factor. The restriction of π2 ◦ υ to (X × {y}) ∩U is a constant
because the genus of X is less than that of Z . We denote by γ (y) this constant;
this defines a morphism γ : Y → Z which cannot be constant since υ is surjective.
Let π1 : X× Z→ X be the projection onto the first factor. The restriction of π1 ◦υ

to (X × {y}) ∩ U is a morphism βy with values in X . Let F ⊂ Y the set of
closed ka-points of Y such that the morphism βy is constant. This is a closed
set, and a finite one because υ is surjective. For a closed ka-point y 6∈ F , the
morphism βy induces an automorphism of X , which is trivial because X has no
nontrivial automorphism. Thus υ(x, y) = (x, γ (y)) for every closed ka-point x
on X and y on Y with y 6∈ F and (x, y) ∈U . Let x be a closed ka-point of X . The
restriction of π1 ◦ υ to ({x} × Y )∩U is constant and equal to x on the nonempty
open set ({x}× (Y − F))∩U . So it is a constant function. So F is empty and υ is
the restriction of Id× γ to U . Thus Id× γ maps U to V and therefore ψ ◦ γ = ϕ.
Moreover γ must be defined over l since υ,U, V are defined over l. �

Lemma 4.3. Suppose Xk is a smooth, projective, geometrically integral k-curve.
Assume that X = Xk ×k ka has genus greater than 2 and no nontrivial ka-auto-
morphism. Let U be the mark of a nonconstant ka-cover ϕ : Y → X , where Y is a
smooth, projective, integral ka-curve. Then

(1) k is the field of moduli of U (in the category of quasiprojective varieties) if
and only if it is the field of moduli of the cover ϕ : Y → X , and

(2) an algebraic extension of k is a field of definition of U if and only if it is a field
of definition of the cover ϕ : Y → X.

Proof. It is clear that the construction of the mark from the cover commutes with
base change. This yields a morphism of stacks F :Mϕ→MU , which is fully faithful
according to Lemma 4.2. The result follows by Proposition 2.5. In particular, F

has an inverse functor G :MU →Mϕ . �

5. Proper normal surfaces

In this section we prove the following theorem:
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Theorem 5.1. Let k be a field of characteristic zero. Let Xk be a smooth, projec-
tive, geometrically integral curve over k and set X = Xk ×k ka . Let Y be a smooth
projective, integral curve over ka and let ϕ : Y → X be a cover. Assume that k is
the field of moduli of ϕ. Then, there exists a proper, normal and integral surface S
over ka , having k as field of moduli, and having the same fields of definition as ϕ.

We construct the surface in question as a cover of the product X × Z , strongly
ramified along the graph of ψ , where ψ : Z → X is a well chosen cover derived
from ϕ.

5a. Construction of the surface S. The construction of the surface is divided into
several steps.

Step 1 (starting point). We keep notation and assumptions of Theorem 5.1. We
denote by g(X) the genus of X and by d the degree of the cover ϕ. According to
Proposition 3.3, we may assume that g(X) is at least 2 and that X has no nontrivial
automorphism over ka .

Step 2 (a system of generators f1, . . . , f I of the function field k(Xk)). We need
many k-rational functions on X .

Lemma 5.2 (the functions fi on X and the primes pi ). There exist I ∈ N∗, some
prime integers p1, . . . , pI > d , and functions f1, . . . , f I ∈ k(Xk) satisfying the
following conditions:

(1) The functions ( fi )1≤i≤I generate the field k(Xk) over k.

(2) For every 1 ≤ i ≤ I and every λ ∈ ka , none of the functions fi − λ is a pi -th
power in ka(X).

(3) Let 5 =
∏I

i=1 pi and let M and m be the maximum and minimum, respec-
tively, among the degrees of the fi . Then

1+ 2(g(X)− 1)5+52 < m ≤ deg( fi )≤ M

for all i such that 1≤ i ≤ I .

Proof. We first choose a finite generating system (h j )1≤ j≤J of k(Xk) over k. We
assume that none of the h j is a power in ka(X). We set I = 2J and let5=

∏I
i=1 pi

be the product of the first I prime integers greater than the degree d of ϕ. We choose
two distinct prime integers a and b, both greater than 1+2(g(X)−1)5+52. For
every 1≤ j ≤ J , we set

f j = ha
j and f j+J = hb

j .

We can choose a and b in so that none of the functions fi − λ is a pi -th power
in ka(X) for λ ∈ ka and 1 ≤ i ≤ I : this is evident for λ = 0. If λ 6= 0 and if
ha

i −λ=
∏

0≤k≤a−1(hi−ζ
k
a λ

1/a) is a power, then hi has at least a distinct singular
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values. This is impossible if we choose an a greater than the number of singular
values of hi .

We also note that the ( fi )1≤i≤I generate k(Xk) over k and that they all have a
degree greater than 1+ 2(g(X)− 1)5+52, as expected. �

Step 3 (a coverψ : Z→ X of large enough degree). Let p be a prime integer greater
than (g(X)+ I M)5. We call Z the curve and ψ : Z → X the degree pd cover
given by Proposition 3.1. The genus of Z is greater than dp> (g(X)+ I M)5 and
the covers ϕ and ψ have the same field of moduli and the same fields of definition.

Step 4 (a system of functions g1, . . . , gI on X × Z ). Using the previous func-
tions fi , we define functions on X × Z .

Lemma 5.3 (the functions gi on X× Z ). For every 1≤ i ≤ I , let gi be the function
on X × Z defined by

gi (P, Q)= fi (ψ(Q))− fi (P).

Then

(1) the negative part (gi )∞ of the divisor of gi is ( fi )∞× Z + X × ( fi ◦ψ)∞,

(2) the positive parts (gi )0 are such that gcdi ((gi )0) = G(ψ), where G(ψ) is the
graph of ψ , and

(3) for every point P ∈ X the function Q 7→ gi (P, Q) on P × Z is not a pi -th
power.

Proof. The first two points are easy. To prove the third one, we notice that each
function fi is such that none of the fi−λ for λ∈ ka is a pi -th power (Lemma 5.2).
Since the degree pd of ψ is prime to pi , none of the function fi ◦ψ−λ is a pi -th
power in ka(Z). Condition 3 follows. �

We stress that if ψ is defined over a field l, then so are the functions gi .

Step 5 (the surface S). Let ka(X×Z) be the field of functions of X×Z . We define
a regular radicial extension of ka(X × Z) by setting

y pi
i = gi for every 1≤ i ≤ I .

We denote by S the normalization of X × Z in the latter radicial extension. It is a
normal surface by construction and there is a ramified cover

χ : S→ X × Z

that is Galois over ka with Galois group
∏I

i=1 Z/pi Z.
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5b. The group of automorphisms of S. We denote by A the group of ka-auto-
morphisms of ψ . An element in A induces a ka-automorphism of X × Z , and this
latter automorphism can be lifted uniquely to an automorphism of ka(S)/ka that
fixes all yi and stabilizes ka(X × Z). In the sequel we shall use the same notation
for an automorphism of ψ , the induced automorphism of X × Z and its lift to S.
In other words, A can be identified with a subgroup of Autka (S), the group of
ka-automorphisms of S.

Another subgroup of Autka (S) is the Galois group B =
∏I

i=1 Z/pi Z of the ex-
tension ka(S)/ka(X×Z). The groups A and B are the sets of α and β, respectively,
such that the following diagrams commute:

S
α //

χ

��

S

χ

��
X × Z

α // X × Z

S
β //

χ ""

S

χ||
X × Z

(5)

It is clear that A× B ⊂ Autka (S). We now prove that this inclusion is an equality.
To this end, we introduce a family of curves on S.

Lemma 5.4 (the curves EQ). For any point Q on Z , we call EQ the inverse image
of X × Q by χ and we denote by χQ : EQ → X × Q the restriction of χ to EQ .
The geometric genus of EQ can be bounded from above:

g(EQ)≤ (g(X)+ I M)5 < g(Z), (6)

and the genus of any nontrivial subcover of χQ can be bounded from below:

1+ 2(g(X)− 1)5+52 < m ≤ g(nontrivial subcover of χQ : EQ→ X). (7)

Proof. If Q is the generic point on Z , then EQ is a geometrically integral curve
and χQ is a degree 5, geometrically connected cover. The degree of the ramifica-
tion divisor of this cover is bounded from above by the product 2I M (where I is
the number of functions in the family ( fi )i and M is the maximum of the degrees
of these functions). The upper bound follows.

As for the lower bound, let us consider a nontrivial subcover of χQ . Such a
cover has degree at least p1 ≥ 3 and its ramification divisor has degree at least m
(where m is the minimum among the degrees of the functions fi ). So its genus is
greater than m and the lower bound follows. �

Lemma 5.5. The group Aut(S) of ka-automorphisms of S is A× B.

Proof. Let θ be a ka-automorphism of S. Let Q be the generic point of Z . We
know from inequality (6) of Lemma 5.4 that g(EQ) < g(Z). We deduce that
θ(EQ)= Eα(Q), where α is a ka-automorphism of Z .
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We now prove that the isomorphism between EQ and Eα(Q) induced by θ makes
the following diagram commute:

EQ
θ //

χQ

��

Eα(Q)

χα(Q)

��
X × Q

Id×α // X ×α(Q)

(8)

Indeed, the cartesian product of the maps χQ and χα(Q) ◦ θ defines a morphism

EQ
χQ×(χα(Q)◦θ)
−−−−−−−−→ X × X,

whose image W is a divisor with bidegree≤ (5,5). Using Lemma 7.1 we deduce
that the arithmetic genus of W is smaller than or equal to 1+2(g(X)−1)5+52.
Let π1 : X× X→ X be the projection on the first factor. The morphism χQ factors
as

χQ : EQ→W
π1
−→ X.

The map W
π1
−→ X is a birational isomorphism, else it would define a nontrivial

subcover of χQ : EQ→ X . But we know from inequality (7) of Lemma 5.4 that such
a subcover has geometric genus greater than or equal to m>1+2(g(X)−1)5+52.
A contradiction. We deduce that W is a correspondence of bidegree (1, 1). Since
X has no nontrivial ka-automorphism we deduce that diagram (8) commutes.

We now prove that α ∈ A. We have just showed that θ induces an isomorphism
between the covers χQ : EQ → X and χα(Q) : Eα(Q)→ X . Therefore these two
covers have the same ramification data: For every 1 ≤ i ≤ I , the points P such
that fi (P) = fi (ψ(Q)) and those such that fi (P) = fi (ψ(α(Q))) are the same.
Thus

fi (ψ(Q))= fi (ψ(α(Q))) for all i;

therefore ψ(Q)= ψ(α(Q)), because the fi generate ka(X) over ka (Lemma 5.2).
So ψ = ψ ◦α, and α ∈ A.

Diagram (8) implies that the map χα(Q)◦θ : EQ→ Eα(Q) is equal to (Id×α)◦χQ .
And this is χα(Q)◦α according to diagram (5). We set β=θ◦α−1 and we check that
χα(Q) ◦β = χα(Q). Since Q is generic and α surjective, we deduce that χ ◦β = χ
so β ∈ B. We conclude that θ = βα ∈ A× B as was to be shown. �

Remark. We have proved something slightly stronger than Lemma 5.5: the group
of birational ka-automorphisms of S is A× B. We won’t need this stronger result.

5c. Field of moduli and fields of definition of S. To prove Theorem 5.1, we have
to show that the cover ϕ and the surface S share the same field of moduli and the
same fields of definition. One can replace the cover ϕ by the cover ψ , since those
two covers have the same field of moduli and fields of definition.
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The construction of Section 5a yields a morphism of stacks F :Mψ →MS . To
see that, let us consider an extension l ⊂ ka of k and let ψl : Zl→ Xl be an l-model
of ψ . We follow the lines of the construction above, replacing ψ by ψl . Since
the functions fi are k-rational, the functions gi lie in l(Xl × Zl). Then the radical
extension defined by the equations y pi

i = gi is a regular extension of l(Xl × Zl).
The normalization of Xl × Zl in this extension is a surface Sl which is defined
over l. This surface Sl is an l-model of S and the morphism F is defined on
objects by F(ψl) = Sl . Because functions fi are k-rational, F is a morphism of
stacks. According to Proposition 2.5, k is the field of moduli of S and every field
of definition of ψ (or ϕ) is a field of definition of S.

Unfortunately, F is not fully faithful. As we did in Proposition 3.1, we use
Proposition 2.7 to construct a morphism the other way around. The group Autka (S)
is a normal subgroup of Autk(S). The action of Autk(S) on Autka (S) stabilizes the
unique subgroup of order5, which is nothing but B=Autka (χ). Let U be the mark
of the cover ψ . This is the complementary set of the branch locus of the quotient
map χ : S→ X × Z . According to Proposition 2.7, taking the complementary set
of the branch locus of a quotient map defines a morphism of stacks G :MS→MU .
Therefore, every field of definition of S is a field of definition of the mark of ψ and
then also a field of definition of ψ by Lemma 4.3. Indeed the proof of this lemma
provides a morphism from MU to Mψ and the proof of Proposition 3.1 provides a
morphism from Mψ to Mϕ .

6. Curves

In this section we prove Theorem 1.2. We shall make use of the surface S con-
structed in Section 5, so we keep the notation there. We know that S has field
of moduli k and the same fields of definition as the initial cover ϕ : Y → X (or
equivalently ψ : Z → X ). The main idea is to draw on S a singular (but stable)
curve inheriting the field of moduli and fields of definition of S, and then to deform
it to obtain a smooth projective curve.

6a. Two stable curves. In Section 5a, we have constructed a cover χ : S→ X× Z
strongly ramified along the graph of ψ : Z→ X . For any point P on X , we call FP

the inverse image of P × Z by χ and χP : FP → P × Z the corestriction of χ to
P × Z . We call 0 the union of the supports of all divisors of the functions gi of
Lemma 5.3. It contains the ramification locus of the cover χ .

Lemma 6.1. There exist two nonconstant k-rational functions f, g ∈ ka(X) such
that

(1) the divisor (( f )0+ ( f )∞)× Z crosses 0 transversally;
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(2) the divisor X × ((g ◦ ψ)0 + (g ◦ ψ)∞) crosses 0 ∪ [(( f )0 + ( f )∞) × Z ]
transversally;

(3) any ka-automorphism of Z that stabilizes the fiber (g◦ψ)0 is an automorphism
of the cover ψ (note that the preceding condition implies that this fiber is
simple);

(4) for any zero P of f , the cover g◦ψ◦χP : FP→P1 has no automorphism other
than the elements of A× B. So Autka (g ◦ψ ◦χP)=Autka (ψ ◦χP)= A× B.

Proof. Let f ∈ ka(X) be a k-rational nonconstant function. We apply Lemma 7.2
to k, X , Z , 0 and f . We deduce that there exist two distinct scalars x and y in
ka such that ( f )x × Z and ( f )y × Z cross transversally 0. We can even choose x
and y in k and such that for every point P in f −1(x) or f −1(y), the fiber of every
function fi ∈ k(X) above fi (P) does not meet the singular values of ψ , that is,

f −1
i ( fi (P))∩ {singular values of ψ} =∅ for all P ∈ f −1(x)∪ f −1(y). (9)

We replace f by ( f − x)/( f − y) and the first condition is fulfilled.
Now, for every zero P of f , we see that FP is smooth and geometrically integral,

because ( f )0×Z crosses transversally the ramification locus 0 of χ . We now prove
that

Autka (ψ ◦χP)= A× B.

Indeed the function field ka(FP) is the compositum

ka(FP)

ka(Z)

pd

ka(X ′) def.
= ka

(
( fi − fi (P))1/pi , 1≤ i ≤ I

)
∏

i pika(X)

where X ′→ X is an abelian cover with Galois group B=
∏I

i=1 Z/pi Z. The ka(X)-
extensions ka(Z) and ka(X ′) are linearly disjoint (their degrees are coprime and
one of them is Galois) and condition (9) implies that the extension ka(Z)/ka(X)
is not ramified above the zeros of the functions fi − fi (P).

Now, any subcover of X ′→ X is ramified above the zeros of at least one of the
functions fi − fi (P). The same is true for any subcover of FP → Z . We deduce
that Z → X is the maximal subcover of FP → X that is not ramified above the
zeros of the functions fi − fi (P). Therefore any ka(X)-automorphism of ka(FP)

stabilizes ka(Z). Thus

Autka(X)(ka(FP))= Autka(X)(ka(Z))×Autka(X)(ka(X ′)),
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as was to be shown.
Next we look for a function g in k(X) such that g ◦ψ has no ka-automorphism

but elements of A and, for every zero P of f , the cover g ◦ ψ ◦ χP has no ka-
automorphism but elements of Autka (ψ ◦χP)= A× B. According to Lemma 7.4,
the functions in k(X) that do not fulfill all these conditions lie in a finite union of
strict sub-k-algebras. Therefore there exists such a function g.

According to Lemma 7.2, the scalars x in k such that (g ◦ψ)x does not cross
0∪[(( f )0+( f )∞)× Z ] transversally are finitely many. According to Lemma 7.3,
the x in k such that (g ◦ ψ)x has a ka-automorphism not in A are finitely many.
Therefore there exist two distinct scalars x and y in k such that (g◦ψ)x and (g◦ψ)y

cross 0 ∪ [(( f )0 + ( f )∞)× Z ] transversally and (g ◦ψ)x has no automorphism
but those in A. We replace g by (g− x)/(g− y) and the last three conditions are
satisfied. �

The curves C0 and D0. Let C0 be the curve on X × Z with equation

f (P)× g ◦ψ(Q)= 0.

Let D0 be the inverse image of C0 by χ . These are singular curves over ka . The two
following lemmas are concerned with the stability and the automorphism groups
of these two curves.

Lemma 6.2. The curve C0 is stable and Autka (C0)' A.

Proof. The curve C0 is geometrically reduced because the zeros of f and g ◦ ψ
are simple. The singular points on C0 are the couples (P, Q) on X × Z such
that f (P) = g ◦ ψ(Q) = 0. These are ordinary double points. Therefore C0

is semistable. It is geometrically connected also. Its irreducible components are
isomorphic to X or Z . So they all have genus ≥ 2. Therefore C0 is a stable curve.

We now prove that the group of ka-automorphisms of C0 is the group A of ka-
automorphisms of ψ . It is clear that A is included in Autka (C0). Conversely, let
θ be a ka-automorphism of C0. Then θ permutes the irreducible components of
C0. Some of these components are isomorphic to X , and the others are isomor-
phic to Z . Since X and Z are not ka-isomorphic, θ stabilizes the two subsets of
components. If we restrict θ to a component isomorphic to X and then compose
with the projection on X , we obtain a nonconstant ka-morphism from X to itself.
This morphism must be the identity because X has no nontrivial ka-automorphism.
Therefore θ stabilizes each component isomorphic to Z . The singular points on
such a component are the zeros of g ◦ψ . The set of these zeros is stabilized by
no ka-automorphism of Z but those of ψ by (3) of Lemma 6.1. So the restriction
of θ to any component isomorphic to Z is in A. Composing θ with a well chosen
element in A, we may assume that θ is trivial on one component isomorphic to Z .
Therefore θ stabilizes every component isomorphic to X . Since these components
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have no nontrivial automorphism, θ acts trivially on them. Now let P × Z be a
component of C0 isomorphic to Z . The restriction of θ to it is an automorphism
that fixes the singular points. These points are the zeros of g◦ψ . So the restriction
of θ to P × Z is in A. Since A acts faithfully on the set of zeros of g ◦ ψ , we
deduce that θ acts trivially on every component isomorphic to Z . �

Examining the full group of ka-automorphisms of D0 seems difficult to us. We
restrict our attention to the subgroup Autadm.

ka (D0) of admissible automorphisms.
We first explain what we mean by an admissible automorphism.

We first note that the components of D0 are of two different kinds. Some of
them are covers of some X × Q where Q is a zero of g ◦ ψ . We denote such a
component by EQ . The other components are covers of some P × Z where P is
a ka-zero of f . Such a component is denoted by FP . We call χP : FP → P × Z
and χQ : EQ → X × Q the restrictions of χ to components of D0. Now let T be
a singular point on D0 such that χ(T ) = (P, Q). So T lies in the intersection of
EQ and FP . The point on EQ corresponding to T is denoted U . The point on FP

corresponding to T is denoted V . So χQ(U )= P and χP(V )= Q. Condition (2) in
Lemma 6.1 implies that f ◦χQ is a uniformizing parameter for EQ at U ; likewise,
condition (1) implies that g◦ψ ◦χP is a uniformizing parameter for EQ at FP at V .
Let θ be an automorphism of D0 and let T ′= (U ′, V ′) be the image of T = (U, V )
by θ . We write χ(T ′) = (P ′, Q′). We observe that f ◦ χQ′ ◦ θ is a uniformizing
parameter for EQ at U and g◦ψ ◦χP ′ ◦θ is a uniformizing parameter for FP at V .

We say that θ is an admissible automorphism of D0 if for every singular point
T of D0, we have

f ◦χQ′ ◦ θ

f ◦χQ
(U )×

g ◦ψ ◦χP ′ ◦ θ

g ◦ψ ◦χP
(V )= 1, (10)

where χ(T )= (P, Q) and χ(θ(T ))= (P ′, Q′). The justification for this definition
is given in Section 6b. Admissible automorphisms form a subgroup of the group
of ka-automorphisms of D0.

Lemma 6.3. The curve D0 is stable and Autadm.
ka (D0)' A× B.

Proof. It is clear that A× B acts faithfully on D0, and the corresponding automor-
phisms are admissible.

We can now prove that the curve D0 ⊂ S is a stable curve. Points (1) and (2) of
Lemma 6.1 imply that the ramification locus 0 of χ does not contain any singular
points of C0. Therefore every singular point on C0 gives rise to deg(χ) singular
points on D0. These are all ordinary double points. To prove that D0 is connected,
we observe that the function gi restricted to any irreducible component of C0 is
not a pi -th power because none of the functions fi − λ, λ ∈ ka is a pi -th power
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(and the fi ◦ψ − λ are not either) as shown in Lemma 5.2. Also the irreducible
components of D0 correspond bijectively to those of C0.

Now let us prove that Autadm.
ka (D0)' A× B. The components FP and EQ have

different genera. Therefore any ka-automorphism θ of D0 stabilizes the set of all
components FP (and also the set of all EQ).

Let Q and Q′ be two ka-zeros of g◦ψ such that θ(EQ)= EQ′ . As in the proof of
Lemma 5.5, we notice that the image of EQ in the product X×X by the morphism
χQ×χQ′ ◦θ has an arithmetic genus no more than 1+2(g(X)−1)5+52. Again,
this implies that this image is ka-isomorphic to X (otherwise, this image would
have geometric genus bigger than 1+2(g(X)−1)5+52 by the Hurwitz formula).
Since X has no ka-automorphism, we deduce that θ induces an isomorphism of
covers between the restrictions χQ : EQ→ X and χQ′ : EQ′→ X of χ . Thus

χQ = χQ′ ◦ θ. (11)

This implies that θ stabilizes every component FP , where P is any ka-zero of f .
Indeed, let T = (U, V ) ∈ EQ ∩ FP be a singular point, where P is a ka-zero
of f and Q is a ka-zero of g ◦ ψ . We have χ(T ) = (P, Q) ∈ X × Z and there
exist P ′ ∈ X (ka) and Q′ ∈ Z(ka) such that θ(T ) ∈ FP ′ ∩ EQ′ . We deduce from
Equation (11) that

P ′ = χQ′ ◦ θ(T )= χQ(T )= P.

We conclude that P = P ′ and θ(FP)= FP .
Now, we deduce from formulas (10) and (11) that

g ◦ψ ◦χP ◦ θ

g ◦ψ ◦χP
(V )= 1. (12)

Denote by θP the restriction of θ to FP . This is an automorphism of FP . We
prove θP is the restriction to FP of an element of A× B. To this end, we introduce
the function h P = g ◦ ψ ◦ χP ∈ ka(FP). The degree of h P is deg(g)× pd ×5
and its zeros are all simple. These zeros are the intersection points between FP

and the other components of D0. Since θP permutes these zeros, the functions
h P ◦ θP and h P have the same divisor of zeros. Therefore the only possible poles
of the function h P/(h P ◦ θP)− 1 are the poles of h P , and its degree is ≤ h P . But
according to (12), the zeros of h P are also zeros of h P/(h P ◦ θP)− 1. So if the
function h P/(h P ◦ θP)− 1 is nonzero, it has the same divisor as h P . Therefore
there exists a constant c ∈ ka such that

h P

h P ◦ θP
− 1= ch P or equivalently

1
h P ◦ θP

=
1

h P
+ c.

Since θP has finite order e and ka has characteristic zero, we deduce that ce = 0,
and then c = 0. Then h P ◦ θP = h P and θP is an automorphism of the cover
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h P = g ◦ ψ ◦ χP : FP → P1. According to point (4) of Lemma 6.1, we deduce
that θP is the restriction to FP of an element in A×B. We replace θ by θ composed
with the inverse of this element. So we can now assume that θ acts trivially on FP

for some P . In particular θ fixes every singular point on FP . So θ stabilizes every
component EQ . The restriction θQ of θ to EQ is an automorphism of χQ according
to (11). Further θQ fixes a point (and every point) in the unramified fiber above P
of the Galois cover χQ : EQ → X . Therefore θQ is the identity. We have proved
that θ is trivial on every component EQ .

To conclude, we prove that θ is also trivial on the components FP ′ for every
zero P ′ of f . Let us recall that we have already assumed this to be true for one of
these zeros. We call θP ′ the restriction of θ to FP ′ . We have already proved that θP ′

is the restriction of an element in A× B. Further θP ′ fixes all the singular points
of D0 lying on FP ′ . These points are the zeros of g ◦ψ ◦ χP ′ . Therefore, it only
remains to be proved that the action of A× B on the set of zeros of g ◦ψ ◦ χP ′

is free. This is the case for elements in B because the zeros of g ◦ ψ are, by
hypothesis, unramified in the Galois cover χP ′ : FP ′ → Z . This is also true for
elements in A× B because the action of A on the set of zeros of g ◦ψ is free. �

6b. Deformations. We now deform the two stable curves C0 and D0. If t ∈ ka is a
scalar, we call Ct ⊂W = X× Z the curve with equation f (P)×g(ψ(Q))= t . We
call Dt the inverse image of Ct by χ . In this and the next paragraph, we prove that
for almost all scalars t in k, the curve Dt is smooth, geometrically integral, with
ka-automorphism group equal to A × B, and with the same field of moduli and
the same fields of definition as the original cover ϕ. To this end, we would like to
consider the families (Ct)t and (Dt)t as fibrations above P1. We should be careful
however: the family (Ct)t has base points. So we blow up W = X × Z along

1= (( f )∞× (g ◦ψ)0)∪ (( f )0× (g ◦ψ)∞).

Note that 1 is the union of 2× deg( f )× deg(g ◦ψ) simple geometric points. We
call W∞,∞ ⊂W = X × Z the complementary open set of

(( f )∞× Z)∪ (X × (g ◦ψ)∞) in X × Z .

We similarly define W0,0, W0,∞, W∞,0. These four open sets cover X × Z .
Let P1

= Proj(ka
[T0, T1]) be the projective line over ka . We set F = 1/ f and

G= 1/g. Let C∞,0⊂W∞,0×P1 be the set of (P, Q, [T0 : T1]) such that f (P)T0=

G(ψ(Q))T1. Let C0,∞ ⊂ W0,∞ × P1 be the set of (P, Q, [T0 : T1]) such that
g(ψ(Q))T0 = F(P)T1. Let C∞,∞ ⊂ W∞,∞ × P1 be the set of (P, Q, [T0 : T1])

such that f (P)g(ψ(Q))T0=T1. Let C0,0⊂W0,0×P1 be the set of (P, Q, [T0 :T1])

such that T0 = F(P)G(ψ(Q))T1. We glue together these four algebraic varieties
and obtain a variety C ⊂ W × P1. Let πW : C → W be the projection on the
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first factor and let πC : C→ P1 be the projection on P1. This is a flat, projective,
surjective morphism.

Let D ⊂ S×P1 be the inverse image of C by χ × Id where Id : P1
→ P1 is the

identity. This is the blow up of S along χ−1(1). Note that χ−1(1) is the union of
deg(χ)× deg( f )× deg(g ◦ψ) simple geometrical points because χ is unramified
above 1. Actually, D is the normalization of C in ka(S × P1). We denote by
χ : D→C the corresponding morphism. We call πS : D→ S the projection on the
first factor. We call πD : D→ P1 the projection on the second factor. This is the
composed morphism πD = πC ◦χ . This is a flat, proper and surjective morphism.

Let A1
⊂ P1 be the spectrum of ka

[T ], where T = T1/T0. Using the function
T we identify P1(ka) and ka

∪ {∞}. If t is a point on P1(ka) we denote by Ct the
fiber of πC above t and by Dt the fiber of πD above t . The restriction of πW to Ct

is a closed immersion. So we can see Ct as a curve on W = X × Z . Similarly, the
restriction of πS to Dt is a closed immersion. So we can see Dt as a curve drawn
on S. In particular, the fiber of πC at 0 is isomorphic by πW to the stable curve C0

introduced in Section 6a. Similarly, the fiber of πD at 0 is isomorphic by πS to the
stable curve D0 introduced in Section 6a.

Let us call Cη the generic fiber of πC and Dη the generic fiber of πD .
We prove that the curve Cη over ka(P1) is geometrically connected and that

for almost every t ∈ P1(ka), the curve Ct over ka is connected. According to
Stein’s factorization theorem [Liu 2002, Chapter 5, Exercise 3.11], we can factor
πC : C → P1 as π f ◦ πc, where πc has geometrically connected fibers and π f is
finite and dominant. The fiber of π f above 0 is trivial because C0 is connected
and reduced. Therefore the degree of π f is 1 according to [Liu 2002, Chapter 5,
Exercise 1.25]. Therefore π f is an isomorphism above a nonempty open set of P1.
The generic fiber Cη is geometrically connected over ka(P1) and for almost all
t ∈ P1(ka) the curve Ct over ka is connected.

We now prove that Cη is smooth (and therefore geometrically integral). Indeed,
it is smooth outside the points (P, Q) ∈ Cη ⊂ X × Z , where d f (P) = 0 and
d(g ◦ψ)(Q) = 0. Such points are defined over ka . Therefore f (P)× g(ψ(Q))
cannot take the transcendental value T at these points.

The ramification locus 0 ⊂W of χ cuts the fiber C0 transversally. Therefore it
cuts the generic fiber Cη transversally. So Dη is smooth and geometrically integral.
Thus for almost every t ∈ ka the fibers Ct and Dt are smooth and integral.

We now compute Autk(P1)
s (Dη). Let R = ka

[[T ]] be the completed local ring
at the point T = 0 of P1. The curve D̂ = D×P1 Spec(R) is stable over Spec(R).
According to [Liu 2002, Chapter 10, Proposition 3.38, Remark 3.39] the func-
tor “automorphism group” t 7→ Autt(D̂t) is representable by a finite unramified
scheme over Spec R and the specialization morphism Autka((T ))(D̂η)→Autka (D0)

is injective. According to Lemma 7.6, the image of this morphism is included in the
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subgroup of admissible ka-automorphisms of D0. Since Spec R has no unramified
cover, we can deduce

A× B ⊂ Autka(P1)
s (Dη)⊂ Autka((T ))(D̂η)⊂ Autadm.

ka (D0).

We know that the rightmost group is equal to A× B. So

Autka(P1)
s (Dη)= A× B

as was intended to be proved.

6c. Fields of moduli and fields of definition of fibers. We just have proved that
for almost all t ∈ A1(k), the fiber Dt is smooth and geometrically integral. Using
Lemma 7.7 on the specialization of the automorphism group we deduce that for
almost all t ∈A1(k), the group of ka-automorphisms of the fiber Dt is isomorphic
to the group of k(A1)

s-automorphisms of the generic fiber. Since the latter group
is isomorphic to the automorphism group A× B of the surface S, we deduce that,
for almost all t , the restriction map is an isomorphism:

Autka (S)
'
−→ Autka (Dt). (13)

Now let t ∈ k be such that Dt is smooth and geometrically integral and such
that Autka (Dt) = A × B. We call πt : Dt → S the corresponding embedding.
We construct a functor Ft : MS → Mπt . We first define the image of an object
by Ft . Let l ⊂ ka be a finite extension of k and Sl an l-model of S. Using the func-
tor MS→MU given in Section 5c followed by the functor MU→Mψ in the proof of
Lemma 4.3, we obtain an l model ψl : Zl→ Xl of the cover ψ , where Xl = Xk×k l
and Zl is an l-model of Z . There is also an abelian cover χl : Sl → Xl × Zl

which is well defined up to an automorphism of Sl . We denote by Ct,l the curve
on Xl × Zl with the equation f · g ◦ ψl − t = 0. Let Dt,l be the inverse image
of Ct,l by χl . Let πt,l : Dt,l ↪→ Sl be the inclusion map. The image of the object Sl

by the functor Ft is defined to be πt,l . We still need to define the image of a
morphism by the functor Ft . Let l ′ be another finite extension of k and let σ : l→ l ′

be a k-homomorphism. Let S′l ′ be an l ′-model of S and let α : Sl → S′l ′ be a
morphism above Spec(σ ). We call π ′t,l ′ : D′t,l ′ ↪→ S′l ′ the image by Ft of S′l ′ .
Then α maps Dt,l to D′t,l ′ . We denote by β the restriction of α to Dt,l . The
image of α by Ft is defined to be the morphism (α, β) from πt,l to π ′t,l ′ . If we
compose Ft : MS → Mπt with the forgetful functor Mπt → MDt , we obtain a
cartesian functor Gt :MS→MDt . Further, identity (13) implies that the functor Gt

is fully faithful. So, by Proposition 2.5, both S and Dt have k as field of moduli
and they have the same fields of definition. In view of Section 5c, Dt , ψ and ϕ
also share the same fields of definition. Theorem 1.2 is proved.
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7. Six lemmas about curves and surfaces

In this section we state and prove six lemmas that are needed in the proof of
Theorem 1.2.

7a. About curves and products of two curves.

Lemma 7.1. Let k be a algebraically closed field. Let X and Y be two projective,
smooth and integral curves over k. Let β be the genus of X and let γ be the genus
of Y . We fix a geometric point P on X and a geometric point Q on Y . We identify
the curves X and X×Q and the curves Y and P×Y . Let D be a divisor on X×Y
of bidegree (b, c), that is, b = X · D and c = Y · D. The virtual arithmetic genus
π of D is at most 1+ bc + c(β − 1)+ b(γ − 1). When b = c this bound reads
1+ 2b(β − 1)+ b2.

Proof. The algebraic equivalence class of the canonical divisor on X × Y is
K = 2(β − 1)Y + 2(γ − 1)X . The virtual arithmetic genus π of D, as de-
fined in [Hartshorne 1977, Exercise V-1.3], is π = 1

2 D · (D + K ) + 1. Thus
π = D · (D+ 2(β − 1)Y + 2(γ − 1)X)/2+1. We deduce from Castelnuovo’s and
Severi’s inequality (see [Hartshorne 1977, Exercise V-1.9]) that D ·D ≤ 2bc. This
finishes the proof of the lemma. �

Lemma 7.2. Let k be an algebraically closed field. Let X and Y be two projective,
smooth, integral curves over k. Let D be an effective divisor without multiplicity
on the surface X × Y . Let f ∈ k(X) be a nonconstant function. For all but finitely
many scalars x in k, the divisor ( f )x × Y crosses D transversally, where ( f )x is
the positive part of the divisor of f − x.

Proof. We call pX : X × Y → X the projection on the first factor. Let E be
the set of points in X (k) such that at least one of the following condition holds:
p−1

X (P) contains a singular point on D, or p−1
X (P) contains a ramified point of the

morphism pX : D→ X , or the fiber p−1
X (P) is contained in D. The set E is finite.

For all x ∈ k but finitely many, the fiber f −1(x) avoids E and is simple. �

Lemma 7.3. Let k be an algebraically closed field. Let X be a projective, smooth,
integral curve over k with genus at least 2. Let f ∈ k(X) be a nonconstant
function. We denote by G the group of k-automorphisms of f . This is the set
of all k-automorphisms θ of X such that f ◦ θ = f . For any x ∈ P1(k), we write
( f )x = f −1(x) for the fiber above x , and Gx for the group of k-automorphisms of
X that stabilize the set of k-points of ( f )x . For all x in P1(k) but finitely many, we
have Gx = G.

Proof. The group H = Autk(X) of k-automorphisms of X is finite. Let θ be an
automorphism in H \ G and let x ∈ P1(k). Assume that the k-points in ( f )x are
permuted by θ . Let P be one of them. Then f ◦ θ(P) = f (P) = x . So P is a
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zero of the nonzero function f ◦ θ − f . For each θ there are finitely many such
zeros. And the θ are finitely many. So the images by f of such P are finitely many
also. �

Lemma 7.4. Let k be a field. Let Xk be a projective, smooth, geometrically integral
curve over k. Set X = Xk ×k ka and assume that X has genus at least 2. Let Y be
a projective, smooth, integral curve over ka and let ϕ : Y → X be a nonconstant
ka-cover. If f is any nonconstant function in ka(X), then Aut(ϕ)⊂Aut( f ◦ϕ). Let
V ⊂ k(Xk) be the set of functions f ∈ k(Xk) such that Aut(ϕ) 6= Aut( f ◦ ϕ). This
set V is contained in a finite union of strict k-subalgebras of k(Xk).

Proof. The statement concerns the three function fields ka( f ) ⊂ ka(X) ⊂ ka(Y ),
and the groups involved are the following ones:

Aut(ϕ)= Autka(X)(ka(Y )),

Aut( f ◦ϕ)= Autka( f )(ka(Y )),

Aut(Y )= Autka (ka(Y )),

⇒ Aut(ϕ)⊂ Aut( f ◦ϕ)⊂ Aut(Y ).

Now, the set V can be described as

V =
( ⋃
θ∈Aut(Y )\Aut(ϕ)

ka(Y )θ ∩ ka(X)
)
∩ k(Xk)=

⋃
θ∈Aut(Y )\Aut(ϕ)

ka(Y )θ ∩ k(Xk).

This is a union of sets indexed by elements in the finite set Aut(Y )\Aut(ϕ) (recall
that Aut(Y ) is finite because the genus of Y is at least 2). Since θ 6∈ Aut(ϕ),
each ka(Y )θ∩ka(X) is a strict subfield of ka(X) containing ka . Therefore ka(Y )θ∩
k(Xk)( k(Xk). �

7b. Deformation of an automorphism of a nodal curve. In this subsection we
give a necessary condition for an automorphism of a nodal curve to extend to
a given deformation of this curve. Let R be a complete discrete valuation ring.
Let π be a uniformizing parameter and let k be the residue field. Assume that k
is algebraically closed. Let D be a semistable curve over Spec(R). Let Dη be
the generic fiber and D0 the special fiber. Assume Dη is smooth over the fraction
field of R. Let T be a singular point of D0. According to [Liu 2002, Chapter 10,
Corollary 3.22], the completion of the local ring of D at T takes the form

ÔD,T = R[[ f, g]]/〈 f g−π e
〉,

where e is a positive integer. This integer is called the thickness of D at T . We also
say that f and g form a coordinate system for D at T . If we reduce modulo π , we
obtain the completion of the local ring of D0 at T :

ÔD0,T = ÔD,T /〈π〉 = k[[ f , g]]/〈 f g〉,
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where f = f mod π and g= g mod π . Because T is an ordinary double point, D0

has two branches F and G at T . These correspond to the two irreducible com-
ponents of the completion at T . Be careful that these two branches may lie on
the same irreducible component of D0. Anyway, the functions f and g are the
uniformizing parameters of either branches. We call P and Q the points of F
and G above T .

Now let T ′ be another singular point of D0, and let f ′, g′, e′, F ′, and G ′ be the
corresponding data. Let θ be an automorphism of D over R such that θ(T ) = T ′

and θ(F)= F ′, θ(G)=G ′. The functions f ′◦θ and g′◦θ form a coordinate system
for D at T . So e′ = e and both f ′ ◦ θ/ f and g′ ◦ θ/g are units in ÔD,T (indeed,
in either fraction, the numerator and denominator have the same Weil divisor).
Since f × g = π e

= f ′ ◦ θ × g′ ◦ θ , we have f ′◦ θ
f (T )× g′◦ θ

g (T ) = 1. We reduce
this identity modulo π and obtain the following identity, where the first factor is a
function on F evaluated at P and the second is a function on G evaluated at Q:

f ′ ◦ θ

f
(P)×

g′ ◦ θ
g

(Q)= 1. (14)

Definition 7.5. Let R be a complete discrete valuation ring. Assume that the
residue field k is algebraically closed. Let D be a semistable curve over Spec(R).
The generic fiber of D is assumed to be smooth. Assume we are given a coordinate
system at each singular point of the special fiber D0. Let θ be an automorphism
of the special fiber D0. We say that θ is admissible in D/Spec(R) if for every
singular point T of D0, the image θ(T ) has the same thickness as T in D, and if
equality (14) holds true.

We have just proved this:

Lemma 7.6. With the notation of Definition 7.5, the set of automorphisms of D0

that are admissible in D/Spec(R) is a subgroup of Autk(D0). If θ is an auto-
morphism of D over Spec(R), its reduction θ = θ mod π is an automorphism of
D0 and is admissible in D/Spec(R).

One may compare this statement with [Wewers 1999, Theorem 3.1.1], where
the deformation of morphisms between two distinct curves is studied.

Remark. The converse of Lemma 7.6 is not true. For example, consider the
elliptic curve E with modular invariant j = 0 (or 1728). Every automorphism
of E is admissible because there are no singular points on the curve (the condition
in Definition 7.5 is empty). However, the only automorphisms that can be extended
to the generic elliptic curve are the identity and the involution.

7c. Automorphisms of curves in a family. We state and prove a standard lemma
about specialization of automorphism groups.
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Lemma 7.7. Let k be a field and let U be a smooth, geometrically integral curve
over k. Let X be a quasiprojective, smooth, geometrically integral surface over k.
Let π : X→U be a surjective, projective, smooth morphism of relative dimension 1.
Assume that for any point x of U , the fiber Xx at x is geometrically integral. We
call η the generic point of U and call Xη = Xη×Spec(k(U ))Spec(k(U )a) the generic
fiber, seen as a curve over the algebraic closure of the function field of the basis U.
We assume the genus of Xη is at least 2.

There exists a nonempty open subset V of U over k such that for any geometric
point x ∈ V (ka) the group of ka-automorphisms of the fiber at x is equal to the
group Autk(U )a (Xη) of automorphisms of Xη.

The following proof was communicated to us by Qing Liu.

Proof. This is a consequence of a general result by Deligne and Mumford. Let
X → S be a flat projective morphism over a noetherian scheme S. The func-
tor T → AutT (XT ) from the category of S-schemes to the category of groups
is representable by a group scheme AutX/S over S. See [Kollár 1996, Exercise
1.10.2] for example. When X→ S is a stable curve with genus at least 2, Deligne
and Mumford [1969, Theorem 1.11] prove that the scheme AutX/S is finite and
unramified over S. In our lemma, S is a smooth, geometrically integral curve U
over k. Replacing S by a nonempty open subset, we may assume that AutX/S is
finite étale over S. At the expense of a finite surjective base change T → S, we
may assume that the generic fiber of AutX/S → S consists of rational points. So
AutX/S → S is now a disjoint union of étale sections and the fibers have con-
stant degree. In particular, the fibers are constant and the specialization maps
AutS(X)= AutX/S(S)→ Auts(Xs)= AutX/S(k(s)) are isomorphisms. �
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Specializations of elliptic surfaces, and
divisibility in the Mordell–Weil group

Patrick Ingram

Let E→ C be an elliptic surface defined over a number field k, let P : C → E

be a section, and let ` be a rational prime. We bound the number of points of
low algebraic degree in the `-division hull of P at the fibre Et . Specifically, for
t ∈ C(k̄) with [k(t) : k] ≤ B1 such that Et is nonsingular, we obtain a bound on
the number of Q ∈ Et (k̄) such that [k(Q) : k] ≤ B2, and such that `n Q = Pt for
some n ≥ 1. This bound depends on E, P , `, B1, and B2, but is independent of t .

1. Introduction

One of the central problems in the study of elliptic surfaces is to determine the
extent to which the geometry of the surface determines the arithmetic of its fibres.
Let E→ C be an elliptic surface defined over a number field k. Then if the fibre
Et above t ∈ C(k) is nonsingular, there is a homomorphism

σt : E(C)→ Et(k),

where E(C) is the group of sections P : C → E (we include the existence of a
section in our definition of an elliptic surface). By a theorem of Silverman [1994,
Chapter III, Theorem 11.4], this map is injective for all but finitely many t ∈C(k).
The map σt is not, in general, surjective, since the rank of Et(k)may exceed that of
E(C) (see [Salgado 2009]), but another result of Silverman shows that for elliptic
surfaces over P1

Q
, there are infinitely many fibres for which the image of σt is, at

least, not divisible in Et(Q).

Theorem [Silverman 1985]. Let E→ P1 be an elliptic surface defined over Q,
with nonconstant j-invariant. Then there exist infinitely many t ∈ P1(Q) such that
the quotient Et(Q)/σt(E(P

1)) is torsion-free.

We cannot replace ‘there exist infinitely many’ with ‘for all but finitely many’ in
Silverman’s result, since the elliptic surface defined over P1

Q
by E : y2

= x3
−t x+t

MSC2000: primary 11G05; secondary 14J27, 14G05.
Keywords: elliptic surface, specialization theorem.
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has no section of order two, but (η, 0) ∈ Et(Q) is a point of order two whenever
t = η3/(η− 1).

Saying that Et(Q)/σt(E(P
1)) is torsion-free amounts to saying that for any

prime ` and any section P : P1
→ E, the specialization Pt = σt(P) is divisible

by ` in the Mordell–Weil group Et(Q) only if P is already divisible by ` in the
group E(P1) of sections. Since Silverman’s result only treats infinitely many of the
fibres, however, it is still conceivable that one could construct a section P :P1

→E

that is not divisible by a prime `, but whose specializations Pt ∈Et(Q) are divisible
by arbitrarily large powers of ` (as t varies).

Our main result is that this sort of construction is not possible, and we prove
this for elliptic surfaces E→ C over arbitrary base curves, defined over a number
field k. In fact, even if we are allowed to consider fibres and points of bounded
algebraic degree over k, the extent to which the specializations of a given section
P : E→ C might be `-divisible is limited.

Theorem 1. Let k/Q be a number field, let E→ C be an elliptic surface, with
nonconstant j-invariant, over the smooth projective curve C , and let P :C→E be
a section (all defined over k). Then for any B1, B2 ≥ 1, there is a value M(B1, B2)

such that

#
{

Q ∈ Et(k̄) : [k(Q) : k] ≤ B1 and `n Q = Pt for some n ≥ 1
}
≤ M,

as t ∈ C(k̄) varies over the places of good reduction for E with [k(t) : k] ≤ B2.

Theorem 1 is a weak form of a natural conjecture. For a given subgroup H ⊆
E(C) and a given extension k ′/k, define the k ′-rational division hull of H on the
fibre above t ∈ C(k ′) by

H div
t (k ′)=

{
Q ∈ Et(k ′) : N Q ∈ Ht for some N ≥ 1

}
,

where Ht ⊆Et(k ′) denotes the specialization of H at t . It is plausible to conjecture
that if E→ C is a nonisotrivial elliptic surface and H ⊆ E(C) is any subgroup,
then the index (H div

t (k ′) : Ht) is bounded for t ∈C(k ′), and that the bound depends
only on D = [k ′ : k], E, and H . In the case where H has rank zero, this conjecture
follows immediately from Merel’s theorem [1996], since H div

t (k ′) will simply be
the k ′-rational torsion on Et . Indeed, Merel’s theorem plays a role in the results
in this paper, since we have not assumed that P is a section of infinite order. The
main result of this paper is equivalent to the boundedness of the `-power part
of (H div

t (k ′) : Ht), in terms of D = [k ′ : k], in the rank one case. In the case
D = 1, Silverman [1985] has shown that the conjecture follows from a conjecture
of Lang, which posits a certain lower bound for the Néron–Tate height on an elliptic
curve. Lang’s conjecture, in turn, has been shown by Hindry and Silverman [1988]
to follow from Szpiro’s conjecture, and hence the abc conjecture of Masser and



Specialization and divisibility for elliptic surfaces 467

Oesterlé. If one supposes that the constants in Lang’s conjecture depend only on
the degree of the number field involved, then the full version of the conjecture
above follows by Silverman’s argument.

In general, the finiteness of Theorem 1 is the best we can do in this setting, since
one is free to choose P = `N P0 for some section P0 : C → E, and N arbitrarily
large. This ensures that the sets in the statement of Theorem 1 have size at least N .
If, however, we cast out finitely many primes and finitely many fibres, and consider
only k-rational points, we obtain something much more explicit. We call the prime
` a special prime for the elliptic surface E if it is one of the finitely many primes
such that either `= 2 or the j-invariant jE : C→ P1 has a pole of order divisible
by `.

Theorem 2. Let E and P be as above, suppose that ` is not a special prime for E,
and suppose further that P is not of the form `P0 for any section P0 :C→E. Then

#
{

Q ∈ Et(k) : `n Q = Pt for some n ≥ 1
}
≤ `2

for all but finitely many t ∈C(k). The upper bound can be replaced with 0 if C has
genus at least 1 or if the j-invariant jE has at least 5 distinct poles in C(k̄); 4 poles
suffice if `= 5, and 3 suffice if `≥ 7.

Of course, this theorem is trivially true if C has genus 2 or greater.

Remark. The proof of Theorem 2 is a modification of the proof of Theorem 1,
and with slightly more work, one can obtain a version for points of bounded degree
over k. Specifically, in proving the first claim of Theorem 2, we actually prove
(under the conditions of the theorem) that `n Q= Pt implies n≤ 1, except on fibres
corresponding to finitely many t ∈C(k). If the argument is extended, one can show
that for all but finitely many t ∈ C(k), if Q ∈ Et(k̄) with [k(Q) : k] ≤ D, then we
have `n Q = Pt only if n < log2 D + 5. Note that, if we are allowed to consider
points with [k(Q) : k] ≤ D, then we can find examples with `n Q = Pt for any
n ≤ log D/(2 log `).

There is one important case in which Theorem 2 does not apply: if we’d like
to discuss torsion on specializations of an elliptic surface, then we should like to
apply Theorem 2 with P = O, the identity section. However, it is always true that
O = `O. As it happens, this is not a fundamental obstacle. For any finite set S of
rational primes, and any elliptic curve E , let ETors,S denote the S-primary torsion
on E , that is, the union of E[N ] as N ∈ N ranges over S-units.

Theorem 3. Let E be as above, and suppose that jE has at least 5 distinct poles
in C(k̄). Then for all but finitely many t ∈ C(k), the torsion subgroup of Et(k) is
exactly ETors,S

t (k), where S is the set of special primes for E.
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As mentioned above, it follows from Merel’s theorem (which plays a role in the
proof of Theorems 1 and 3) that size of the torsion subgroup of Et(k) is bounded
independent of t ∈ C(k). The significance of Theorem 3, then, is that it more
precisely describes the structure of Et(k)Tors on all but finitely many fibres.

If E/k is an elliptic curve over a number field, then one might consider E as an
arithmetic surface E→Spec(R), where R is the ring of integers of k, and ask if the
result analogous to Theorem 1 holds. Indeed, results of this general type, that is,
local-to-global results about divisibility in the Mordell–Weil group, have already
been considered over number fields, for example, the work of Banaszak, Gajda, and
Krasoń [Banaszak et al. 2005]. However, for elliptic curves over number fields, it
is quite easy to show that something rather different from Theorem 1 is true.

Theorem 4. Let k be a number field and let E/k be an elliptic curve. If P ∈ E(k)
is a point of infinite order and ` is any rational prime, then for any M ≥ 1, we may
choose an infinite set of primes SM such that

#
{

Q ∈ Ep(kp) : `
n Q = Pp for some n ≥ 1

}
≥ M

for all p ∈ SM . Moreover, we can choose this set of primes to have density
M−2/5+o(1), where o(1)→ 0 as M→∞.

The results of Banaszak, Gajda, and Krasoń are largely Galois-theoretic, while
those of Silverman [1985] are obtained by studying the variation of the Néron–
Tate height across fibres of E. By contrast, Theorems 1 and 2 require a mixture of
Galois theory and some deep results in diophantine geometry. Since it may be of
independent interest, we mention here the main diophantine lemma used, which is
a slight adjustment of [Faber et al. 2009, Lemma 4.5], which in turn derives from
work of Vojta [1992] and Song and Tucker [2001].

Lemma 5. Let
C0

φ1
←− C1

φ2
←− C2

φ3
←− · · ·

be a tower of (smooth, projective) curves connected by nonconstant morphisms,
defined over the number field k. Let Rφn denote the ramification divisor of φn , and
suppose that there are constants c1 > 0 and c2 such that

deg Rφn

2 degφn
≥ c12n

− c2 for all n.

Then for each B ≥ 1, there exists an N (B) such that CN (B)(k̄) contains at most
finitely many points Q with [k(Q) : k] ≤ B. (In fact, we see in Section 5 below that
we may take N (B) to be at most log2 B+ O(1) as B→∞.)

Before proceeding with the outline of the main argument, we remark on the re-
quirement that E have nonconstant j-invariant. While Silverman’s result above has
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been considered in the case of elliptic surfaces E→ P1 with constant j-invariant,
by Gupta and Ramsay [1997], it is clear that our main result cannot hold for all split
elliptic surfaces. If E/k is an elliptic curve with rank at least 1, let E→ E be an
elliptic surface birational to E×E , with projection onto the second coordinate. Let
Q ∈ E(k) be a point of infinite order, and let P be the diagonal section P : E→ E

defined by t 7→ (t, t). Then for any N , if we set t = `N Q, we clearly have

#
{

Q′ ∈ Et(k)= E(k) : `n Q′ = Pt = `
N Q

}
≥ N .

2. Notation and outline of the argument

Although much of the proof of Theorem 1 will take place in function fields, it
is useful to keep in mind the geometric picture. The strategy of the proof is as
follows: let E→ C be our elliptic surface, and let 00 ⊆ E be the image of our
section P : C → E. For each n, let 0n+1 be the pullback of 0n by the rational
function [`] : E→ E. For any extension F/k, points in 0n(F) parametrize fibres
Et of E with t ∈ C(F), with a marked point Q ∈ Et(F) such that `n Q = Pt . In
general, these curves might be singular and/or reducible, but we will imagine for
the moment that their normalizations 0̃n are (geometrically) irreducible. In other
words, we have a tower

0̃0← 0̃1← 0̃2← 0̃3← · · ·

of smooth projective curves, connected by dominant morphisms (namely, those
induced by multiplication-by-`), all defined over the number field k. Lemma 5
gives us control over points of low algebraic degree on the curves 0̃n , provided
that the morphisms above ramify enough (equivalently, the genera of the curves
increase quickly enough). Obtaining the appropriate lower bound on ramification
provides for some tricky geometry, since the only possibility for ramification is
where the curves 0n intersect singular fibres of E, and these are precisely the points
at which one might need to blow up in order the resolve the singularities of 0n .
We avoid this by moving the entire problem into the function field setting, and
applying Tate’s nonarchimedean uniformization of elliptic curves. It is here that
we use the hypothesis that jE be nonconstant, since poles of jE correspond to fibres
at which E, after suitable base extension, has semistable reduction. The resulting
estimates on ramification, combined with Lemma 5, suffice to prove the results in
this special case.

Generally, we can’t hope for the curves 0̃n to actually be irreducible (in partic-
ular, if P is a multiple by ` of another section, then 0̃1 has a component birational
to C), but each is the disjoint union of finitely many components, and the rational
map [`] : E→ E induces a map from each component of 0̃n+1 to some component
of 0̃n . Denoting the components of the normalized curves by 0̃( j)

i , we have a tree
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of curves with dominant morphisms which looks something like this:

0̃
(1)
1

yy

0̃
(1)
2

oo

0̃0 0̃
(2)
2 · · ·

uu
0̃
(2)
1

hh

0̃
(3)
2 · · ·

oo

0̃
(4)
2 · · ·

ii

The key is to show that this tree is eventually nonbranching. In other words, we
want to show that the tree depicted above contains only finitely many infinite paths,
so that we may apply Lemma 5 to each of these paths. Looking at the surface as an
elliptic curve E over K = k(C), this amounts to showing there is some N such that
the sets [`]−n P ⊆ E(K ) contain at most N Galois orbits for any n≥ 1. For elliptic
curves over number fields, this follows from Kummer theory, but it seems that these
results have not previously been extended to elliptic curves over complex function
fields. In Section 3, we prove the appropriate Galois-theoretic results to show that
the number of components of the curves 0̃n eventually stabilizes. In Section 4, we
will employ Tate’s uniformization of elliptic curves over local fields to study the
ramification of the maps 0̃n+1→ 0̃n induced by [`]. In both of these sections, we
consider E over the extension K ⊗k C of K , in order to obtain geometric results.
In Section 5, we assemble the proof of Theorem 1, and in Sections 6 and 7, the
proofs of Theorems 2 and 4.

Throughout the paper, E is a smooth elliptic surface (with some chosen ‘identity
section’) defined over the number field k. We denote by E/K the generic fibre of E,
an elliptic curve over the function field K = k(C). To obtain geometric results,
in Sections 3 and 4, we will frequently work over the extension KC = K ⊗k C,
determined by some fixed embedding of k into C. The curves 0n are as defined
above, and 0̃n are their normalizations. Since 0̃0 ∼= C , we often identify these
curves tacitly. Also, in a slight abuse of notation, P will stand both for the section
P : C→ E, as well as the corresponding point in E(K ).

3. Galois orbits

For any prime `, the action of the absolute Galois group Gal(K C/KC) on E(KC)

partitions

[`]−n P = {Q ∈ E(K C) : `
n Q = P}

into a certain number of orbits for each n, and we wish to show that this number
is bounded as n →∞. In other words, we wish to show that Galois acts nearly
as freely on [`]−n P as the group structure allows. If ` is not a special prime and
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P 6∈ `E(K ), we will show that [`]−n P is in fact Galois-irreducible for all n (in the
sense that all of its elements are conjugate under the action of Galois).

For each n we set Kn = KC(E[`n
]), the `n-division field of E/KC, and we set

K∞ to be the union of the Kn/KC. Let

T`(E)= lim
←−

E[`n
]

be the `-adic Tate module of E . Fixing a basis for T`(E) allows us to define a
representation

ρ` : Gal(K∞/KC)→ GL2(Z`).

In the number field case, a deep theorem of Serre [1972] states that such repre-
sentation is surjective for all but finitely many primes ` (unless the elliptic curve
has complex multiplication). For elliptic curves over KC, we cannot expect this to
be true. It is easy to show, using the Weil pairing on T`(E), that the image of the
representation ρ` must be contained in SL2(Z`), but the following lemma tells us
that the representation (almost) surjects onto this subgroup.

Lemma 6. Let
ρ` : Gal(K∞/KC)→ SL2(Z`)

be the `-adic Galois representation associated to E/KC. Then the image of ρ`
has finite index in SL2(Z`). Moreover, if ` is not a special prime for E, then ρ` is
surjective.

Proof. The first claim is a theorem of Igusa [1959]. More precisely, Cox and Parry
[1984] show that the image of Galois in

SL2(Ẑ)=
∏
`

SL2(Z`)

contains the congruence subgroup

0(N )=
{

M ∈ SL2(Z`) : M ≡
(

1 0
0 1

)
(mod N )

}
,

for N twice the least common multiple of the orders of the poles of the j-invariant
jE : C → P1. In other words, if ` is not a special prime for E (that is, if ` is
odd and prime to the orders of the poles of jE), then the image of Galois is all of
SL2(Z`). �

We will need some facts about the Galois cohomology of elliptic curves over
complex function fields. In the number field case, the theory is reasonably well
understood due to work of Bashmakov [1972]; see also Ribet [1979]. The tech-
niques rely, however, on the fact that in the number field setting, Galois acts on
the `-primary torsion as an open subgroup of GL2(Z`). In particular, Bashmakov
exploits elements of the centre of GL2, while the centre of SL2 is decidedly less
interesting. Nonetheless, the result we need is still true in this setting.
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Lemma 7. The first cohomology group H 1(Gal(K∞/KC), T`(E)) has finite expo-
nent. Furthermore, if ` is an odd prime and if the representation ρ` is surjective,
then the group is trivial.

Proof. In the case where ρ` is surjective, the traditional proof works: the group
G =Gal(K∞/KC)∼= SL2(Z`) contains an element that acts as−1 on T`(E). Since
this element is in the centre of G, we know (by a lemma of Sah) that multiplication
by −2 annihilates the first cohomology group. Since the group H 1(G, T`(E))
is `-power torsion (multiplication by `m kills E[`m

], and H 1(G, T`(E)) is the
projective limit of H 1(Gal(Kn/KC), E[`n

])), it has exponent gcd(2, `).
We now treat the more general case, modifying an argument of Tate presented

by Coates [1970]. For simplicity, choose a basis for T`(E) and identify G with its
image in SL2(Z`). By Lemma 6, the image of the map

Gal(K∞/KC)→ SL2(Z`)

contains the congruence subgroup 0(`N ), the kernel of reduction modulo `N , for
some N ≥ 0. Now, let H ⊆ 0(`N ) ⊆ G be the subgroup generated by the set of
matrices {(

1 0
β 1

)
,

(
1 β

0 1

)
: β ∈ `N Z`

}
.

We will show that H 1(H, T`(E)) has finite exponent. As noted at the beginning
of the proof of [Bandini et al. 2009, Lemma 3.10], H contains 0(`2N ), and so

(G : H)≤ (G : 0(`2N ))≤ (SL2(Z`) : 0(`
2N ))= `1+6N (`2

− 1).

Since the composition of the restriction and corestriction maps

H 1(G, T`(E))
Res
−−→ H 1(H, T`(E))

Cor
−−→ H 1(G, T`(E))

is simply multiplication by (G : H), proving that H 1(H, T`(E)) has finite exponent
would be enough to prove the same of H 1(G, T`(E)).

Let f : H → T`(E) be a continuous 1-cocyle. For ease of reference, we will
write

f
(

1 β

0 1

)
=

(
f1(β)

f2(β)

)
.

Note that, by the cocycle relation,(
f1(β1+β2)

f2(β1+β2)

)
=

(
f1(β1)

f2(β1)

)
+

(
1 β1

0 1

)(
f1(β2)

f2(β2)

)
=

(
f1(β1)+ f2(β2)+β1 f2(β2)

f2(β1)+ f2(β2)

)
, (1)
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and so, in particular,

f2(β1+β2)= f2(β1)+ f2(β2) for all β1, β2 ∈ `
N Z`.

Since cocycles send the identity to the identity, f2 is actually a homomorphism
from `N Z` to Z`.

Now, for any α ∈ 1+ `2N Z`, we have diag(α, α−1) ∈ H . This follows from the
aforementioned comment in [Bandini et al. 2009], or more directly from observing
that for any γ ∈ Z`,(

1 0
−`N/(1+ `Nγ ) 1

)(
1 `Nγ

0 1

)(
1 0
`N 1

)(
1 −`Nγ /(1+ `Nγ )

0 1

)
=

(
1+ `2Nγ 0

0 (1+ `2Nγ )−1

)
.

At this point, to simplify notation, we will write

σα,β =

(
α β

0 α−1

)
.

Now, on the one hand, we have the relation

σα,0σ1,βσ
−1
α,0 = σ1,α2β,

by simply multiplying the matrices. On the other hand, since f is a cocyle we have
f (σ−1)=−σ−1 f (σ ) for all σ . Thus, if α ∈Z∩(1+`2N Z`), (suppressing the first
coordinate for convenience)(

∗

α2 f2(β)

)
=

(
∗

f2(α
2β)

)
= f (σ1,α2β)= f (σα,0σ1,βσ

−1
α,0)

= f (σα,0)+ σα,0 f (σ1,β)+ σα,0σ1,β f (σ−1
α,0)

= f (σα,0)+ σα,0 f (σ1,β)− σα,0σ1,βσ
−1
α,0 f (σα,0)

=

(
0 −α2β

0 0

)
f (σα,0)+ σα,0 f (σ1,β)=

(
∗

α−1 f2(β)

)
.

Thus, for a given β, we have α2 f2(β)=α
−1 f2(β) for any integer α≡1 (mod `2N ).

Clearly then, f2(β)= 0 for all β.
We now have f2 vanishing identically, and from (1) above, f1 must be a ho-

momorphism. Again, we have f1(αβ) = α f1(β) for all α ∈ Z∩ (1+ `2N Z`) and
β ∈ `N Z`. Write

f
(
α 0
0 α−1

)
=

(
g1(α)

g2(α)

)
for all α ∈ 1+ `2N Z`.
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We compute again(
α2 f1(β)

0

)
= f (σ1,α2β)= f (σα,0σ1,βσ

−1
α,0)

...

=

(
0 −α2β

0 0

)
f (σα,0)+ σα,0 f (σ1,β)

=

(
−α2βg2(α)

0

)
+

(
α f1(β)

0

)
.

Thus, taking α = 1+ `2N , we obtain(
α2
−α

)
f1(β)=−α

2βg2(α),

and therefore

`2N f
(

1 β

0 1

)
=

(
−αg2(α)β

0

)
for all β.

Using essentially the same argument, we can also show that

`2N f
(

1 0
β 1

)
=

(
0

g1(α)β

)
.

Thus, for

σ ∈

{(
1 β

0 1

)
,

(
1 0
β 1

)
: β ∈ `N Z`

}
,

we obtain

`2N f (σ )= σ(ξ)− ξ for ξ =
(

g1(α)

−αg2(α)

)
.

The same relation must hold on all of H , since matrices of this form generate H ,
and so `2N f is a 1-coboundary. Since f was arbitrary, `2N H 1(H, T`(E)) is trivial,
proving the result. �

Lemma 8. For sufficiently large m, if Q∈ E(K C) and `m Q= P , then Q 6∈ E(K∞).
If ` is not a special prime and P 6∈ `E(KC), then `Q = P implies Q 6∈ E(K∞).

Proof. Suppose that Q ∈ Kn , and consider the map

f : Gn = Gal(Kn/KC)→ E[`m
]

defined by f (σ )= σ(Q)− Q, which is a 1-cocyle. By Lemma 7, there is some s,
not depending on n and m, such that `s H 1(Gn, E[`m

]) is trivial. It follows that
`s f is a 1-coboundary, so that `s f (σ ) = σ(ξ)− ξ for some fixed ξ ∈ E[`m

] and
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all σ ∈ Gn . One checks that this implies σ(`s Q − ξ) = `s Q − ξ for all σ ∈ Gn ,
and so `s Q− ξ ∈ E(KC). This implies

`s P = `m(`s Q− ξ) ∈ `m E(KC),

which cannot be true if m is large enough, since s is independent of m, and E(KC)

is finitely generated.
If ` is not a special prime, let `Q = P for some Q ∈ E(Kn). The triviality of

H 1(Gn, E[`]), by the argument above with s = 0, leads to Q + ξ ∈ E(KC) for
some ξ ∈ E[`]. This implies P ∈ `E(KC), which we have assumed is not true. �

Now choose a consistent family of preimages of P , that is, a sequence Qs in
E(K C) such that Q0 = P and `Qs+1 = Qs . We consider the maps

fs : Gal(K∞(Qs)/K∞)→ E[`s
], σ 7→ σ(Qs)− Qs .

Then fs is a homomorphism, since it is a 1-cocyle and the domain acts trivially
on the image. It is also clear that fs is injective, since any σ ∈Gal(K∞(Qs)/K∞)
fixing Qs must fix everything. What’s more, the diagram

Gal(K∞(Qs+1)/K∞)
restriction //

fs+1
��

Gal(K∞(Qs)/K∞)

fs

��
im( fs+1)

[`]
// im( fs)

commutes (since [`] is defined over the ground field), and so we may take (com-
patible) projective limits of the top and bottom. If we let K ′ denote the union of
all fields K∞(Qs), we thereby obtain a map f∞ from Gal(K ′/K∞) to the Tate
module T`(E). The group

H∞ = lim
←−

im( fs)⊆ lim
←−

E[`s
] = T`(E)

is a submodule of T`(E) (both in terms of the Galois module structure, and the
Z` module structure). To sum up, projective limits give us the following diagram,
with exact rows:

0 // Gal(K ′/K∞)

f∞
��

// Gal(K ′/KC)

��

// Gal(K∞/KC) //

ρ`

����

0

0 // T`(E) // T`(E)o SL2(Z`) // SL2(Z`) // 0.

The next lemma shows that im( f )∞ has finite index in T`(E). Note that in light
of Lemma 6 and the exactness of the sequences above, this is the same as showing
that the image of Gal(K ′/KC) has finite index in T`(E)o SL2(Z`),
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Lemma 9. The group H∞ has finite index in T`(E). If ` is not a special prime,
then in fact H∞ = T`(E).

Proof. This simply follows from the fact that H∞ is a submodule of T`(E) and
that the image of the action of Galois on T`(E) is an open subgroup of SL2(Z`).
First suppose that f1 is surjective, so that im( f1)= E[`]. Then H∞ is a submodule
of T`(E), with the property that T`(E)=H∞+`T`(E). It follows from Nakayama’s
lemma [Lang 2002, Lemma 4.2, page 425] that H∞ = T`(E).

We now treat the general case. First of all, it is clear that H∞ is not cyclic. If it
were, then, as H∞ is a Galois submodule of T`(E), the image of the representation

ρ` : Gal(K∞/KC)−→ SL2(Z`)

would be contained in a Borel subgroup, which clearly violates Lemma 6. So we
may choose two linearly independent elements in H∞. Let(

u1`
a1

u2`
a2

)
and

(
v1`

b1

v2`
b2

)
be these two elements, with the ui and vi units in Z`. By standard linear algebra,
we may rewrite this basis and multiply by a power of `, to obtain `se1, `se2 ∈ H∞,
where e1 and e2 are the standard basis vectors. But then `s T`(E)⊆ H∞, and so

(T`(E) : H∞)≤ (T`(E) : `s T`(E))= `2s . �

We now state the main claim of this section, namely that Galois acts nearly as
freely on [`]−n P as the group structure allows.

Lemma 10. The number of distinct Galois orbits in [`]−s P over K∞ is bounded
by

(E[`s
] : im( fs))≤ (T`(E) : H∞).

Proof. Recall the point Qs such that fs(σ ) = σ(Qs) − Qs . By definition, the
Galois orbit of Qs is simply Qs + im( fs). Any other Galois orbit is of the form
Q′ + im( fs) for some `s Q′ = P . For each such Q′, there is a ξ ′ ∈ E[`s

] such
that Q′ = Qs + ξ

′, and so the Galois orbit of Q′ is Qs + ξ
′
+ im( fs). This gives

an explicit bijection between the Galois orbits of `−s P , and the cosets of im( fs)

by E[`s
]. That this number is bounded by the index (T`(E) : H∞) follows from

the fact that T`(E)/H∞ is the projective limit of the groups E[`s
]/ im( fs). �

4. Tate uniformization and ramification

The aim of this section is to show that the tower of preimage curves described in
Section 2 is sufficiently ramified. One can see geometrically why this must be true:
if v is a place of C over which E/KC has split multiplicative reduction, then the
fibre of the Néron model over v is the union of v( jE) lines (with intersection points
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removed). The restriction of [`] to any of the components of this Néron polygon is
an `-to-one map to some other component. In particular, if the group of sections on
E contains all of the `n-th preimages of P , then `n

|v( jE). This argument applies
to extensions E×C C ′ (given a Néron model over the extension) as well, and so if
w is a prolongation of v to a field over which [`]−n P is rational for large n, we
have w( jE) > v( jE), so v is ramified in this extension.

Although the geometric argument above can be turned into a proof, it is not
entirely straightforward, because the relationship between the Néron model of E

and the Néron model of the base extension of E×C C ′ for some curve C ′ → C
is somewhat subtle when the covering is ramified. We obtain a simpler proof by
considering the function field version of the problem. The main tool is Tate’s v-
adic uniformization of elliptic curves, which is described over number fields in
[Silverman 1994, V.3–V.6]. The results over function fields are identical, and may
be found in [Roquette 1970].

Throughout this section, we fix a prime v at which E/KC has split multiplicative
reduction (we assume that one exists), and we suppose that P does not reduce to
the singular point modulo this prime. In the proof of Theorem 1, we will reduce
the problem to the case where these assumptions hold.

Theorem (Tate). Let F be a field complete with respect to the nonarchimedean
valuation v, and suppose that E/F is an elliptic curve with split multiplicative
reduction at v. Then there is a unique q ∈ F∗ with |q|v < 1, and maps such that

0→ qZ
→ F∗→ E(F)→ 0

is an exact sequence. Also, if F ′/F is a Galois extension, then the corresponding
sequence is an exact sequence of Galois modules.

In essence, completing with respect to a prime of split multiplicative reduction,
then allows us to glean a lot of information about the elliptic curve E by considering
the multiplicative group of the completion of the field.

Lemma 11. Let F be field complete with respect to the normalized discrete valu-
ation v, with ring of integers R, and an algebraically closed residue field R/v of
characteristic not dividing n. Then for any α ∈ F∗, we have α ∈ (F∗)n if and only
if n |v(α).

Proof. In one direction, note that if α ∈ (F∗)n , then v(α)= nv(β) for some β ∈ F∗.
It follows at once that n |v(α).

Let rv : R→ R/v be the reduction-modulo-v map. First suppose that α ∈ R∗.
Then rv(α) 6= 0, and since the residue field is algebraically closed, xn

− rv(α) has
a simple root in R/v. By Hensel’s Lemma [Serre 1979, p. 34], there is a root of
xn
− α in R. If u is such a root, then nv(u) = v(α) = 0, and so u ∈ R∗, whence

α = un
∈ (R∗)n .
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Now suppose that α ∈ F∗ \ R∗. By taking reciprocals if necessary, suppose that
α ∈ R. If v(α)= m, write α = γπm , where π is a uniformizer for v, and γ ∈ R∗.
By the previous argument, γ = um for some u ∈ R∗, and so α= (uπ)m ∈ (F∗)m . �

To state our next result, we will define the ramification tree of the point Q0= Pv
on 00 ⊆ E. The nodes of the tree are the points on the curves 0̃n which map down
to Q0, with a point Qn+1 on 0̃n+1 linked to a point Qn on 0̃n if Qn+1 maps to Qn

by the map induced by [`]. We will weight these edges with the ramification index
of this map at Qn+1, so that the weights of the edges above any given point sum
to `2. For convenience, we will refer to the points on 0̃n as nodes at level n in our
tree. When we speak of nodes above Q, we mean nodes at the level immediately
above that of Q, which are connected to Q by an edge.

We may give an equivalent definition of the ramification tree in terms of function
fields. By identifying points of C(C) with the corresponding valuations on KC,
points above Q0, on the components of the curves 0̃n , correspond to valuations on
the function fields of the corresponding components which extend v, and so we
may take the valuations to be the nodes of our tree. The valuation vn+1 of C(0̃

(i)
n+1)

is linked to the valuation vn of C(0̃
( j)
n ) just if the former field extends the latter

(that is, 0̃(i)n+1 maps onto 0̃( j)
n ), and vn+1 |vn . Again, the weights on the edges are

simply the ramification indices e(vn+1/vn). Note that the Galois orbits in [`]−n P
correspond to the components of C(0̃n), with

C(0̃n)∼= KC(Qn) for Qn ∈ [`]
−n P

any representative of the appropriate Galois orbit.
It turns out that there are only three possible types of branching above a node

in our tree: there might be

(1) `2 edges above a given node, each necessarily of weight 1;

(2) ` edges of weight 1 and `− 1 of weight `; or

(3) ` edges, each of weight `.

The remainder of the section is devoted to proving this, and establishing the exact
structure of the tree.

Let K̂C be the completion of KC with respect to v. We recall some basic
facts about extensions of local fields; see [Serre 1979, Section II.3]. If L =
KC(Q, E[`n

]) for some Q ∈ E(K C) with [`]n Q = P , then L is a Galois extension
of KC. If we fix a prolongation w of v to L , then the decomposition group

Dw = {σ ∈ Gal(L/KC) : w ◦ σ = w} .

of w/v is precisely the Galois group of L̂/K̂C. If Q1, . . . , Qg are a complete set
of representatives of the Gal(L/KC)-orbits in [`]−n P , then the prolongations of
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v to the (distinct) fields L(Qi ) are simply the valuations of the form w ◦ σ for
σ ∈ Gal(L/KC). Two automorphisms generate the same valuation if and only if
they are in the same coset of Dw in Gal(L/KC). Thus, the prolongations are exactly
determined by the Dw-orbits (that is, the Gal(L̂/K̂C)-orbits) in [`]−n P . Addition-
ally, since all residual degrees are 1 (the residue field is always C), the ramification
index e(w/v) of the prolongation associated to the decomposition orbit containing
Q is exactly [K̂C(Q) : K̂C] (this is true because, as we will see below, K̂C(Q)/K̂C

is a Galois extension even though KC(Q)/KC may not be). Thus, the nodes at
level n in our tree correspond to distinct orbits in [`]−n P under the decomposition
group of some fixed valuation of L extending v. We will suppose throughout that
we have extended v in some way to K C, and the decomposition group of a field
L will always refer to the decomposition group of the restriction of this valuation
to L .

More generally, forw a prolongation of v corresponding to the point Q∈[`]−n P ,
the nodes abovew in the ramification tree correspond to the decomposition orbits of
points Q′ ∈ [`]−1 Q. Given a prolongation w′ corresponding to (the decomposition
orbit of) Q′, the ramification index e(w′/w) is simply

[K̂C(Q′) : K̂C(Q)] = [K̂C(Q′) : K̂C]/[K̂C(Q) : K̂C].

By Tate’s v-adic uniformization, there is a unique q ∈ K̂ ∗
C

such that for any
Galois extension F/K̂C, we have an exact sequence

0→ qZ
→ F∗

φ
−→ E(F)→ 0

which respects the action of the Galois group (which acts trivially on q). We point
out that the units R∗ map, by φ, onto the connected component E0(K̂C) containing
the identity; see [Silverman 1994, p. 431]. Also, E[`n

] is generated by φ(q1/`n
)

and φ(ζ`n ), where q1/`n
is some `n-th root of q , and ζ`n is a primitive `n-th root

of unity. Note that, since ζ`n ∈ C ⊆ F , the group E(K̂C) contains at least cyclic
`n-torsion for all n.

We now consider the points in [`]−n P . Recall that we are assuming P ∈ E0(K̂C),
and thus we may fix, once and for all, a value β ∈ R∗ with φ(β)= P . By Lemma 11,
β ∈ (R∗)`

n
for all n, and so we will fix a compatible system of roots β1/`n

∈ R∗

(compatible in the sense that (β1/`n+1
)` = β1/`n

). The elements of [`]−n P are
precisely the images under φ of the points{

β1/`n
qa/`n

ζ b
`n : 0≤ a, b < `n}.

Suppose that

Q = φ(β1/`n
qa/`n

ζ b
`n ).
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Since ζ`n ∈ C⊆ KC for all n and since β1/`n
∈ R∗ ⊆ K̂C for all n, we have

K̂C(Q)= K̂C(β
1/`n

qa/`n
ζ b
`n )= K̂C(qa/`n

).

In particular, if qa has order `m in K̂ ∗
C
/(K̂ ∗

C
)`

n
, then the conjugates of Q by the

decomposition group are simply the elements of the form φ(β1/`n
qa/`n

ζ b
`nζ

c
`m ), for

c∈Z/`mZ. In other words, the extension K̂C(Q)/K̂C is a cyclic Galois extension of
order `s , where 0≤ s≤n−ord`(v(q)) is the greatest value such that a≡0 (mod `s).

In particular, the quantity a ∈ Z/`nZ is an invariant of the decomposition orbit
of Q = φ(β1/`n

qa/`n
ζ b
`n ) (although there may be more than one orbit with the

same value a), and hence an invariant of the corresponding node at level n in
the ramification tree. Furthermore, if a′ ∈ Z/`n+1Z is the corresponding quantity
for a node corresponding to the decomposition orbit of Q′ ∈ [`]−1 Q, then a′ ≡
a (mod `n). To describe the structure of the tree, we will set

m = ord`(v(q))= ord`(v( jE))

and say that a node has

(1) Type A if n < m;

(2) Type Br if n ≥ m and a ≡ 0 (mod `n−m), and 0≤ r ≤ m is the greatest value
with a ≡ 0 (mod `n+r−m); and

(3) Type C if n ≥ m and a 6≡ 0 (mod `n−m).

Lemma 12. The ramification tree observes the following rules:

(1) All nodes at level 0 through m − 1 have Type A (if m = 0, then there are
no such nodes), and each of these nodes have `2 distinct edges above them
(necessarily each of weight 1).

(2) All nodes at level m are Type Br nodes for some 0 ≤ r ≤ m, and at any level
of the tree,

(a) if m = 0, then a Type B0 node has ` Type B0 nodes above it, with weight
1 each, and `− 1 Type C nodes above it, with weight ` each;

(b) if m ≥ 1, then a Type B0 node has ` Type C nodes above it, each with
weight `;

(c) a Type Br node, for 1 ≤ r < m, has `2 Type Br−1 nodes above it, each
with weight 1;

(d) if m ≥ 1, a Type Bm node has ` nodes of Type Bm above it, each of
weight 1, and `− 1 nodes of Type Bm−1 above it, each of weight `.

(3) Each Type C node has ` Type C nodes above it, each with weight `.
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Thus, when ord`( jE)= 0, the ramification tree looks something like this:

B0

{{
B0

uuB0

{{

C0oo

B0
uu

...
B0

...
C0

uuC0

cc

C0oo

C0

]]

... ...

We should point out that the lemma above does not uniquely define the structure of
the tree, but only gives the information that we will need in the proof of Theorem 1.
In the proof below, however, it is pointed out that there are precisely `mϕ(`m−r )

nodes of Type Br at level m for each 0≤r≤m, where ϕ is the Euler totient function.
This fact (combined with Lemma 12) uniquely determines the full structure of the
tree.

Proof. The claim that all nodes at levels 0 through m − 1 have Type A is clear
from the definition, as is the claim that all nodes at level m have Type Br for
some 0 ≤ r ≤ m (since the condition a ≡ 0 (mod `0) is satisfied trivially). We
now conduct a case-by-case examination of the nodes immediately above nodes
of any given type, proving the various claims in the lemma. Throughout, we take
Q = φ(β1/`n

qa/`n
ζ b
`n ) as a representative of the appropriate decomposition orbit,

and consider the decomposition orbits of possible

Q′ = φ(β1/`n+1
qa′/`n+1

ζ b′
`n+1) ∈ [`]

−1 Q.

Case: Type A. First, suppose that n < m. Then qa′/`n+1
is K̂C-rational for all

a′ ∈Z/`n+1Z, since q ∈ (K̂ ∗
C
)`

m
and n+1≤m. In particular, every extension of the

form K̂C(qa′/`n+1
)/K̂C(qa/`n

) is trivial, and so there are `2 distinct decomposition
orbits above Q. This gives `2 distinct nodes above the node corresponding to Q,
and each must be unramified, since their ramification indices sum to `2 (or, simply
because the inertia groups are trivial). As noted above, if n+ 1 < m, these points
are all Type A, while if n+ 1 = m, the points above Q have Type Br for some r .
It is, in fact, quite easy to compute the number of nodes of Type Br at level m for
each 0≤ r ≤m, thereby completely describing the structure of the tree. The nodes
of Type Br are in one-to-one correspondence with pairs (a, b) with b ∈ Z/`mZ,
and a ∈ Z/`mZ of the form `r u for u ∈ Z/`mZ a unit. In other words, there are
precisely `mϕ(`m−r ) nodes of Type Br at level m for each 0≤ r ≤ m.
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Case: Type Br . Now, suppose that n ≥ m and that a ≡ 0 (mod `n−m), so that Q
has Type Br for some 0 ≤ r ≤ m. Since q ∈ (K̂ ∗

C
)`

m
, say q = q`

m

0 , we see that the
field

K̂C(Q)= K̂C(qa/`n
)= K̂C(q

a/`n−m

0 )

is simply K̂C. Now let Q′= φ(β1/`n+1
qa′/`n+1

ζ b′
`n+1) be an element of `−1 Q, so that

a′ ≡ a (mod `n) and b′ ≡ b (mod `n). Consider the extension

K̂C(Q′)/K̂C(Q)= K̂C(qa′/`n+1
)/K̂C(qa/`n

).

If a′ ≡ 0 (mod `n+1−m), then this extension is trivial, and each Q′ of this form is
fixed by the decomposition group. To each of these points (if there are any), corre-
sponds a prolongation ofw to KC(Q′)which is unramified. If a′ 6≡0 (mod `n+1−m),
then this extension is cyclic of degree `. In this case, the decomposition orbit of
Q′ corresponds to a prolongation of w to KC(Q′) which is ramified of index `.

Now, if Q has Type Br for some r ≥ 1, then m ≥ 1 and a≡ 0 (mod `n+1−m). So
for all points Q′ above Q, we have a′≡ a≡ 0 (mod `n+1−m) since a′≡ a (mod `n)

and n+ 1−m ≤ n. In this case, all points Q′ will be fixed by the decomposition
group, and so correspond to unramified prolongations of w to KC(Q′). If r < m,
we have a′ ≡ a 6≡ 0 (mod `n+r+1−m), and so each Q′ ∈ `−1 Q is a point of
Type Br−1. If, on the other hand, r = m, then have a ≡ 0 (mod `n). There is
one choice a′ ∈ Z/`n+1Z with a′ ≡ a (mod `n) and a′ ≡ 0 (mod `n+1), and `− 1
choices with a′ 6≡ 0 (mod `n+1). By the same argument, the choice a′ = 0 yields `
decomposition-invariant points, and so ` distinct, unramified prolongations of w.
Each of those points will again have Type Bm . The ` − 1 choices with a′ 6= 0
each yield a single decomposition orbit, and so a single prolongation of w with
ramification index `. Since a′≡ 0 (mod `n) but a′ 6≡ 0 (mod `n), these `−1 points
have Type Bm−1.

Now suppose that Q has Type B0, which we will subdivide into two cases,
depending on whether or not m = 0. If m ≥ 1, then a ≡ 0 (mod `n−m), but
a 6≡ 0 (mod `n+1−m). It follows that any point Q′ ∈ `−1 Q, which must satisfy
a′ ≡ a (mod `n), satisfies a′ 6≡ 0 (mod `n−m). These points, then, are all Type C.
For each of these values of a′ ∈ Z/`n+1/Z, we find that Q′ is in a decomposition
orbit of size `. Thus, there are ` prolongations ofw, each with ramification index `.
On the other hand, if m = 0, then the condition on a is simply that a≡ 0 (mod `n).
Consider the different values a′ ∈ Z/`n+1Z with a′ ≡ a (mod `n). If a′ = 0, then
the decomposition group acts trivially on Q′. This gives ` distinct prolongations
of w, each with ramification index `. Each of the points corresponding to these
prolongations has Type B0. The `−1 choices of a′ 6=0 each yield one prolongation,
with Type C.
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Case: Type C. In this case, we have a 6≡ 0 (mod `n−m), and so if a′ ∈ Z/`n+1Z,
with a′≡ a (mod `n), we have a′ 6≡ 0 (mod `n+1−m). Thus, any point Q′ ∈ `−1 Q is
a Type C point. Now, any of the extensions K̂C(qa′/`n+1

)/K̂C(qa/`n
)must be cyclic

of order `, since qa′ generates a cyclic subgroup of K̂ ∗
C
/(K̂ ∗

C
)`

n+1
of order `n+1−m ,

while qa generates a cyclic subgroup of K̂ ∗
C
/(K̂ ∗

C
)`

n
of order `n . Thus, there are `

primes above w, each with ramification index `, and corresponding to a point of
Type C. �

5. Proof of Theorem 1

We proceed with the proof of the main result, first making several reductions to
simplify the argument. For simplicity, we introduce the following notation

X (k, B1,E, P, t)=
{

Q ∈ Et(k̄) : [k(Q) : k] ≤ B1 and `n Q = Pt for some n ≥ 1
}
.

Our first lemma shows that we are free to replace E→ C by some base extension
defined over an algebraic extension of k. In other words, by thinking in terms
of the generic fibre E/K , it suffices to prove Theorem 1 for E over an algebraic
extension K ′/K .

Lemma 13. Let k ′/k be an algebraic extension, and let φ :C ′→C be a dominant
morphism of curves defined over k ′. If Theorem 1 is true for an elliptic surface
E′→ C ′ birational to E×C C ′, then it is true for E.

Proof. In proving Theorem 1, it is clear that we are proving something stronger if
we pass to an algebraic extension of k. So we will, replacing k by k ′ if necessary,
suppose that φ :C ′→C is defined over k. Now let E′ be birational to E×C C ′, and
let P : C → E be a section. Then P lifts uniquely to a section P ′ : C ′→ E′, and
since E′t

∼= Eφ(t) over k for all but finitely many t ∈ C ′(k̄), we have immediately

X (k, B1,E, P, φ(t))= X (k, B1,E′, P ′, t).

Now, for any s ∈ C(k̄), there is some t ∈ C ′(k̄) with φ(t) = s, and we have
[k(t) : k] ≤ deg(φ)[k(s) : k]. Thus, we may conclude Theorem 1 for E and P , with
B1 = D1 and B2 = D2 by applying Theorem 1 to E′ and P ′, with B1 = D1 and
B2 = deg(φ)D2. �

From this point forward, we will assume that E has been replaced with an ap-
propriate base extension E′, so that there is at least one place v ∈ C(k̄) such that
the fibre Ev is multiplicative.

Lemma 14. Let k, E, and ` be as in Theorem 1, and let N ≥ 1. If Theorem 1 is
true for P = N P ′, then it is true for P = P ′.
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Proof. Suppose there is some point Q ∈Et(k̄) with `n Q= P ′t . Then `n N Q= N P ′t ,
and clearly k(N Q) ⊆ k(Q) (since multiplication by N is given by rational maps
defined over k). In particular, in the notation above, the image of X (k, B1,E, P ′, t)
by the morphism [N ] :Et→Et is wholly contained in the set X (k, B1,E, N P ′, t).
But this means that the cardinality of the former set is at most N 2 times the cardi-
nality of the latter. �

Lemma 15. Theorem 1 is true for P a point of finite order on E(K ).

Proof. In light of Lemma 14, we may replace P by N P for any N ≥ 1, and so it
suffices to consider the case where P = O is the identity section. But{

Q ∈ Et(k̄) : `n Q = Ot for some n ≥ 1
}

is just Et [`
∞
] \ {Ot }, and so in particular is a subset of Et(k̄)Tors.

A simple modification of a theorem of Merel (for the appropriate variant, see
[Silverman 2007, Corollary 6.64]) implies that for all elliptic curves E/F , where
F/Q is a number field, the set ⋃

[L:F]≤n

E(L)Tors

is bounded in cardinality by some quantity that depends only on n and [F : Q].
Since the (smooth) fibres Et for [k(t) : k] ≤ B2 are all elliptic curves defined
over number fields of degree at most B2[k : Q], invoking the claim above with
n= B1 B2[k :Q] gives us a uniform bound on the sizes of the sets X (k, B1,E,O, t),
for t ∈ C(k̄) with [k(t) : k] ≤ B2. �

We now prove Lemma 5, relying heavily on [Faber et al. 2009, Lemma 4.5].

Proof of Lemma 5. For any morphism of curves φ : X → Y with ramification
divisor Rφ , we set

ρ(φ)=
deg Rφ
2 degφ

and recall that we have assumed that there exist constants c1 > 0 and c2 such that

ρ(φn)≥ c12n
− c2.

Lemma 4.5 of [Faber et al. 2009] states that if

X0
φ1
←− X1

φ2
←− · · ·

φN
←−− X N

is a tower of (smooth projective) curves equipped with nonconstant morphisms all
defined over a number field k, then, with

BN = min
1≤m≤N

2N−mρ(φm) and bN = min
1≤m≤N

ρ(φm), (2)
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the set

{P ∈ X N (k̄) : [k(P) : k]< BN and [k(φ1 ◦ · · · ◦φN (P)) : k] ≥ bN }

is finite. Note that if any of the maps φn is unramified, the result is trivial, since
in this case BN = bN = 0. Thus, we fix n0 such that ρ(φn) >

1
2 c12n for n > n0,

(for example, we could take n0 to be anything larger than log2(2c2/c1), assuming
c2 > 0, or n0 = 0 otherwise). We then apply the lemma to the tower of curves

P1 ψ1
←− P1 ψ2

←− Cn0

ψ3=φn0+1
←−−−−−− Cn0+1

ψ4=φn0+2
←−−−−−− · · · ,

where the two leftmost maps are any morphisms of degree at least 2 (defined
over k). On the one hand, the conditions on φn and the fact that ψ1 and ψ2 are not
unramified ensure that ρ(ψn)≥ ε2n for some ε > 0. Thus,

BN = min
1≤m≤N

2N−mρ(ψm)≥ min
1≤m≤N

2N−mε2m
= ε2N for any N ≥ 1.

On the other hand, ψ1 : P
1
→ P1, and so the Hurwitz formula guarantees that

bN ≤ ρ(ψ1)=
2d − 2

2d
< 1.

By the lemma from [Faber et al. 2009], we know that for any N > n0, the set

{P ∈ CN (k̄) : [k(P) : k]< δ2N and [k(ψ1 ◦ · · · ◦ψN (P)) : k] ≥ 1}

is finite, with δ= ε22−n0 . Since the condition [k(ψ1◦· · ·◦ψN (P)) : k]≥ 1 is trivial,
we have proven the lemma (with the more explicit information that it suffices to
take N larger than log2(B/δ)). �

We now proceed with the body of the proof of the main result. Let k, E, P ,
`, B1, and B2 be as in the statement of Theorem 1. In light of Lemma 15, we
will suppose that P is a section of infinite order. The j-invariant jE : C → P1

was assumed nonconstant, and hence is dominant. In particular, over C, it must
have a pole. If necessary, we may replace E with an elliptic surface E′, birational
to a base extension of E, such that this pole is a place of multiplicative reduction
for E′. After replacement of E with this base extension (employing Lemma 13),
the generic fibre E of E over K = k(C) has split multiplicative reduction at v over
KC = K ⊗k C. Finally, in light of Lemma 14, we will also replace P by v( jE)P
in order to ensure that P ∈ E0(K̂C), where K̂C is the completion of KC at v.

Let 00 ⊆ E be the image of P and, as in the introduction, let 0n+1 = [`]
−10n .

If t ∈ C(k̄) has [k(t) : k] ≤ B1, and Q ∈ Et(k̄) has [k(Q) : k] ≤ B2, and `n Q = Pt ,
then the pair (Q, t) corresponds to a point on 0n of degree at most B = B1 B2

over k, and hence a point of degree at most B on the normalization 0̃n . We will
use Lemma 5 to bound n.
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First, note that since the tree of components of the curves 0̃n contains only
finitely many paths (by Lemma 10), it suffices to prove the result for any of the
finitely many distinct towers

C0
φ0
←− C1

φ1
←− · · · ,

where Cn⊆ 0̃n is irreducible and φn is the map induced by [`] :E→E. In particular,
we may choose n0 large enough that for all n ≥ n0, Cn+1 is the only component
of 0̃n+1 which maps to Cn by the map 0̃n+1→ 0̃n induced by [`] : E→ E. Now
suppose that w is a place above v corresponding to a point on Cn0 . We claim that
there is a place w′ |w, corresponding to a point of a curve of Cn for some n ≥ n0,
that has Type C (in the sense of Section 4). Of course, if w itself has Type C, then
we’re done. Suppose that the w is a node in the ramification tree of Type Br for
some 0 ≤ r ≤ m. By Lemma 12, then, there is a node of Type C above w if w
has Type B0, and a node of Type Br−1 above w otherwise. By induction, then, we
eventually have a node w′ |w of Type C in the ramification tree. Finally, if w has
Type A, then there is some node of Type B0 above w, and we apply the previous
case.

So, increasing n0 if necessary, and replacing w with the node of Type C above
it, we may simply assume that w has Type C. Now, every Type C node in the
ramification tree splits into ` Type C nodes with ramification index `, at the next
level of the tree. Thus, the curve Cn0+m contains `m distinct points above w, all of
Type C. In other words, the ramification divisor of the morphism

φn0+m : Cn0+m→ Cn0+m+1

has degree at least `m(`− 1). Since each of the maps φn has degree at most `2, it
follows that for n > n0,

ρ(φn)≥
`n−n0(`− 1)

`2 ≥ `n
(
`− 1
`n0+2

)
.

Since there are only finitely many n≤ n0, this shows that there are constants c1> 0
and c2 such that

ρ(φn)≥ c12n
− c2

(in fact, we could replace the 2n with `n , but this provides no gains after the ap-
plication of Lemma 5). We are now in a position to apply Lemma 5. The lemma
tells us that for any B ≥ 1, there is an N (B) such that CN (B)(k̄) contains only
finitely many points z with [k(z) : k] ≤ B. Applying the argument to each of the
finitely many towers of components of the curves 0̃n proves the same thing for
those curves.

Given B ≥ 1, let YB ⊆ C(k̄) be the (finite) set of t corresponding to points in
0N (B)(k̄) of degree at most B. Now suppose that t ∈ C(k̄) and Q ∈ Et(k̄), with
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`n Q = Pt and [k(t, Q) : k] ≤ B. If t 6∈ YB , then n ≤ n0. The number of points Q
is at most

#`−1 Pt + #`−2 Pt + · · ·+ #`−n0 P = `2
+ `4
+ · · ·+ `2n0(B)

=
`2n0(B)+1

− `2

`2− 1
,

which does not depend on t .
Now suppose that t ∈ YB and that Et is nonsingular. If ĥt : Et(k̄)→ R+ is the

Néron–Tate height on the elliptic curve Et , then for any Q ∈ Et(k̄) with `n Q = Pt

for some n ≥ 1, we have

ĥt(Q)= `−2n ĥt(Pt)≤ ĥt(Pt).

Thus, there are a finite number of points in Et(k̄) such that `n Q = Pt for some
n ≥ 1, and [k(Q) : k] ≤ B1. So, since YB is finite, we have an upper bound on the
size of the set{

Q ∈ Et(k̄) : [k(Q) : k] ≤ B1 and `n Q = Pt for some n ≥ 1
}

for t ∈ C(k̄) with [k(t) : k] ≤ B2, whether t ∈ YB or not. This proves Theorem 1.

Remark. It is natural to ask how far one might extend this argument. In particular,
if we fix a finite set of primes and let Z be the set of positive integers divisible only
by these primes, then it is not hard to see that a slight modification of the proof of
Theorem 1 shows that the sets{

Q :∈ Et(k̄) : nQ = Pt for some n ∈ Z and [k(Q) : k] ≤ B1
}

are uniformly bounded in size for t ∈C(k̄) of degree at most B2. Indeed, if�(n) de-
notes the number of prime divisors of n (counted with multiplicity), then it should
be possible to modify proofs above to show that the curves

0(n)= [n]−1C ⊆ E

satisfy ρ(φ)� 2�(n) for φ : 0(`n)→ 0(n) the morphism induced by [`]. In other
words, it should follow by a simple modification of Lemma 5 (which turns out to
depend only very minimally on the particular tower of curves) that 0(n) contains
only finitely many points of degree at most B = max{B1, B2}, so long as �(n) is
large enough. The problem is that since there are infinitely many integers n with
�(n) = M , say, the set YB of points on C above which there is a point on some
0(n) with�(n)=M might still be infinite. Since we cannot reduce the problem to
one on finitely many fibres, the final step of the proof of Theorem 1will not apply.
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6. The proof of Theorems 2 and 3

As mentioned in the introduction, the set of points Q ∈ Et(k̄) of bounded degree
(indeed, of degree 1), such that `N Q= Pt for some N , can be made arbitrarily large
by simply choosing P to be divisible in E(C) be a large power of `. Requiring that
` be nonspecial, we can prove the stronger claim of Theorem 2, namely that if P
is not of the form `P0 for any section P0 : C→ E, then

#
{

Q ∈ Et(k) : `n Q = Pt for some n ≥ 1
}
≤ `2,

for all but finitely many places t ∈C(k), provided that E has at least one multiplica-
tive fibre. Taking a cue from work of Baragar and McKinnon [2010], we note that
we may replace the upper bound with 0 if E has at least 5 distinct multiplicative
fibres (4 multiplicative fibres suffice if ` = 5, or 3 if ` ≥ 7). We should note that
since the group of sections on E is finitely generated, P is an `-th multiple of
another section only for finitely many primes `.

The result follows from the Mordell conjecture (now a theorem of Faltings), once
one shows that the curve 0̃2 (or, with the additional hypotheses, 0̃1) is irreducible,
and has genus at least 2. For if this is the case, then there are only finitely many
fibres on which [`]−2 Pt (respectively, [`]−1 Pt ) contains any k-rational points at
all. The result follows since [`]−1 Pt contains at most `2 points. Thus, Theorem 2
is proven once we establish this:

Lemma 16. Let ` be a nonspecial prime for E, and let P : C → E be a section
which is not an `-th multiple, and suppose that jE is nonconstant. Then 0̃2 is an
irreducible curve of genus at least 4. If we suppose, additionally, that jE :C→P1

has at least 5 distinct poles over C (at least 4 poles if ` = 5, or at least 3 poles if
`≥ 7), then 0̃1 is an irreducible curve of genus at least 2.

Proof. The irreducibility follows from the results in Lemma 10. In particular, since
` is not a special prime, Lemma 6 tells us that Galois group of the covering 0̃n→00

is isomorphic (in the natural way) to a semidirect product (Z/`nZ)2oSL2(Z/`
nZ).

In particular, the action is transitive, and the curve 0̃n is irreducible.
For convenience, we will work in the function field setting, considering the

generic fibre E/KC. We will denote the function fields (over C) of 0̃1 and 0̃2 by
F1 and F2, respectively.

Since jE :C→P1 is not constant, it is dominant, and so must have a pole. Let v
be a pole of jE :C→P1, and suppose for the time being that E has multiplicative
reduction at v. If we have P ∈ E0(K̂C), then by Lemma 12 (since v( jE) is prime
to `), the place v is a point of Type B0 in the terminology of Section 4. A quick
examination of the structure of the tree (referring to Lemma 12) shows that there
are ` places of Type B0 of F1 above v, and above each of these there are `− 1
places w of F2 with ew(F2/F1) = `. Similarly, there are `− 1 places of Type C
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for F1 above v, and above each of these, ` places w of F2 with ew(F2/F1) = `.
Thus the map (of degree `2) 0̃2 → 0̃1 has ramification divisor of degree at least
2`(`− 1)2. By the Riemann–Hurwitz formula,

2
(
g(0̃2)− 1

)
≥ `22

(
g(0̃1)− 1

)
+ 2`(`− 1)2,

or, using the trivial bound g(0̃1)≥ 0,

g(0̃2)≥ `
3
− 3`2

+ `+ 1≥ 4

(recall that `≥ 3).
If P 6∈ E0(K̂C), then we cannot apply Lemma 12. However, the general approach

of Section 4 still applies. If

0→ qZ
→ K̂C

φ
−→ E(K̂C)→ 0

is the Tate uniformization of E at v, as in Section 4, then set m = v(q)=−v( jE)
and write q = qm

0 for some q0 ∈ K̂ ∗
C

. Since q0 is a uniformizer for v, we may write
P = φ(uq p

0 ) for some 0 < p < m and some v-unit u (we may take 0 < p < m
because qZ

= ker(φ)). The places of F2 above v correspond to decomposition
orbits (relative to a fixed prolongation of v) of points of the form

Q′ = φ(u1/`2
q(p+am)/`2

0 ζ b
1/`2) for a and b ∈ Z/`2Z.

By hypothesis, m is prime to `, and so the function q 7→ p + am simply per-
mutes Z/`2Z. In other words, the places of F2 above v simply correspond to the
decomposition orbits of points of the form

Q′ = φ(u1/`2
qa/`2

0 ζ b
1/`2) for a and b ∈ Z/`2Z.

Exactly as in Section 4, the `(`− 1) choices of a such that a 6≡ 0 (mod `2) each
yield a place w of F2 for which ew(F2/F1)= `. The `−1 choices of a≡ 0 (mod `)
but a 6≡ 0 (mod `2) give `(`−1) places w of F2 for which ew(F2/F1)= `. Just as
in the previous case, we obtain

g(0̃2)≥ `
3
− 3`2

+ `+ 1≥ 4.

Now we suppose that v is a pole of jE :C→P1 but that v is a place of additive
reduction. Then there is some quadratic extension K ′/KC and an elliptic curve
E ′/K ′ which is K ′-isomorphic to E , such that E ′ has multiplicative reduction at
v; see [Silverman 1994, p. 442]. Moreover, v= (v′)2 ramifies in this extension. Let
Q1, Q2∈ E ′(K ′)with `2 Q2=`Q1= P . We have shown that there are ` placesw of
K ′(Q1) above v′ with ew(K ′(Q1)/K ′)= 1, and `−1 with ew(K ′(Q1)/K ′)= `. In
other words, there are ` places w of K ′(Q1) above v with ew(K ′(Q1)/K )= 2, and
`−1 with ew(K ′(Q1)/K )= 2`. But K ′(Q1)= K ′F1, and so a prime of K ′(Q1) is



490 Patrick Ingram

totally ramified in the extension K ′/K only if it is in the extension K ′(Q1)/F1. In
particular, every prime w of K ′(Q1) above v satisfies ew(K ′(Q1)/F1) = 2. Thus
each place w of F1 above v extends uniquely to a place w′ of K ′(Q1), and we
have ew(F1/K ) = 1

2 ew′(K ′(Q1)/K ). It follows that there are ` places w of F1

with ew(F1/K ), and `−1 with ew(F1/K )= `. After conducting the same analysis
for the extension F2/F1, we see that the factorizations of v in these extensions are
identical to the previous case. The Hurwitz formula again gives g(0̃2)≥ 4.

Now we consider the genus of 0̃1 in terms of the number of poles of jE. By
the arguments above, if v is a pole of jE, then there are at least `− 1 places of 0̃1

above v at which the map 0̃1→ 0̃0 is ramified with index `. Thus, the ramification
divisor of the map 0̃1→ 0̃0 has degree at least N (`−1)2, where N is the number
of distinct poles of jE (over C). By The Riemann–Hurwitz formula (since the
morphism 0̃1→ 0̃0 has degree `2), we have

g(0̃1)≥ 1− `2
+

1
2 N (`− 1)2.

This is of no use to us if N ≤ 2, but one can check that if N ≥ 5, then g(`) ≥ 2
for all ` ≥ 3. Furthermore, if N ≥ 4, then g(`) ≥ 8 for ` ≥ 5, and if N ≥ 3, then
g(`)≥ 6 for all `≥ 7.

If 00 ∼= C has genus at least 1, then the estimate on the ramification of the map
0̃1→ 0̃0 and the Hurwitz formula, gives

g(0̃1)≥ 1+ 1
2(`− 1)2 ≥ 3 for `≥ 2,

regardless of the number of poles of jE (provided that jE is nonconstant). �

The remark after the statement of Theorem 2 is proved by a similar argument. In
particular, in this simplified case one knows that all of the curves 0̃n are irreducible,
and an examination of the ramification tree shows that the map

φn+1 : 0̃n+1→ 0̃n

has ramification of degree at least (n + 1)`n(`− 1)2. Lemma 4.5 of [Faber et al.
2009] now implies an upper bound on n such that [`]−n Pt contains points of degree
at most D on infinitely many fibres. The lower bound comes from observing that
the points in [`]−n Pt each have degree at most `2n over k.

Proof of Theorem 3. Let E and S be as in the statement of the theorem, and suppose
that Et(k) contains a point of order N for N not an S-unit. Then Et(k) contains a
point of order ` for some prime ` 6∈ S. Note that, by Merel’s theorem ` is bounded
in terms of [k : Q]. Thus, it suffices to show the finiteness of the set of t ∈ C(k)
such that Et(k) contains a point of order ` for any given ` 6∈ S.

Now, fix ` 6∈ S. Since E[`] \ {O} is Galois-irreducible, the curve [`]−1O has two
components, one of which is birational to C (this is the curve on E corresponding
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to O). Let C ′ be the normalization of the component birational to C , and let 0 be
the normalization of the other component. If ` ≥ 13, then using the obvious map
0→ X1(`), we see that g(0) ≥ 2, and hence 0(k) is finite. Thus we only have
something to prove for `= 3, 5, 7.

If jE has a pole at the place v on C , then (by the same argument as in the proof of
Theorem 2) there are a total of ` places above v, on the union of these two curves,
at which the map induced by [`] is unramified, and `− 1 at which the map has
ramification index `. Since C ′ ∼= C , all of the ramified places must lie on 0, and
so the places above v contribute (`− 1)2 to the degree of the ramification divisor
of the map 0→ C (this map has degree `2

− 1).
If C has genus 1 (or greater), then the existence of a single pole of jE gives the

lower bound
g(0)≥ 1+ 1

2(`− 1)2 ≥ 3 for `≥ 3.

Otherwise, the existence of N distinct poles of jE : C → P1 gives a lower bound
of

g(0)≥ 1− (`2
− 1)+ N

2 (`− 1)2 ≥ 3 for N ≥ 5 and `≥ 3. �

7. The proof of Theorem 4

Let E/k be an elliptic curve defined over a number field, and fix a rational prime
` and a value M ≥ 0. Let n ≥ 1 be the least integer such that M < `2n , and let
F = k(E[`n

], [`]−n P). Then F/k is a Galois extension, and if p is a prime of k
whose Frobenius element in Gal(F/k) is trivial, then Ep(kp) contains Ep[`

n
] and

contains a point Q such that `n Q = Pp. In particular, for each m ≤ n there are at
least `2m values R ∈ Ep(kp) such that `m R = Pp for some m ≥ 1. Thus, there are
at least

`2n
+ `2(n−1)

+ · · ·+ `2
=
`2(n+1)

− 1
`2− 1

− 1

points R ∈ Ep(kp) such that `m R = Pp for some m ≥ 1. On the other hand,
the density of this set of primes (removing the finitely many bad primes) is at
least [F : k]−1 by the Chebotarev density theorem. Since Gal(F/k) embeds in
E[`n
]o GL2(Z/`

nZ), we have

[F : k] ≤ #
(
E[`n
]o GL2(Z/`

nZ)
)
≤ `2n

× `3n−2(`2
− 1)≤ `5n.

Thus, since M ≥ `2n−2, our chosen set of primes has density at least

M−(2/5)(1−1/n)
≥ M−(2/5)(1−2 log `/log M).

It is worth noting that, since an analogue of the Chebotarev density theorem is
true for function fields in positive characteristic [Kumar Murty and Scherk 1994],
the same is true of Theorem 4.
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Explicit CM theory for level 2-structures
on abelian surfaces

Reinier Bröker, David Gruenewald and Kristin Lauter

For a complex abelian surface A with endomorphism ring isomorphic to the
maximal order in a quartic CM field K , the Igusa invariants j1(A), j2(A), j3(A)
generate an unramified abelian extension of the reflex field of K . In this paper
we give an explicit geometric description of the Galois action of the class group
of this reflex field on j1(A), j2(A), j3(A). Our description can be expressed by
maps between various Siegel modular varieties, and we can explicitly compute
the action for ideals of small norm. We use the Galois action to modify the
CRT method for computing Igusa class polynomials, and our run time analysis
shows that this yields a significant improvement. Furthermore, we find cycles
in isogeny graphs for abelian surfaces, thereby implying that the ‘isogeny vol-
cano’ algorithm to compute endomorphism rings of ordinary elliptic curves over
finite fields does not have a straightforward generalization to computing endo-
morphism rings of abelian surfaces over finite fields.

1. Introduction

Class field theory describes the abelian extensions of a given number field K . For
K =Q, the Kronecker–Weber theorem tells us that every abelian extension of K is
contained in a cyclotomic extension. In 1900, Hilbert asked for a similar ‘explicit
description’ for higher degree number fields. This is known as Hilbert’s twelvth
problem, and it is still largely unsolved.

Besides K = Q, the answer is only completely known for imaginary quadratic
fields. In this case, the solution is provided by complex multiplication theory; see
for example [Silverman 1994, Chapter 2]. The techniques used can be generalized
to CM fields, that is, imaginary quadratic extensions of totally real fields. However,
for general CM fields we do not always get an explicit description of the maximal
abelian extension. From a computational perspective, the case of general CM fields
is far less developed than the imaginary quadratic case.

Gruenewald thanks Microsoft Research, where this research was undertaken, for its hospitality.
MSC2000: 11G15.
Keywords: abelian surface, isogeny, level structure.
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In this article, we solely focus on degree 4 primitive CM fields K . For such
fields, invariants of principally polarized abelian surfaces (p.p.a.s.) with endomor-
phism ring isomorphic to the maximal order OK of K generate a subfield of the
Hilbert class field of the reflex field of K (a degree 4 subfield of the normal closure
of K ). To explicitly compute the resulting extension, we compute an Igusa class
polynomial

PK =
∏

{A p.p.a.s |End(A)=OK }/∼=

(X − j1(A)) ∈Q[X ].

Here, j1 is one of the three Igusa invariants of A. A contrast with the case of
imaginary quadratic fields — where we compute the Hilbert class polynomial —
is that the polynomial PK has rational coefficients that are not integers in general,
and it need not be irreducible over Q.

There are three methods to explicitly compute the polynomial PK : complex an-
alytic evaluation of the invariants [Spallek 1994; van Wamelen 1999; Weng 2003],
the CRT method using finite field arithmetic [Eisenträger and Lauter 2009] and the
computation of a canonical lift [Gaudry et al. 2006; Carls et al. 2008] using p-adic
arithmetic for p=2, 3. However, none of these three approaches exploit the Galois
action of the maximal abelian extension of the reflex field on the set of principally
polarized abelian surfaces with endomorphism ring OK . The goal of this article is
to make this Galois action explicit and give a method to compute it.

Our algorithm to compute the Galois action significantly speeds up the CRT-
approach described in [Eisenträger and Lauter 2009] to compute Igusa class poly-
nomials and it can be used to improve the 3-adic approach [Carls et al. 2008]
as well. The improvement in computing Igusa class polynomials parallels the im-
provements given in [Belding et al. 2008] for computing Hilbert class polynomials.
Our run time analysis is similar to the analysis in [Belding et al. 2008]. Contrary
to the genus 1 algorithm however, the genus 2 algorithm is not quasilinear in the
size of the output. We suggest further refinements that might yield a quasilinear
algorithm as area of further study in Section 6.

Besides speeding up the computation of Igusa class polynomials, our algorithm
gives a method of computing isogenous abelian surfaces over finite fields. Com-
puting an isogeny is a basic computational problem in arithmetic geometry, and we
expect that our algorithm can be used in a variety of contexts, ranging from point
counting on Jacobians of curves to cryptographic protocols.

Our computations naturally lead us to study the (l, l)-isogeny graph of abelian
surfaces over finite fields. For ordinary elliptic curves, the l-isogeny graph looks
like a volcano and this observation forms the heart of the algorithm [Kohel 1996]
to compute the endomorphism ring of an ordinary elliptic curve over a finite field.
We show that for abelian surfaces, the (l, l)-isogeny graph does not have a volcano
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shape. This shows that a straightforward generalization of the elliptic curve algo-
rithm to abelian surfaces does not work.

The structure of this paper is as follows. In Section 2 we recall the basic facts of
complex multiplication theory and background on CM abelian surfaces and their
invariants. In Section 3 we describe the Galois action on the set of isomorphism
classes of abelian surfaces with CM by OK in a geometric way. Our algorithm to
compute this action is intrinsically linked to Siegel modular functions of higher
level. Section 4 gives the definitions and properties of the four Siegel modular
functions that we use. The algorithm to compute the Galois action is detailed in
Section 5 and we apply it in Section 6 to improving the method to compute an
Igusa class polynomial modulo a prime p. We give a detailed run time analysis of
our algorithm in Section 6 as well. We illustrate our approach with various detailed
examples in Section 7. A final Section 8 contains the obstruction to the volcano
picture for abelian surfaces.

2. CM abelian surfaces

2.1. CM theory. In this section we recall the basic facts of CM theory for higher
dimensional abelian varieties. Most of the material presented in this section is
an adaptation to our needs of the definitions and proofs of Shimura’s [1998] and
Lang’s [1983] textbooks.

We fix an embedding of Q ↪→ C. By a real number field, we mean a field
that is fixed by complex conjugation. With this convention, a CM field K is a
totally imaginary quadratic extension of a totally real number field. Let K+ denote
the real quadratic subfield of K , and let n be the degree of K+ over Q. The 2n
embeddings K ↪→Q naturally come in pairs. Indeed, we can choose n embeddings
8= {ϕ1, . . . , ϕn} such that we have Hom(K ,Q)=8∪8. We call such a set 8 a
CM type for K , and we interpret a CM type in the natural way as a map K ↪→Cn .

If 8 cannot be obtained as a lift of a CM type of a CM subfield of K , then
we call 8 primitive. For instance, in the simplest case K+ =Q, CM fields K are
imaginary quadratic and every choice for K ↪→Q determines a primitive CM type.
If K has degree, four then every choice of a CM type is primitive when K does
not contain an imaginary quadratic field. It is not hard to show [Shimura 1998,
Section 8.4] that this occurs exactly for Gal(L/Q)= D4,C4, where L denotes the
normal closure of K . We say that the field K is primitive in this case.

In this article, we will only consider primitive quartic CM fields K . For the
remainder of this section, we fix such a field K . We say that a principally po-
larized abelian surface A/C has CM by the maximal order OK if there exists an
isomorphism OK

∼
−→ End(A). The CM type distinguishes these surfaces. More

precisely, a surface A that has CM by OK has type 8 = {ϕ1, ϕ2} if the complex
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representation RC of the endomorphism algebra End(A)⊗Z Q satisfies

RC
∼= ϕ1⊕ϕ2.

One shows [Lang 1983, Theorem 1.3.6] that a principally polarized abelian surface
that has CM by OK of type 8 is simple, that is, is not isogenous to the product of
elliptic curves.

Let 8 be a CM type for K . For an OK -ideal I , the quotient AI = C2/8(I ) is
an abelian surface of type 8 by [Lang 1983, Theorem 4.1]. This surface need
not admit a principal polarization. The dual variety of AI is given by ÂI =

C2/8(I−1D−1
K ), where

D−1
K = {x ∈ K | TrK/Q(xOK )⊆ Z}

is the inverse different and I denotes the complex conjugate of I . If π ∈ K satisfies
8(π) ∈ (iR>0)

2 and πDK = (I I )−1, then the map AI → ÂI given by

(z1, z2) 7→ (ϕ1(π)z1, ϕ2(π)z2)

is an isomorphism [Shimura 1998, pages 102–104] and AI is principally polariz-
able. All principally polarized abelian surfaces with CM by OK of type8 arise via
this construction.

Let L be the normal closure of K . We extend 8 to a CM type 8′ of L , and we
define the reflex field

K8 =Q
({∑

φ∈8′ φ(x) | x ∈ K
})
.

The CM type on K induces a CM type f8 = {σ−1
|K8
: σ ∈ 8′} of the reflex

field K8. The field K8 is a subfield of L of degree 4. In particular, it equals K
in the case K is Galois. If L/Q is dihedral, then K8 and K are not isomorphic.
However, the two different CM types yield isomorphic reflex fields in this case.
Furthermore, we have

(K8) f8 = K

and the induced CM type on (K8) f8 equals 8.
An automorphism σ of K induces an isomorphism (A,8) ∼−→ (Aσ ,8σ ) of CM

abelian surfaces, where 8σ = {ϕ1σ, ϕ2σ }. Thus two CM types that are complex
conjugates of each other produce the same sets of isomorphism classes of abelian
surfaces. In the Galois case there is only one CM type up to isomorphism and in
the dihedral case there are two distinct CM types.

2.2. Igusa invariants. Any principally polarized abelian surface over C is of the
form Aτ = C2/(Z2

+Z2τ), where τ is an element of the Siegel upper half plane

H2 = {τ ∈Mat2(C) | τ symmetric, =(τ ) positive definite}.
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The moduli space A2 of principally polarized abelian surfaces is 3-dimensional.
We are mostly interested in the subspace M2 ⊂ A2 of Jacobians of curves. The
structure of M2 is well known; we recall it for convenience. Let

Y 2
= a6 X6

+ · · ·+ a0 = f (X)

be a genus 2 curve and write α1, . . . , α6 for the roots of f . For simplifying notation,
let (i j) denote the quantity (αki − αk j ) for a given ordering of the roots. The
Igusa–Clebsch invariants I2, I4, I6, I10 (denoted by A, B,C, D in [Igusa 1960,
Section 3]) are defined by

I2 = a2
6

∑
15

(12)2(34)2(56)2,

I4 = a4
6

∑
10

(12)2(23)2(31)2(45)2(56)2(64)2,

I6 = a6
6

∑
60

(12)2(23)2(31)2(45)2(56)2(64)2(14)2(25)2(36)2,

I10 = a10
6

∑
i< j

(i j)= a10
6 disc( f ),

where we sum over all root orderings {αki } that give distinct summands; the sub-
script indicates the number of terms we sum over.

Theorem 2.1. The moduli space M2 is isomorphic to

{[I2 : I4 : I6 : I10] ∈ P3
w(C) | I10 6= 0},

where P3
w denotes weighted projective space with weights 2, 4, 6 and 10.

Proof. See [Igusa 1960]. �

We note that the condition I10 6= 0 ensures that the polynomial f defining the
genus 2 curve is separable.

Instead of working with a subset of weighted projective space, many people
work with an affine subspace of M2. This nonweighted subspace is given by

( j1, j2, j3)=
( I 5

2

I10
,

I4 I 3
2

I10
,

I6 I 2
2

I10

)
.

The functions ji are commonly called the Igusa functions. We remark that there
are various definitions of these functions and there are different opinions for which
choice is the best. Our functions are the same as those in [van Wamelen 1999],
for example. They have the property that for τ, τ ′ corresponding to Jacobians of
curves, the equality ji (τ ) = ji (τ ′) 6= 0 for i = 1, 2, 3 implies that C and C ′ are
isomorphic. A detailed description on computing ji (τ ) for a point τ ∈ H2 can be
found in [Dupont 2006; Weng 2003].
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A weak version of the main theorem of complex multiplication theory is that,
for a primitive quartic CM field K , the Igusa invariants of an abelian variety with
CM by OK generate an unramified abelian extension of a reflex field of K . More
precisely, we have the following result.

Theorem 2.2 [Spallek 1994, Theorem 5.8]. Let (K ,8) be a primitive quartic CM
type. Let I be an OK -ideal with the property that there exists a principal polariza-
tion on AI = C2/8(I ). Then the field K8( j1(AI ), j2(AI ), j3(AI )) is a subfield of
the Hilbert class field of K8. The polynomial

PK =
∏

A

(X − j1(A)),

with A ranging over the isomorphism classes of principally polarized abelian sur-
faces with endomorphism ring OK , has rational coefficients. The same is true for
the polynomials QK and RK for the j2 and j3-invariants.

We will see in Corollary 3.3 that, for any primitive CM type 8, there always
exists an OK -ideal I such that AI is principally polarizable.

3. CM action

Throughout this section, we let K be a fixed primitive quartic CM field. We also
fix a CM type 8 : K ↪→ C2 and let A/C be a principally polarized abelian surface
that has complex multiplication by OK of CM type 8.

3.1. Galois action of the class group. We define a group C(K ) as

{(a, α) | a a fractional OK -ideal with aa= (α) and α ∈ K+ totally positive}/∼,

where two pairs (a, α) and (b, β) are equivalent if and only if there exists a unit
u ∈ K ∗ with b = ua and β = uūα. The multiplication is defined componentwise,
and (OK , 1) is the neutral element of C(K ).

The group C(K ) naturally acts on the finite set S(K ,8) of isomorphism classes
of principally polarized abelian surfaces that have CM by OK of a given type 8.
Indeed, any such surface is given by an ideal I determining the variety and a ‘8-
positive’ element π ∈ K giving the principal polarization. We now put

(a, α) · (I, π)= (aI, απ) for (a, α) ∈ C(K ).

By [Shimura 1998, Section 14.6], the action of C(K ) on S(K ,8) is transitive and
free. In particular, we have |C(K )| = |S(K ,8)|.

The structure of the group C(K ) is best described by the following theorem.
Denote by Cl+(OK+) the narrow class group of OK+ and write (O∗K+)

+ for the
group of totally positive units of OK+ .
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Theorem 3.1. Let K be a primitive quartic CM field. Then the sequence

1−→ (O∗K+)
+/NK/K+(O

∗

K )
u 7→(OK ,u)
−−−−−−→ C(K )

(a,α) 7→a
−−−−−→Cl(OK )

NK/K+
−−−−→Cl+(OK+)−→ 1

is exact.

Proof. The exactness at (O∗K+)
+/NK/K+(O

∗

K ) is [Shimura 1998, Section 14.5]. It
remains to show that the sequence is exact at Cl+(OK+). To prove this, we first
prove1 that there is a finite prime that is ramified in K/K+.

Suppose that K/K+ is unramified at all finite primes. By genus theory, we then
have K = K+(

√
n) with n ∈Z. However, K then has Q(

√
n) as quadratic subfield

and K is a biquadratic field. This contradicts our assumption that K is primitive.
Because there is a finite prime of K+ that ramifies in K , the extensions K/K+

and H+(K+)/K+ are linearly disjoint. Here, H+ denotes the narrow Hilbert class
field. By Galois theory, we then have

Gal(H(K )/K )� Gal(K H+(K+)/K ) ∼−→Gal(H+(K+)/K+). �

Remark 3.2. The surjectivity of the last arrow was also proved in [Kohel 2008,
Lemma 2.1] under the assumption that there exists a finite prime that ramifies in
K/K+. Our proof shows in fact that such a prime always exists.

Corollary 3.3. Let K be a primitive quartic CM field. The set S(K ) of isomor-
phism classes of principally polarized abelian surfaces with CM by OK has cardi-
nality

|S(K )| =
{
|C(K )| if Gal(K/Q)∼= C4,

2|C(K )| if Gal(K/Q)∼= D4.

Proof. By Theorem 3.1, the cardinality |S(K ,8)| = |C(K )| is independent of the
choice of a CM type8. If we let n denote the number of CM types up to conjugacy,
then the theorem follows immediately from the equality

|S(K )| = n|S(K ,8)|. �

The Galois group Gal(K8( j1(A))/K8) acts in the following way on the set
S(K ,8). With f8 the CM type on K8 induced by 8, we define N8 : K8→ K by

N8(x)=
∏
ϕ∈ f8

ϕ(x).

For an OK8
-ideal I , the OK -ideal N8(I ) is called the typenorm of I . We get a

natural map m : Cl(OK8
)→ C(K ) defined by

m(p)= (N8(p), NK8/Q(p)) for degree 1 prime representatives p.

1We thank Everett Howe for suggesting this argument.
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The Galois group of K8( j1(A))/K8 is a quotient of Gal(H(K8)/K8)∼=Cl(OK8
),

and by [Shimura 1998, Section 15.2], the induced map

m : Gal(K8( j1(A))/K8)→ C(K )

is injective. This describes the Galois action. Indeed, the group C(K ) acts on the
set of all principally polarized abelian surfaces that have CM by OK , and m maps
the Galois group injectively into C(K ). In Example 7.2 we will see that the natural
map Cl(OK8

)→ C(K ) need not be injective.
The typenorm can be defined in a slightly different way as well. If K/Q is

Galois with Gal(K/Q)= 〈σ 〉, then for8= {1, σ } we have N8(p)= p1+σ 3
. If K is

not Galois, then we have N8(p) = NL/K (pOL). We will use this description both
for actual computations and in the proof of Lemma 6.5.

In the remainder of Section 3.1, we provide the theoretical framework that will
allow us to explicitly compute the CM action. Let I be a OK8

-ideal of norm l. We
assume for simplicity that l is prime. We have m(I )= (N8(I ), l)= (J, l)∈ C(K ),
where J is an OK -ideal of norm l2.

Lemma 3.4. Let I be an OK8
-ideal of prime norm l with typenorm N8(I ) =

J ⊂ OK . Then J divides (l)⊂ OK .

Proof. This follows from the relation N8(I )N8(I )= NK8/Q(I )= l. �

For an OK -ideal M , we define the M-torsion of the abelian surface A by

A[M] = {P ∈ A(C) | for all α ∈ M : α(P)= 0}.

We assume here that we have fixed an isomorphism End(A) ∼−→OK , meaning that
M is an End(A)-ideal as well. If M is generated by an integer n, then A[M] equals
the n-torsion A[n].

Lemma 3.4 implies that A[J ] is a 2-dimensional subspace of the l-torsion A[l]
of A. The polarization of A induces a symplectic form on A[l], and A[l] is a
symplectic vector space of dimension 4 over the finite field Fl . By CM theory we
know that the quotient A/A[J ] is again a principally polarized abelian surface. By
[Mumford 1970, Section 23], this implies that A[J ] is an isotropic 2-dimensional
subspace of A[l], that is, the symplectic form vanishes on A[J ]. We recall that an
isogeny A→ B between principally polarized abelian surfaces whose kernel is a 2-
dimensional isotropic subspace of A[l] is called an (l, l)-isogeny, and A→ A/A[J ]
is an example of an (l, l)-isogeny.

The moduli space of all pairs (A,G), with A a principally polarized abelian
surface over C and G a 2-dimensional isotropic subspace of A[l], can be described
by an ideal V (l) ⊂ Q[X1, Y1, Z1, X2, Y2, Z2]. More precisely, the variety corre-
sponding to V (l) equals the Siegel modular variety Y (2)0 (l) studied, for example,
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in [Bröker and Lauter 2009]. As a complex Riemann surface, we have

Y (2)0 (l)= 0(2)0 (l) \H2,

with
0
(2)
0 (l)=

{(
a b
c d

)
∈ Sp4(Z) | c ≡ 02 mod l

}
.

If we specialize V (l) at a point (X1, Y1, Z1) = ( j1(A), j2(A), j3(A)), the re-
sulting ideal V ′(l) is 0-dimensional. The corresponding variety is a union of
points corresponding to the ‘(l, l)-isogenous abelian surfaces’. Since there are
[Sp4(Z) : 0

(2)
0 (l)] = (l4

−1)/(l−1) isotropic subspaces of dimension 2 in A[l] by
[Bröker and Lauter 2009, Lemma 6.1], there are exactly (l4

− 1)/(l− 1) solutions
to the system of equations given by V ′. By construction, the triple

( j1(A/J ), j2(A/J ), j3(A/J ))

is one of the solutions. There are l3
+ l2
+ l other solutions, and we will see in

Section 6 that for CM computations it is relatively easy to determine which of the
solutions come from the typenorm of an OK8

-ideal.
Unfortunately, the ideal V (l) can only be computed for very small l. Indeed,

the only case that has been done is l = 2 [Dupont 2006, Section 10.4.2] and it
takes roughly 50 megabytes to store the 3 generators of V . By [Bröker and Lauter
2009], knowing the ideal V (l) for some prime l implies that we have an equation
for the Humbert surface of discriminant l2. Since computing Humbert surfaces is
a traditionally hard problem, we do not expect that much progress can be made in
computing V (l) for primes l > 2.

3.2. Richelot isogeny. Although one could use the ideal V (2) from [Dupont 2006,
Section 10.4.2] to compute (2, 2)-isogenies, there is a more efficient way. This
alternative, known as the Richelot isogeny, is classical and we recall it here for
convenience. Let K be a field of characteristic different from 2, and let C/K be
a nonsingular genus 2 curve. We can choose an equation Y 2

= f (X) for C , with
f ∈ K [X ] a monic polynomial of degree 6. Any factorization f = ABC into three
monic degree 2 polynomials defines a genus 2 curve C ′ given by

1Y 2
= [A, B][A,C][B,C],

where 1 is the determinant of A, B,C with respect to the basis 1, X, X2, and
[A, B] = A′B − AB ′ with A′ the derivative of A. This new curve is nonsingular
precisely when 1 is nonzero.

One proves [Bost and Mestre 1988] that C and C ′ are (2, 2)-isogenous. It is not
hard to see that there are exactly 15= (24

−1)/(2−1) different curves C ′ that can
be obtained this way. It follows that this construction gives all (2, 2)-isogenous
Jacobians Jac(C ′).
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4. Smaller functions

The Igusa functions introduced in Section 2 are ‘too large’ to be practical in our
computation of the CM action: currently we cannot compute an ideal describing
the variety Y 2

0 (l) for primes l > 2. In this section we introduce smaller functions
f1, . . . , f4 that are more convenient from a computational perspective. For N > 1,
we define the congruence subgroup of level N as the kernel of the reduction map
Sp4(Z)→ Sp4(Z/NZ), denoted by 0(N ).

For x, y ∈ {0, 1}2, define the functions θx,y : H2→ C by

θx,y(τ )=
∑
n∈Z2

expπ i
(
(n+ 1

2 x)T τ(n+ 1
2 x)+ (n+ 1

2 x)T y
)
. (4-1)

The functions θx,y are known as the theta constants and arise naturally from the
construction of theta functions [Igusa 1964]. The equality θx,y(τ )=(−1)x

T yθx,y(τ )

shows that only 10 of the 16 theta constants are nonzero.
The fourth powers of the functions θx,y are Siegel modular forms of weight 2

for the congruence subgroup 0(2)⊂ Sp4(Z). The Satake compactification X (2) of
the quotient 0(2)\H2 has a natural structure of a projective variety, and the fourth
powers θ4

x,y define an embedding of X (2) into projective space.

Theorem 4.1 [van der Geer 1982, Theorem 5.2]. Let M2(0(2)) denote the C-
vector space of all Siegel modular forms of weight 2 for the congruence sub-
group 0(2). Then the space M2(0(2)) is 5-dimensional and is spanned by the
ten modular forms θ4

x,y . Furthermore, the map X (2)→ P4
⊂ P9 defined by the

functions θ4
x,y is an embedding. The image is the quartic threefold in P4 defined by

u2
2− 4u4 = 0 with uk =

∑
x,y

θ4k
x,y .

The Igusa functions j1, j2, j3 can be readily expressed in terms of θ4
x,y ; see for

example [Igusa 1967, page 848]. Thus we have an inclusion

C( j1, j2, j3)⊆ C(θ4
x,y/θ

4
x ′,y′)

where we include all quotients of theta fourth powers. The functions θ4
x,y/θ

4
x ′,y′ are

rational Siegel modular functions of level 2. Whereas ( j1(τ ), j2(τ ), j3(τ )) depends
only on the Sp4(Z)-equivalence class of τ ∈ H2, a value (θ4

x,y(τ )/θ
4
x ′,y′(τ ))x,x ′,y,y′

depends on the 0(2)-equivalence class of τ . Since the affine points of 0(2)\H2 ⊂

X (2) correspond to isomorphism classes of pairs (A, {P1, P2, P3, P4}) consisting
of a principally polarized 2-dimensional abelian variety A together with a basis
{P1, P2, P3, P4} of the 2-torsion, the functions θ4

x,y/θ
4
x ′,y′ not only depend on the

abelian variety in question but also on an ordering of its 2-torsion. For every
isomorphism class Sp4(Z)τ of abelian varieties, there are [Sp4(Z) : 0(2)] = 720
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values for the tuple (θ4
x,y(τ )/θ

4
x ′,y′(τ ))x,x ′,y,y′ . The functions θ4

x,y/θ
4
x ′,y′ are smaller

than the Igusa functions in the sense that their Fourier coefficients are smaller. A
natural idea is to get even smaller functions by considering the quotients θx,y/θx ′,y′

themselves instead of their fourth powers.
We define the four functions f1, f2, f3, f4 : H2→ C by

f1 = θ(0,0),(0,0) f2 = θ(0,0),(1,1) f3 = θ(0,0),(1,0) f4 = θ(0,0),(0,1),

with θ(x,y),(x ′,y′) = θx,y/θx ′,y′ . We stress that the particular choice of the ‘theta
constants’ is rather arbitrary; our only requirement is that we define 4 different
functions. The three quotients f1/ f4, f2/ f4, f3/ f4 are rational Siegel modular
functions.

Theorem 4.2. If τ, τ ′ ∈H2 satisfy ( f1(τ ), . . . , f4(τ ))= ( f1(τ
′), . . . , f4(τ

′)), then
we have ( j1(τ ), j2(τ ), j3(τ ))= ( j1(τ ′), j2(τ ′), j3(τ ′)). Furthermore, the quotients
f1/ f4, f2/ f4, f3/ f4 are invariant under the subgroup 0(8).

Proof. The vector space M2(0(2)) is spanned by { f 4
1 , . . . f 4

4 , g4
}, where g =

θ(0,1),(0,0). The relation in Theorem 4.1, together with the five linear relations
between the θ4

x,y from Riemann’s theta formula [Igusa 1964, page 232], yield that
g4 satisfies a degree 4 polynomial P over L = C( f1, f2, f3, f4). The polynomial
P factors over L as a product of the 2 irreducible quadratic polynomials

P−, P+ = T 2
− ( f 4

1 − f 4
2 + f 4

3 − f 4
4 )T + ( f 2

1 f 2
3 ± f 2

2 f 2
4 )

2.

By looking at the Fourier expansions of f1, . . . , f4 and g, we see that g4 is a root
of P−. Hence, the extension L(g4)/L is quadratic and generated by a root of P−.

For each of the 2 choices of a root of P−, the other 5 fourth powers of theta
functions will be uniquely determined. Indeed, the fourth powers are functions on
the space M2(0(2)) and this space is 5-dimensional by Theorem 4.1. This means
that we get a priori two Igusa triples ( j1, j2, j3) for every tuple ( f1, f2, f3, f4).
However, a close inspection of the formulas expressing the Igusa functions in terms
of theta fourth powers yields that these Igusa triples coincide. Hence, the triple
( j1, j2, j3) does not depend on the choice of a root of P−. This proves the first
statement in the theorem.

The second statement follows immediately from a result of Igusa, who proves
in [Igusa 1964, page 242] that the field M generated by all theta quotients is in-
variant under a group that contains 0(8). Since the field C( f1/ f4, f2/ f4, f3/ f4) is
a subfield of M , Theorem 4.2 follows. �

Since the functions f1/ f4, f2/ f4, f3/ f4 are invariant under 0(8), the moduli
interpretation is that they depend on an abelian variety together with a level 8-
structure. Let Stab( f ) be the stabilizer of f1/ f4, f2/ f4, f3/ f4 inside the symplectic
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group Sp4(Z). We have inclusions

0(8)⊂ Stab( f )⊂ Sp4(Z)

and the quotient Y ( f ) = Stab( f ) \H2 has a natural structure of a quasiprojective
variety by the Baily–Borel theorem [1966]. However, this variety is not smooth.

We let

H∗2 = {τ ∈ H2 | τ is not Sp4(Z)-equivalent to a diagonal matrix}

be the subset of H2 of those τ that do not correspond to a product of elliptic curves
with the product polarization. The argument in [Runge 1993, Section 5] shows that
G=0(8)/Stab( f ) acts freely on Y (8). By [Mumford 1970, Chapter 2, Section 7],
the quotient

Y ( f )∗ = Stab( f ) \H∗2

is a smooth variety.

Lemma 4.3. The map Y ( f )∗→ Y (1) induced by the inclusion Stab( f )→ Sp4(Z)

has degree 23040= 32 · 720.

Proof. The map factors as Y ( f )∗ → Y (2)→ Y (1); thus it suffices to determine
the degrees of each part. The degree of the map Y ( f )∗ → Y (2) can be seen
from the proof of Theorem 4.2: given a projective tuple ( f 4

4 , f 4
2 , f 4

3 , f4, g4) rep-
resenting a point Q of Y (2), over a splitting field there are 43

= 64 projective
tuples ( f1, f2, f3, f4) and exactly half of these satisfy P− = 0 and hence are valid
preimages of Q. Thus Y ( f )∗→ Y (2) has degree 32. The degree of Y (2)→ Y (1)
equals [Sp4(Z) : 0(2)] = 720. This completes the proof. �

From a tuple ( f1(τ ), . . . , f4(τ )), the proof of Theorem 4.2 shows how to compute
an Igusa triple ( j1(τ ), j2(τ ), j3(τ )). For convenience, we make this explicit in the
next subsection.

4.1. Transformation formulas. As in the proof of Theorem 4.2, let g= θ(0,1),(0,0).
Now g4 is a root of the quadratic polynomial P−. From values ( f1, f2, f3, f4), we
can pick any root of P− as a value for g4. The functions { f 4

1 , . . . f 4
4 , g4
} form a

basis of M2(0(2)). Define new functions xi by

x1 =− f 4
1 + 2 f 4

2 − f 4
3 + 2 f 4

4 + 3g4,

x2 =− f 4
1 + 2 f 4

2 − f 4
3 − f 4

4 ,

x3 =− f 4
1 − f 4

2 − f 4
3 + 2 f 4

4 ,

x4 = 2 f 4
1 − f 4

2 − f 4
3 − f 4

4 ,

x5 =− f 4
1 − f 4

2 + 2 f 4
3 − f 4

4 ,

x6 = 2 f 4
1 − f 4

2 + 2 f 4
3 − f 4

4 − 3g4.
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The xi are called level 2 Satake coordinate functions. In terms of these functions
we obtain a model for X [2] embedded in P5 given by

s1 = 0 and s2
2 − 4s4 = 0,

where sk =
∑6

i=1 xk
i are the k-th power sums.

The action of Sp4(Z)/0(2) on xi (τ ) is equivalent to that of Sym({x1, . . . , x6})

permuting the coordinates. Thus we can write level 1 modular functions as sym-
metric functions of the xi , and the Igusa–Clebsch invariants from Section 2.2 are
given by

I2 =
5(48s6− 3s3

2 − 8s2
3)

3(12s5− 5s2s3)
,

I4 = 3−1s2
2 ,

I6 = 3−2(3I2 I4− 2s3),

I10 = 2−23−65−1(12s5− 5s2s3),

from which we can compute absolute Igusa invariants ( j1, j2, j3).
Conversely, if ( ji (τ )) corresponds to the Jacobian of a curve, then we can com-

pute a value for ( f1(τ ), . . . , f4(τ )) as follows. First we compute the Igusa–Clebsch
invariants, then we apply the transformation

s2 = 3I4,

s3 = 3/2(I2 I4− 3I6),

s5 = 5/12s2s3+ 35
· 5I10,

s6 = 27/16I 3
4 + 1/6s2

3 + 36/22 I2 I10,

after which we can compute the level 2 Satake coordinate functions as the roots
x1, . . . , x6 of the Satake sextic polynomial

X6
−

1
2 s2 X4

−
1
3 s3 X3

+
1

16 s2
2 X2
+ ( 1

6 s2s3−
1
5 s5)X + ( 1

96 s3
2 +

1
18 s2

3 −
1
6 s6)

with coefficients in Q(s2, s3, s5, s6). One choice for f 4
1 , f 4

2 , f 4
3 , f 4

4 is given by

f 4
1 = (−x2− x3− x5)/3,

f 4
2 = (−x3− x4− x5)/3,

f 4
3 = (−x2− x3− x4)/3,

f 4
4 = (−x2− x4− x5)/3.

Finally, we extract fourth roots to find values for ( f1(τ ), . . . , f4(τ )) satisfying
P− = 0. It is easy to find a solution to P− = 0: if ( f1, . . . , f4) is not a solution,
then (

√
−1 f1, . . . , f4) is a solution.
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The coefficients of the Satake sextic polynomial are in Z[12 ,
1
3 , I2, I4, I6, I10].

In particular, this means that our transformation formulas are also valid over finite
fields of characteristic greater than 3.

5. The CM action and level structure

We let Stab( f ) be the stabilizer of the three quotients f1/ f4, f2/ f4, f3/ f4 defined
in Section 4. By Theorem 4.2, we have 0(8) ⊆ Stab( f ). For a prime l > 2, we
now define

Y ( f ; l)∗ = (Stab( f )∩0(2)0 (l)) \H∗2

which we view as an equality of Riemann surfaces. By the Baily–Borel theorem,
the space Y ( f ; l)∗ has a natural structure of a variety. Since we restricted to H∗2,
the variety is affine. Just like in the case l = 1 from Section 4, Y ( f ; l)∗ is smooth.

The moduli interpretation of Y ( f ; l)∗ is the following. Points are isomorphism
classes of triples (A,G, L), where A is a principally polarized complex abelian sur-
face, G is a 2-dimensional isotropic subspace of A[l], and L is a level 8-structure.
The notion of isomorphism is that (A,G, L) and (A′,G ′, L ′) are isomorphic if
and only if there is an isomorphism ϕ : A→ A′ of principally polarized abelian
surfaces that satisfies ϕ(G)= G ′ and ϕ(L)= L ′.

Lemma 5.1. The map Y ( f ; l)∗ → Y ( f )∗ that is induced by the inclusion map
(Stab( f )∩0(2)0 (l))→ Stab( f ) has degree (l4

− 1)/(l − 1) for primes l > 2.

Proof. This is clear: the choice of a level 8-structure L is independent of the choice
of a subspace of the l-torsion for l > 2. �

Besides the map Y ( f ; l)∗ → Y ( f )∗ from the lemma, we also have a map
Y ( f ; l)∗ → Y ( f )∗ given by (A,G, L) 7→ (A/G, L ′). Indeed, the isogeny ϕ :
A→ A/G induces an isomorphism A[8] → (A/G)[8] and we have L ′ = ϕ(L).
As was explained in Section 3.2, this map also has degree (l4

−1)/(l−1). Putting
all the varieties together, the picture is as follows.

Y ( f ; l)∗

s

yy

t

%%

{{ ##

Y ( f )∗

f
��

Y ( f )∗

f
��

Y (1) Y (1)

��
A3

OO

A3
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The map s sends (A,G, L) ∈ Y ( f ; l)∗ to (A, L) ∈ Y ( f )∗ and t is the map
induced by the isogeny A→ A/G. This diagram allows us to find all the abelian
surfaces that are (l, l)-isogenous to a given surface A, where we assume that A
is the Jacobian of a genus 2 curve. Indeed, we first map the Igusa invariants
( j1(A), j2(A), j3(A)) to a point in Y (1), say given by the Igusa–Clebsch invariants.
We then choose (A, L) on Y ( f )∗ lying over this point. Although there are 23040
choices for L , it does not matter which one we choose. Above (A, L), there are
(l4
−1)/(l−1) points in Y ( f ; l)∗ and via the map t :Y ( f ; l)∗→Y ( f )∗ we map all

of these down to Y ( f )∗. Forgetting the level 8-structure now yields (l4
−1)/(l−1)

points in Y (1). If A is simple, that is, not isogenous to a product of elliptic curves,
then we can transform these into absolute Igusa invariants.

Assuming we can compute an ideal

V ( f ; l)⊂Q[W1, X1, Y1, Z1,W2, X2, Y2, Z2]

defining the quasiprojective variety Y ( f ; l)∗, we derive the following algorithm to
compute all (l, l)-isogenous abelian surfaces.

Algorithm 5.2. Input: A Jacobian A/C of a genus 2 curve given by its Igusa
invariants, and the ideal V ( f ; l) defining Y ( f ; l)∗.

Output: The Igusa invariants of all principally polarized abelian surfaces that are
(l, l)-isogenous to A.

(1) Compute Igusa–Clebsch invariants (I2, I4, I6, I10) ∈ C4 corresponding to A.

(2) Choose an element ( f1, f2, f3, f4)∈Y ( f )∗ that maps to (I2, I4, I6, I10) using
the method described in Section 4.1.

(3) Specialize the ideal V ( f ; l) in (W1, X1, Y1, Z1) = ( f1, f2, f3, f4) and solve
the remaining system of equations.

(4) For each solution found in the previous step, compute the corresponding point
in Y (1) using the method given in Section 4.1.

5.1. Computing V ( f ; l). In this subsection, we use an algorithm of Gruenewald
[2008] to compute the ideal V ( f ; l) needed in Algorithm 5.2. Our approach only
terminates in a reasonable amount of time in the simplest case l = 3.

The expression for the theta constants in (4-1) can be written in terms of the
individual matrix entries, and with some minor modifications we can represent it
as a power series with integer coefficients. Writing τ =

(
τ1 τ2
τ2 τ3

)
∈ H2, we have

θ(a,b),(c,d)(τ )= (−1)
ac+bd

2
∑

(x1,x2)∈Z2

(−1)x1c+x2d p(2x1+a)2q(2x1+a+2x2+b)2r (2x2+b)2

∈ Z[[p, q, r ]],
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where p = e2π i(τ1−τ2)/8, q = e2π iτ2/8 and r = e2π i(τ3−τ2)/8. We see that it is easy
to compute Fourier expansions for the Siegel modular forms fi .

One of the surfaces (l, l)-isogenous to C2/(Z2
+ Z2

· τ) is C2/(Z2
+ Z2

· lτ),
and we want to find a relation between the fi and the functions fi (lτ). The expan-
sion for fi (lτ) can be constructed easily from the Fourier expansion of fi (τ ) by
replacing p, q, r with pl, ql, r l .

Starting with n = 2, we compute all homogeneous monomials of degree n in
fi (τ ), fi (lτ) represented as truncated power series and then use exact linear alge-
bra to find linear dependencies between them. In this manner we obtain a basis
for the degree n homogeneous component of the relation ideal. We then check
experimentally whether our list of relations generate V ( f ; l) or not by computing
the degree of the projection maps. If one of the projection maps has degree larger
than l3

+ l2
+ l + 1, then more relations are required, in which case we increment

n by 1 and repeat the procedure. We stop once we have found sufficiently many
relations to generate V ( f ; l).

Using this method we computed the ideal V ( f ; 3). The (3, 3)-isogeny relations
in V ( f ; 3) are given by 85 homogeneous polynomials of degree six. The whole
ideal takes 35 kilobytes to store in a text file; see the online supplement. The
individual relations are fairly small, having at most 40 terms. Furthermore, the
coefficients are 7-smooth and bounded by 200 in absolute value, which makes
them amenable for computations.

However, we have not rigorously proven that the ideal V ( f ; 3) is correct. To
do this we would need to show that our 85 polynomials define relations between
Siegel modular forms rather than just truncated Fourier expansions. From the
work of Poor and Yuen [2000] there is a computable bound for which a truncated
Fourier expansion uniquely determines the underlying Siegel modular form. Thus
with high enough precision our relations are able to be proven. A Gröbner basis
computation in Magma [Bosma et al. 1997] informs us that the projection maps
have the expected degree 40; hence we have obtained enough relations. Under the
assumption that these relations hold, the ideal V ( f ; 3) is correct.

Our (3, 3)-isogeny relations hold for all Jacobians of curves. We remark that
if we restrict ourselves to CM-abelian surfaces defined over unramified extensions
of Z3, then there are smaller (3, 3)-isogeny relations; see [Carls et al. 2008]. These
smaller relations cannot be used however to improve the ‘CRT-algorithm’ as in
Section 6.3.

6. The CM action over finite fields

6.1. Reduction theory. The theory we developed in Sections 3 through 5 uses the
complex analytic definition of abelian surfaces and the Riemann surfaces Y (2)0 (l)
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and Y ( f ; l)∗. We now explain why we can use the results in positive character-
istic as well. Firstly, if we take a prime p that splits completely in K , then by
[Goren 1997, Theorems 1 and 2] the reduction modulo p of an abelian surface
A/H(K8) with endomorphism ring OK is ordinary. The reduced surface again
has endomorphism ring OK .

Furthermore, one can naturally associate an algebraic stack A00(p) to Y (2)0 (l)
and prove that the structural morphism A00(p)→ Spec(Z) is smooth outside l; see
[Chai and Norman 1990, Corollary 6.1.1]. In more down-to-earth computational
terminology, this means the moduli interpretation of the ideal V ⊂Q[X1, . . . , Z2]

remains valid when we reduce the elements of V modulo a prime p 6= l.
The reduction of Y ( f ; l)∗ is slightly more complicated. The map Y (8l) →

Y ( f ; l)∗ is finite étale by [Katz and Mazur 1985, Theorem A.7.1.1], where we
now view the affine varieties Y ( f ; l)∗ and Y (8l) as schemes. It is well known that
Y (N ) is smooth over Spec(Z[1/N ]) for N ≥3, so in particular, the scheme Y ( f ; l)∗

is smooth over Spec(Z[1/(2l)]). Again, this means that the moduli interpretation
for the ideal V ( f ; l)⊂Q[W1, . . . , Z2] remains valid when we reduce the elements
of V ( f ; l) modulo a prime p - 2l.

We saw at the end of Section 4 that our transformation formulas are valid modulo
p for primes p > 3. Putting this all together, we obtain the following result:

Lemma 6.1. Let l be prime, and let p - 6l be a prime that splits completely in a
primitive CM field K . On input of the Igusa invariants of a principally polarized
abelian surface A/Fp with End(A)= OK and the ideal V ( f ; l)⊂ Fp[W1, . . . , Z2],
Algorithm 5.2 computes the Igusa invariants of all (l, l)-isogenous abelian sur-
faces.

6.2. Finding (l, l)-isogenous abelian surfaces. Now fix a primitive quartic CM
field K , and let p - 6l be a prime that splits completely in the subfield

K8( j1(A), j2(A), j3(A))

of the Hilbert class field of K8. By the choice of p, the Igusa invariants of an
abelian surface A/Fp with End(A)=OK are defined over the prime field Fp. More-
over, p splits in K8 and as it splits in its normal closure L it will split completely
in K ; hence Lemma 6.1 applies.

Algorithm 5.2 applied to the point ( j1(A), j2(A), j3(A)) and the ideal V ( f ; l)
yields (l4

−1)/(l−1) triples of Igusa invariants. All these triples are Igusa invariants
of principally polarized abelian surfaces with endomorphism algebra K ; some
are defined over the prime field Fp and some are not. However, since p splits
completely in the field of moduli K8( j1(A), j2(A), j3(A)), the Igusa invariants of
the surfaces that have endomorphism ring OK are defined over the field Fp.
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Algorithm 6.2. Input: The Igusa invariants of a simple principally polarized
abelian surface A/Fp with End(A)=OK , and the ideal V ( f ; l)⊂ Fp[W1, . . . , Z2].
Here, l is a prime such that there exists a prime ideal in K8 of norm l. Furthermore,
we assume that p - 6l.

Output: The Igusa invariants of all principally polarized abelian surfaces A′/Fp

with End(A′)= OK that are (l, l)-isogenous to A.

(1) Apply Algorithm 5.2 to A and V ( f ; l). Let S be the set of all Igusa invariants
that are defined over Fp.

(2) For each ( j1(A′), j2(A′), j3(A′)) ∈ S, construct a genus 2 curve C having
these invariants using Mestre’s algorithm; see [Mestre 1991; Cardona and
Quer 2005].

(3) Apply the Freeman–Lauter algorithm [2008] to test whether Jac(C) has endo-
morphism ring OK . Return the Igusa invariants of all the curves that pass this
test.

We can predict beforehand how many triples will be returned by Algorithm 6.2.
We compute the prime factorization

(l)= pe1
1 . . . p

ek
k

of (l) in K8. Say that we have n ≤ 4 prime ideals p1, . . . , pn of norm l in this
factorization, disregarding multiplicity. For each of these ideals pi we compute the
typenorm map m(pi ) ∈ C(K ). The size of

{m(p1), . . . ,m(pn)} ⊂ C(K ).

equals the number of triples computed by Algorithm 6.2.

Remark 6.3. Step 1 of the algorithm requires working in an extension of Fp. The
degree of this extension depends on the splitting behavior of 2 in OK . An upper
bound is given by 4[Fp(A[2]) :Fp]≤24, where Fp(A[2]) denotes the field obtained
by adjoining the coordinates of all 2-torsion points of A.

6.3. Igusa class polynomials. The CRT algorithm [Eisenträger and Lauter 2009]
for computing the Igusa class polynomials PK , QK , RK ∈ Q[X ] of a primitive
quartic CM field K also computes the reductions of these 3 polynomials modulo
primes p which split completely in the Hilbert class field of K8. The method
suggested in [Eisenträger and Lauter 2009] loops over all p3 possible Igusa invari-
ants and runs an endomorphism ring test for each triple ( j1(A′), j2(A′), j3(A′)), to
see if A′ has endomorphism ring OK .

We propose two main modifications to this algorithm. Firstly, we only demand
that the primes p split completely in the subfield K8( j1(A), j2(A), j3(A)) of the
Hilbert class field of K8 that we obtain by adjoining the Igusa invariants of an
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abelian surface A that has CM by OK . To find such primes, we simply loop over
p= 5, 7, 11 . . . , and for the primes (p)=P1P2P3P4⊂OK8

that split completely
in K8 we test if

m(P1)= (µ)⊂ OK and N (P1)= µµ,

withµ the complex conjugate ofµ. By [Shimura 1998, Section 15.3, Theorem 1], a
prime p satisfying these conditions splits completely in K8( j1(A), j2(A), j3(A)).
It includes the primes that split completely in the Hilbert class field of K8.

Our second modification is a big improvement in computing the Igusa class poly-
nomial modulo p. Instead of looping over all O(p3) curves, we exploit the Galois
action in a similar vein as in [Belding et al. 2008]. Below we give the complete
algorithm to compute PK , RK , QK modulo a prime p meeting our conditions.

Step 1. Compute the class group

Cl(OK8
)= 〈p1, . . . , pk〉 (6-1)

of the reflex field, where we take degree 1 prime ideals pi . For each of the ideals
pi of odd norm NK8/Q(pi ) = li , compute the ideal V ( f ; li ) describing the Siegel
modular variety Y ( f ; li )

∗.

Step 2. Find an abelian surface A/Fp that has endomorphism ring isomorphic
to OK , as follows. We factor (p)⊆ OK into primes P1,P1,P2,P2 and compute a
generator π for the principal ideal P1P2. We compute the minimal polynomial fπ
of π over Q. We try random curves C/Fp until we find a curve with

#C(Fp) ∈ {p+ 1±TrK/Q(π)} and # Jac(C) ∈ { fπ (1), fπ (−1)}. (6-2)

By construction, such a curve C has endomorphism algebra K . We test whether
Jac(C) has endomorphism ring OK using the algorithm of Freeman and Lauter
[2008]. If it does, continue with Step 3, otherwise try more random curves C until
we find one for which its Jacobian has endomorphism ring OK .

Step 3. Let A/Fp be the surface found in Step 2. The group G =m(Cl(OK8
)) acts

in a natural way on A and we compute the set

G · ( j1(A), j2(A), j3(A))⊆ S(K )

as follows. For x =m(I ) we write I =
∏

i p
ai
i . The action of p1 is computed using

Algorithm 6.2 in case the norm of p1 is odd and by applying a Richelot isogeny
(see Section 3.2) if p1 has norm 2. By successively applying the action of p1, we
compute the action of pa1

1 . We then continue with the action of p2, and so on. This
allows us to compute the action of x on the surface A, and doing this for all x we
compute the set G · ( j1(A), j2(A), j3(A)). This part of the algorithm is analogous
the one in [Belding et al. 2008].
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Step 4. In contrast to genus 1 and the algorithm in [Belding et al. 2008], it is
unlikely that all surfaces with endomorphism ring OK are found. This is partly
because we only find surfaces having the same CM type as the initial surface A,
so in the dihedral case we are missing surfaces with the second CM type. Even in
the cyclic case where there are |C(K )| isomorphism classes, it is possible that the
map

m : Cl(OK8
)→ C(K )

is not surjective, meaning that we do not find all surfaces of a given CM type. The
solution is simple: compute the cardinality of S(K ) using Corollary 3.3, and if the
number of surfaces found is less than |S(K )|, go back to Step 2.

Step 5. Once we have found all surfaces with endomorphism ring OK , expand

PK mod p =
∏

{A p.p.a.s.|End(A)=OK }/∼=

(X − j1(A)) ∈ Fp[X ]

and likewise for QK and RK . The main difference with the method of [Eisenträger
and Lauter 2009] is that we do not find all roots of PK by a random search: we
exploit the Galois action.

6.4. Run time analysis. We proceed with the run time analysis of the algorithm
to compute the Igusa class polynomials using the ‘modified CRT-approach’ from
Section 6.3. The input of the algorithm is a degree four CM field K . The dis-
criminant D of K can be written as D1 D2

0 , with D0 the discriminant of the real
quadratic subfield K+ of K . We will give the run time in terms of D1 and D0.

First we analyze the size of the primes p used in the algorithm. The primes we
use split completely in a subfield S = K8( ji (A)) of the Hilbert class field of the
reflex field K8 of K . If GRH holds, then there exists [Lagarias and Odlyzko 1977]
an effectively computable constant c> 0, independent of K , such that the smallest
such prime p satisfies

p ≤ c · (log|disc(S/Q)|)2,

where disc(S/Q) denotes the discriminant of the extension S/Q. Since S is a
totally unramified extension of K8, we have

disc(S/Q)1/[S:Q] = disc(K8/Q)
1/[K8:Q]

and we derive disc(S/Q) = disc(K8/Q)
[S:K8]. Theorem 3.1 yields the bound

[S : K8] ≤ 4h−(K ), where h−(K )= |Cl(OK )|/|Cl(OK+)| denotes the relative class
number of K . Using the bound (see [Louboutin 2003])

h−(K )= Õ(
√

D1 D0), (6-3)
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we derive that the smallest prime p is of size Õ(D1 D0). Here, the Õ-notation
indicates that factors that are of logarithmic order in the main term have been
disregarded.

The Igusa class polynomials have rational coefficients, and at the moment the
best known bound for the logarithmic height of the denominator of a coefficient is
Õ(D3/2

1 D5/2
0 ). This bound is proven in [Streng 2010, Section 2.9] and is based on

the denominator bounds in [Goren and Lauter 2010]. A careful analysis [Streng
2010, Section 2.11] yields that each coefficient of PK , RK , QK has logarithmic
height Õ(D3/2

1 D5/2
0 ) as well. A standard argument as in [Belding et al. 2008,

Lemma 5.3] shows that the Õ(D3/2
1 D5/2

0 ) primes that we need can be taken to be
of size Õ(D2

1 D3
0) if GRH holds true. We find these primes in time Õ(D2

1 D3
0). We

remark that better bounds on the denominators of the coefficients translate into
better bounds on the size of the primes we need.

If GRH holds true, then the ideals pi in Step 1 can be chosen to have norm at most
12(log D1 D2

0)
2 by [Bach 1990]. Since the method from Section 5 for computing

the ideal V ( f ; N (pi )) is heuristic, we will rely on the following heuristic for our
analysis.

Heuristic 6.4. Given a prime l > 2, we can compute generators for the ideal
V ( f ; l) in time polynomial in l.

At the moment, our computation of V ( f ; l) only terminates in a reasonable
amount of time for l = 3. However, in theory we only spend heuristic time
(log D1 D2

0)
n in Step 1 for some n ≥ 2 that is independent of D1 and D0. This

is negligible compared to other parts of the algorithm.
We continue with the analysis of computing PK mod p. As we think that the

bound p = Õ(D2
1 D3

0) is too pessimistic, we will do the analysis in terms of both
p and D1, D0. First we analyze the time spent on the random searches to find
abelian surfaces with endomorphism ring OK . Every time we leave Step 2, we
compute a factor F |PK mod p of the (first) Igusa class polynomial. Let k ≤
2[C(K ) : m(Cl(OK8

))] be the number of factors F we need to compute. The first
time we invoke Step 2, we will with probability 1 compute a new factor F1 of PK .
The second time we call Step 2 we need to ensure that we compute a different
factor F2 |PK . Hence, we expect that we need to call Step 2 k/(k − 1) times to
compute F2. We see that we expect that we have to do Step 2

k(1+ 1/2+ · · ·+ 1/k)= Õ(k)

times to compute all factors F1, . . . , Fk .

Lemma 6.5. We have [C(K ) : m(Cl(OK8
))] ≤ 2 · 26ω(D) for any primitive quartic

CM field K , where ω(D) denotes the number of prime divisors of D.
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Proof. We will bound the index of the image of the map m̃ : Cl(OK8
)→ Cl(OK )

inducing m. By Theorem 3.1, this index differs by at most a factor

|(O∗K+)
+/NK/K+(O

∗

K )| ≤ 2

from [C(K ) : m(Cl(OK8
))].

If K/Q is dihedral with normal closure L , then the image of the norm map
NL/K : Cl(OL)→ Cl(OK ) has index at most 2 by class field theory. In the cyclic
case, it is not hard to check that =(m̃) contains the squares. It suffices to bound
the 2-torsion Cl(OK ) in this case. The 2-rank of Cl(OK ) is determined by genus
theory. Using a combination of group cohomology and Nakayama’s lemma, one
can show [Rosen 2011] that the 2-rank is at most 6t , with t the number of primes
that ramify in the cyclic CM extension K/Q. The lemma follows. �

We remark that outside a zero-density subset of very smooth integers, we have
ω(n)<2 log log n and we can then absorb the factor Õ(26ω(D))=26ω(D)Õ(log(D))
into the Õ-notation.

The probability that one of the random searches performed in this step will yield
an abelian surface Jac(C) with endomorphism ring OK is bounded from below by

h−(K )/p3
= �̃(

√
D1 D0/p3)

where we have used the effective lower bound h−(K ) = �̃(
√

D1 D0) proved in
[Louboutin 2003]. We therefore expect that we have to compute the number of
points on C and on Jac(C) for

Õ(p3/
√

D1 D0)

curves C/Fp. Since point counting on genus 2 curves is polynomial time by
[Pila 1990], this takes time Õ(p3/

√
D1 D0).

For all the curves C/Fp that satisfy equation (6-2), we have to check whether
we have End(Jac(C))∼=OK or not. The probability that End(Jac(C)) is isomorphic
to OK is bounded from below by

h−(K )∑
O h(O)

, (6-4)

where the sum ranges over all orders O⊆ OK that contain Z[π, π ]. Assuming mild
ramification conditions on the prime 2, there are only O(log n) orders O ⊆ OK of
index n; see [Nakagawa 1996, Corollary 1]. We assume the following heuristic.

Heuristic 6.6. For any quartic CM field K , there are O(log n) orders O ⊆ OK of
index n.

Justification of heuristic. As indicated in [Nakagawa 1996], the splitting condition
on 2 is purely technical and should not affect the result. �
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We can bound the class number h(O) by 2[OK : Z[π, π ]]h(OK ) by [Stevenhagen
2008, Theorem 6.7]. It follows that we can bound the probability in (6-4) by

�

(
1

[OK : Z[π, π ]]1+εh(OK+)

)
,

where we have used the bound nε for the number of divisors of n. Using the index
bound

[OK : Z[π, π ]] ≤
16p2

D0
√

D1

from [Freeman and Lauter 2008, Proposition 6.1], we expect that we have to do

O
(26ω(D) p2+2ε√D0

(
√

D1 D0)1+ε

)
endomorphism ring computations.

At the moment, the only known algorithm [Freeman and Lauter 2008] to test
whether End(Jac(C))∼=OK holds has a run time Õ(p18), and one application of this
algorithm dominates the computation of PK ∈Q[X ]. To make the run time analysis
of our algorithm easier once a better algorithm to compute End(Jac(C)) has been
found, we will use the bound O(X) for the run time to compute End(Jac(C)). In
total, we see that we spend

Õ(26ω(D)(p3/
√

D1 D0+ (p2+2ε
√

D0/(
√

D1 D0)
1+ε)X))

time in all calls of Step 2.
The action of pi on A/Fp in Step 3 is computed in polynomial time in the norm li

of pi . As li is, under GRH, of polynomial size in log(D1 D2
0), we spend time

Õ(
√

D1 D0)

for every time we call Step 3. We call Step 3 as often as Step 2, so in total we
spend time Õ(26ω(D)√D1 D0) in Step 3.

The time spent in Step 4 is negligible, and the time spent in Step 5 is Õ(
√

D1 D0).
Combining all five steps, we see that we compute PK mod p in time

Õ(26ω(D)(p3/
√

D1 D0+ (p2+2ε
√

D0/(
√

D1 D0)
1+ε)X +

√
D1 D0)). (6-5)

Theorem 6.7. If GRH and Heuristic assumptions 6.4, 6.6 hold true, then we can
compute the polynomials PK , QK , RK in probabilistic time

Õ(26ω(D)(D7
1 D11

0 + X D5+ε
1 D8+2ε

0 )).

Here, X denotes the run time of an algorithm that, given A/Fp, decides whether
End(A) is isomorphic to OK or not.
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Proof. Substitute p = Õ(D2
1 D3

0) in equation (6-5) to get the time per prime. The
result follows from the fact that we need to compute PK , RK , QK modulo p for
Õ(D3/2

1 D5/2
0 ) primes. �

We conclude this section with some remarks on the run time of our algorithm. At
the moment, the main bottleneck is checking whether End(A)∼= OK holds or not.
In Section 8 we show that a straightforward generalization of Kohel’s algorithm
[2008] is impossible and that a new approach is needed.

From a practical point of view, we are limited by the fact that we can only
compute the ideal V ( f ; 3) in a reasonable amount of time. By only using the
primes lying over 2 and 3, we only use a subgroup of the group C(K ) giving the
Galois action.

Even when these two problems are solved, there is a bottleneck not present in
the genus 1 algorithm from [Belding et al. 2008]. The random searches take time
Õ(p3/

√
D1 D0); even for the smallest prime p this is of size Õ(D5/2

1 D5/2
0 ).

Doing only the random searches for this prime already takes more time than it
takes to write down the output PK , QK , RK ∈ Q[X ]. Hence, our algorithm is at
the moment not quasilinear in the size of the output.

As noted in [Gruenewald 2010, Section 6], we can speed up this step of the
algorithm by first computing a model for the Humbert surface describing all prin-
cipally polarized abelian surfaces that have real multiplication by the quadratic
subfield K+ of K . We then perform our random search on this two-dimensional
subspace of the three-dimensional moduli space. The time for the random searches
would, for the smallest prime p, drop to

Õ(D3/2
1 D3/2

0 ).

Although this is less than the size of the output, our algorithm is not quasilinear
once all primes p are taken into account.

To get a quasilinear algorithm, we think one should do the random searches on
a one-dimensional subspace of the moduli space. This approach is an object of
further study.

7. Examples and applications

In this section we illustrate our algorithm by computing the Igusa class polynomials
modulo primes p for various CM fields. We point out the differences with the
analogous genus 1 computations.

Example 7.1. In the first example we let K = Q[X ]/(X4
+ 185X2

+ 8325) be a
cyclic CM field of degree 4. All CM types are equivalent in this case, and the reflex
field of K is K itself. The discriminant of K equals 52

·373, and the real quadratic
subfield of K is K+ = Q(

√
37). An easy computation shows that the narrow
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class group of K+ is trivial. In particular, all ideal classes of K are principally
polarizable, and we have

C(K )∼= Cl(OK ).

We compute Cl(OK )=Z/10Z= 〈p3〉, where p3 is a prime lying over 3. The prime
ideal p3 has norm 3, and its typenorm N8(p3) generates a subgroup of order 5 in
Cl(OK ).

The smallest prime that splits in the Hilbert class field of K is p = 271. We
illustrate our algorithm by computing the Igusa class polynomials for K modulo
this prime. First we do a ‘random search’ to find a principally polarized abelian
surface over Fp with endomorphism ring OK in the following way. We factor
(p)⊂ OK into primes P1,P1,P2,P2 and compute a generator π of the principal
OK -ideal P1P2. The element π has minimal polynomial

f = X4
+ 9X3

+ 331X2
+ 2439X + 73441 ∈ Z[X ].

If the Jacobian Jac(C) of a hyperelliptic curve C has endomorphism ring OK , then
the Frobenius morphism of Jac(C) is a root of either f (X) or f (−X). With the
factorization

f = (X − τ1)(X − τ2)(X − τ3)(X − τ4) ∈ K [X ],

a necessary condition for Jac(C) to have endomorphism ring OK is

#C(Fp) ∈ {p+ 1± (τ1+ τ2+ τ3+ τ4)} = {261, 283}

and

# Jac(C)(Fp) ∈ { f (1), f (−1)} = {71325, 76221}.

We try random values ( j1, j2, j3)∈ F3
p and write down a hyperelliptic curve C with

those Igusa invariants using Mestre’s algorithm [Mestre 1991; Cardona and Quer
2005]. If C satisfies the 2 conditions above, then we check whether Jac(C) has
endomorphism ring OK using the algorithm in [Freeman and Lauter 2008]. If it
passes this test, we are done. Otherwise, we select a new random value ( j1, j2, j3).

We find that w0 = (133, 141, 89) is a set of invariants for a surface A/Fp with
endomorphism ring OK . We apply Algorithm 6.2 tow0. The Igusa–Clebsch invari-
ants corresponding to w0 are [133, 54, 82, 56]. With the notation from Section 4,
we have s2 = 162, s3 = 106, s5 = 128, s6 = 30. The Satake sextic polynomial

S= X6
+ 190X4

+ 55X3
+ 82X2

+ 18X + 63 ∈ Fp[X ]
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factors over Fp5 and we write Fp5 = Fp(α), where α satisfies α5
+ 2α+ 265 = 0.

We express the 6 roots of S in terms of α and pick

f 4
1 = 147α4

+ 147α3
+ 259α2

+ 34α+ 110,

f 4
2 = 176α4

+ 211α3
+ 14α2

+ 134α+ 190,

f 4
3 = 163α4

+ 93α3
+ 134α2

+ 196α+ 115,

f 4
4 = 226α4

+ 261α3
+ 99α2

+ 9α+ 27

as values for the fourth powers of our Siegel modular functions. The fourth roots
of ( f 4

1 , f 4
2 , f 4

3 , f 4
4 ) are all defined over Fp10 , but the proof of Theorem 4.2 shows

that not every choice corresponds to the Igusa invariants of A. We pick fourth roots
(r1, r2, r3, r4) such that the polynomial P− from Section 4 vanishes when evaluated
at (T, f1, f2, f3, f4)= (θ

4
(0,1),(0,0), r1, r2, r3, r4). Here, θ4

(0,1),(0,0) is computed from
the Igusa–Clebsch invariants. For an arbitrary choice of fourth roots for r1, r2, r3,
there are two solutions ±r4 to P− = 0. Indeed, if we take Fp10 = Fp(β) with
β10
+β6
+133β5

+10β4
+256β3

+74β2
+126β+6=0, then the tuple (r1, r2, r3, r4)

given by

r1 = 179β9
+ 69β8

+ 203β7
+ 150β6

+ 29β5
+ 258β4

+ 183β3
+ 240β2

+ 255β + 226,

r2 = 142β9
+ 105β8

+ 227β7
+ 244β6

+ 72β5
+ 155β4

+ 2β3
+ 129β2

+ 137β + 23,

r3 = 63β9
+ 112β8

+ 132β7
+ 244β6

+ 94β5
+ 40β4

+ 191β3
+ 263β2

+ 85β + 70,

r4 = 190β9
+ 41β8

+ 62β7
+ 170β6

+ 151β5
+ 240β4

+ 270β3
+ 56β2

+ 16β + 257

is a set of invariants for A together with some level 8-structure.
Next we specialize our ideal V ( f ; 3) at (W1, X1, Y1, Z1) = (r1, r2, r3, r4) and

we solve the remaining system of 85 equations in 4 unknowns. Let (r ′1, r
′

2, r
′

3, r
′

4)

be the solution where

r ′1 = 184β9
+48β8

+99β7
+83β6

+20β5
+232β4

+16β3
+223β2

+85β+108.

The quadruple (r ′1, r
′

2, r
′

3, r
′

4) are invariants of an abelian surface A′ together with
level 8-structure that is (3, 3)-isogenous to A. To map this quadruple to the Igusa
invariants of A′, we compute a root of the quadratic polynomial

P−(T, r ′1, r
′

2, r
′

3, r
′

4).

This root is a value for θ4
(0,1),(0,0). Since we now know all theta fourth powers, we

can apply the formulas relating theta functions and Igusa functions in Section 4.1
to find the Igusa triple (238, 10, 158).

In total, we find 16 Igusa triples defined over Fp. All these triples are Igusa in-
variants of surfaces that have endomorphism algebra K . To check which ones have
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endomorphism ring OK , we apply the algorithm of Freeman and Lauter [2008]. We
find that only the four triples

(253, 138, 96), (257, 248, 58), (238, 10, 158), (140, 159, 219)

are invariants of surfaces with endomorphism ring OK . The fact that we find 4 new
sets of invariants should come as no surprise. Indeed, there are 4 ideals of norm 3
lying over 3 in OK and each ideal gives us an isogenous surface.

Since the typenorm map m : Cl(OK )→ C(K ) is not surjective, we are forced
to do a second random search to find a ‘new’ abelian surface with endomorphism
ring OK . We apply our isogeny algorithm to w1 = (74, 125, 180) as before, and
we again find 4 new sets of invariants:

(174, 240, 246), (193, 85, 15), (268, 256, 143), (75, 263, 182).

In the end we expand the Igusa polynomials

PK = X10
+ 92X9

+ 72X8
+ 217X7

+ 98X6

+ 195X5
+ 233X4

+ 140X3
+ 45X2

+ 123X + 171,

QK = X10
+ 232X9

+ 195X8
+ 45X7

+ 7X6

+ 195X5
+ 173X4

+ 16X3
+ 33X2

+ 247X + 237,

RK = X10
+ 240X9

+ 57X8
+ 213X7

+ 145X6

+ 130X5
+ 243X4

+ 249X3
+ 181X2

+ 134X + 81

modulo p = 271.

Example 7.2. In the previous example, all the prime ideals of K lying over 3 gave
rise to an isogenous abelian surface. This phenomenon does not always occur.
Indeed, let K be a primitive quartic CM field and let p1, . . . , pn be the prime
ideals of norm 3. If we have a principally polarized abelian surface A/Fp with
endomorphism ring OK , then the number of (3, 3)-isogenous abelian surfaces with
the same endomorphism ring equals the cardinality of

{m(p1), . . . ,m(pn)}.

There are examples where this set has less than n elements.
Take the cyclic field K =Q[X ]/(X4

+219X2
+10512). The class group of K is

isomorphic to Z/2Z×Z/2Z. The prime 3 ramifies in K , and we have (3)= p2
1p

2
2.

The primes p1 and p2 in fact generate Cl(OK ). It is easy to see that for this field
we have

m(p1)= m(p2) ∈ C(K ),

so we only find one isogenous surface.
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Example 7.3. Our algorithm is not restricted to cyclic CM fields. In this example
we let K =Q[X ]/(X4

+ 22X2
+ 73) be a CM field with Galois group D4. There

are 2 equivalence classes of CM types. We fix a CM type 8 : K → C2 and let K8

be the reflex field for 8. We have K8 =Q[X ]/(X4
+ 11X2

+ 12), and K and K8

have the same Galois closure L .
Since the real quadratic subfield K+ = Q(

√
3) has narrow class group Z/2Z,

the group C(K ) fits in an exact sequence

1−→ Z/2Z−→ C(K )−→ Z/4Z−→ Z/2Z−→ 1

and a close inspection yields C(K )∼=Z/4Z. The prime 3 factors as (3)= p1p2p
2
3 in

the reflex field, and we have Cl(OK8
)=Z/4Z=〈[p1]〉. The element m(p1)∈C(K )

has order 4, and under the map

C(K )
f
−→ Cl(OK )= Z/4Z,

the element f (m(p1)) has order 2. We see that even though the ideal NL/K (p1OL)

has order 2 in the class group, the typenorm of p1 has order 4.
Of the 4 ideal classes of K , only 2 ideal classes are principally polarizable

for 8. The other 2 ideal classes are principally polarizable for ‘the other’ CM
type. Furthermore, the two principally polarizable ideal classes each have two
principal polarizations.

The prime p = 1609 splits completely in the Hilbert class field of K8. As
in Example 7.1, we do a random search to find that a surface A/Fp with Igusa
invariants w0 = (1563, 789, 704) ∈ F3

p has endomorphism ring OK . We apply
Algorithm 6.2 to this point. As output, we get w0 again and two new points

w1 = (1396, 1200, 1520) and w2 = (1350, 1316, 1483).

The fact that we find w0 again should come as no surprise since m(p3) ∈ C(K ) is
the trivial element. The points w1 and w2 correspond to p1 and p2.

As expected we compute that the cycle

w0 = (1563, 789, 704)
p1
−→ (1396, 1200, 1520)

p1
−→ (1276, 1484, 7)

p1
−→ (1350, 1316, 1483)

p1
−→ w0

has length 4. To find the full Igusa class polynomials modulo p, we do a second
random search. The remaining 4 points are (782, 1220, 257), (1101, 490, 1321),
(577, 35, 471), (1154, 723, 1456).

8. Obstruction to isogeny volcanoes

For an ordinary elliptic curve E/Fp over a finite field, Kohel [1996] introduced
an algorithm to compute the endomorphism ring End(E), which has recently been
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improved in [Bisson and Sutherland 2011]. One first computes the endomorphism
algebra K by computing the trace of the Frobenius morphism π of E . If the index
[OK : Z[π ]] is only divisible by small primes l, then Kohel’s algorithm uses the
l-isogeny graph to determine the endomorphism ring. The algorithm depends on
the fact that the graph of l-isogenies looks like a volcano, and one can quotient by
subgroups of order l to move down the volcano until one hits the bottom. We refer
to [Fouquet and Morain 2002; Kohel 1996] for the details of this algorithm. This
approach succeeds because of the following fact.

Lemma 8.1. Let E , E ′/Fp be two ordinary elliptic curves whose endomorphism
rings are isomorphic to the same order O in an imaginary quadratic field K . Let
l 6= p be a prime such that the index [OK : O] is divisible by l. Then there are no
isogenies of degree l between E and E ′.

Proof. This result is well known. Since the proof helps us understand what goes
wrong in dimension 2, we give the short proof. Suppose that there does exist an
isogeny ϕ : E → E ′ of degree l. By the Deuring lifting theorem [Lang 1987,
Theorem 13.14], we can lift ϕ to an isogeny ϕ̃ : Ẽ→ Ẽ ′ defined over the ring class
field for O. By CM theory, we can write Ẽ ′ = C/I with I an invertible O-ideal
of norm l. But since l divides the index [OK : O], there are no invertible ideals of
norm l. �

Unlike the elliptic curve case, there are a greater number of possibilities for the
endomorphism ring of an (l, l)-isogenous abelian surface A/Fp. Necessarily, the
order must contain Z[π, π ], where π corresponds to the Frobenius endomorphism
of A. Let ϕ : A→ A′ be an (l, l)-isogeny of principally polarized abelian surfaces
where O = End(A) contains O′ = End(A′). Since ϕ splits multiplication by l, it
follows that Z+ lO⊆ O′ ⊆ O and hence O′ has index dividing l3 in O. In addition,
since the Z-rank is greater than two, it is possible to have several nonisomorphic
suborders of O having the same index.

A natural question is whether the ‘volcano approach’ for elliptic curves can be
generalized to ordinary principally polarized abelian surfaces A/Fp. The exten-
sion of Schoof’s algorithm [Pila 1990] enables us to compute the endomorphism
algebra K = End(A)⊗Z Q, and the problem is to compute the subring End(A)=
O ⊆ OK . By working with explicit l-torsion points for primes l |[OK : Z[π, π ]],
one can determine this subring [Eisenträger and Lauter 2009; Freeman and Lauter
2008]. This approach requires working over large extension field of Fp and a
natural question is whether we can generalize the volcano algorithm directly by
using (l, l)-isogenies between abelian surfaces. However, the statement analogous
to Lemma 8.1 — there are no (l, l)-isogenies between A and A′ if End(A) and
End(A′) have isomorphic endomorphisms rings whose conductor in OK divides l —
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does not hold in general. This is a theoretical obstruction to a straightforward
generalization of the algorithm for elliptic curves.

The next example shows that the analogue of Lemma 8.1 for abelian surfaces
fails.

Example 8.2. In Example 7.3 we found the point (782, 1220, 257)∈ F3
1609. Below

we depict the connected component of the (3, 3)-isogeny graph. The white dots
represent surfaces with endomorphism ring OK , and the black dots correspond to
surfaces whose endomorphism ring is nonmaximal. The lattice of suborders of OK

of 3-power index that contain Z[π, π ] is completely described by the indices of
the suborders in this case. We have Z[π, π ] ⊂ O27 ⊂ O9 ⊂ O3 ⊂ OK , where the
subscript denotes the index in OK .

The leaf nodes all have endomorphism ring O27 and the remaining eight black
vertices have endomorphism ring O3. We observe that there are cycles in this graph
other than at the ‘surface’ of the volcano. �

The reason that cycles can occur is the following. Just like in Lemma 8.1, we
can lift an isogeny ϕ : A→ A′ to characteristic zero. By CM theory, we can now
write Ã=C2/8(I ) for some invertible O-ideal I . The isogenous surface Ã′ equals
C2/8(a−1 I ) for an invertible O-ideal a of norm l2. The difference from the elliptic
curve case is that there do exist invertible O-ideals of norm l2. Hence, the isogeny
graph for abelian surfaces need not look like a ‘volcano’.

Another ingredient of the endomorphism ring algorithm for elliptic curves can
fail. In the elliptic curve case, the following property of the l-isogeny graph is
essential. Suppose that E/Fp has endomorphism ring O and let ϕ : E→ E ′ be an
isogeny from E to an elliptic curve with endomorphism ring of index l. If ϕ is
defined over Fp, then all l + 1 isogenies of degree l are defined over Fp.

The analogous statement for dimension 2 is that all (l, l)-isogenies are defined
over Fp as soon as there is one (l, l)-isogeny ϕ : A→ A′ that is defined over Fp.
Here, A′ is an abelian surface with endomorphism ring of index dividing l3. This
statement is not true, as the following example shows.

Example 8.3. Consider the cyclic quartic CM field K =Q[X ]/(X4
+12X2

+18),
which has class number 2. The Igusa class polynomials have degree 2 and over F127
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we find the corresponding moduli points w0= (118, 71, 63) and w1= (98, 82, 56).
The isogeny graph is not regular:

The white dots represent the points having maximal endomorphism ring. There
are 7 points isogenous to w0, which includes w1. One cannot identify w1 from the
graph structure alone. This demonstrates that the isogeny graph is insufficient to
determine the endomorphism rings; the polarized CM lattices are also required. �

The shape of this graph can be explained as follows. Let π ∈ OK correspond
to the Frobenius morphism of a surface A belonging to the vertex w1. If A′ is
(l, l)-isogenous to A, then A′ is defined over Fp if and only if its endomorphism
ring contains π . Since there are several orders of index dividing l3 in OK , it can
happen that π is contained in some of them, and not in others. In our example, the
black points all have the same endomorphism ring O′ with π ∈ O′. The 33 other
isogenous surfaces have an endomorphism ring that contains π3, but not π .
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On the cluster category of a marked
surface without punctures

Thomas Brüstle and Jie Zhang

We study the cluster category C(S,M) of a marked surface (S,M) without punc-
tures. We explicitly describe the objects in C(S,M) as direct sums of homotopy
classes of curves in (S,M) and one-parameter families related to noncontractible
closed curves in (S,M). Moreover, we describe the Auslander–Reiten structure
of the category C(S,M) in geometric terms and show that the objects without self-
extensions in C(S,M) correspond to curves in (S,M) without self-intersections.
As a consequence, we establish that every rigid indecomposable object is reach-
able from an initial triangulation.

1. Introduction

We study the cluster category of a marked surface without punctures: Consider
a compact connected oriented 2-dimensional bordered Riemann surface S and a
finite set of marked points M lying on the boundary ∂S of S with at least one
marked point on each boundary component. The condition M ⊂ ∂S means that
we do not allow the marked surface (S,M) to have punctures. (While some of
the background results we need are valid in the more general context of punctured
surfaces, the main result we need from [Assem et al. 2010] works only without
punctures.) In [Fomin et al. 2008] a cluster algebra A(S,M) is associated to the
marked surface (S,M). The initial seed of A(S,M) corresponds to a triangulation
0 of (S,M), and the mutation of a cluster variable corresponds to the flip of an arc
in the triangulation (see [Fomin and Zelevinsky 2002] for the definition of a cluster
algebra). The cluster algebra, defined by iterated mutations, is thus independent of
the chosen triangulation 0 of (S,M).

The cluster category C(S,M) providing a categorification of the algebra A(S,M)
was defined in [Amiot 2009]. In fact, in [Labardini-Fragoso 2009a; Assem et al.
2010] a quiver with potential (Q0,W0) has been defined for each triangulation 0

Thomas Brüstle is supported by NSERC. Jie Zhang is partially supported by China Scholarship
Council and Bishop’s University. Both authors stayed at INRIA Sophia Antipolis when writing this
paper.
MSC2000: primary 16G99; secondary 16G20, 57N05, 57M50, 16G70.
Keywords: cluster category, marked surface.
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of (S,M). Since the Jacobian algebra J (Q0,W0) is finite-dimensional, one can
use [Amiot 2009] to define the cluster category C0 associated to 0. By [Keller and
Yang 2009; Fomin et al. 2008; Labardini-Fragoso 2009a], this category C0 does
not depend on the triangulation 0 of (S,M) and is just denoted by C(S,M) (more
precisely, C0 is triangle equivalent to C0′ if 0′ is another triangulation of (S,M)).

Cluster categories associated to quivers are object of intense investigation (see
for example [Geiss et al. 2005; Caldero et al. 2006; Buan et al. 2006; 2008; Caldero
and Chapoton 2006; Geiß et al. 2006; Assem et al. 2008]) and are understood
explicitly in terms of representations of the quiver. The category C(S,M), defined by
a quiver with potential, is however quite difficult to compute and only a few cases
of surfaces allow direct calculations. The aim of this paper is to provide an explicit
description of the objects and the irreducible morphisms in the category C(S,M) in
terms of the surface (S,M), independent of the choice of a triangulation. In fact,
the category C(S,M) is closely related to module categories of string algebras, and
a well-know classification theorem [Butler and Ringel 1987] describes all modules
over a string algebra by listing the indecomposable modules in a list of string
modules and a collection of band modules. Similarly, the indecomposable objects
of C(S,M) can be described as belonging to two classes which we call string objects
and band objects. The cluster categories C(S,M) are k-categories, where k denotes
a fixed algebraically closed field. Moreover they are Krull–Schmidt; thus it is
sufficient to classify indecomposable objects up to isomorphism.

Theorem 1.1. A parametrization of the isoclasses of indecomposable objects in
C(S,M) is given by “string objects” and “band objects”, where

(1) the string objects are indexed by the homotopy classes of noncontractible
curves in (S,M) which are not homotopic to a boundary segment of (S,M),
subject to the equivalence relation γ ∼ γ−1;

(2) the band objects are indexed by k∗ ×5∗1(S,M)/∼ , where k∗ = k \ {0} and
5∗1(S,M)/∼ is given by the nonzero elements of the fundamental group of
(S,M) subject to the equivalence relation generated by a ∼ a−1 and cyclic
permutation.

Remark 1.2. The curves we consider in Theorem 1.1 are allowed to have self-
intersections.

The boundary of the surface S consists of a collection of disjoint circles, each
one inheriting an orientation from the orientation of S. Given any curve γ in
(S,M), we denote by sγ the curve obtained from γ by moving its starting point
clockwise to the next marked point on the boundary. Likewise, moving the ending
point of γ clockwise along the boundary to the next marked point, one obtains a
curve γe from γ . These moves establish the irreducible morphisms between string
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objects, as explained in the following theorem. Note that in the special case where
S is a disc, this description of irreducible morphisms has been given in [Caldero
et al. 2006], establishing one of the first categorifications of a cluster algebra (of
type A).

In the next few statements, we use the abbreviation AR to refer to the Auslander–
Reiten structure.

Theorem 1.3. Let γ be a noncontractible curve in (S,M) that is not homotopic to
a boundary segment of (S,M). Then there is an AR-triangle in C(S,M) as follows,
where sγ or γe are zero objects in C(S,M) if they are boundary segments:

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].

Moreover, all AR-triangles between string objects in C(S,M) are of this form.

We obtain also the AR-translation in the cluster category C(S,M):

Proposition 1.4. The AR-translation in C(S,M) is given by the simultaneous coun-
terclockwise rotation of the starting and ending points of a curve to the next marked
points at the boundary.

Moreover, from Theorem 1.3 one can deduce the shape of the AR-components
in the category C(S,M). In fact, each boundary component of S with t marked
points gives rise to a tube of rank t in C(S,M). All other components formed by
string objects are composed of meshes with exactly two middle terms.

We also study the effect of a change of the triangulation. It is well-known
that any two triangulations of (S,M) can be transformed into each other by a
sequence of flips fi (0) which locally change one arc in 0. On the other hand,
each triangulation yields a cluster-tilting object T in C(S,M), and there one can
apply mutations µi (T ) locally changing one summand. We show that these two
operations are compatible:

Theorem 1.5. Each triangulation 0 of (S,M) yields a cluster-tilting object T0 in
C(S,M), and

µi (T0)= T fi (0).

We then study the relation between extensions in the category C(S,M) and in-
tersections of the corresponding curves. Given any two curves in (S,M) with
intersections, we explicitly construct one or two new curves, sometimes resolving
the intersection, and sometimes increasing the winding number. These new curves
serve as middle term of certain nonsplit short exact sequences which allow to prove
the following theorem and corollary:

Theorem 1.6. Curves in (S,M) without self-intersections correspond to the inde-
composable objects without self-extensions in C(S,M).
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Corollary 1.7. There is a bijection between triangulations of (S,M) and cluster-
tilting objects of C(S,M). In particular, each indecomposable object without self-
extension is reachable from the cluster-tilting object T0 (the initial cluster-tilting
object).

This paper is organized as follows: we first describe in Section 2 the indecom-
posable objects in C(S,M), using the description of modules over a string algebra.
In Section 3 we describe the irreducible morphisms in C(S,M) and study the shape
of its AR-components. Section 4 is devoted to compare the effect of a flip of an arc
in the triangulation and a mutation of the corresponding cluster-tilting object. We
also compare it to results obtained for decorated representations of quivers with
potential. Finally, in Section 5 we prove that curves without self-intersections cor-
respond to objects without self-extensions in C(S,M) and we establish the bijection
between triangulations and cluster-tilting objects.

2. Indecomposable objects in C(S,M)

In this section, we choose a triangulation 0 of (S,M), and by studying the corre-
sponding Jacobian algebra, we give a geometric characterization of the indecom-
posable objects in C(S,M). By a curve in (S,M), we mean a continuous function
γ : [0, 1] → S with γ (0), γ (1) ∈ M . A closed curve is one with γ (0)= γ (1), and
a simple curve is one where γ is injective, except possibly at the endpoints. For
a curve γ , we denote by γ−1 the inverse curve γ−1

: [0, 1] → S, t 7→ γ (1− t).
We always consider curves up to homotopy, and for any collection of curves we
implicitly assume that their mutual intersections are minimal possible in their re-
spective homotopy classes. We recall from [Fomin et al. 2008] the definition of a
triangulation:

Definition 2.1. An arc δ in (S,M) is a simple noncontractible curve in (S,M). The
boundary of S is a disjoint union of circles, which are subdivided by the points in M
into boundary segments. We call an arc δ a boundary arc if it is homotopic to such
a boundary segment. Otherwise, δ is said to be an internal arc. A triangulation
of (S,M) is a maximal collection 0 of arcs that do not intersect except at their
endpoints. We call a triangle 4 in 0 an internal triangle if all edges of 4 are
internal arcs.

Proposition 2.2 [Fomin et al. 2008]. In each triangulation of (S,M), the number
of internal arcs is

n = 6g+ 3b+ c− 6

where g is the genus of S, b is the number of boundary components, and c = |M |
is the number of marked points.
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The quiver with potential ( Q0,W0). We recall from [Assem et al. 2010; Labardini-
Fragoso 2009a] that each triangulation 0 of (S,M) yields a quiver Q0 with po-
tential W0:

(1) Q0 = (Q0, Q1), where the set of vertices Q0 is given by the internal arcs of
0, and the set of arrows Q1 is defined as follows: whenever there is a triangle
4 in 0 containing two internal arcs a and b, there is an arrow ρ : a→ b in
Q1 if a is a predecessor of b with respect to clockwise orientation at the joint
vertex of a and b in 4.

(2) Every internal triangle 4 in 0 gives rise to an oriented cycle α4β4γ4 in Q,
unique up to cyclic permutation of the factors α4 , β4 , γ4 . We define

W0 =

∑
4

α4β4γ4

where the sum runs over all internal triangles 4 of 0.

Unless we compare two different triangulations, we omit the subscript and de-
note the quiver with potential defined by 0 just with (Q,W ). We refer to [Derksen
et al. 2008] for more details on quivers with potentials, such as the definition of
the Jacobian algebra J (Q,W ) associated to (Q,W ). From [Assem et al. 2010]
we know that J (Q,W ) is a finite-dimensional string algebra provided (Q,W ) is
defined by a triangulation of a marked surface as above.

Moreover, we denote by 3(Q,W ) the corresponding Ginzburg dg-algebra (see
[Ginzburg 2006] for more details), and denote by D(3(Q,W )) its derived category
[Keller 2006]. The cluster category C0 = C(Q,W ) associated to (Q,W ) is defined
in [Amiot 2009] as the quotient of triangulated categories Per3(Q,W )/Db(3(Q,W ))

where Per3(Q,W ) is the thick subcategory of D(3(Q,W )) generated by 3(Q,W )

and Db(3(Q,W )) is the full subcategory of D(3(Q,W )) of the dg-modules whose
homology is of finite total dimension.

Theorem 2.3 [Amiot 2009; Koenig and Zhu 2008]. Suppose (Q,W ) is a quiver
with potential whose Jacobian algebra J (Q,W ) is finite-dimensional.

(1) C0 is 2-Calabi–Yau, Hom-finite and the image T0 of the free module 3(Q,W )

in the quotient Per3(Q,W )/Db(3(Q,W )) is a cluster-tilting object.

(2) C0/T0 is equivalent to mod J (Q,W ), the category of finite dimensional mod-
ules over J (Q,W ). Moreover, the projection functor C0→mod J (Q,W ) is
given by Ext1C0 (T0,−).

As explained in the introduction, the category C0 is (up to triangle equivalence)
independent of the choice of a triangulation of (S,M), and is therefore denoted by
C(S,M). Moreover, it is a Krull–Schmidt category, so it is sufficient to describe all
indecomposable objects up to isomorphism in order to describe its objects. From
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Theorem 2.3(2), the indecomposable objects in C(S,M) are either indecomposable
modules over the Jacobian algebra J (Q,W ) or one of the |Q0|= 6g+3b+|M |−6
summands of T0. In order to give a description of all indecomposable objects in
C(S.M), we first study the Jacobian algebra J (Q,W ).

The string algebra J( Q, W). We now recall some basic definitions related to
string algebras and prove Theorem 1.1. Recall from [Butler and Ringel 1987] that
a finite-dimensional algebra A is a string algebra if there is a quiver Q and an
admissible ideal I such that A = k Q/I and the following conditions hold:

(S1) At each vertex of Q start at most two arrows and stop at most two arrows.

(S2) For each arrow α there is at most one arrow β and at most one arrow δ such
that αβ 6∈ I and δα 6∈ I .

Given an arrow β ∈ Q1, let s(β) be its starting point and e(β) its ending point.
We denote β−1 the formal inverse of β with s(β−1) = e(β) and e(β−1) = s(β).
A word w = αnαn−1 · · ·α1 of arrows and their formal inverses is called a string if
αi+1 6= α

−1
i , e(αi )= s(αi+1) for all 1 ≤ i ≤ n− 1, and no subword nor its inverse

belongs to I . Thus a string w can be viewed as a walk in the quiver Q avoiding
the zero relations defining the ideal I :

w : x1
α1 x2

α2
· · · xn−1

αn−1 xn
αn xn+1

where xi are vertices of Q and αi are arrows in either direction. We denote by
s(w) = s(α1) and e(w) = e(αn) the starting point and the ending point of w,
respectively. For technical reasons, we also consider the empty string which we
also call zero string. A string w is called cyclic if the first vertex x1 and the last
vertex xn+1 coincide. A band b= αnαn−1 · · ·α2α1 is defined to be a cyclic string b
such that each power bm is a string, but b itself is not a proper power of any string.
Thus b can be viewed as a cyclic walk:

b W x1

xn x7

x2 x3
˛2 ˛3

˛6

˛1

˛n

˛4

˛5

x4

x6

x5

We recall from [Butler and Ringel 1987] that each string w in A defines a string
module M(w) in mod A. The underlying vector space of M(w) is obtained by
replacing each xi in w by a copy of the field k. The action of an arrow α of Q
on M(w) is induced by the relevant identity morphisms if α lies on w, and is zero
otherwise. For the zero string 0, we let M(0) be the zero module. Each band
b defines a family of band modules M(b, n, φ) with n ∈ N and φ ∈ Aut(kn) by
replacing each xi in b a copy of the vector space kn , and the action of an arrow α
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on M(b, n, φ) is induced by identity morphisms if α = α j for j = 1, 2 . . . n − 1
and by φ if α = αn (see [Butler and Ringel 1987]).

Let 0 be a triangulation of the marked surface (S,M), and denote by (Q,W ) the
corresponding quiver with potential. In [Assem et al. 2010] the strings and bands
of J (Q,W ) are related to the noncontractible curves and simple noncontractible
closed curves respectively in (S,M): For two curves γ ′, γ in (S,M) we denote by
I (γ ′, γ ) the minimal intersection number of two representatives of the homotopic
classes of γ ′ and γ . For each curve γ in (S,M) with

d =
∑
γ ′∈0

I (γ ′, γ )

we fix an orientation of γ , and let x1, x2, . . . , xd be the internal arcs of 0 that
intersect γ in the fixed orientation of γ , as in the figure:

s

s

s

s
s

s

s
ss. / e. /

s

s

s

s

s s s

s s

x1 xdx2 xd�1x3

x0 M1

M0

M2

Md�1

M3

Md

Here we denote by s(γ ) = γ (0) the starting point of γ and by e(γ ) = γ (1) its
endpoint. Both points lie on the boundary, indicated by the circles in the preceding
figure. Along its way, the curve γ is passing through (not necessarily distinct)
triangles 40,41, . . . ,4d . Thus we obtain a string w(γ ) in J (Q,W ):

w(γ ) : x1
α1 x2

α2
· · · xd−2

αd−2 xd−1
αd−1 xd .

We recall the following result concerning the map γ 7→ w(γ ):

Theorem 2.4 [Assem et al. 2010]. Given a triangulation 0 of a marked surface
(S,M), the map γ 7→w(γ ) is a bijection between the homotopy classes of noncon-
tractible curves in (S,M) not homotopic to an arc in 0 and the strings of J (Q,W ).

Similarly, each noncontractible closed curve b in S defines a cyclic walk in
J (Q,W ). If b is not a proper power of any element in 5∗1(S,M), then it defines a
band w(b).

Remark 2.5. It will be convenient later to assume that each element b∈5∗1(S,M)
is given by a noncontractible closed curve b with endpoints b(0)= b(1) lying on a
marked point. Remark that as an element in 5∗1(S,M), b does not depend on the
choice of the marked point.
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Example 2.6. We consider an annulus with two marked points on each boundary
and a triangulation 0 with internal arcs 1, 2, 3, 4, 5 as follows:

s
s

s

s

s 5
1

4 2

3


The associated quiver Q0 is cluster-tilted of type Ã4 with potential W0 = αβθ :

s
s

s
s

s1

42

3 5

˛

�

ˇ

From the diagram at the top of the page we read off

w(γ ) : 3−→ 4←− 2←− 1−→ 3−→ 4

where γ is the curve in red, and

w(b) :W 1

2

3

4

where b is a simple closed curve representing a generator of the fundamental group
of the annulus.

Proof of Theorem 1.1. Let 0 be a triangulation of (S,M). As explained on
page 533, the indecomposable objects in C(S,M) are either given by indecomposable
modules over the Jacobian algebra J (Q,W ), or they correspond to the indecom-
posable summands of T0, thus to the internal arcs in 0. The (finite-dimensional)
indecomposable modules over a string algebra A are classified in [Butler and
Ringel 1987]: Each indecomposable A-module is (isomorphic to) a string or a
band module. The string module M(w) is isomorphic to the string module M(w−1)

defined by the inverse string w−1, and the band module M(b, n, φ) is isomorphic
to M(b′, n, φ) whenever b′ is obtained from b by inversion or cyclic permutation.
Apart from that, there are no isomorphisms between string or band modules.

Thus each noncontractible curve γ that is not homotopic to a boundary segment
of (S,M) corresponds to an indecomposable object in C(S,M). If γ is not an internal
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arc in0, it corresponds to the string module M(w(γ )). From Theorem 2.4 and what
we have discussed above we conclude that two such curves γ, δ are isomorphic as
objects in C(S,M) precisely when γ is homotopic to δ or to its inverse δ−1. We refer
to these objects as the string objects or curves in (S,M), as described in part (1)
of Theorem 1.1.

The remaining indecomposable objects in C(S,M) correspond to the band mod-
ules M(b, n, φ) over J (Q,W ); we refer to them as band objects. They are param-
etrized by a positive integer n, an automorphism φ of kn which is given by an
element of k∗ since k is algebraically closed, and a band b of J (Q,W ). The
fundamental group 51(S,M) is a free group with a finite number of generators
which are given by simple noncontractible closed curves in S (see [Küçük 2005]).
In order to avoid counting curves with opposite orientation twice we consider the
elements in 51(S,M) up to the equivalence relation a ∼ a−1.

Moreover, to comply with the definition of a band module, we write each ele-
ment a in 51(S,M) as a = bn (multiplicatively written) for some b ∈ 51(S,M)
which itself is not a proper power of an element in 51(S,M). Furthermore, we
consider the elements of 51(S,M) up to cyclic permutation of their factors. Then
it is clear that the band modules M(b, n, φ) over J (Q,W ) correspond bijectively
to k∗ ×5∗1(S,M)/∼ , where 5∗1(S,M)/∼ is given by the nonzero elements of
the fundamental group of (S,M) subject to the equivalence relation generated by
a ∼ a−1 and cyclic permutation. This is the description of the band objects in
C(S,M) given in part (2) of Theorem 1.1. �

3. Irreducible morphisms in C(S,M)

Based on the geometric characterization of the indecomposable objects in C(S,M) in
the previous section, we study in this section the irreducible morphisms in C(S,M).

The AR-quiver of a string algebra. We first recall some basic definitions from
[Butler and Ringel 1987]. Let A = k Q/I be a finite-dimensional string algebra
with Q = (Q0, Q1) and S the set of all strings in A. A string w starts (or ends)
on a peak if there is no arrow α ∈ Q1 with wα ∈ S (or α−1w ∈ S); likewise, a
string w starts (or ends) in a deap if there is no arrow β ∈ Q1 with wβ−1

∈ S (or
βw ∈ S).

A string w = α1α2 · · ·αn with all αi ∈ Q1 is called direct string, and a string of
the form w−1 where w is a direct string is called inverse string. Strings of length
zero are both direct and inverse. For each arrow α ∈ Q1, let Nα = UααVα be the
unique string such that Uα and Vα are inverse strings and Nα starts in a deep and
ends on a peak. (See figure.)

s s s ss s s ss s˛V˛ U˛
N˛ W
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If the string w does not start on a peak, we define wh = wαVα and say that wh

is obtained from w by adding a hook on the starting point s(w). Dually, if w does
not end on a peak, we define hw= Vα−1α−1w and say that hw is obtained from w

by adding a hook on the ending point e(w). (See figure.)
wh : hw:

sssss
s.w/ e.w/

s

s
s

W
˛

V˛

w

e.w/s.w/
s s s s s

s

s
s

W
˛

V �1
˛

w

Suppose now that the string w starts on a peak. If w is not a direct string, we
can write w = wcβ

−1γ1γ2 · · · γr = wcβ
−1U−1

β for some β ∈ Q1 and r ≥ 0. We
say in this case that wc is obtained from w by deleting a cohook on s(w). If w is
a direct string, we define wc = 0. Dually, assume that w ends on a peak. Then,
if w is not an inverse string, we can write w = γ−1

r · · · γ
−1
2 γ−1

1 βcw = Uββcw for
some β ∈ Q1 and r ≥ 0. We say that cw is obtained from w by deleting a cohook
on e(w), and if w is an inverse string, we define cw = 0. (See figure.)

w: w:

s.w/

e.w/sssss
s

s
s

ˇ

U �1
ˇ

wc

e.w/

s.w/s s s s s
s

s
s

ˇ

Uˇ

cw

Theorem 3.1 [Butler and Ringel 1987]. For a string algebra A, let w be a string
such that M(w) is not an injective A-module. Then the AR-sequence starting in
M(w) is given,

(1) if w neither starts nor ends on a peak, by

0−→ M(w)−→ M(wh)⊕M(hw)−→ M(hwh)−→ 0;

(2) if w does not start but ends on a peak, by

0−→ M(w)−→ M(wh)⊕M(cw)−→ M(cwh)−→ 0;

(3) if w starts but does not end on a peak, by

0−→ M(w)−→ M(wc)⊕M(hw)−→ M(hwc)−→ 0;

(4) if w both starts and ends on a peak, by

0−→ M(w)−→ M(wc)⊕M(cw)−→ M(cwc)−→ 0.
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Remarks 3.2. (1) Each arrow α ∈ Q1 defines a string Nα =UααVα that starts in
a deep and ends on a peak. Then w = Uα does not start but ends on a peak,
hence we have an AR-sequence by Theorem 3.1:

0−→ M(w)−→ M(wh)⊕M(cw)−→ M(cwh)−→ 0.

Here M(cw)=0 sincew is an inverse string, andwh= Nα and cwh= c(Nα)=
Vα by definition. Hence, for each α ∈ Q1, there is an AR-sequence with an
indecomposable middle term in mod A:

0−→ M(Uα)−→ M(Nα)−→ M(Vα)−→ 0.

In fact, the AR-sequences between string modules which admit only one direct
summand in the middle term are indexed by the arrows in Q (see [Butler and
Ringel 1987]).

(2) If the string module M(w) is injective, then w both starts and ends on a peak.
Thus we can write

w = γ−1
r γ−1

r−1 · · · γ
−1
1 β1β2 · · ·βs−1βs or

w =Uβ1β1β2 · · ·βs−1βs = γ
−1
r γ−1

r−1 · · · γ
−1
1 U−1

γ1
,

where r + s ≥ 1; hence cw = γ−1
r γ−1

r−1 · · · γ
−1
2 , wc = β2 · · ·βs−1βs , and

M(w)�Soc(M(w)) = M(cw)⊕ M(wc) which yields two irreducible mor-
phisms M(w)→M(cw) and M(w)→M(wc). Moreover, cwc= c(wc)= (cw)c

is the empty string, hence M(cwc) is the zero module. Thus one might say that
the case where M(w) is injective is contained in the case (4) of Theorem 3.1:

(3) The number of indecomposable summands in the middle term of an AR-
sequence between string modules is at most two.

Irreducible morphisms in J( Q,W). We now fix a triangulation 0={τ1, τ2, . . . τn,

τn+1, . . . , τn+m} of the marked surface (S,M), where τ1, . . . , τn are internal arcs
and τn+1, . . . , τn+m are boundary arcs. The aim of this subsection is to describe the
AR-quiver of the string algebra J (Q,W ) in terms of objects in C(S,M), which we
identified with noncontractible curves and noncontractible closed curves in (S,M).
A curve γ in (S,M) defines a string w(γ ) in J (Q,W ) (which is empty if γ is con-
tractible or homotopic to an arc in 0), and consequently a string module M(w(γ ))
in mod J (Q,W ) (which is zero if γ is contractible or homotopic to an arc in 0).
We use the notation M(γ ) for M(w(γ )) and from the discussion in Section 2 we
know that the string module M(γ ) is the image of γ under the projection functor
Ext1C0 (T0,−) : C(S,M)→mod J (Q,W ).

To define elementary moves on curves in (S,M) we use the fact that the orienta-
tion of S induces an orientation on each boundary component of S: For any curve
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γ in (S,M) we denote by sγ the pivot elementary move of γ on its starting point,
meaning that the curve sγ is obtained from γ by moving the starting point s(γ )
clockwise to the next marked point b on the same boundary (note that b = s(γ ) if
there is only one marked point lying on the same boundary). Similarly, we denote
by γe the pivot elementary move of γ on its ending point. (See figure.)

ss

s

s

s

s

s
s

e

s



se

s. /

e. /

Iterated pivot elementary moves are denoted sγe = s(γe) = (sγ )e, s2γ = s(sγ )

and γe2 = (γe)e, respectively.

Remark 3.3. If c = dn is a noncontractible closed curve, where n ≥ 1 and d is a
simple closed curve, we view c as a closed curve in (S,M) with endpoints on the
boundary as in Remark 2.5. By the definition of pivot elementary moves we obtain
that sce is again a closed curve whose endpoints are moved to the next point on
the boundary; thus sce = dn

= c as elements in 5∗1(S,M). See the picture for an
example.

s

s

s

s

s

s

s

s
÷c sce

Lemma 3.4. Let 0 be a triangulation of a marked surface (S,M), and let γ be a
curve in (S,M) such that the string w(γ ) of J (Q,W ) is nonempty.

(1) If w(γ ) does not start on a peak, then w(sγ ) is obtained by adding a hook
on s(w(γ )). Thus w(sγ ) = w(γ )h and there is an irreducible morphism in
mod J (Q,W ) : M(γ )−→ M(sγ ).

(2) If w(γ ) does not end on a peak, then w(γe) is obtained by adding a hook
on e(w(γ )). Thus w(γe) = hw(γ ) and there is an irreducible morphism in
mod J (Q,W ) : M(γ )−→ M(γe).

Proof. We only prove (1), since (2) is obtained dually.
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As shown in the figure above, we denote by τi1, τi2, . . . , τid the internal arcs of
0 that intersect γ . Let b be the marked point lying clockwise next to s(γ ) on the
same boundary component. Since γ does not start on a peak, there exits an arrow
α : τi0 → τi1 in Q such that w(γ )α is a string in J (Q,W ), for some internal arc
τi0 ∈0. Let τ j1, τ j2, . . . , τ jr be all internal arcs in 0 which intersect τi0 in the vertex
s(γ ) and which are successors of τi0 with respect to clockwise orientation at the
common vertex s(γ ). We denote by β1, β2, . . . , βr the arrows of Q induced by the
internal arcs τi0, τ j1, . . . , τ jr . Then

w(sγ )= w(γ )αβ
−1
1 β−1

2 · · ·β
−1
r = w(γ )αVα,

where
Vα = β−1

1 β−1
2 · · ·β

−1
r .

This means that w(sγ ) is obtained from w(γ ) by adding a hook on s(w(γ )). By
Theorem 3.1 there is an irreducible morphism M(γ )→ M(sγ ) in mod J (Q,W ).

�

Lemma 3.5. Let 0 be a triangulation of a marked surface (S,M), and let γ be a
curve in (S,M) such that the string w(γ ) of J (Q,W ) is nonempty.

(1) If w(γ ) starts on a peak, then w(sγ ) is obtained by deleting a cohook on
s(w(γ )). Thus w(sγ ) = w(γ )c and if w(γ )c is nonempty there is an irre-
ducible morphism in mod J (Q,W ) : M(γ )−→ M(sγ ).

(2) If w(γ ) ends on a peak, then w(γe) is obtained by deleting a cohook on
e(w(γ )). Thus w(γe) = cw(γ ) and if cw(γ ) is nonempty there is an irre-
ducible morphism in mod J (Q,W ) : M(γ )−→ M(γe).

Proof. As before we only prove part (1) of the lemma.
We denote by b the marked point lying clockwise next to s(γ ) on the same

boundary. We further denote by τi1, τi2, . . . , τid the internal arcs that intersect γ
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in the order indicated in the figure above. Since w(γ ) starts on a peak, there is
an r ≥ 1 such that the arcs τi1, τi2, . . . , τir+1 intersect in the vertex b and induce
arrows β1, β2, . . . , βr in Q1 as shown in the figure. We choose r to be maximal
and distinguish two cases:

(i) If r + 1 = d then w(γ ) is a direct string and w(sγ ) = w(γ )c is the empty
string.

(ii) If r+1<d then by maximality of r there is an arrow α in Q1 from τir+2 to τir+1 .
Since γ starts on a deep, τi0 is a boundary arc which implies U−1

α = βrβr−1

· · ·β1. Moreover, we know w(γ )=w0α
−1βrβr−1 · · ·β1 =w0α

−1U−1
α . Thus

w(sγ ) = w0 which means that w(sγ ) is obtained by deleting a cohook on
s(w(γ )). If w(sγ ) is nonempty, we obtain by Theorem 3.1 that there is an
irreducible morphism in mod J (Q,W ) : M(γ )−→ M(sγ ). �

Theorem 3.6. Let 0 be a triangulation of a marked surface (S,M), and let γ be
a curve in (S,M). Then each irreducible morphism in mod J (Q,W ) starting in
M(γ ) is obtained by pivot elementary moves on endpoints of γ . Moreover, all
AR-sequences between string modules in mod J (Q,W ) are of the form

0−→ M(γ )−→ M(sγ )⊕M(γe)−→ M(sγe)−→ 0

for some curve γ in (S,M).

Proof. The irreducible morphisms and AR-sequences between string modules are
described in Theorem 3.1. Among the four cases listed there, we only consider
the second case here, the others being similar: Suppose w(γ ) does not start but
ends on a peak. Then we get from Lemma 3.4 and Lemma 3.5 two irreducible
morphisms, M(γ )→ M(sγ ) and M(γ )→ M(γe). Moreover, the construction of
sγ does not change any information of γ on e(γ ), that isw(sγ ) also ends on a peak
if it is nonempty. By Lemma 3.5 again we get an irreducible morphism M(sγ )→
M(sγe) in casew(sγe) is nonempty, and similarly, there is an irreducible morphism
M(γe)→ M(sγe) induced by γe. This completes the proof since the number of
summands in the middle term of an AR-sequence between string modules is at
most two. �
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To complete the description of irreducible morphisms in mod J (Q,W ), we re-
call from [Butler and Ringel 1987] that each band in J (Q,W ) yields a k∗-family
of homogeneous tubes in the AR-quiver of J (Q,W ), given by an embedding
mod k[t, t−1

] →mod J (Q,W ).

Corollary 3.7. The AR-translation in mod J (Q,W ) is given by simultaneous coun-
terclockwise rotation of starting and ending point of a curve to the next marked
points at the boundary, that is

τ−1(M(γ ))= M(sγe)

if M(γ ) is not an injective J (Q,W )-module.

Proof. For string modules this is shown in Theorem 3.6 above. For any band
b in J (Q,W ) we have b = sbe as elements in 51(S,M). Moreover, the cor-
responding band modules M(b, n, φ) lie on homogeneous tubes and thus satisfy
τ−1(M(b, n, φ))= M(b, n, φ). �

Example 3.8. We reconsider the curve γ from Example 2.6. From the diagram
defining 0 it is easy to obtain the following descriptions:

Mγ =

1
3 2 3

4 4
M(sγ )=

1 1
2 3 2 3

4 4 4

M(γe)=
1

3 2 3 2
4 4

M(sγe)=
1 1

2 3 2 3 2
4 4 4

Hence, we have an AR-sequence:

0−→ M(γ )−→ M(sγ )⊕M(γe)−→ M(sγe)−→ 0.

Remark 3.9. If M(γ ) is an injective J (Q,W )-module, it follows from the descrip-
tion in Remark 3.2(2) that sγe is an internal arc in 0 which implies M(sγe) = 0.
Dually, if γ ∈0 is an internal arc, M(sγe) is a projective module in mod J (Q,W ).

Irreducible morphisms in C(S,M). Recall that C := C0 is a triangulated Hom-
finite k-category which is 2-Calabi–Yau. We know that C has a cluster-tilting
object T0 = τ1⊕ τ2⊕ · · · ⊕ τn , where τ1, . . . τn are the internal arcs in 0. Denote
by [1] the suspension functor of the triangulated category C. Moreover, since C is
2-Calabi–Yau, C has AR-triangles and the AR-translation is given by τ = [1] (see
[Reiten and Van den Bergh 2002]).

Curves in (S,M) which are noncontractible and not homotopic to a boundary
arc give a parametrization of the isoclasses of string objects in C, we refer to them
as non-boundary curves. We identify contractible curves and boundary arcs with
the zero object in C. We further say that a curve γ is not in 0 and write γ 6∈ 0 if
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it is noncontractible and not homotopic to an arc in the triangulation 0. Since the
non-boundary arcs in 0 yield the cluster-tilting object T0, the string module M(γ )
is nonzero if γ 6∈ 0. The following lemma will be used frequently:

Lemma 3.10 [Keller and Reiten 2007; Koenig and Zhu 2008]. Let γ be a curve in
(S,M) such that γ 6∈ 0.

(1) M(γ ) is projective in mod J (Q,W ) if and only if γ [1] ∈ 0.

(2) M(γ ) is injective in mod J (Q,W ) if and only if γ [−1] ∈ 0.

From [Koenig and Zhu 2008], we know that any sink (or source) map in C is
again a sink (or source) map in mod J (Q,W ), therefore each AR-triangle in C

γ ′ −→
⊕
γi −→ γ ′′ −→ γ ′[1]

with γ ′ 6∈ 0 and γ ′[−1] 6∈ 0 yields an AR-sequence in mod J (Q,W ):

0−→ M(γ ′)−→
⊕

M(γi )−→ M(γ ′′)−→ 0.

Moreover, all AR-sequences in mod J (Q,W ) are obtained in this way and the
AR-translation in mod J (Q,W ) is induced by that in C. Combining this with
Corollary 3.7 and Remark 3.9, we can easily get this:

Proposition 3.11. The AR-translation in C(S,M) is given by simultaneous counter-
clockwise rotation of starting and ending point of a curve to the next marked points
at the boundary. That is γ [−1] = sγe if γ is a string object and (λ, bn)[−1] =
(λ, sbn

e ) if (λ, bn) is a band object in C(S,M).

Proof. Assume γ is a string object. If γ is a non-boundary curve in (S,M) such
that M(γ ) is not injective, then M(γ [−1])=M(τ−1(γ ))= τ−1(M(γ ))=M(sγe),
which implies γ [−1] = sγe. If M(γ ) is injective, then Remark 3.9 shows that
sγe ∈ 0 is an internal arc, and by Lemma 3.10 and the discussion in Section 2 we
obtain γ [−1] = sγe. Similarly, if γ ∈ 0 is an internal arc, then γ [−1] = sγe.

Assume (λ, bn) is a band object, where λ ∈ k∗, bn
∈ 5∗1(S,M) with n ≥ 1

and b a noncontractible closed curve. Then M((λ, bn)[−1]) = M(τ−1(λ, bn)) =

τ−1(M((λ, bn)))= τ−1(M(w(b), n, φλ))=M(w(b), n, φλ)=M(w(sbe), n, φλ)=
M((λ, sbn

e )), where φλ ∈ Aut(kn) is induced by λ. Hence (λ, bn)[−1] = (λ, sbn
e )

as a band object in C(S,M). �

Lemma 3.12. Let γ 6∈ 0 be a curve in (S,M) such that M(γe) is a nonzero pro-
jective-injective module in mod J (Q,W ). There is a source map in mod J (Q,W ):

M(sγe)−→ M(s2γe).
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Proof. Assume M(γe) is a projective-injective module. Then w(γe) must be an
inverse (or a direct) string which both starts and ends on a peak and also both starts
and ends in a deep. Without loss of generality, assume w(γe) = β

−1
1 · · ·β

−1
r β−1

r+1,
where r ≥ 0.

s s
s s

ss ss
ˇ1ˇr

ˇrC1

b D e. /

c D e.e/

da D s. /

e

f



e

Let a = s(γ ) = s(γe), b = e(γ ), c = e(γe), and let d, e, f be marked points
as in the figure above. Since w(γe) both starts and ends in a deep, bc and da are
boundary arcs. Similarly, ae and dc are boundary arcs since γe both starts and ends
on a peak, therefore b, c, d, a, e lie consecutively on the same boundary.

(1) If M(sγe) is an injective module, that is w(sγe) = β
−1
1 · · ·β

−1
r both starts

and ends on a peak, then e f is a boundary arc. Then the definition of pivot
elementary move implies that

M(s2γ e)= M(β−1
1 · · ·β

−1
r−1)= M(sγe)/Soc(M(sγe))

and sγe2 = de ∈0 is an internal arc. Hence by Remark 3.2(2) there is a source
map: M(sγe)→ M(s2γe).

(2) If M(sγe) is not an injective module, that is w(sγe) = β
−1
1 · · ·β

−1
r does not

start on a peak, then there exists α ∈ Q1 such that w(sγe)α is a string. By
Theorem 3.6, there is an AR-sequence:

0−→ M(sγe)−→ M(s2γe)⊕M(sγe2)−→ M(s2γe2)−→ 0,

where w(sγe)= β
−1
1 · · ·β

−1
r =Uα, w(s2γ e)= w(sγe)h = Nα by Lemma 3.4,

and sγe2=de∈0 is an internal arc in0. Thus there is a source map: M(sγe)→

M(s2γe) in mod J (Q,W ). �

Proposition 3.13. Let γ be a non-boundary curve and

0−→ M(γ )−→ M(sγ )⊕M(γe)−→ M(sγe)−→ 0 (3-1)

an AR-sequence in mod J (Q,W ) with M(sγ ) 6= 0 6= M(γe). Then there is an
AR-triangle with two middle terms in C as follows:

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].
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Proof. Since AR-sequences in mod J (Q,W ) are induced by AR-triangles in C,
we assume that

γ −→ sγ ⊕ γe⊕ σ −→ sγe −→ γ [1] (3-2)

is an AR-triangle in C with M(σ )= 0. It suffices to prove that σ = 0.
Otherwise, σ contains a direct summand ρ which is an internal arc in 0. Then

sγ [1] ∈ 0 or γe[1] ∈ 0 since M(ρ[1]) 6= 0 in mod J (Q,W ) by Lemma 3.10 and
since the number of summands in the middle term of an AR-sequence in J (Q,W )

is at most two. Similarly, we conclude sγ [−1] ∈0 or γe[−1] ∈0. Hence there are
four cases; we consider only two of them, since the others are similar.

(1) Assume sγ [1] ∈ 0 and γe[−1] ∈ 0. Then Lemma 3.10 implies that M(sγ )
is projective and M(γe) is injective. Hence M(γ ) must be a direct summand
of rad M(sγ ) and M(sγe) must be a direct summand of M(γe)/Soc M(γe).
This yields a contradiction by comparing the dimensions in (3-1).

(2) Assume γe[1] ∈ 0 and γe[−1] ∈ 0. Then Lemma 3.10 implies that M(γe) is
a projective-injective module, and so by Lemma 3.12 there is a source map

M(sγe)−→ M(s2γe) (3-3)

in mod J (Q,W ). But after shifting (3-2) by [−1], there is an AR-sequence
in mod J (Q,W ):

0−→ M(sγe)−→ M(s2γe)⊕M(sρe)−→ M(s2γe2)−→ 0.

with M(sρe)= M(ρ[−1]) 6= 0 a projective module. This contradicts the fact
that the source map (3-3) ends with just one indecomposable module. �

Since neither injective modules nor projective modules occur in homogeneous
tubes, the following corollary related to band objects can be obtained similarly.

Corollary 3.14. Let (λ, bn) be a band object in C, where λ ∈ k∗, bn
∈ 5∗1(S,M)

with n ≥ 1 and b itself is not a proper power of an element in 5∗1(S,M). Then
there is an AR-triangle in C:

(λ, bn)−→ (λ, bn+1)⊕ (λ, bn−1)−→ (λ, bn)−→ (λ, bn)[1],

where (λ, b0) is the zero object in C.

Therefore, the band objects are closed under irreducible morphisms and the
corresponding AR-components in C are homogeneous tubes. It remains to consider
the string objects in C.

Lemma 3.15. If γ is an internal arc in 0, the AR-triangle in C starting in γ is of
the form

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].
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Proof. Suppose γ is an internal arc in0. Then M(sγe) is projective in mod J (Q,W )

by Lemma 3.10. We consider γ [−1] = sγe.

(1) If M(sγe) is not injective, then Theorem 3.6 induces an AR-sequence in
mod J (Q,W ):

0−→ M(sγe)−→ M(s2γe)⊕M(sγe2)−→ M(s2γe2)−→ 0. (3-4)

The definition of a cluster-tilting object guarantees that s2γe and sγe2 cannot
be internal arcs in 0. If neither s2γe nor sγe2 is boundary arc (thus M(s2γe) 6=

0 6= M(sγe2)), then Proposition 3.13 induces an AR-triangle

sγe −→ s2γe⊕ sγ e2 −→ s2γ e2 −→ sγe[1]

which yields the AR-triangle

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].

Assume now that one of s2γe and sγe2 is a boundary arc. Without loss of
generality, let s2γe be a boundary arc, then by definition of a cluster-tilting
object, HomC(sγe, σ )= 0 for any σ ∈ 0, hence (3-4) induces an AR-triangle
of the form

sγe −→ s2γe⊕ sγ e2 −→ s2γ e2 −→ sγe[1]

with s2γe = 0. The definition of a pivot elementary move implies that γe is
also a boundary arc, hence there is an AR-triangle of the form

γ −→ sγ ⊕ γe −→ sγe −→ γ [1]

where γe = 0 is a boundary arc in C.

(2) If M(sγe)=M(γ [−1]) is injective, then M(sγe) is a projective-injective mod-
ule by Lemma 3.10. By definition of a cluster-tilting object and Remark 3.2(3)
we can assume that the AR-triangle starting in γ is of the form

γ −→ δ1⊕ δ2 −→ sγe −→ γ [1]

where neither δ1 nor δ2 are internal arcs in 0. Since M(sγe) is a projective-
injective module in mod J (Q,W ), one of δ1 and δ2 must be a boundary arc.
Without loss of generality, assume δ2 is a boundary arc; then Lemma 3.12
implies

M(δ1)= rad M(sγe)= M(sγ );

that is, δ1 = sγ and δ2 = γe is a boundary arc. Therefore the AR-triangle is of
the form

γ −→ sγ ⊕ γe −→ sγe −→ γ [1]

where γe = 0 is a boundary arc. �
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As shown in Remark 3.2(3), the middle terms of AR-sequences in mod J (Q,W )

contain at most two indecomposable summands. The following proposition estab-
lishes the same result for AR-triangles in C.

Proposition 3.16. The number of indecomposable summands in the middle term
of an AR-triangle in C(S,M) is at most two.

Proof. We only need to consider string objects in C. Let therefore γ be a non-
boundary curve, and let

γ −→
r⊕

i=1
δi ⊕

s⊕
j=1
τ j −→ γ [−1] −→ γ [1] (3-5)

be an AR-triangle in C starting in γ with δi 6∈ 0 and where τ j are internal arcs
in 0. Remark 3.2(3) implies r ≤ 2 and s ≤ 2. If γ ∈ 0 or γ [−1] ∈ 0, then by
Lemma 3.15, there is nothing to prove. We suppose now γ 6∈ 0 and γ [−1] 6∈ 0.
If r = 2, Proposition 3.13 implies s = 0. If r = 1 and s = 2, then (3-5) induces an
AR-sequence with one middle term in mod J (Q,W ):

0−→ M(γ )−→ M(δ1)−→ M(γ [−1])−→ 0,

hence there exists α ∈ Q1 such that w(δ1) = Nα by Remark 3.2(1). On the other
hand, if we shift (3-5) by [1] and [−1], then Remark 3.2(3) implies that δ1[1] and
δ1[−1] must be the internal arcs in 0, since

M(τ1[1]) 6= 0 6= M(τ2[1]) and M(τ1[−1]) 6= 0 6= M(τ2[−1])

in mod J (Q,W ) by Lemma 3.10. Thus M(δ1) = M(Nα) is a projective-injective
module in mod J (Q,W ). The definition of Nα implies that the quiver Q is of type
A2. But this is impossible, since the cluster category of type A2 is well-known,
and there is no AR-triangle with more than two summands in the middle term. �

Now we consider the AR-sequences with just one middle term in mod J (Q,W ).

Lemma 3.17. Let γ be a non-boundary curve in (S,M) such that w(γ )=Uα, for
some α ∈ Q. Then w(sγ )= Nα and w(γe)= 0 is a zero string, and the AR-triangle
in C starting in γ is of the form

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].

Proof. Since w(γ )=Uα does not start but ends on a peak, we know by Lemma 3.4
that w(sγ )= w(γ )h = Nα and by Lemma 3.5 that

w(γe)= cw(γ )= cUα = 0

is a zero string. Hence γe might be an internal arc in 0 or a boundary arc in (S,M),
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as in the figure:

u u

u u

ss s s sss
˛

a D e. /

cb D s. /

d

e



Let b = s(γ ) and a = e(γ ) be the endpoints of γ and let d be the marked point
lying clockwise next to b on the same boundary. Since Uα ends on a peak, ac
is a boundary arc. The definition of pivot elementary move implies c = e(γe),
hence there is an AR-sequence with one middle term in mod J (Q,W ) (see Remark
3.2(1)):

0−→ M(γ )−→ M(sγ )−→ M(sγe)−→ 0. (3-6)

(1) If γe ∈ 0, Lemma 3.10 implies that M(γe[1]) is an injective module. Remark
3.2(2) induces an irreducible morphism M(γe[1])→ M(γ ) in mod J (Q,W );
hence there are two irreducible morphisms in C:

γe[1] → γ and γ → γe[1][−1] = γe.

Combining this with (3-6) and Proposition 3.16, we get the AR-triangle in C:

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].

(2) If γe is a boundary arc, then w(γ ) starts in a deep and ends on a peak which
implies M(γ ) = M(Uα) is projective in mod J (Q,W ); thus γ [1] ∈ 0 by
Lemma 3.10. By (3-6) and the definition of a cluster-tilting object, the AR-
triangle starting in γ is of the form

γ −→ sγ ⊕ γe −→ sγe −→ γ [1]

where γe = 0 in C. �

By the following theorem we finally obtain the results formulated in Theorem 1.3
in the introduction:

Theorem 3.18. Let (S,M) be a marked surface without punctures, and let γ be a
non-boundary curve in (S,M). Then each irreducible morphism in C(S,M) starting
in γ is obtained by pivot elementary moves on endpoints of γ . The AR-triangle
starting in γ is of the form

γ −→ sγ ⊕ γe −→ sγe −→ γ [1].



550 Thomas Brüstle and Jie Zhang

Proof. Lemma 3.15 implies the case when γ or γ [−1] = sγe is an internal arc in
0. Proposition 3.13 and Lemma 3.17 yield the remaining case. �

AR-components in C(S,M). The aim of this subsection is to describe the AR-
components in C(S,M). From Corollary 3.14 we know that all band objects of
C(S,M) lie in homogeneous tubes, so we focus on string objects from now on. It
follows from Theorem 3.18 that each string object γ in C(S,M) is starting point of
a mesh with two middle terms in the AR-quiver of C(S,M) except when one of sγ

or γe is a boundary arc. The situation where one of sγ or γe is a boundary arc is
explicitly described in the following corollary.

Corollary 3.19. Let C be a boundary component of S with t marked points. If
we choose a numbering and an orientation of the boundary arcs δ1, . . . , δt such
that all δi are clockwise oriented and e(δi )= s(δi+1) for all i , then the objects δi

e j

with i = 1, . . . , t and j ≥ 1 form a tube of rank t in C(S,M). Moreover, there is a
bijection between the boundary components of S and the tubes in C(S,M) which are
not formed by band objects.

Proof. The proof follows easily from the description of the AR-triangles given in
Theorem 3.18 once the orientation of the boundary arcs is chosen. We illustrate
the situation where t = 3:

C

ı2

ı3 ı1

ı1
e2

ı3
e

ı3
e2ı2

e2

ı1
eı2

e

u

u u

Note that δi
et−1 is a noncontractible closed curve for all surfaces except a disc,

where all closed curves are contractible. Thus, for a disc the objects δi
et−1 are zero,

and the remaining objects δi
e j with j > t −1 have to be identified accordingly, see

the description in [Caldero et al. 2006]. �
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The preceding corollary yields a description of all AR-components (formed by
string objects) which contain some meshes with only one middle term. The re-
maining AR-components in C(S,M) are formed by meshes with exactly two middle
terms. If 3 is one such component, one can choose one object γ in 3 and then the
component is formed by all siγe j with i, j ≥ 1. In case there are no identifications
of the objects, one obtains thus components of the form ZA∞

∞
. If S is neither a

disc nor an annulus, then the Jacobian algebra associated to a triangulation will in
general be of nonpolynomial growth (see [Assem et al. 2010]), and there are plenty
of components of the form ZA∞

∞
in the AR-quiver of C(S,M). If S is an annulus, the

cluster category C(S,M) is of type Ã and there is no component of the form ZA∞
∞

.

4. Flips and mutations

In the previous sections we fixed one triangulation 0 of (S,M) and studied the
irreducible morphisms and AR-components of the cluster category C0 defined by
the quiver with potential (Q0,W0). The aim of this section is to study the effect
of a change in the triangulation on the cluster category C0.

If τi is an internal arc in 0, then there exists exactly one internal arc τ ′i 6= τi in
(S,M) such that fτi (0) := (0\{τi })∪{τ

′

i } is also a triangulation of (S,M). In fact,
the internal arc τi is a diagonal in the quadrilateral formed by the two triangles of
0 containing τi , and τ ′i is the other diagonal in that quadrilateral, see [Fomin et al.
2008]. We denote τ ′i by f0(τi ) and say that fτi (0) is obtained from 0 by applying
a flip along τi . In fact, by applying iterated flips one can obtain all triangulations
of (S,M):

Theorem 4.1 [Fomin et al. 2008]. For any two triangulations of (S,M) there is a
sequence of flips which transforms one triangulation into the other.

As shown in Theorem 1.1, we can view the non-boundary curves in (S,M) as
objects in C0. If we denote all internal arcs of 0 by τ1, . . . , τn , their direct sum
T0 = τ1⊕ τ2⊕ · · ·⊕ τn is a cluster-tilting object in C0. The following theorem is
adapted from its source to our setup.

Theorem 4.2 [Iyama and Yoshino 2008]. If τi ∈ 0 is an internal arc, there is a
curve τ ∗i in (S,M) (unique up to homotopy) which is not homotopic to τi such that
the object µτi (T0) obtained from T0 by replacing τi with τ ∗i is also a cluster-tilting
object in C0.

The object µτi (T0) is called the mutation of T0 in τi , and (τi , τ
∗

i ) is called an
exchange pair in C0. As shown in [Iyama and Yoshino 2008], any exchange pair
(τi , τ

∗

i ) induces the following nonsplit triangles (unique up to isomorphism) which
are referred to as exchange triangles:

τi
f
−→ τ −→ τ ∗i −→ τi [1] and τ ∗i −→ τ

g
−→ τi −→ τ ∗i [1]
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Here f is a minimal left add(T0 \ {τi })-approximation and g is a minimal right
add(T0 \ {τi })-approximation. Since

End(T0, T0)∼= End(T0[1], T0[1])∼= J (Q0,W0),

we know that the quiver of the endomorphism algebra of T0 in C0 does not contain
loops at any vertex. Hence we obtain the following lemma which is a special case
of Lemma 7.5 in [Keller 2010].

Lemma 4.3. If τi is an internal arc of 0, the exchange triangles are given by

τi
f
−→

⊕
τ j→τi

τ j −→ τ ∗i −→ τi [1] and τ ∗i −→
⊕
τi→τk

τk
g
−→ τi −→ τ ∗i [1],

where f is a minimal left add(T0 \ τi )-approximation and g is a minimal right
add(T0 \ τi )-approximation.

For an internal arc τi ∈ 0, we discussed the definition of the flip f0(τi ) above.
On the other hand, if we view τi as an indecomposable rigid object in C0, also
the mutation µ0(τi ) := τ

∗

i of τi is defined. The following theorem shows that flip
and mutation of an internal arc are compatible (viewed as objects in the cluster
category C0):

Theorem 4.4. If 0 is a triangulation of (S,M) and τi ∈ 0 is an internal arc, then

µ0(τi )= f0(τi ).

Proof. The internal arc τi is a diagonal of a quadrilateral formed by the internal
arcs τ j1, τ j2, τk1, τk2 , as follows:

s
s s

s

s

ı

ˇ

˛

"

�k2

�j1

�k1 �j2

�i

s

The triangles of 0 containing τi induce arrows α, β, δ, ε in Q0 as indicated
above. By Lemma 4.3 there is a nonsplit triangle in C0:

τi
f
−→ τ j1 ⊕ τ j2 −→ τ ∗i −→ τi [1]
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where f is a minimal left add(T0 \ τi )-approximation. We obtain the following
right exact sequence in mod J (Q0,W0) by applying M(−) ∼= Ext1C0 (T0,−) to
this triangle:

M(τi [−1])−→ M(τ j1[−1])⊕M(τ j2[−1])−→ M(τ ∗i [−1])−→ 0.

This sequence is in fact a minimal projective resolution in mod J (Q0,W0) whose
projective modules can be described by strings as follows:

M(τi [−1])= M(Vα−1Vε),

M(τ j1[−1])= M(Vα−1βVβ),

M(τ j2[−1])= M(Vδ−1δ−1Vε).

Hence M(τ ∗i [−1]) ∼= M(V−1
δ δ−1βVβ), which implies w(s(τ ∗i )e) = V−1

δ δ−1βVβ
and thus µ0(τi )= τ

∗

i = f0(τi ). �

For any curve γ in (S,M), the definition of the string w(γ ) depends on the
Jacobian algebra J (Q0,W0). In order to compare string modules in two Jacobian
algebras arising from different triangulations of (S,M), we denote in the following
by w(0, γ ) and M(0, γ ) the string and the string module in the Jacobian algebra
J (Q0,W0). Similarly, the band in J (Q0,W0) given by a noncontractible closed
curve b is denoted by w(0, b). If γ = τi ∈0, we denote by M(0, τi ) the associated
simple decorated representation of (Q0,W0); see more details in [Derksen et al.
2008; Labardini-Fragoso 2009b]. It is shown in this latter reference that the flips
of triangulations are compatible with the mutations of decorated representations.

On the other hand, let 0′ = fτi (0) be the triangulation of (S,M) obtained by a
flip along τi ; then [Keller and Yang 2009] establishes an equivalence µ̄i :C0→C0′

for each 1≤ i ≤ n. Viewing the indecomposable objects in C0 as noncontractible
curves and noncontractible closed curves in (S,M), or as indecomposable deco-
rated representation of (Q0,W0), then [Plamondon 2010] shows the compatibil-
ity between the equivalence µ̄i and the mutation of decorated representations of
(Q0,W0). Therefore, we get following lemma.

Lemma 4.5. Let0′= fτi (0) be the triangulation of (S,M) obtained by a flip along
τi and let T0′ be the corresponding cluster-tilting object in C0′ . If µ̄i : C0 −→ C0′

denotes the equivalence just discussed, then

Ext1C0′ (T0′, µ̄i (γ ))= M(0′, γ )

for any non-boundary curve γ in (S,M).

Proof. Let IndsC0 be the set of all indecomposable string objects in C0 which is
indexed by non-boundary curves in (S,M), and

D0 = {M(0, γ )| γ curve in (S,M)}.
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Then by Proposition 4.1 in [Plamondon 2010], we have the commutative diagram

IndsC0
Ext1C0 (T0,−)- D0

IndsC0′

µi

? Ext1C0′ (T0′,−)- D0′

µ̄i

?

where µi is the mutation of decorated representations. Therefore, for each curve
γ in (S,M) we have

Ext1C0′ (T0′, µ̄i (γ ))= µi (Ext1C0 (T0, γ ))
∼= µi (M(0, γ ))∼= M( fτi (0), γ )= M(0′, γ ),

where the last isomorphism is given by the main result in [Labardini-Fragoso
2009b]. This completes the proof. �

Since µ̄i : C0 → C0′ is an equivalence, the objects µ̄i (γ ) in C0′ can also be
described by curves in (S,M) and we denote µ̄i (γ ) again by γ in C0′ .

Corollary 4.6. Each triangulation of (S,M) yields a cluster-tilting object in C(S,M)
and Ext1C(γ, γ )= 0 if γ is an internal arc in (S,M).

Proof. Let 0 be the triangulation of (S,M) that we studied before, and 0′ be
another triangulation. By Theorem 4.1, there exists a sequence of flips which
transform 0 to 0′:

0 = 00
fi1 01

fi2 02
fi3
· · ·

fin 0n = 0
′,

where 0 j is a triangulation of (S,M) and fi j is a flip for 1≤ j ≤ n. We know that
0 induces a cluster-tilting object T0 which is the direct sum of all internal arcs in
0, and Theorem 4.4 implies that 01 also induces a cluster-tilting object T01 given
by all internal arcs in 01. Lemma 4.5 allows us to keep doing this until 0n = 0

′,
which completes the proof. �

Let 0 be a triangulation of (S,M) and let γ and δ be two non-boundary curves
in (S,M). From Theorem 2.3 we know that the morphism space HomC(γ, δ) in
C= C0 can be decomposed as k-vector space as follows:

HomJ (Q0,W0)

(
M(0, γ ),M(0, δ)

)
⊕
{

f ∈ HomC(γ, δ)| f factors through T0
}
.

Moreover, by Lemma 3.3 in [Palu 2008], the morphisms factoring through T0
can be replaced by the morphisms of two other related objects in mod J (Q0,W0),
so HomC(γ, δ) is given by

HomJ (Q0,W0)(M(0, γ ),M(0, δ))⊕ D HomJ (Q0,W0)(τ
−1 M(0, δ), τM(0, γ )).
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In [Crawley-Boevey 1989] a basis of the Hom-space between string modules is
explicitly described using factor strings and substrings. Using Theorem 2.4, one
can translate this into a description using curves and the triangulation 0 of (S,M);
thus one could give a basis of HomC(γ, δ) combinatorially in terms of 0.

Another possibility is to choose a triangulation 0′ such that a given morphism
in C factoring through T0 can be described by a morphism in

HomJ (Q0′ ,W0′ )

(
M(0′, γ ),M(0′, δ)

)
.

This is illustrated in the following example.

Example 4.7. We consider the following two curves γ , δ from Example 2.6:

s
s

s

s

s
5

1

ı

4 2

3



(the solid red line represents δ, and the dotted line γ ). It is easy to see that

M(0, δ)=
1

3 2
4

5

and M(0, γ )=
5 1

3 2
4

Hence HomJ (Q0,W0)(M(0, γ ),M(0, δ)) is one-dimensional with a basis ele-
ment f mapping the factor string 5 of w(0, γ ) to the substring 5 of w(0, δ). From
Corollary 3.19 one obtains that γ and δ lie in a tube of rank 3 in C as follows:

s �5
s s

ss ı

ss s

ss s
s ss s
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Thus there is, besides the morphism f induced from mod J (Q0,W0), another
nonzero morphism g ∈ HomC(γ, δ) factoring through τ5. Obviously, g cannot
be described by morphisms in mod J (Q0,W0) since M(0, τ5) = 0, but we can
realize g in another module category: Applying a flip along τ5 we obtain a new
triangulation 0′ whose associated quiver with potential is Q0′ = Ã4, W0′ = 0.
Denote by 5∗ = M(0′, τ5) the simple Ã4-module concentrated in 5; then

M(0′, δ)=
1

3 2
5∗ 4

M(0′, γ )=
1

3 2 5∗
4

M(0′, τ5)= 5∗

Hence Hom Ã4
(M(0′, γ ),M(0′, δ)) is also one-dimensional, given by a basis

element g′ mapping the factor string 5∗ of w(0′, γ ) to the substring 5∗ of w(0′, δ),
which factors through M(0′, τ5). Therefore g ∈ HomC(γ, δ) can be described
by g′ ∈ Hom Ã4

(M(0′, γ ),M(0′, δ)). Moreover, since Ã4 is hereditary, we can
conclude that

HomC(γ, δ) ∼= HomC( Ã4)
(M(0′, γ ),M(0′, δ))

= Hom Ã4
(M(0′, γ ),M(0′, δ))⊕Ext1

Ã4
(M(0′, γ ),M(0′, γ ))

is two-dimensional. Hence

HomC(γ, δ)∼= HomJ (Q0,W0)(M(0, γ ),M(0, δ))⊕Hom Ã4
(M(0′, γ ),M(0′, δ))

as k-vector spaces.

Using Lemma 3.3 in [Palu 2008], we have

τM(0, γ )= M(0, δ)=
1

3 2
4

5

and τ−1 M(0, δ)= M(0, γ )=
5 1

3 2
4

Hence, HomC(γ, δ) is given by

HomJ (Q0,W0)(M(0, γ ),M(0, δ))⊕ D HomJ (Q0,W0)(M(0, γ ),M(0, δ))

as k-vector space.

5. Extensions and intersections

Next we study the relation between extensions in the category C = C(S,M) and
intersections of curves in (S,M). Given any curve in (S,M) with self-inter-
sections, we explicitly construct one or two new curves, sometimes resolving the
self-intersection, and sometimes increasing the winding number. These curves
serve as middle term of certain nonsplit short exact sequences which allow to prove
the following theorem:

Theorem 5.1. Ext1C(γ, γ )= 0 if and only if γ is an internal arc in (S,M).
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Proof. Let γ be a curve in (S,M) and fix a triangulation 0 of (S,M). We denote
by τi1, τi2, . . . , τid the internal arcs of 0 that intersect γ , as indicated here:

s s

s s s s s s

s s s s s s

s. / e. /

�k1
�ksC1

�k0

�k�1

�ks
�ksCn

�kd

�kdC1

�i1
�i2

�is
�isC1

�isCn
�isCnC1

�id

�isC2

M0

M1

Ms

MsC1

MsCn

Md



Along its way, the curve γ passes through (not necessarily distinct) triangles
40,41, . . . ,4d . For 1≤ l ≤ d − 1, the triangle 4l is formed by the internal arcs
τil and τil+1 and a third arc which is denoted by τkl . In the first triangle 40, we
denote the arcs clockwise by τi1 , τk0 and τk−1 . Similarly, 4d is formed by τid , τkd

and τkd+1 , as shown in the figure.
By Corollary 4.6 we only need to prove one direction of the theorem, namely

that Ext1C(γ, γ ) 6= 0 in case the curve γ has self-intersections. To do so, it is
enough to prove Ext1J (Q0′ ,W0′ )

(M(0′, γ ),M(0′, γ )) 6= 0 for some triangulation 0′.
In some cases one can choose 0′=0, but sometimes it will be necessary to change
0 to 0′ by a sequence of flips in order to realize the extension over some algebra
J (Q0′,W0′).

We therefore assume that the curve γ has self-intersections. Thus there are
0< r < r ′ < 1 such that γ (r)= γ (r ′). We choose r and r ′ in such a way that the
restriction b= γ |[r,r ′] is a simple noncontractible closed curve. Hence the subword
w(0, γ |[r,r ′]) of w(0, γ ) defines a band w(0, b) in mod J (Q0,W0) as follows:

w(0, b) : W �isC1

�isCn

�isC2

�

�isC3

�isC5

�isC4

The difference between the string w(0, γ |[r,r ′]) and the band w(0, b) is the arrow
between the endpoints. Up to duality, we may assume that this arrow θ (which is
induced by the triangle 4is ), is oriented from τis+1 towards τis+n . We distinguish
several cases of how the band w(0, b) is embedded in the string w(0, γ ):

Case I: w(0, γ ) contains the band w(0, b).

In this case, w(0, γ ) contains the string w(0, γ |[r,r ′]) and the arrow θ and thus
m ≥ 1 consecutive copies of w(0, b). We extend the subword of w(0, γ ) which is
induced by b to maximal length, that is, we choose j ≤ s and l ≥ s+n such that all
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arrows between τi j+1 and τil belong to w(0, b), but the arrows τi j
α τi j+1 induced

by 4i j and τil
β
τil+1 induced by 4il are not induced by b.

Without loss of generality, assume α is oriented as τi j → τi j+1 . Then β has
orientation τil→ τil+1 since γ intersects itself. Therefore the arrows α′ : τi j+1→ τk j

induced by 4i j and the arrow β ′ : τkl → τil induced by 4il belong to w(0, b). We
assume τi j+t = τil , τi j+t+1 = τkl with 1 ≤ t ≤ n. If m = 1, the situation is depicted
as follows:

s

s
s

s

s
s

˛

˛0
ˇ

ˇ0
�ij C1

�ij

�kj

�ij Ct
D �il

�ilC1

�kl
D �ij CtC1

Here, the boundaries are indicated by the circles, and τi j = τk0 when j = 0 (also
note that τi j might be a boundary arc). We rewrite the figure from the preceding
page accordingly:

A B C B D

m copies of w.�; b/

s. / e./

�kj

�kj Ct

�i1
�ij

�ij C1

�ij

�ij Ct

�id

�ij CtC1
�ij Cn

�ij C1

�il
�ij Cn

�ij C1

�kl

�ilC1
s s

s s s s s s s s s

s s s s s s s s s s

˛ ˇ0
˛0 ˇ



Thus w(0, γ ) is given by

w(0, γ )= A τi j

α
−→τi j+1 B τil

β ′

←−τkl C τi j+n

α′

←−τi j+1 B τil

β
−→τil+1 D.

Consider the following two strings in mod J (Q0, Q0):

w(0, γ ′ )= A τi j

α
−→τi j+1 B τil

β ′

←−τkl C τi j+n

α′

←−τi j+1 B τil

β ′

←−τkl

C τi j+n

α′

←−τi j+1 B τil

β
−→τil+1 D,

w(0, γ ′′)= A τi j

α
−→τi j+1 B τil

β
−→τil+1 D,
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where γ ′ and γ ′′ are the corresponding curves in (S,M). If m = 1, then γ ′, γ ′′ can
be visualized as follows, where γ ′ is given by the full curve and γ ′′ is described
by the dotted curve:

s

s
s

s

s
s 0

�ij C1

�ij

�kj

�il

�ilC1

�kl

 00

We easily construct a nonsplit exact sequence in mod J (Q0,W0):

0−→ M(0, γ )

[
f
g

]
−→ M(0, γ ′)⊕M(0, γ ′′)−→ M(0, γ )−→ 0,

where f identifies the factor string

A τi j

α
−→τi j+1 B τil

β ′

←−τkl C τi j+n

α′

←−τi j+1 B τil

of w(0, γ ) with a substring of w(0, γ ′) and g sends the factor string

τi j+1 B τil

β
−→τil+1 D

of w(0, γ ) to the same substring of w(0, γ ′′).

Case II: w(0, γ ) does not contain the band w(0, b).

In this case, w(0, γ ) does not contain θ but it contains w(0, γ |[r,r ′]) as a sub-
word. We distinguish a number of subcases:

(II.1) 0= s < s+ n = d . Here τis equals τk0 and the subword w(0, γ |[r,r ′]) equals
w(0, γ ) (see figure):

s
s

s 

�i1

�in

�k0 �
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Since w(0, b) is a band we know that there exists a string of the form

w(0, γ ′)= τi1 ! τin

θ
←− τi1 ! τin

in mod J (Q0,W0), where γ ′ can be visualized as follows:

s
s

s  0
�i1

�in

�k0 �

It is easy to see that there is a nonsplit exact sequence in mod J (Q0,W0):

0−→ M(0, γ )
f
−→ M(0, γ ′)−→ M(0, γ )−→ 0

where f is induced by the embedding of the string w(0, γ ) as a substring of
w(0, γ ′).

(II.2) 0= s < s+ n < d . Here τis = τi0 = τk0 and the subword w(0, γ |[r,r ′]) is a
proper subword of w(0, γ ) which ends before reaching the endpoint e(γ ) of γ :

s
s

s

s

s s


�i1

�k�1

�k0

�

Since γ intersects itself, τk−1 = τin and τin+1 = τk0 . We rewrite the diagram from
page 557 accordingly:

s s

s s s s s s

s

s

s s s

s. / e. /

�k0

�k�1

�kn

�i1

�in
�inC1

�inCm
�inCmC1

�id



where τin+2, τin+3 . . . τin+m with m ≥ 1 are all internal arcs lying clockwise before
τin+1 . After applying flips along τin+1, τin+2 . . . τin+m , we get a new triangulation
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0′ and a new band w(0′, b) in mod J (Q0′,W0′) related to same noncontractible
closed curve b:

w(0′, b) : W ��
inCm

�in

�i1

��
inCm�1

��
inC1

If d = n+m, the subword w(0′, b) is equal to

w(0′, γ )= τ ∗in+m
τ ∗in+m−1

! τin

in mod J (Q0′,W0′), and this is the same case as in II.1 when mod J (Q0′,W0′) is
considered. If d > n+m, then

w(0′, γ )= τ ∗in+m
τ ∗in+m−1

! τin τ ∗in+m
· · · ;

hence w(0′, γ ) contains the band w(0′, b) as subword — the same case as in I.

(II.3) 0< s < s+ n < d . Here the subword w(0, γ |[r,r ′]) is a proper subword of
w(0, γ ) that starts after τi1 and ends before reaching the endpoint e(γ ) of γ . Since
γ intersects itself, there must exist 1 ≤ t ≤ s such that τis+n+l = τis+1−l for 1 ≤ l ≤
s− t + 1 and τis+n+t+1 = τkt−1 . The situation is this:

s
ss

s
s s



�isC1

�isCn

�it

�it�1

�kt�1

�is �
˛

ˇ

˛0
ˇ0

where α and β are arrows induced by the triangle 4is , and α′ and β ′ are induced
by the triangle 4it−1 . We rewrite the diagram from page 557 accordingly:

s s s s s s s s

s s

s s s s s s s s

s. / e. /

E F G F�1 H


�kt�1

�i1
�it�1

�it
�is

�isC1
�isCn

�is
�it

�kt�1

�it�1

�idˇ0
˛0˛ ˇ

Hence w(0, γ ) can be given as

E τit−1

β ′

←−τit F τis

α
−→τis+1 G τis+n

β
−→τis F−1 τit

α′

←−τkt−1 H.
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We consider the two curves in (S,M) marked γ ′ (solid line) and γ ′′ (dotted line)
in the figure:

s
ss

s
s s 00

 0

�isC1

�isCn

�it

�it�1

�kt�1

�is �
˛

ˇ

˛0
ˇ0

Then w(0, γ ′) is given by

E τit−1

β ′

←−τit F τis

α
−→τis+1 G τis+n

β
−→τis F−1 τit

β ′

−→τit−1 E−1

and w(0, γ ′′) by

H−1 τkt−1

α′

−→τit F τis

α
−→τis+1 G−1 τis+n

β
−→τis F−1 τit

α′

←−τkt−1 H.

Hence there is a nonsplit exact sequence in mod J (Q0,W0)

0−→ M(0, γ )

[
f
g

]
−→ M(0, γ ′)⊕M(0, γ ′′)−→ M(0, γ )−→ 0,

where f sends the factor string w0 = E τit−1

β ′

←−τit F τis of w(0, γ ) to w−1
0

as a substring of w(0, γ ′) and g identifies the factor string

w1 = τit F τis

α
−→τis+1 G τis+n

β
−→τis F−1 τit

α′

←−τkt−1 H

with w−1
1 as a substring of w(0, γ ′′).

(II.4) 0< s < s+ n = d . Here the subword w(0, γ |[r,r ′]) is a proper subword of
w(0, γ ) which ends at the endpoint e(γ ) of γ . This subcase is dual to II.2. �

Remark 5.2. Ext1C(γ, γ )= 0 implies Ext1J (Q0,W0)
(M(0, γ ),M(0, γ ))= 0 for any

triangulation 0 of (S,M). But Ext1J (Q0,W0)
(M(0, γ ),M(0, γ ))= 0 for one trian-

gulation 0 of (S,M) does not imply Ext1C(γ, γ ) = 0 in general. We reconsider δ
in Example 4.7. It is easy to see that

M(0, δ)=
1

3 2
4

5

and M(0, δ[1])=
1

2 3
4

Hence Ext1J (Q0,W0)
(M(0, δ),M(0, δ)) = 0 by the Auslander–Reiten formula in

mod J (Q0,W0), since the nonzero morphism from M(0, δ) to τ(M(0, δ)) =
M(0, δ[1]) factors through the injective module I5. But after applying a flip
along 5, we get Ext1

Ã4
(M(0′, δ),M(0′, δ)) 6= 0, which implies that Ext1C(δ, δ) 6= 0.
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Similarly as in Theorem 5.1, we can study the extensions of two different curves
by their intersections in (S,M).

Proposition 5.3. Let γ , δ be distinct curves in (S,M) and suppose I (γ, δ) 6= 0.
Then Ext1C(γ, δ) 6= 0 6= Ext1C(δ, γ ).

Proof. We only consider one of the intersections of γ and δ. After some flips (if
needed), there is a triangulation0′ such thatw(0′, γ ) andw(0′, δ) share a common
subword (associated to the intersection) w = τ j1 · · · τ js with s ≥ 1, as shown:

s
ss

s
s s

A

BC

D

ı

�jsC1

�jsC2

�j1

�j�1

�j0

�js

˛

ˇ0

˛0
ˇ

Here either τ j0 or τ j−1 might be a boundary arc, and one of τ js+1 and τ js+2 can
also be a boundary arc. Hence w(0′, γ ) and w(0′, δ) are of the form

w(0′, γ )= A τ j−1

β ′

←−τ j1! τ js
α
−→τ js+1 B,

w(0′, δ)= C τ j0
α′

−→τ j1! τ js
β
←−τ js+2 D.

Consider the strings

(0′, γ ′)= C τ j0
α′

−→τ j1 ! τ js
α
−→τ js+1 B,

w(0′, γ ′′)= A τ j−1

β ′

←−τ j1! τ js
β
←−τ js+2 D,

where γ ′ and γ ′′ are given in the picture:

s
ss

s
s s

 00

 0

C B

A D

�jsC1

�jsC2

�j1

�j�1

�j0

�js

˛˛0
ˇˇ0

Then there is a nonsplit exact sequence in mod J (Q0′,W0′)

0−→ M(0′, γ )

[
f
g

]
−→ M(0′, γ ′)⊕M(0′, γ ′′)−→ M(0′, δ)−→ 0,

where f sends the factor string

w0 = τ j1! τ js
α
−→τ js+1 B
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of w(0′, γ ) to w0 as a substring of w(0′, γ ′) and g identifies the factor string
w1 = A τ j−1

β ′

←−τ j1 ! τ js as a substring of w(0′, γ ′′). Therefore

Ext1J (Q0′ ,W0′ )
(M(0′, δ),M(0′, γ )) 6= 0,

which implies that Ext1C(δ, γ ) 6= 0. Then, since C is 2-Calabi–Yau, we obtain

Ext1C(γ, δ)∼= D Ext1C(δ, γ ) 6= 0. �

Proposition 5.3 and Corollary 4.6 imply:

Corollary 5.4. Let γ , δ be distinct internal arcs in (S,M). Then Ext1C(γ, δ) = 0
if and only if I (γ, δ)= 0.

Corollary 5.5. There is a bijection between triangulations of (S,M) and cluster-
tilting objects of C(S,M). In particular, each indecomposable object without self-
extensions is reachable from the cluster-tilting object T0 (the initial cluster-tilting
object).

Proof. Corollary 4.6 implies that each triangulation of (S,M) yields a cluster-
tilting object in C(S,M). Hence it suffices to prove that each cluster tilting object
T = T1⊕· · ·⊕Tn gives a triangulation of (S,M). By Theorem 5.1, we can assume
T = τ1⊕· · ·⊕τn where each τi is an internal arc in (S,M) corresponding to Ti . The
definition of a triangulation and the above corollary yield a unique triangulation
0T = {τ1, · · · , τn, τn+1, · · · , τn+m} where τn+1, · · · , τn+m are boundary arcs in
(S,M). �
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