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Explicit Chabauty over number fields
Samir Siksek

Let C be a smooth projective absolutely irreducible curve of genus g ≥ 2 over
a number field K of degree d, and let J denote its Jacobian. Let r denote the
Mordell–Weil rank of J (K ). We give an explicit and practical Chabauty-style
criterion for showing that a given subset K ⊆ C(K ) is in fact equal to C(K ).
This criterion is likely to be successful if r ≤ d(g − 1). We also show that
the only solution to the equation x2

+ y3
= z10 in coprime nonzero integers

is (x, y, z) = (±3,−2,±1). This is achieved by reducing the problem to the
determination of K -rational points on several genus-2 curves where K = Q

or Q(
3√2) and applying the method of this paper.

1. Introduction

Let C be a smooth projective absolutely irreducible curve of genus g ≥ 2 defined
over a number field K , and write J for the Jacobian of C . Suppose that the rank of
the Mordell–Weil group J (K ) is at most g− 1. In a pioneering paper, Chabauty
[1941] proved the finiteness of the set of K -rational points on C . This has since been
superseded by the proof of Faltings [1983] of the Mordell conjecture, which gives
the finiteness of C(K ) without any assumption on the rank of J (K ). Chabauty’s
approach, where applicable, does however have two considerable advantages:

(a) Chabauty’s method can be refined to give explicit bounds for the cardinality
of C(K ) as shown by Coleman [1985a]. Coleman’s bounds are realistic
and occasionally even sharp; see for example [Grant 1994; Flynn 1995b].
Coleman’s approach has been adapted to give bounds (assuming some reason-
able conditions) for the number of solutions of Thue equations [Lorenzini and
Tucker 2002], the number of rational points on Fermat curves [McCallum 1992;
1994], the number of points on curves of the form y2

= x5
+ A [Stoll 2006b],

and the number of rational points on twists of a given curve [Stoll 2006a].

(b) The Chabauty–Coleman strategy can often be adapted to compute C(K ) as in
[Bruin 2002; 2003; Flynn 1997; Flynn and Wetherell 1999; 2001; McCallum

The author is supported by an EPSRC Leadership Fellowship.
MSC2010: primary 11G30; secondary 14K20, 14C20.
Keywords: Chabauty, Coleman, jacobian, divisor, abelian integral, Mordell–Weil sieve, generalized
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766 Samir Siksek

and Poonen 2010; Wetherell 1997] and even the K -rational points on the
symmetric powers of C [Siksek 2009].

This paper is inspired by a talk1 given by Joseph Wetherell at the MSRI on Decem-
ber 11, 2000. In that talk, Wetherell suggested that it should be possible to adapt the
Chabauty strategy to compute the set of K -rational points on C provided the rank r
of the Mordell–Weil group J (K ) satisfies r ≤d(g−1), where d=[K :Q]. Wetherell
has never published details of his method, which we believe is similar to ours.

In this paper, we give a practical Chabauty-style method for determining C(K )
that should succeed if the inequality r ≤ d(g−1) holds (but see the discussion at the
end of Section 2). We suppose that we have been supplied with a basis D1, . . . , Dr

for a subgroup of J (K ) of full rank and hence finite index; the elements of this basis
are represented as degree-0 divisors on C (modulo linear equivalence). Obtaining a
basis for a subgroup of full rank is often the happy outcome of a successful descent
calculation [Cassels and Flynn 1996; Flynn 1994; Poonen and Schaefer 1997;
Schaefer 1995; Schaefer and Wetherell 2005; Stoll 1998; 2001; 2002a]. Obtaining
a basis for the full Mordell–Weil group is often time-consuming for genus-2 curves
[Flynn 1995a; Flynn and Smart 1997; Stoll 1999; 2002b] and simply not feasible
in the present state of knowledge for curves of genus at least 3. We also assume
the knowledge of at least one rational point P0 ∈ C(K ). If a search for rational
points on C does not reveal any points, then experience suggests that C(K )=∅
and that some combination of descent and Mordell–Weil sieving [Bruin and Stoll
2008; 2009; 2010] is likely to prove this.

This paper is organized as follows. Section 2 gives a heuristic explanation of
why Chabauty’s approach should be applicable when the rank r of the Mordell–
Weil group satisfies r ≤ g(d − 1). Section 3 gives a quick summary of basic facts
regarding υ-adic integration on curves and Jacobians. In Section 4, for Q ∈ C(K )
and a rational prime p, we define a certain neighborhood of Q in

∏
υ|p C(Kυ) that

we call the p-unit ball around Q and give a Chabauty-style criterion for Q to be the
unique K -rational point belonging to this neighborhood. In Section 5, we explain
how to combine our Chabauty criterion with the Mordell–Weil sieve and deduce a
practical criterion for a given set K⊆ C(K ) to be equal to C(K ). In Section 6, we
use our method to prove the following theorem:

Theorem 1. The only solutions to the equation

x2
+ y3
= z10 (1)

in coprime integers x , y, and z are

(±3,−2,±1), (±1, 0,±1), (±1,−1, 0), and (0, 1,±1).

1http://msri.org/publications/ln/msri/2000/arithgeo/wetherell/1/banner/01.html
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Explicit Chabauty over number fields 767

We note that Dahmen [2008, Chapter 3.3.2] has solved the equation x2
+z10

= y3

using Galois representations and level-lowering. We have been unable to solve (1)
by using Galois representations; the difficulty arises from the additional “nontrivial”
solution (x, y, z)= (±3,−2,±1), which is not present for the equation x2

+z10
= y3.

We solve (1) by reducing the problem to determining the K -rational points on several
genus-2 curves where K is either Q or Q(

3
√

2). For all these genus-2 curves, the
inequality r ≤ d(g− 1) is satisfied and we are able to determine the K -rational
points using the method of this paper.

Recently, David Brown [2012] has given an independent and entirely different
proof of Theorem 1. Brown’s method is rather intricate and makes use of elliptic-
curve Chabauty, mod-5 level-lowering, and number-field enumeration.

2. A heuristic explanation of Wetherell’s idea

In this section, we explain the heuristic idea behind Chabauty’s method and then
how the heuristic can be modified for curves over number fields. Let C be a smooth
projective curve of genus g ≥ 2 defined over K . Let J be the Jacobian of C and r
the rank of the Mordell–Weil group J (K ). Fix a rational point P0 ∈ C(K ), and let
 : C ↪→ J be the Abel–Jacobi map with base point P0. We use  to identify C as
a subvariety of J .

To explain the usual Chabauty method, it is convenient to assume that K =Q.
Choose a finite prime p. Inside J (Qp), it is clear that

C(Q)⊆ C(Qp)∩ J (Q)⊆ C(Qp)∩ J (Q),

where J (Q) is the closure of J (Q) in the p-adic topology. Now J (Qp) is a Qp-Lie
group of dimension g, and J (Q) is a Qp-Lie subgroup of dimension at most r .
Moreover, C(Qp) is a one-dimensional submanifold of J (Qp). If r+1≤ g, then we
expect that the intersection C(Qp)∩ J (Q) is finite. It turns out that this intersection
is indeed finite if r ≤ g− 1, and Coleman [1985a] gives a bound for the cardinality
of this intersection under some further (but mild) hypotheses. Moreover, in practice,
this intersection can be computed to any desired p-adic accuracy.

Now we return to the general setting by letting K be a number field of degree d .
Define the Weil restrictions

V = ResK/Q C and A = ResK/Q J. (2)

Then V is a variety of dimension d and A an abelian variety of dimension gd , both
defined over Q. The Weil restriction of the morphism  : C ↪→ J is a morphism
V ↪→ A defined over Q that we use to identify V as a subvariety of A. This Weil
restriction defines a bijection between C(K ) and V (Q), and

rank A(Q)= rank J (K )= r.



768 Samir Siksek

Mimicking the previous argument,

V (Q)⊆ V (Qp)∩ A(Q).

Now A(Q) is at most r -dimensional, V (Qp) is d-dimensional, and the intersection
is taking place in the Qp-Lie group A(Qp) of dimension gd. If r + d ≤ gd, we
expect that the intersection is finite.

Remark. As Wetherell points out, even if r+d ≤ gd , it is possible for the intersec-
tion V (Qp)∩A(Q) to be infinite. For example, let C be a curve defined over Q with
Mordell–Weil rank at least g. One normally expects that J (Q) is g-dimensional.
Assume that this is the case. Then the intersection

C(Qp)∩ J (Q)

will contain a neighborhood in C(Qp) of the base point P0 and so will be infinite.
Now let V and A be obtained from C and J by first base-extending to number
field K and then taking Weil restriction back to Q. One has a natural injection

C(Qp)∩ J (Q) ↪→ V (Qp)∩ A(Q)

proving that the latter intersection is infinite. This is true regardless of whether
the inequality r ≤ d(g− 1) is satisfied. However, for a random curve C defined
over a number field K , on the basis for the above heuristic argument, we expect the
intersection V (Qp)∩ A(Q) to be finite when the inequality r ≤ d(g−1) is satisfied.
We are led to the following open question:

Open question. Let C be a smooth projective curve of genus g ≥ 2 over a number
field K of degree d. Suppose, for every smooth projective curve D defined over a
subfield L ⊆ K and satisfying D×L K ∼=K C , that the inequality

rank JD(L)≤ [L :Q](g− 1)

holds, where JD denotes the Jacobian of D. Let V and A be given by (2). Is
V (Qp)∩ A(Q) necessarily finite?

3. Preliminaries

In this section, we summarize various results on p-adic integration that we need.
The definitions and proofs can be found in [Coleman 1985b; Colmez 1998]. For an
introduction to the ideas involved in Chabauty’s method, we warmly recommend
the thesis [Wetherell 1997] and the survey paper [McCallum and Poonen 2010] as
well as [Coleman 1985a].
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Integration. Let p be a (finite) rational prime. Let Kυ be a finite extension of Qp

and Oυ the ring of integers in Kυ . Let W be a smooth proper connected scheme of
finite type over Oυ , and write W for the generic fiber. Coleman [1985b, Section
II] describes how to integrate “differentials of the second kind” on W . We shall
however only be concerned with global 1-forms (i.e., differentials of the first kind)
and so shall restrict our attention to these. Among the properties of integration
[Coleman 1985b, Section II] that we shall need are the following, where P, Q, R
lie in W (Kυ), while ω and ω′ are global 1-forms on W , and α is an element of Kυ :

(i)
∫ Q

P
ω =−

∫ P

Q
ω.

(ii)
∫ P

Q
ω+

∫ R

P
ω =

∫ R

Q
ω.

(iii)
∫ P

Q
(ω+ω′)=

∫ P

Q
ω+

∫ P

Q
ω′.

(iv)
∫ P

Q
αω = α

∫ P

Q
ω.

We shall also need a change of variables formula [Coleman 1985b, Theorem 2.7]:
if W1 and W2 are smooth proper connected schemes of finite type over Oυ and
% :W1→W2 is a morphism of their generic fibers, then∫ P

Q
%∗ω =

∫ %(P)

%(Q)
ω

for all global 1-forms ω on W2 and P, Q ∈W1(Kυ).
Now let A be an abelian variety of dimension g over Kυ , and write �A for the

Kυ-space of global 1-forms on A. Consider the pairing

�A× A(Kυ)→ Kυ, (ω, P) 7→
∫ P

0
ω. (3)

This pairing is bilinear. It is Kυ-linear on the left by (iii) and (iv). It is Z-linear on
the right; this is a straightforward consequence [Coleman 1985b, Theorem 2.8] of
the “change of variables formula”. The kernel on the left is 0, and on the right is
the torsion subgroup of A(Kυ) [Bourbaki 1989, III.7.6].

Notation. Henceforth, we shall be concerned with curves over number fields and
their Jacobians. We fix once and for all the following notation:

K is a number field,
C is a smooth projective absolutely irreducible curve defined over K of genus

at least 2,
J is the Jacobian of C ,
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υ is a non-Archimedean prime of K of good reduction for C ,
Kυ is the completion of K at υ,
kυ is the residue field of K at υ,
Oυ is the ring of integers in Kυ ,

x 7→ x̃ is the natural map Oυ→ kυ ,
Cυ is a minimal regular proper model for C over Oυ ,
C̃υ is the special fiber of Cυ at υ, and

�C/Kυ
is the Kυ-vector space of global 1-forms on C .

Integration on curves and Jacobians. For any field extension M/K (not neces-
sarily finite), we shall write �C/M and �J/M for the M-vector spaces of global
1-forms on C/M and J/M , respectively. We shall assume the existence of some
P0 ∈ C(K ). The point P0 gives rise to an Abel–Jacobi map

 : C ↪→ J, P 7→ [P − P0].

It is well known that the pull-back ∗ : �J/K → �C/K is an isomorphism of K -
vector spaces [Milne 1986, Proposition 2.2]. Clearly any two Abel–Jacobi maps
differ by a translation on J . As 1-forms on J are translation invariant, the map
∗ is independent of the choice of P0 [Wetherell 1997, Section 1.4]. Let υ be a
non-Archimedean place for K . The isomorphism ∗ extends to an isomorphism
�J/Kυ

→�C/Kυ
, which we shall also denote ∗. For any global 1-form ω ∈�J/Kυ

and any two points P, Q ∈ C(Kυ), we have∫ P

Q
∗ω =

∫  P

Q
ω =

∫
[P−Q]

0
ω

using the properties of integration above. We shall henceforth use ∗ to identify
�C/Kυ

with �J/Kυ
. With this identification, the pairing (3) with J = A gives the

bilinear pairing

�C/Kυ
× J (Kυ)→ Kυ,

(
ω,
[∑

Pi − Qi

])
7→

∑∫ Pi

Qi

ω, (4)

whose kernel on the right is 0 and on the left is the torsion subgroup of J (Kυ). We
ease notation a little by defining, for divisor class D =

∑
Pi − Qi of degree 0, the

integral ∫
D
ω =

∑∫ Pi

Qi

ω.

Note that this integral depends on the equivalence class of D and not on its decom-
position as D =

∑
Pi − Qi .
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Uniformizers. The usual Chabauty approach when studying rational points in a
residue class is to work with a local coordinate (defined shortly) and create power-
series equations in terms of the local coordinate whose solutions, roughly speaking,
contain the rational points. In our case, we find it more convenient to shift the local
coordinate so that it becomes a uniformizer at a rational point in the residue class.

Fix a non-Archimedean place υ of good reduction for C and a minimal regular
proper model Cυ for C over υ. Since our objective is explicit computation, we point
out that in our case of good reduction, such a model is simply a system of equations
for the nonsingular curve that reduces to a nonsingular system modulo υ. Let
Q ∈C(Kυ), and let Q̃ be its reduction on the special fiber C̃υ ; as we are considering
a regular model, Q̃ is a smooth point. Choose a rational function sQ ∈ Kυ(C)
so that the maximal ideal in OCυ ,Q̃ is (sQ, π), where π is a uniformizing element
for Kυ . The function sQ is called [Lorenzini and Tucker 2002, Section 1] a local
coordinate at Q. Let tQ = sQ − sQ(Q). We shall refer to tQ , constructed as above,
as a well behaved uniformizer at Q. A uniformizer at a smooth point Q means a
local coordinate that vanishes with multiplicity 1 at Q. The reason for the adjective
“well behaved” will be clear from Lemma 3.1 below.

Before stating the lemma, we define the υ-unit ball around Q to be

Bυ(Q)= { P ∈ C(Kυ) : P̃ = Q̃ }. (5)

Lemma 3.1.

(i) tQ is a uniformizer at Q.

(ii) t̃Q is a uniformizer at Q̃.

(iii) tQ defines a bijection

Bυ(Q)→ πOυ, P 7→ tQ(P),

where π is any uniformizing element for Kυ . In particular, for P ∈ Bυ(Q),
we have tQ(P)= 0 if and only if P = Q.

Proof. Parts (i) and (ii) are clear from the construction. Part (iii) is standard; see
[Lorenzini and Tucker 2002, Section 1; Wetherell 1997, Sections 1.7 and 1.8] for
example. �

Estimating integrals on curves.

Lemma 3.2. Let p be an odd rational prime that does not ramify in K . Let υ be
a place of K above p. Let Q ∈ C(Kυ), and let tQ ∈ Kυ(C) be a well behaved
uniformizer at Q. Let ω ∈�Cυ/Oυ . Then there is a power series

φ(x)= α1x +α2x2
+α3x3

+ · · · ∈ Kυ[[x]] (6)
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that converges for x ∈ πOυ such that∫ P

Q
ω = φ(z)

for all P ∈Bυ(Q), where z = tQ(P). Moreover, the coefficient α1 is given by

α1 =

( ω

dtQ

)
(Q) ∈ Oυ, (7)

where we interpret ω/dtQ as an element of Kυ(C), and

φ(z)=
∫ P

Q
ω ≡ α1z (mod z2Oυ). (8)

Proof. We can expand ω (after viewing it as an element in �ÔQ
) as a formal power

series

ω = (γ0+ γ1tQ + γ2t2
Q + · · · )dtQ,

where the coefficients γi belong to Oυ (see [Lorenzini and Tucker 2002, Proposi-
tion 1.6; Wetherell 1997, Chapters 1.7 and 1.8] for example); here we have not
used the assumption that tQ(Q)= 0, merely that tQ is a local coordinate at Q. We
note that (ω/dtQ)(Q)= γ0 and is hence integral.

Let P ∈Bυ(Q) and z = tQ(P). Then (see [Lorenzini and Tucker 2002, Proposi-
tion 1.3] for example) ∫ P

Q
ω =

∞∑
j=0

γ j

j + 1
z j+1. (9)

Thus, in (6), we take the coefficients αi = γi−1/ i . The power series φ(x) converges
for x ∈ πOυ as the γi are integral. In particular, φ(z) converges since ordυ(z)≥ 1
by Lemma 3.1(iii). To complete the proof, observe that

φ(z)−α1z = z2
(γ1

2
+
γ2

3
z+

γ3

4
z2
+ · · ·

)
.

We must show the sum in brackets belongs to Oυ . Thus, it is sufficient to show that

ordυ( j + 2)≤ j

for all j ≥ 0. But Kυ/Qp is unramified, and so ordυ( j + 2)= ordp( j + 2). Hence,
we need to show that ordp( j + 2)≤ j for all j ≥ 0 and all odd primes p. This is
now an easy exercise. �
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4. Chabauty in a single unit ball

Let C be a smooth projective curve over a number field K . Let J be the Jacobian
of C , and write r for the rank of the Mordell–Weil group J (K ). Let D1, . . . , Dr

be a basis for a free subgroup of finite index in J (K ).
Let p a rational prime such that

(p1) p is odd,

(p2) p is unramified in K , and

(p3) every prime υ of K above p is a prime of good reduction for the curve C .

Let Q ∈ C(K ). For υ | p, let Bυ(Q) be as in (5), and define the p-unit ball
around Q to be

Bp(Q)=
∏
υ|p

Bυ(Q). (10)

We will shortly give a criterion for a point Q ∈C(K ) to be the unique K -rational
point in its own p-unit ball. Our criterion and its proof are rather involved. As
motivation, we first explain the case K =Q.

Motivation. Suppose K = Q. Let P ∈ C(Q) ∩ Bp(Q). We will write down
equations that give information about P and which, with appropriate assumptions,
allow us to show that P = Q.

Let m be the index

m := [J (Q) : 〈D1, . . . , Dr 〉].

There are integers n′1, . . . , n′r such that

m(P − Q)= n′1 D1+ · · ·+ n′r Dr , (11)

where the equality takes place in Pic0(C). Let ω1, . . . , ωg be a Zp basis for �Cp/Zp .
By the properties of integration explained in Section 3,

m
∫ P

Q
ωi = n′1τi,1+ · · ·+ n′rτi,r , i = 1, . . . , g,

where the τi, j are given by

τi, j =

∫
D j

ωi , j = 1, . . . , r.

Let ni = n′i/m ∈Q. Thus,∫ P

Q
ωi = n1τi,1+ · · ·+ nrτi,r .
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Let tQ be a well behaved uniformizer at Q as defined on page 771, and write
z = tQ(P). By Lemma 3.1, we know that z ∈ pZp. By Lemma 3.2, there are power
series φi with coefficients in Qp, converging on pZp, such that∫ P

Q
ωi = φi (z)= αi z+α′i z

2
+α′′i z2

+ · · · .

Then
n1τi,1+ · · ·+ nrτi,r = φi (z), i = 1, . . . , g. (12)

This is a system of g equations in r + 1 unknowns, n1, n2, . . . , nr , z. If r ≤ g− 1,
we can use linear algebra to eliminate n1, n2, . . . , nr to obtain g− r equations

θ1(z)= θ2(z)= · · · = θg−r (z)= 0,

where the θi (z) are power series with coefficients in Qp, converging on pZp. In
practical computations, it is usual at this point to use Newton polygons and other
techniques to bound the number of solutions to this system with z ∈ pZp. By
Lemma 3.1(iii), the map Bp(Q)→ pZp given by P 7→ tQ(P)= z is bijective; thus,
we also obtain a bound on the number of P ∈ C(Q)∩Bp(Q).

Now we want a practical criterion for Q to be the unique rational point in its
p-unit ball or equivalently that z = 0. The system of equations (12) is easier to
analyze if we consider only the linear terms of the power series φi . By (8),

n1τi,1+ · · ·+ nrτi,r ≡ αi z (mod z2Zp),

where αi = (ωi/dtQ)(Q) ∈ Zp. Let T be the g× r matrix (τi, j )— this has entries
in Qp. Let A be the column vector (αi ). We can rewrite this linear system of
congruences in matrix form

T n≡ Az (mod z2Zp),

where n is the column vector (ni ). Choose a non-negative integer a such that paT
has entries in Zp. Let U be a unimodular matrix with entries in Zp so that U · paT
is in Hermite normal form (HNF) (see [Cohen 2000, Section 1.4.2] for the theory
of HNF). Let h be the number of zero rows of U · paT ; as U · paT is in HNF, these
are the last h rows. Let Mp(Q) be the vector in Zh

p formed by the last h elements
of U A.

Lemma 4.1. With the above assumptions and notation, suppose h > 0 and let
M̃p(Q) ∈ Fh

p denote the vector obtained by reducing Mp(Q) mod p. If M̃p(Q) 6= 0,
then C(Q)∩Bp(Q)= {Q}.

Proof. From the above, we know that

Mp(Q)z ≡ 0 (mod z2Zp)
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and that Mp(Q) has entries in Zp. Suppose β is some entry of Mp(Q) such that
β 6≡ 0 (mod p). Then βz ≡ 0 (mod z2Zp). As z ∈ pZp, we must have that z = 0.
By the above discussion, this forces P = Q. �

We do not take any credit for this lemma; the ideas involved can found in
[Coleman 1985a]. We have however expressed our lemma and the ideas leading up
to it in a way that motivates our generalization to the case where [K :Q]> 1.

The general case. We return to the general case where K is a number field. The
p-unit ball Bp(Q) is defined in (10). We would like to give a criterion for Q to
be the unique K -rational point in its p-unit ball. Again, let P ∈ C(K )∩Bp(Q).
We will write equations that give information about P and devise a Chabauty-style
criterion that forces P = Q. In the case K =Q, the variable z= tQ(P)measured the
“distance from P to Q along C(Qp)”. Now the field K has several embeddings Kυ

with υ | p. We will need to replace z by a vector whose entries “measure the
distances from P to Q along

∏
υ|p C(Kυ)”.

To state our criterion — Theorem 2 below — we need to define a pair of ma-
trices T and A. The matrix T depends on the basis D1, . . . , Dr . The matrix A
depends on the point Q ∈ C(K ). Let υ1, . . . , υn be the places of K above p. For
each place υ above p, we fix once and for all a Zp-basis θυ,1, . . . , θυ,dυ for Oυ ,
where dυ = [Kυ :Qp]. Of course, dυ = [Oυ : Zp] = [kυ : Fp] as p is unramified in
K . We also choose an Oυ-basis ωυ,1, . . . , ωυ,g for �Cυ/Oυ .

Now fix υ above p, and let ω ∈�Cυ/Oυ . Let

τ j =

∫
D j

ω, j = 1, . . . , r. (13)

Write

τ j =

dυ∑
i=1

ti jθυ,i , ti j ∈Qp. (14)

Let

Tυ,ω = (ti j )i=1,...,dυ , j=1,...,r ; (15)

that is, Tυ,ω is the dυ × r matrix with entries ti j . Recall that ωυ,1, . . . , ωυ,g is a
basis for �Cυ/Oυ . Let

Tυ =


Tυ,ωυ,1
Tυ,ωυ,2
...

Tυ,ωυ,g

 ; (16)
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this is a gdυ × r matrix with entries in Qp. We now define the matrix T needed for
our criterion below:

T =


Tυ1

Tυ2
...

Tυn

 . (17)

Note that T is a gd×r matrix with entries in Qp, where d=[K :Q]=dυ1+· · ·+dυn .
Let Q ∈C(K ). We now define the second matrix A (depending on Q) needed to

state our criterion for C(K )∩Bp(Q)={Q}. For each place υ of K above p, we have
chosen a minimal proper regular model Cυ . Let tQ be a well behaved uniformizer at
Q as defined in Section 3. Let ω∈�Cυ/Oυ , and let α be given by (7). By Lemma 3.2,
α ∈ Oυ . Recall we have fixed a basis θυ,1, . . . , θυ,dυ for Oυ/Zp. Write

α · θυ, j =

dυ∑
i=1

ai jθυ,i , j = 1, . . . , dυ, (18)

with ai j ∈ Zp. Let
Aυ,ω = (ai j )i, j=1,...,dυ . (19)

Let

Aυ =


Aυ,ω1

Aυ,ω2
...

Aυ,ωg

 ; (20)

this is a dυg× dυ matrix with entries in Zp. Let

A =


Aυ1 0 · · · 0
0 Aυ2 · · · 0
...

...
. . .

...

0 0 · · · Aυn

 . (21)

Then A is a dg× d matrix with entries in Zp.
Choose a non-negative integer a such that paT has entries in Zp. Let U be a

unimodular matrix with entries in Zp such that U · paT is in HNF. Let h be the
number of zero rows of U · paT ; these are the last h rows. Let Mp(Q) be the h×d
matrix (with entries in Zp) formed by the last h rows of U A.

Theorem 2. With the assumptions and notation above, let M̃p(Q) denote the matrix
with entries in Fp obtained by reducing Mp(Q) modulo p. If M̃p(Q) has rank d,
then C(K )∩Bp(Q)= {Q}.
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Remarks. (i) Let u1, . . . , uh be a Zp-basis for the kernel of the homomorphism of
Zp-modules Z

gd
p → Zr

p given by paT . Then u1 A, . . . , uh A span the same Zp-
module as the rows of Mp(Q), showing that the rank of M̃p(Q) is independent
of the choice of U .

(ii) Since the matrix T is gd × r , it is evident that h ≥max(gd − r, 0) and, very
likely, h=max(gd−r, 0). Now the matrix M̃p(Q) is h×d , and so a necessary
condition for the criterion to hold is that h ≥ d. Thus, it is sensible to apply
the theorem when gd − r ≥ d or equivalently when r ≤ d(g− 1).

(iii) In practice, we do not compute the matrix T exactly, merely an approximation
to it. Thus, we won’t be able to provably determine h unless h=max(gd−r, 0).

Proof of Theorem 2. Suppose that P ∈ C(K )∩Bp(Q). We need to show P = Q.
Let m be the index

m := [J (K ) : 〈D1, . . . , Dr 〉].

There are integers n′1, . . . , n′r such that (11) holds, where the equality takes place
in Pic0(C).

Let υ be one of the places υ1, . . . , υn above p. Recall that we have chosen a well
behaved uniformizer tQ at Q. Write z = tQ(P). By Lemma 3.1(iii), ordυ(z) ≥ 1.
We will show that z = 0, and so again by Lemma 3.1(iii), P = Q, which is what
we want to prove.

We write

z = zυ,1θυ,1+ · · ·+ zυ,dυθυ,dυ ,

where zυ,i ∈ Zp. As θ̃υ,1, . . . , θ̃υ,dυ is a basis for kυ/Fp and ordυ(z) ≥ 1, we see
that ordυ(zυ,i )≥ 1 for i = 1, . . . , dυ . Let

sυ = min
1≤i≤dυ

ordp(zυ,i ). (22)

We will show that sυ =∞, which implies that zυ,i = 0 for i = 1, . . . , dυ , and so
z = 0 as required. For now, we note that sυ ≥ 1.

Now fix an ω ∈�Cυ/Oυ , and let α ∈ Oυ be as in Lemma 3.2; by that lemma,∫ P

Q
ω = αz+βz2

for some β ∈ Oυ . However, by (11) and the properties of integration explained in
Section 3,

m
∫ P

Q
ω = n′1τ1+ · · ·+ n′rτr ,
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where the τ j are given in (13). Let ni = n′i/m ∈Q. Thus,∫ P

Q
ω = n1τ1+ · · ·+ nrτr .

Hence,

n1τ1+· · ·+nrτr = α(zυ,1θυ,1+· · ·+ zυ,dυθυ,dυ )+β(zυ,1θυ,1+· · ·+ zυ,dυθυ,dυ )
2.

From this and (22), we obtain

n1τ1+ · · ·+ nrτr ≡ zυ,1(αθυ,1)+ · · ·+ zυ,dυ (αθυ,dυ ) (mod p2sυOυ). (23)

Write

n=


n1

n2
...

nr

 and zυ =


zυ,1
zυ,2
...

zυ,dυ

 , (24)

and note that the entries of n are in Q and the entries of zυ are in psυZp. Recall that
we have expressed τ j =

∑
ti jθυ,i in (14) and α · θυ, j =

∑
ai jθυ,i in (18), where ti j

are in Qp and the ai j are in Zp. Substituting in (23) and comparing the coefficients
for θυ,i , we obtain

Tυ,ωn≡ Aυ,ω zυ (mod p2sυ ),

where Tυ,ω and Aυ,ω are respectively given in (15) and (19).
Let Tυ and Aυ be as given in (16) and (20), respectively. Then

Tυn≡ Aυ zυ (mod p2sυ ).

Now let

z =


zυ1

zυ2
...

zυn

 .
Then z is of length d = [K :Q] with entries in pZp. Write

s = min
υ=υ1,...,υn

sυ =min
i, j

ordυ j (zi,υ j ), (25)

where the sυ are defined in (22). Clearly s ≥ 1. It is sufficient to show that s =∞
since then all of the zi,υ j = 0, implying that P = Q.

Let T and A be as given in (17) and (21). Then

T n≡ Az (mod p2s), (26)
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where we note once again that T is dg× r with entries in Qp and A is dg×d with
entries in Zp.

Let U , Mp(Q), and h be as in the paragraph preceding the statement of the
theorem. Suppose that M̃p(Q) has rank d. Suppose s <∞, and we will derive a
contradiction. Recall that the last h rows of U T are zero. From (26), we have that
Mp(Q)z ≡ 0 (mod p2s) since, by definition, Mp(Q) is the matrix formed by the
last h rows of U A. In particular, Mp(Q) has entries in Zp since both U and A have
entries in Zp. From the definition of s in (25), we can write z = psw, where the
entries of w are in Zp and w 6≡ 0 (mod p). However, Mp(Q)w ≡ 0 (mod ps), and
as s ≥ 1, we have that Mp(Q)w ≡ 0 (mod p). Since w ∈ Zd

p, if M̃p(Q) has rank
d , then w ≡ 0 (mod p), giving the desired contradiction. �

Remark. In the above, we are only considering the linear terms of the power
series φ(z), and this is enough for our criterion for C(K ) ∩Bp(Q) = {Q}. Of
course, if there is another rational point sharing the same p-unit ball as Q, then our
criterion will fail. It may then be possible to obtain an upper bound for the number
of rational points in the p-unit ball by writing out higher terms of the power series
and eliminating the ni . This is likely to be technical, and we have not attempted it
in practice. However, we note that we can always choose a large enough prime p
so that no two known rational points share the same p-unit ball. If our necessary
condition r ≤ d(g − 1) is satisfied, then we expect to be able to find a prime p
so that our Chabauty criterion succeeds in showing C(K )∩Bp(Q)= {Q} for all
known rational points Q. We then expect to be able to complete our determination
of the rational points using the Mordell–Weil sieve as explained below.

5. Chabauty and the Mordell–Weil sieve

For the complete determination of the set of rational points on a curve of genus
at least 2, it is often necessary to combine Chabauty with the Mordell–Weil sieve.
Before giving details of how this works in our case, we sketch the idea behind the
Mordell–Weil sieve.

We continue with the notation of the previous sections. In particular, C is a
smooth curve defined over a number field K and P0 is a fixed K -rational point on C .
Let K be the subset of known K -rational points on C , and suppose that we would
like to prove that C(K ) = K. Using our Theorem 2, it may be possible to show,
for some prime p, that C(K )∩Bp(Q) = {Q} for every Q ∈ K. In this situation,
Chabauty tells us that to show that C(K )=K, all you have to do is show that every
P ∈ C(K ) belongs to the p-unit ball Bp(Q) for some Q ∈ K. This is where we
turn to the Mordell–Weil sieve.

Let υ be a place of K of good reduction for C . Let red denote the natural maps

red : C(K )→ C(kυ) and red : J (K )→ J (kυ).
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Let  denote the Abel–Jacobi maps

C(K ) ↪→ J (K ) and C(kυ) ↪→ J (kυ)

respectively associated to P0 and P̃0. A glance at the commutative diagram

C(K )
 //

red
��

J (K )

red
��

C(kυ)
 // J (kυ)

shows that  (C(K ))⊆Wυ + Lυ , where Lυ := ker(J (K )→ J (kυ)) is a subgroup
of finite index in J (K ) and Wυ is a set of coset representatives for red−1 (C(kυ)).
In practice, if one knows a Mordell–Weil basis for J (K ), then Wυ and Lυ are
straightforward to compute. Now let S be a finite set of places υ of K , all of good
reduction for C . We can write⋂

υ∈S

(Wυ + Lυ)=WS + L S, (27)

where WS is a finite subset of J (K ) and L S = ∩υ∈S Lυ (of course, the elements
of WS are unique up to translation by elements of L S). Clearly  (C(K ))⊆WS+L S .
With a judicious choice of places S, it is sometimes possible to show that

 (K)+ L S =WS + L S ⊇  (C(K )),

where the index [J (K ) : L S] is large. In other words, any rational point is “close”
to a known rational point in the profinite topology on the Mordell–Weil group.
Suppose next that there is some rational prime p satisfying assumptions (p1)–(p3)
on page 773 and that L S is contained in the kernel of the diagonal map

J (K )→
∏
υ|p

J (kυ).

It then follows that, for every P ∈ C(K ), there is some Q ∈ K (one of the known
rational points) such that P ∈Bp(Q). We may then attempt to apply Theorem 2 to
show that C(K )∩Bp(Q)= {Q} for all Q ∈ K; if we can show this, then we will
have shown that C(K )= K.

The standard references for the Mordell–Weil sieve, e.g., [Bruin and Elkies
2002; Bruin and Stoll 2008; 2010; Bugeaud et al. 2008], as well as the above
sketch assume full knowledge of the Mordell–Weil group. For reasons that we
now explain, we need to adapt the Mordell–Weil sieve to work with a subgroup
of the Mordell–Weil group of finite (but unknown) index. Let L0 be a subgroup
of J (K ) of finite index containing the free subgroup L generated by D1, . . . , Dr

of the previous section. We can take L0 = L , but for our purpose, it is preferable to
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include the torsion subgroup of J (K ) in L0. The usual p-saturation method [Siksek
1995b; 1995a; Flynn and Smart 1997] shows how to enlarge L0 so that its index
in J (K ) is not divisible by any given small prime p. One expects, after checking
p-saturation for all small primes p up to some large bound, that L0 is in fact equal
to J (K ). However, proving that J (K )= L0 requires an explicit theory of heights
on the Jacobian J . This is not yet available for Jacobians of curves of genus at
least 3. For Jacobians of curves of genus 2, there is an explicit theory of heights
[Flynn 1995a; Flynn and Smart 1997; Stoll 1999; 2002b] though the bounds over
number fields other than the rationals are likely to be impractically large.

Before we give the details, we point out that substantial improvements can be
made to the version of the Mordell–Weil sieve outlined below. It has certainly been
sufficient for the examples we have computed so far (including the ones detailed in
the next section). But we expect that for some other examples it will be necessary
(though not difficult) to incorporate the improvements to the Mordell–Weil sieve
found in [Bruin and Stoll 2008; 2010].

Lemma 5.1 (Mordell–Weil sieve). Let L0 be a subgroup of J (K ) of finite index
n = [J (K ) : L0]. Let P0 ∈C(K ), and let  denote the Abel–Jacobi maps associated
to P0 as above. Let υ1, . . . , υs be places of K such that each υ = υi satisfies the
following two conditions:

(υ1) υ is a place of good reduction for C and

(υ2) the index n is coprime to #J (kυ).

To ease notation, write ki for the residue field kυi . Define inductively a sequence of
subgroups

L0 ⊇ L1 ⊇ L2 ⊇ L3 ⊇ · · · ⊇ Ls

and finite subsets W0,W1, . . . ,Ws ⊆ L0 as follows. Let W0= {0}. Suppose we have
defined L i and Wi , where i ≤ s− 1. Let L i+1 be the kernel of the composition

L i ↪→ J (K )→ J (ki+1).

To define Wi+1, choose a complete set Q of coset representatives for L i/L i+1 and let

W ′i+1 = {w+ q : w ∈Wi and q ∈ Q }.

Let

Wi+1 = {w ∈W ′i+1 : red(w) ∈  (C(ki+1)) }.

Then, for every i = 0, . . . , s and every Q ∈ C(K ), there is some w ∈Wi such that

n( (Q)−w) ∈ L i . (28)
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Remark. If L0 = J (K ), there is no difference between the usual Mordell–Weil
sieve sketched at the beginning of this section and the Mordell–Weil sieve of
the lemma. However, we have expressed the Mordell–Weil sieve in the lemma
iteratively as this reflects how it is used in practice; we compute the intersection (27)
gradually rather than all at once.

Proof of Lemma 5.1. The proof is by induction on i . Since L0 has index n in J (K ),
(28) is true with w = 0. Let i ≤ s − 1. Suppose Q ∈ C(K ), w′ ∈ Wi , and l ′ ∈ L i

satisfy

n( (Q)−w′)= l ′. (29)

By definition of L i+1, the quotient group L i/L i+1 is isomorphic to a subgroup of
J (ki+1). It follows from assumption (υ2) that n is coprime to the order of L i/L i+1.
Recall that Q was defined as a complete set of coset representatives for L i/L i+1.
Thus, nQ is also a set of coset representatives. Hence, we may express l ′ ∈ L i as

l ′ = nq+ l,

where q ∈ Q and l ∈ L i+1. Let w = w′+ q. Then w ∈W ′i+1. By (29), we see that

n( (Q)−w)= l ′− nq = l ∈ L i+1.

To complete the inductive argument, all we need to show is that w ∈ Wi+1 or
equivalently that red(w) ∈  (C(ki+1)). However, since L i+1 is contained in the
kernel of red : J (K )→ J (ki+1), we see that

n( (Q̃)− red(w))= 0 in J (ki+1).

Using the fact that n is coprime to #J (ki+1) once again gives red(w) =  (Q̃) as
required. �

The following theorem puts together the Mordell–Weil sieve with Theorem 2
to give a criterion for C(K ) = K. It is precisely the argument sketched before
Lemma 5.1 but adapted to take account of the possibility that the index n may not be 1.

Theorem 3 (Chabauty with the Mordell–Weil sieve). We continue with the above
notation and assumptions. Let L0⊇ L1⊇· · ·⊇ Ls and W0, . . . ,Ws be the sequences
constructed in Lemma 5.1. Let K be a subset of C(K ). Let P0 ∈K, and let  denote
the maps associated to P0 as above. Suppose that for every w ∈ Ws , there is a
point Q ∈ K and a prime p such that the following conditions hold:

(a) p satisfies conditions (p1)–(p3) on page 773.

(b) In the notation of the previous section, the matrix M̃p(Q) has rank d.
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(c) The kernel of the homomorphism

J (K )−→
∏
υ|p

J (kυ) (30)

contains both the group Ls and the difference  (Q)−w.

(d) The index n=[J (K ) : L0] is coprime to the orders of the groups J (kυ) for υ | p.

Then C(K )= K.

Proof. Suppose that P ∈C(K ). We would like to show that P ∈K. By Lemma 5.1,
there is some w ∈Ws such that n( (P)−w) ∈ Ls . Let Q ∈ K and prime p satisfy
conditions (a)–(d) of the theorem. By (c), Ls is contained in the kernel of (30), and
hence,

n( (P̃)− red(w))= 0

in J (kυ) for all υ | p. Since p satisfies assumption (d), it follows that

 (P̃)− red(w)= 0

in J (kυ) for all υ | p. But by assumption (c) again,

 (Q̃)− red(w)= 0

in J (kυ) for all υ | p. It follows that P̃= Q̃ in C(kυ) for all υ | p. Hence, P ∈Bp(Q),
where Bp(Q) is the p-unit ball around Q defined in (10). By assumption (b) and
Theorem 2, we see that P = Q ∈ K, completing the proof. �

6. The generalized Fermat equation with signature (2, 3, 10)

Let p, q, r ∈ Z≥2. The equation

x p
+ yq
= zr (31)

is known as the generalized Fermat equation (or the Fermat–Catalan equation)
with signature (p, q, r). As in Fermat’s last theorem, one is interested in integer
solutions x , y, and z. Such a solution is called nontrivial if xyz 6= 0 and primitive
if x , y, and z are coprime. Let χ = p−1

+ q−1
+ r−1. The parametrization of

nontrivial primitive solutions for (p, q, r) with χ ≥ 1 has now been completed
[Edwards 2004]. The generalized Fermat conjecture [Darmon 1997; Darmon and
Granville 1995] is concerned with the case χ < 1. It states that the only nontrivial
primitive solutions to (31) with χ < 1 are those shows in Table 1.

The generalized Fermat conjecture has been established for many signatures
(p, q, r) including for several infinite families of signatures: Fermat’s last theorem
(p, p, p) by Wiles and Taylor [Wiles 1995; Taylor and Wiles 1995], (p, p, 2) and
(p, p, 3) by Darmon and Merel [1997], (2, 4, p) by Ellenberg [2004] and Bennett
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1+ 23
= 32,

25
+ 72
= 34,

73
+ 132

= 29,

27
+ 173

= 712,

35
+ 114

= 1222,

177
+ 762713

= 210639282,

438
+ 962223

= 300429072,

338
+ 15490342

= 156133,

14143
+ 22134592

= 657,

92623
+ 153122832

= 1137.

Table 1. Known (and conjecturally only) primitive solutions to
x p
+ yq
= zr with p−1

+ q−1
+ r−1 < 1.

et al. [2010], and (2p, 2p, 5) by Bennett [Bennett 2006]. Recently, Chen and Siksek
[2009] have solved the generalized Fermat equation with signatures (3, 3, p) for a
set of prime exponents p having Dirichlet density 28219/44928. For an exhaustive
survey, see the book of Cohen [2007, Chapter 14]. An older but still very useful
survey is [Kraus 1999].

There is an abundance of solutions for generalized Fermat equations with signa-
tures (2, 3, n) [Edwards 2004; Cohen 2007, Chapter 14], and so this subfamily is
particularly interesting. The condition χ > 1 within this subfamily coincides with
the condition n ≥ 7. The cases n = 7, 8, 9 are solved respectively in [Poonen et al.
2007; Bruin 2003; 2005]. The case n= 10 appears to be the first hitherto unresolved
case within this subfamily, and this of course corresponds to Equation (1).

In this section, we solve Equation (1) in coprime integers x , y, and z, thereby
proving Theorem 1. Equation (1) does not define a curve in P3; however, using
standard factorization arguments, we will reduce its resolution to the determination
of K -rational points on a family of genus-2 curves where K = Q(

3
√

2). One of
these curves has Jacobian Mordell–Weil rank 2, and two others have Jacobian
Mordell–Weil rank 3. Classical Chabauty is inapplicable as these curves defy the
bound r ≤ g− 1. However, they do satisfy the weaker bound r ≤ d(g− 1), which
is a necessary condition for the applicability of our method. In what follows, we
sketch how we successfully applied the method of this paper to determine the
K -rational points on these curves. We used Magma [Bosma et al. 1997] for all
our calculations. It includes implementations by Nils Bruin and Michael Stoll of
2-descent on Jacobians of hyperelliptic curves over number fields; the algorithm is
detailed in [Stoll 2001]. Magma also includes an implementation of Chabauty for
genus-2 curves over Q.

Case I (y is odd). From (1), we immediately see that

x + z5
= u3 and x − z5

= v3,

where u and v are coprime and odd. Hence, 2z5
= u3
− v3.
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Case I.1 (3 - z). Then

u− v = 2a5 and u2
+ uv+ v2

= b5,

where a and b are coprime integers with z = ab. We now use the identity

(u− v)2+ 3(u+ v)2 = 4(u2
+ uv+ v2) (32)

to obtain 4a10
+3c2

= 4b5, where c= u+v. Dividing by 4a10, we obtain a rational
point (X, Y )= (b/a2, 3c/2a5) on the genus-2 curve

C : Y 2
= 3(X5

− 1).

Using Magma, we are able to show that the Jacobian of this genus-2 curve C has
Mordell–Weil rank 0 and torsion subgroup isomorphic to Z/2Z. It is immediate
that C(Q)= {∞, (1, 0)}.

Working backwards, we obtain the solutions (x, y, z)= (0, 1,±1) to (1).

Case I.2 (3 | z). Recall that 2z5
= u3
− v3 and u and v are odd and coprime. Thus,

u− v = 2 · 34a5 and u2
+ uv+ v2

= 3b5,

where z = 3ab. Now we use identity (32) to obtain 4 · 38a10
+ 3c2

= 12b5, where
c= u+v. Hence, we obtain a rational point (X, Y )= (b/a2, c/2a5) on the genus-2
curve

C : Y 2
= X5

− 37.

Let J be the Jacobian of C . Using Magma, we can show that J (Q) is free of rank 1
with generator(

−9+ 3
√
−3

2
,

81+ 27
√
−3

2

)
+

(
−9− 3

√
−3

2
,

81− 27
√
−3

2

)
− 2∞.

Using Magma’s built-in Chabauty command, we find that C(Q)={∞}. Working
backwards, we obtain (x, y, z)= (±1,−1, 0).

Case II (y is even). We would now like to solve (1) with y even and x and y
coprime. Replacing x by −x if necessary, we obtain x ≡ z5 (mod 4). Thus,

x + z5
= 2u3 and x − z5

= 4v3,

where y =−2uv. Hence,

u3
− 2v3

= z5 with u and v coprime and u and z odd. (33)

If 3 | z, then this equation is impossible modulo 9. Hence, 3 - z.
Let θ = 3

√
2. We shall work in the number field K = Q(θ). This has ring of

integers OK = Z[θ ] with class number 1. The unit group is isomorphic to Z×Z/2Z

with ε = 1− θ a fundamental unit.
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Observe that

(u− vθ)(u2
+ uvθ + v2θ2)= z5,

where the two factors on the left-hand side are coprime as u and v are coprime and
z is neither divisible by 2 nor 3. Hence,

u− vθ = εsα5 and u2
+ uvθ + v2θ2

= ε−sβ5, (34)

where −2≤ s ≤ 2 and α, β ∈ Z[θ ] satisfy z = αβ. We now use the identity

(u− vθ)2+ 3(u+ vθ)2 = 4(u2
+ uvθ + v2θ2)

to obtain

ε2sα10
+ 3(u+ vθ)2 = 4ε−sβ5.

Let Cs be the genus-2 curve defined over K given by

Cs : Y 2
= 3(4ε−s X5

− ε2s).

We see that

(X, Y )=
( β
α2 ,

3(u+ vθ)
α5

)
(35)

is a K -rational point on Cs . To complete our proof of Theorem 1, we need to
determine Cs(K ) for −2≤ s ≤ 2. Let Js be the Jacobian of Cs . Using reduction at
various places of K , we easily showed that the torsion subgroup of Js(K ) is trivial
in all cases. The 2-Selmer ranks of Js(K ) are respectively 1, 3, 2, 3, and 0 for
s =−2,−1, 0, 2, 1. We searched for K -rational points on each Js by first searching
for points on the associated Kummer surface. We are fortunate to have found
enough independent points in Js(K ) in each case to show that the Mordell–Weil
rank is equal to the 2-Selmer rank. In other words, we have determined a basis for
a subgroup of Js(K ) of finite index, and this is given in Table 2.

In each case, the rank r is at most 3 = d(g− 1), where d = [K : Q] = 3 and
g = 2 is the genus. We note that the bound r ≤ g− 1 needed to apply classical
Chabauty fails for s =−1, 0, 1.

We implemented our method in Magma. Our program succeeded in determining
Cs(K ) for all−2≤ s≤2, and the results are given in Table 2. The entire computation
took approximately 2.5 hours on a 2.8 GHz dual-core AMD Opteron; this includes
the time taken for computing Selmer groups and searching for points on the Kummer
surfaces. It is appropriate to give more details, and we do this for the case s = 1.
Let C = C1, and write J for its Jacobian. Let

K= {∞, P0, P ′0, P1, P ′1},



Explicit Chabauty over number fields 787

s basis for subgroup of Js(K ) of finite index Cs(K )

−2 (θ2
+θ+1, θ2

+2θ+1)−∞ ∞, (θ2
+θ+1,±(θ2

+2θ+1))

−1

(−θ2
−θ−1, 11θ2

+13θ+17)−∞,∑
i=1,2(8i , (2θ2

+2θ+3)8i+2θ2
+3θ+4)−2∞,∑

i=3,4(8i , (4θ2
+6θ+10)8i+9θ2

+11θ+13)−2∞
∞, (−θ

2
−2θ−1
3 , ±(θ

2
−θ+1)
3 ),(−θ2

−θ−1,±(11θ2
+13θ+17))

0
(1, 3)−∞, ( θ

2
+2θ+1

3 , 10θ2
+8θ+13

3 )−∞

∞, ( θ
2
+2θ+1

3 , ±(10θ2
+8θ+13)
3 ), (1,±3)

1

D1 = (−θ
2
−θ−1,−40θ2

−53θ−67)−∞,
D2 = (−1, 3θ+3)−∞,
D3 =

∑
i=5,6(8i , (2θ−2)8i−θ+1)−2∞

∞, (−θ2
−θ−1,±(40θ2

+53θ+67)), (−1,±(3θ+3))

2 ∅ ∞

Table 2. Notation: 81 and 82 are the roots of 282
+(θ2

+θ+

2)8+(θ2
+θ+2) = 0; 83 and 84 are the roots of 382

+(4θ2
+

5θ+4)8+(4θ2
+5θ+7) = 0; 85 and 86 are the roots of 382

+

(θ2
−θ−2)8+(−2θ2

+2θ+1)= 0.

where

P0 = (−θ
2
− θ − 1, 40θ2

+ 53θ + 67), P1 = (−1, 3θ + 3),

and P ′0 and P ′1 are respectively the images of P0 and P1 under the hyperelliptic
involution. Let D1, D2, D3 be the basis given in Table 2 for a subgroup of J (K )
of finite index. Let L0 = 〈D1, D2, D3〉. Our program verified that the index of L0

in J (K ) is not divisible by any prime less than 75. Our program used the point

P0 = (−θ
2
− θ − 1, 40θ2

+ 53θ + 67)

as the base point for the Abel–Jacobi map  . The image of K under  is

 (K)= {D1, 0, 2D1, D1+ D2, D1− D2},

where we have listed the elements of  (K) so that they correspond to the above list
of points of K. Next our program applied the Mordell–Weil sieve as in Lemma 5.1.
The program chose twenty-two places υ that are places of good reduction for C
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with #J (kυ) divisible only by primes less than 75. In the notation of Lemma 5.1,

L22 = 〈1386000D1+ 16632000D2+ 18018000D3, 24948000D2, 24948000D3〉

and

W22 = {0, D1− D2, D1, D1+ D2, 2D1, D1+ 12474000D2+ 87318000D3,

277201D1+5821200D2+51004800D3, 277201D1−6652800D2−36313200D3,

− 277199D1+ 6652800D2+ 36313200D3,

− 277199D1− 5821200D2− 51004800D3}.

Next we would like to apply Theorem 3, and so we need primes p satisfying
conditions (a)–(d) of that theorem. In particular, our program searches for odd
primes p, unramified in K , so that every place υ | p is a place of good reduction
for C , #J (kυ) is divisible only by primes less than 75, and L22 is contained in the
kernel of the homomorphism (30). The smallest prime satisfying these conditions
is p = 109, which splits completely in K , and so there are three degree-1 places υ1,
υ2, and υ3 above 109. It turns out that

J (kυ)∼= (Z/110)2

for υ = υ1, υ2, υ3. The reader can easily see that

L22 ⊂ 110L0 ⊆ 110J (K ),

and so clearly L22 is in the kernel of (30) with p = 109. Moreover, the reader will
easily see that every w ∈W22 is equivalent modulo 110L0 to some element of  (K).
Hence, conditions (a), (c), and (d) of Theorem 3 are satisfied for each w ∈W22 with
p = 109. To show that C(K )= K, it is enough to show that M̃109(Q) has rank 3
for all Q ∈ K.

It is convenient to take

ω1 =
dx
y

and ω2 =
xdx

y

as basis for the 1-forms on C . With this choice, we computed the matrices M̃109(Q)
for Q ∈ K. For example, we obtained

M̃109(∞)=

 79 64 0
31 0 0
104 0 82

 (mod 109);

this matrix of course depends on our choice of U used to compute the HNF on
page 776 though, as observed in the remarks after Theorem 2, its rank is independent
of this choice of U . The matrix M̃109(∞) clearly has nonzero determinant and so
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rank 3. It turns out that the four other M̃109(Q) also have rank 3. This completes
the proof that C(K )= K.

We now return to the general case where −2≤ s ≤ 2 and would like to recover
the coprime integer solutions u and v to Equation (33) from the K -rational points
on Cs and hence the solutions (x, y, z) to (1) with y even and x ≡ z5 (mod 4).
From (35) and (34), we see that

Y =
3(u+ vθ)

α5 = 3εs
(u+ vθ

u− vθ

)
.

Thus,

u
v
= θ ·

(Y + 3εs

Y − 3εs

)
.

Substituting in here the values of Y and s from the K -rational points on the curves Cs ,
the only Q-rational values for u/v we obtain are −1, 2, 0, 5/4, and 1; these come
from the points (θ2

+ θ + 1,−θ2
− 2θ − 1), (−θ2

− θ − 1,−11θ2
− 13θ − 17),

(1,−3), (−θ2
− θ − 1, 40θ2

+ 53θ + 67), and (−1, 3θ + 3), respectively. This
immediately allows us to complete the proof of Theorem 1.

The reader can find the Magma code for verifying the above computations at
http://www.warwick.ac.uk/staff/S.Siksek/progs/chabnf/.

Remarks. (i) Although our approach solves Equation (1) completely, we point
out that it is possible to eliminate some cases by using Galois representations
and level-lowering as Dahmen [2008] does for the equation x2

+ z10
= y3.

Indeed, by mimicking Dahmen’s approach and making use of the work of
Darmon and Merel [1997] and the so called “method for predicting the ex-
ponents of constants” [Cohen 2007, Section 15.7], we were able to reduce to
the case s = 1, and it is this case that corresponds to our nontrivial solution
(x, y, z) = (±3,−2,±1). It seems however that the approach via Galois
representations cannot in the current state of knowledge deal with case s = 1.

(ii) Note that to solve our original problem (1), we did not need all K -rational
points on the curves Cs , merely those (X, Y ) ∈ Cs(K ) with

θ ·
(Y + 3εs

Y − 3εs

)
∈Q.

Mourao [2013] has recently developed a higher-dimensional analogue of
elliptic curve Chabauty that is applicable in such situations, and this may
provide an alternative approach to (1).

http://www.warwick.ac.uk/staff/S.Siksek/progs/chabnf/
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Moduli spaces for point modules
on naïve blowups

Thomas A. Nevins and Susan J. Sierra

The naïve blowup algebras developed by Keeler, Rogalski, and Stafford, after
examples of Rogalski, are the first known class of connected graded algebras that
are noetherian but not strongly noetherian. This failure of the strong noetherian
property is intimately related to the failure of the point modules over such algebras
to behave well in families: puzzlingly, there is no fine moduli scheme for such
modules although point modules correspond bijectively with the points of a
projective variety X . We give a geometric structure to this bijection and prove
that the variety X is a coarse moduli space for point modules. We also describe the
natural moduli stack X∞ for embedded point modules — an analog of a “Hilbert
scheme of one point” — as an infinite blowup of X and establish good properties
of X∞. The natural map X∞→ X is thus a kind of “Hilbert–Chow morphism of
one point" for the naïve blowup algebra.

1. Introduction

One of the important achievements of noncommutative projective geometry is the
classification of noncommutative projective planes, such as the three-dimensional
Sklyanin algebra Skl3, by Artin, Tate, and Van den Bergh [Artin et al. 1990]. More
formally, these are Artin–Schelter regular algebras of dimension 3, noncommutative
graded rings that are close analogs of a commutative polynomial ring in three
variables; see [Stafford and Van den Bergh 2001] for a discussion. The key method
of [Artin et al. 1990] is to study point modules, that is, cyclic graded modules with
the Hilbert series of a point in projective space. Given a noncommutative projective
plane R, the authors describe a moduli scheme for its point modules. This allows
them to construct a homomorphism from R to a well understood ring, providing a
first step in describing the structure of the noncommutative plane itself.

The techniques described above work in a more general context. Let k be
an algebraically closed field; we assume k is uncountable although for some of
the results quoted this hypothesis is unnecessary. A k-algebra R is said to be
strongly noetherian if, for any commutative noetherian k-algebra C , the tensor

MSC2010: primary 16S38; secondary 16D70, 16W50, 14A20, 14D22.
Keywords: naïve blowup, point module, point space.
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product R⊗k C is again noetherian. By a general result of Artin and Zhang [2001,
Theorem E4.3], if R is a strongly noetherian N-graded k-algebra, then its point
modules are parametrized by a projective scheme. Rogalski and Zhang [2008]
used this result to extend the method of [Artin et al. 1990] to strongly noetherian
connected graded k-algebras that are generated in degree 1. (An N-graded k-
algebra R is connected graded if R0 = k.) Their method constructs a map from the
algebra to a twisted homogeneous coordinate ring (see Section 2 for definitions) on
the scheme X parametrizing point modules. For example, Sklyanin algebras are
strongly noetherian, and here X is an elliptic curve. The homomorphism here gives
the well known embedding of an elliptic curve in a noncommutative P2.

Although it was believed for a time that all connected graded noetherian algebras
would be strongly noetherian, Rogalski [2004] showed this was not the case. His
example was generalized in joint work with Keeler and Stafford [Keeler et al. 2005;
Rogalski and Stafford 2007] to give a geometric construction of a beautiful class of
noncommutative graded algebras, known as naïve blowups, that are noetherian but
not strongly noetherian. Along the way, they showed that point modules for naïve
blowups — viewed as objects of noncommutative projective geometry in a way
we make precise below — cannot behave well in families: there is no fine moduli
scheme of finite type for such modules.

In the present paper, we systematically develop the moduli theory of point
modules for the naïve blowups S of [Keeler et al. 2005; Rogalski and Stafford
2007]. Roughly speaking, we show that there is an analog of a “Hilbert scheme
of one point on Proj(S)” that is an infinite blowup of a projective variety. This
infinite blowup is quasicompact and noetherian as an fpqc-algebraic stack (a notion
we make precise in Section 4). Furthermore, we show there is a coarse “moduli
space for one point on Proj(S)” — it is, in fact, the projective variety from which
the naïve blowup was constructed. These are the first descriptions in the literature
of moduli structures for point modules on a naïve blowup.

More precisely, let X be a projective k-variety of dimension at least 2, let σ be
an automorphism of X , and let L be a σ -ample (see Section 2) invertible sheaf
on X . We follow the standard convention that Lσ

:= σ ∗L. Let P ∈ X (in the body
of the paper, we let P be any zero-dimensional subscheme of X ), and assume that
the σ -orbit of P is critically dense; that is, it is infinite and every infinite subset is
Zariski dense. For n ≥ 0, let

In := IP IσP · · ·I
σ n−1

P and Ln := L⊗Lσ
⊗ · · ·⊗Lσ n−1

.

Define Sn := In ⊗Ln , and let

S := S(X,L, σ, P) :=
⊕
n≥0

H 0(X,Sn).
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The algebra S is the naïve blowup associated to the data (X,L, σ, P).
If L is sufficiently ample, then S is generated in degree 1; alternatively, a

sufficiently large Veronese of S is always generated in degree 1. We will assume
throughout that S is generated in degree 1.

A point module is a graded cyclic S-module M with Hilbert series 1+t+t2
+· · · .

We say M is an embedded point module if we are given, in addition, a surjection
S→M of graded modules. Two embedded point modules M and M ′ are isomorphic
if there is an S-module isomorphism from M to M ′ that intertwines the maps from S.

We begin by constructing a moduli stack for embedded point modules. Recall
that X∞ is a fine moduli space (or stack) for embedded point modules if there is an
S-module quotient S⊗k OX∞→M that is a universal family for point modules; that
is, M is an X∞-flat family of embedded S-point modules with the property that if
S⊗k C→M ′ is any C-flat family of embedded point modules for a commutative k-
algebra C , then there is a morphism Spec(C) f

→X∞ and an isomorphism f ∗M∼=M ′

of families of embedded S-point modules. Let Xn be the blowup of X at In; there
is an inverse system · · ·→ Xn→ Xn−1→· · ·→ X of schemes. Let X∞ := lim

←−
Xn .

This inverse limit exists as a stack. More precisely, in Definition 4.1, we introduce
the notion of an fpqc-algebraic stack. We then have:

Theorem 1.1. The inverse limit X∞ is a noetherian fpqc-algebraic stack. The
morphism X∞→ X is quasicompact. Moreover, X∞ is a fine moduli space for
embedded S-point modules.

We have been told that similar results were known long ago to M. Artin; however,
they seem not to have been very widely known even among experts, nor do they
seem to have appeared in the literature.

Note that the stack X∞ is discrete: its points have no stabilizers. Thus, X∞
is actually a k-space in the terminology of [Laumon and Moret-Bailly 2000]; in
particular, this justifies our use of the phrase “fine moduli space” in the statement
of the theorem. However, X∞ does not seem to have an étale cover by a scheme
and hence does not have the right to be called an algebraic space.

We recall that, by definition, the noncommutative projective scheme associated
to S is the quotient category Qgr-S = Gr-S/Tors-S of graded right S-modules
by the full subcategory of locally bounded modules. A point object in Qgr-S is
the image of (a shift of) a point module. If S is a commutative graded algebra
generated in degree 1, Qgr-S is equivalent to the category of quasicoherent sheaves
on Proj(S); this justifies thinking of Qgr-S as the noncommutative analog of a
projective scheme.

If R is strongly noetherian and generated in degree 1, then a result of Artin and
Stafford [Keeler et al. 2005, Theorem 10.2] shows that point objects of Qgr-R are
parametrized by the same projective scheme X that parametrizes embedded point
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modules. On the other hand, for naïve blowups S = S(X,L, σ, P) as above, we
have:

Theorem 1.2 [Keeler et al. 2005, Theorem 1.1]. The algebra S is noetherian but
not strongly noetherian. Moreover, there is no fine moduli scheme of finite type
over k parametrizing point objects of Qgr-S.

By contrast, [Keeler et al. 2005] gives a simple classification (that fails in families),
namely that point objects are in bijective correspondence with points of X : to a
point x ∈ X , we associate the S-module

⊕
H 0(X, kx ⊗Ln). In the present paper,

we explain how these two facts about point objects of Qgr-S naturally fit together.
Assume that L is sufficiently ample (in the body of the paper, we work with any

σ -ample L by considering shifts of point modules). Let F be the moduli functor
of embedded point modules over S. Define an equivalence relation ∼ on F(C)
by saying that M ∼ N if their images are isomorphic in Qgr-S⊗k C . We obtain
a functor G : Affine schemes→ Sets by sheafifying (in the fpqc topology) the
presheaf Gpre of sets defined by Spec C 7→ F(C)/∼.

A scheme Y is a coarse moduli scheme for point objects if it corepresents
the functor G; that is, there is a natural transformation G→ Homk( · , Y ) that is
universal for natural transformations from G to schemes.

Our main result is the following:

Theorem 1.3. The variety X is a coarse moduli scheme for point objects in Qgr-S.

This gives a geometric structure to the bijection discovered by Keeler, Rogalski,
and Stafford.

Corollary 1.4. There is a fine moduli space X∞ for embedded S-point modules but
only a coarse moduli scheme X for point objects of Qgr-S.

It may be helpful to compare the phenomenon described by Corollary 1.4 to
a related, though quite different, commutative phenomenon. Namely, let Y be
a smooth projective (commutative) surface. Fix n ≥ 1. Let R = C[Y ] denote a
homogeneous coordinate ring of Y (associated to a sufficiently ample invertible sheaf
on Y ), and consider graded quotient modules R→M such that dim Ml =n for l�0.
By a general theorem of Serre, the moduli space for such quotients is the Hilbert
scheme of n points on Y , denoted Hilbn(Y ). This is a smooth projective variety of
dimension 2n. Alternatively, remembering only the corresponding objects [M] of
Qgr-R ' Qcoh(Y ) and imposing the further S-equivalence relation [Huybrechts
and Lehn 1997, Example 4.3.6], we get the moduli space Symn(Y ) for semistable
length-n sheaves on Y , which equals the n-th symmetric product of Y . The latter
moduli space is only a coarse moduli space for semistable sheaves. One has
the Hilbert–Chow morphism Hilbn(Y )→ Symn(Y ), which is defined by taking a
quotient R→ M to the equivalence class of M . It is perhaps helpful to view the
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moduli spaces and map X∞→ X associated to the algebra S in light of the theorems
stated above, that is, as a kind of “noncommutative Hilbert–Chow morphism of one
point” for a naïve blowup algebra S(X,L, σ, P).

In work in preparation, we generalize the results in [Rogalski and Zhang 2008]
by proving a converse, of sorts, to Theorem 1.3. Namely, suppose R is a connected
graded noetherian algebra generated in degree 1, that R has a fine moduli space X∞
for embedded point modules, that R has a projective coarse moduli scheme X for
point objects of Qgr-R, and that the spaces X∞ and X and the morphism X∞→ X
between them have geometric properties similar to those of the spaces we encounter
in the theorems above. Then, we show, there exist an automorphism σ of X , a
zero-dimensional subscheme P ⊂ X supported on points with critically dense
orbits, an ample and σ -ample invertible sheaf L on X , and a homomorphism φ :

R→ S(X,L, σ, P) from R to the naïve blowup associated to this data; furthermore,
φ is surjective in large degree. This construction gives a new tool for analyzing
the structure of rings that are noetherian but not strongly noetherian. Details will
appear in [Nevins and Sierra 2012].

2. Background

In this section, we give needed definitions and background. We begin by discussing
bimodule algebras: this is the correct way to think of the sheaves Sn defined
above. Most of the material in this section was developed in [Van den Bergh 1996;
Artin and Van den Bergh 1990], and we refer the reader there for references. Our
presentation follows that in [Keeler et al. 2005; Sierra 2011].

Convention 2.1. Throughout the paper, by variety (over k), we mean an integral
separated scheme of finite type over k.

Throughout this section, let k be an algebraically closed field and let A denote
an affine noetherian k-scheme, which we think of as a base scheme.

Definition 2.2. Let X be a scheme of finite type over A. An OX -bimodule is a
quasicoherent OX×X -module F such that, for every coherent submodule F′ ⊆ F,
the projection maps p1, p2 : Supp F′→ X are both finite morphisms. The left and
right OX -module structures associated to an OX -bimodule F are defined respectively
as (p1)∗F and (p2)∗F. We make the notational convention that when we refer to
an OX -bimodule simply as an OX -module, we are using the left-handed structure
(for example, when we refer to the global sections or higher cohomology of an
OX -bimodule). All OX -bimodules are assumed to be OA-symmetric.

There is a tensor product operation on the category of bimodules that has the
expected properties [Van den Bergh 1996, Section 2].

All the bimodules that we consider will be constructed from bimodules of the
following form:
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Definition 2.3. Let X be a projective scheme over A, and let σ, τ ∈ AutA(X). Let
(σ, τ ) denote the map

X→ X ×A X defined by x 7→ (σ (x), τ (x)).

If F is a quasicoherent sheaf on X , we define the OX -bimodule σFτ := (σ, τ )∗F.
If σ = 1 is the identity, we will often omit it; thus, we write Fτ for 1Fτ and F for
the OX -bimodule 1F1 =1∗F, where 1 : X→ X ×A X is the diagonal.

Definition 2.4. Let X be a projective scheme over A. An OX -bimodule algebra, or
simply a bimodule algebra, B is an algebra object in the category of bimodules.
That is, there are a unit map 1 : OX →B and a product map µ :B⊗B→B that
have the usual properties.

We follow [Keeler et al. 2005] and define the following:

Definition 2.5. Let X be a projective scheme over A, and let σ ∈ AutA(X). A
bimodule algebra B is a graded (OX , σ )-bimodule algebra if

(1) there are coherent sheaves Bn on X such that B=
⊕

n∈Z 1(Bn)σ n ,

(2) B0 = OX , and

(3) the multiplication map µ is given by OX -module maps Bn ⊗Bσ n

m → Bn+m ,
satisfying the obvious associativity conditions.

Definition 2.6. Let X be a projective scheme over A, and let σ ∈ AutA(X). Let
R=

⊕
n∈Z(Rn)σ n be a graded (OX , σ )-bimodule algebra. A right R-module M is a

quasicoherent OX -module M together with a right OX -module map µ :M⊗R→M

satisfying the usual axioms. We say that M is graded if there is a direct sum
decomposition M=

⊕
n∈Z(Mn)σ n with multiplication giving a family of OX -module

maps Mn ⊗Rσ n

m →Mn+m obeying the appropriate axioms.
We say that M is coherent if there are a coherent OX -module M′ and a surjective

map M′⊗R→M of ungraded R-modules. We make similar definitions for left
R-modules. The bimodule algebra R is right (left) noetherian if every right (left)
ideal of R is coherent. A graded (OX , σ )-bimodule algebra is right (left) noetherian
if and only if every graded right (left) ideal is coherent.

We recall here some standard notation for module categories over rings and
bimodule algebras. Let C be a commutative ring, and let R be an N-graded C-
algebra. We define Gr-R to be the category of Z-graded right R-modules; morphisms
in Gr-R preserve degree. Let Tors-R be the full subcategory of modules that are
direct limits of right bounded modules. This is a Serre subcategory of Gr-R, so we
may form the quotient category

Qgr-R := Gr-R/Tors-R.
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(We refer the reader to [Gabriel 1962] as a reference for the category theory used
here.) There is a canonical quotient functor from Gr-R to Qgr-R.

We make similar definitions on the left. Further, throughout this paper, we
adopt the convention that if Xyz is a category, then xyz is the full subcategory of
noetherian objects. Thus, we have gr-R and qgr-R, R-qgr, etc. If X is a scheme,
OX -Mod and OX -mod will denote the categories of quasicoherent and coherent
sheaves on X , respectively.

Given a module M ∈gr-R, we define M[n] :=
⊕

i∈Z M[n]i , where M[n]i =Mn+i .
For a graded (OX , σ )-bimodule algebra R, we likewise define Gr-R and gr-R.

The full subcategory Tors-R of Gr-R consists of direct limits of modules that are
coherent as OX -modules, and we similarly define Qgr-R := Gr-R/Tors-R. We
define qgr-R in the obvious way.

If R is an OX -bimodule algebra, its global sections H 0(X,R) inherit an OA-
algebra structure. We call H 0(X,R) the section algebra of R. If R=

⊕
(Rn)σ n is

a graded (OX , σ )-bimodule algebra, then multiplication on H 0(X,R) is induced
from the maps

H 0(X,Rn)⊗A H 0(X,Rm)
1⊗σ n

−−−→ H 0(X,Rn)⊗A H 0(X,Rσ n

m )
µ
−→ H 0(X,Rn+m).

If M is a graded right R-module, then H 0(X,M)=
⊕

n∈Z H 0(X,Mn) is a right
H 0(X,R)-module in the obvious way; thus, H 0(X, · ) is a functor from Gr-R
to Gr-H 0(X,R).

If R = H 0(X,R) and M is a graded right R-module, define M ⊗R R to be the
sheaf associated to the presheaf V 7→M⊗R R(V ). This is a graded right R-module,
and the functor · ⊗RR : Gr-R→ Gr-R is a right adjoint to H 0(X, · ).

The following is a relative version of a standard definition:

Definition 2.7. Let A be an affine k-scheme, and let q : X → A be a projective
morphism. Let σ ∈ AutA(X), and let {Rn}n∈N be a sequence of coherent sheaves
on X . The sequence of bimodules {(Rn)σ n }n∈N is right ample if, for any coherent
OX -module F, the following properties hold:

(1) F⊗Rn is globally generated for n�0 (the natural map q∗q∗(F⊗Rn)→F⊗Rn

is surjective for n� 0) and

(2) Ri q∗(F⊗Rn)= 0 for n� 0 and i ≥ 1.

The sequence {(Rn)σ n }n∈N is left ample if, for any coherent OX -module F, the
following properties hold:

(1) the natural map q∗q∗(Rn ⊗Fσ n
)→Rn ⊗Fσ n

is surjective for n� 0 and

(2) Ri q∗(Rn ⊗Fσ n
)= 0 for n� 0 and i ≥ 1.
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If A= k, we say that an invertible sheaf L on X is σ -ample if the OX -bimodules

{(Ln)σ n }n∈N = {L
⊗n
σ }n∈N

form a right ample sequence. By [Keeler 2000, Theorem 1.2], this is true if and
only if the OX -bimodules {(Ln)σ n }n∈N form a left ample sequence.

The following result is a special case of a result due to Van den Bergh [1996, The-
orem 5.2] although we follow the presentation of [Keeler et al. 2005, Theorem 2.12]:

Theorem 2.8 (Van den Bergh). Let X be a projective k-scheme, and let σ be an
automorphism of X. Let R =

⊕
(Rn)σ n be a right noetherian graded (OX , σ )-

bimodule algebra such that the bimodules {(Rn)σ n } form a right ample sequence.
Then R= H 0(X,R) is also right noetherian, and the functors H 0(X, · ) and · ⊗RR

induce an equivalence of categories qgr-R' qgr-R.

Castelnuovo–Mumford regularity is a useful tool for measuring ampleness and
studying ample sequences. We will need to use relative Castelnuovo–Mumford
regularity; we review the relevant background here. In the next three results, let X
be a projective k-scheme, and let A be a noetherian k-scheme. Let X A := X × A,
and let p : X A→ X and q : X A→ A be the projection maps.

Fix a very ample invertible sheaf OX (1) on X . Let OX A(1) := p∗OX (1); note
OX A(1) is relatively ample for q : X A → A. If F is a coherent sheaf on X A and
n ∈ Z, let F(n) :=F⊗X A OX A(1)

⊗n . We say F is m-regular with respect to OX A(1),
or just m-regular, if Ri q∗F(m − i) = 0 for all i > 0. Since OX A(1) is relatively
ample, F is m-regular for some m. The regularity of F is the minimal m for which
F is m-regular; we write it reg(F).

Castelnuovo–Mumford regularity is usually defined only for k-schemes, so we
will spend a bit of space on the technicalities of working over a more general base.
First note:

Lemma 2.9. Let F be a coherent sheaf on X. Then reg(F)= reg(p∗F). �

The fundamental result on Castelnuovo–Mumford regularity is due to Mumford.

Theorem 2.10 [Lazarsfeld 2004, Example 1.8.24]. Let F be an m-regular coherent
sheaf on X A. Then for every n ≥ 0,

(1) F is (m+ n)-regular;

(2) F(m+ n) is generated by its global sections; that is, the natural map

q∗q∗F(m+ n)→ F(m+ n)

is surjective;

(3) the natural map q∗F(m)⊗A q∗OX A(n)→ q∗F(m+ n) is surjective.
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Lemma 2.11. For any 0-regular invertible sheaf H on X A and any A-point y of X ,
the natural map q∗H

α
−→ q∗(Oy ⊗X A H) is surjective.

Proof. This is standard, but we check the details. Since cohomology commutes
with flat base change, it suffices to consider the case that A = Spec C , where C is
a local ring. Then for any n ∈ Z, we may consider Oy ⊗X A H(n) as an invertible
sheaf on A. Since C is local, as a C-module, this is isomorphic to C .

We thus have q∗(Oy ⊗X A H)∼= C . Let I := Im(α); this is an ideal of C .
Let n ≥ 0, and consider the natural maps

q∗H⊗C q∗OX A(n)
µ

//

�� α⊗1 **

f

--

q∗H(n)

��

I ⊗C q∗OX A(n) // q∗(Oy ⊗X A H)⊗C q∗OX A(n) // q∗(Oy ⊗X A H(n))∼= C

(2.12)

This diagram clearly commutes, and α ⊗ 1 factors through I ⊗C q∗OX A(n) by
construction. Thus, Im f ⊆ I for all n.

On the other hand, by Theorem 2.10(3), µ is surjective. As OX A(1) is relatively
ample, for n� 0, the right-hand vertical map is surjective. Thus, f is surjective
for n� 0, and so I = C . �

Let Z be a closed subscheme of X A. We say that Z has relative dimension ≤ d
if, for all x ∈ A, the fiber q−1(x) has dimension ≤ d as a k(x)-scheme.

The following is a relative version of Proposition 2.7 of [Keeler 2010]:

Proposition 2.13. Let X be a projective k-scheme. There exists a constant D,
depending only on X and on OX (1), so that the following holds: for any noetherian
k-scheme A and for any coherent sheaves F,G on X A such that the closed sub-
scheme of X A where F and G both fail to be locally free has relative dimension ≤ 2,
we have

reg(F⊗X A G)≤ reg(F)+ reg(G)+ D.

Proof. The statement is local on the base, so we may assume without loss of
generality that A = Spec C is affine. Since standard results such as Theorem 2.10
and Lemma 2.11 hold in this relative context, we may repeat the proof of [Keeler
2010, Proposition 2.7]. The relative dimension assumption ensures the vanishing
of Rq∗ that is needed in the proof. �

To end the introduction, we define naïve blowups: these are the algebras and
bimodule algebras that we will work with throughout the paper. Let X be a projective
k-variety. Let σ ∈ Autk(X), and let L be a σ -ample invertible sheaf on X . Let P
be a zero-dimensional subscheme of X . We define ideal sheaves

In := IP IσP · · ·I
σ n−1

P
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for n ≥ 0. Then we define a bimodule algebra S(X,L, σ, P) :=
⊕

n≥0(Sn)σ n ,
where Sn := InLn . Define S(X,L, σ, P) := H 0(X,S(X,L, σ, P)).

Theorem 2.14 [Rogalski and Stafford 2007, Theorems 1.2 and 3.1]. Let X be a
projective k-variety with dim X ≥ 2. Let σ ∈ Autk(X), and let L be a σ -ample
invertible sheaf on X. Let P be a zero-dimensional subscheme of X , and let
S := S(X,L, σ, P) and S := S(X,L, σ, P).

If all points in P have critically dense σ -orbits, then the following hold:

(1) The sequence of bimodules {(Sn)σ n } is a left and right ample sequence.

(2) S and S are left and right noetherian, the categories qgr-S and qgr-S are
equivalent via the global sections functor. Likewise, S-qgr and S-qgr are
equivalent.

(3) The isomorphism classes of simple objects in qgr-S ' qgr-S are in one-to-one
correspondence with the closed points of X , where x ∈ X corresponds to the S-
module

⊕
kx⊗Ln . However, the simple objects in qgr-S are not parametrized

by any scheme of finite type over k.

For technical reasons, we will want to assume that our naïve blowup algebra S is
generated in degree 1. By [Rogalski and Stafford 2007, Propositions 3.18 and 3.19],
this will always be true if we either replace S by a sufficiently large Veronese or
replace L by a sufficiently ample line bundle (for example, if L is ample, by a
sufficiently high tensor power of L). If S is generated in degree 1, then by [Rogalski
and Stafford 2007, Corollary 4.11], the simple objects in qgr-S are the images of
shifts of point modules.

3. Blowing up arbitrary zero-dimensional schemes

For the rest of the paper, let k be an uncountable algebraically closed field. Let X be
a projective variety over k, let σ ∈Autk(X), and let L be a σ -ample invertible sheaf
on X . Let P be a zero-dimensional subscheme of X supported at points with dense
(later, critically dense) orbits. Let S := S(X,L, σ, P), and let S := S(X,L, σ, P).
In this paper, we compare three objects: the scheme parametrizing length-n truncated
point modules over S, the scheme parametrizing length-n truncated point modules
over S, and the blowup of X at the ideal sheaf In = IP · · ·I

σ n−1

P . In this section,
we focus on the blowup of X . We first give some general lemmas on blowing up
the defining ideals of zero-dimensional schemes. These are elementary, but we give
proofs for completeness.

Suppose that X is a variety and that f : Y → X is a surjective, projective
morphism of schemes. Let η be the generic point of X . We define

Y o
:= f −1(η)
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and refer to Y o, by abuse of terminology, as the relevant component of Y . In our
situation, f will always be generically one-to-one and Y o will be irreducible with
f |Y o birational onto its image.

Lemma 3.1. Let A be a variety of dimension ≥ 2. Let I be the ideal sheaf of a
zero-dimensional subscheme of A, and let π : X→ A be the blowup of A at I. Let
W be the scheme parametrizing colength-1 ideals inside I. Let φ : W → A be
the canonical morphism that sends an ideal J to the support of I/J. Then there
is a closed immersion c : X → W that gives an isomorphism between X and W o.
Further, the following diagram commutes:

X c
//

π
��

W

φ~~

A

Proof. Without loss of generality, A = Spec C is affine; let I := I(A). We may
identify W with Proj SymC(I ) [Kleiman 1990, Proposition 2.2]; under this identifi-
cation, φ :W→ A is induced by the inclusion C ↪→ SymC(I ). There is a canonical
surjective map of graded C-algebras SymC(I )→C⊕

⊕
n≥1 I n , which is the identity

on C . This induces a closed immersion c : X→W with φc=π as claimed. Further,
both π : X→ A and φ :W → A are isomorphisms away from Cosupp I. Thus, c
gives a birational closed immersion (and therefore an isomorphism) onto W o. �

Lemma 3.2. Let A be a variety of dimension ≥ 2, and let I and J be ideal sheaves
on A. Let K := IJ. Define i : X→ A to be the blowup of A at I, j : Y → A to be
the blowup of A at J, and k : Z→ A to be the blowup of A at K.

(a) There are morphisms ξ : Z→ X and ω : Z→ Y so that the diagram

Z
ξ
//

k ��

ω

��

X

i
��

Y
j
// A

commutes.

(b) We have Z ∼= (X ×A Y )o.

(c) Let W be the moduli scheme of subsheaves of K of colength 1, and let V be the
moduli scheme of subsheaves of I of colength 1. Let c : Z→W and d : X→ V
be the maps from Lemma 3.1, and let Z ′ := c(Z) and X ′ := d(X). Then the
map ξ ′ : Z ′→ X ′ induced from ξ sends K′ ⊂ K to (K′ : J)∩I.

Proof. (a) Since ξ−1(K)OZ = ξ
−1(I)ξ−1(J)OZ is invertible, the inverse images

of both I and J on Z are invertible. By the universal property of blowing up
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[Hartshorne 1977, Proposition 7.14], the morphisms ξ : Z → X and ω : Z → Y
exist and commute as claimed.

For (b) and (c), we may without loss of generality assume A = Spec C is affine.

(b) Let U := (X ×A Y )o. Let A′ := ArCosupp K. Then U is the closure of A′ in
Pn

A×A Pm
A for appropriate n and m.

Let φ : Pn
A ×A Pm

A → 6n,m ⊂ Pnm+m+n
A be the Segre embedding. Note that

the canonical embeddings Z ⊆ W ⊆ Pnm+m+n
A actually have W ⊆ 6n,m . Since

φ′ := φ|U is the identity over A′ and Z ⊆ 6n,m is the closure of A′ in Pnm+n+m
A ,

we have φ′(U )= Z .
Let p : X ×A Y → X and q : X ×A Y → Y be the projection maps. From the

commutative diagram in (a), we obtain a morphism r : Z→ X ×A Y with qr = ω
and pr = ξ . Further, r restricts to (φ′)−1 over A′. Thus, r(Z)=U , and φ′ :U→ Z
is an isomorphism.

(c) A point (x, y)∈Pn
A×APm

A corresponds to a pair of linear ideals n⊂C[x0, . . . , xn]

and m ⊂ C[y0, . . . , ym]. Let C[(xi y j )i, j ] ⊂ C[(xi )i ][(y j ) j ] be the homogeneous
coordinate ring of 6n,m . It is clear the ideal defining φ(x, y)= {x}×Pm

∩Pn
×{y}

in C[xi y j ] is generated by n1 · (y0, . . . , ym)+ (x0, . . . , xn) ·m1.
Let (x, y) ∈ (X ×A Y )o, where x corresponds to the colength-1 ideal I′ ⊆ I and

y corresponds to J′ ⊆ J. That I′J+ IJ′ gives the ideal K′ ⊂ K corresponding
to φ(x, y) follows from the previous paragraph together with the fact that the
isomorphism φ′ between (X ×A Y )o and Z is given by the Segre embedding.

Since φ′ is an isomorphism, any ideal K′ corresponding to a point z ∈ Z may be
written K′=I′J+IJ′ for appropriate I′ and J′. We thus have I′⊆ (K′ :J)∩I$I.
Since I′ is colength-1, this implies that I′ = (K′ : J)∩I as claimed. �

Corollary 3.3. Let X be a projective variety of dimension≥2, let σ ∈Autk(X), and
let I be an ideal sheaf on X. Let In := IIσ · · ·Iσ

n−1
. For all n≥ 0, let an : Xn→ X

be the blowup of X at In . Then there are birational morphisms αn : Xn → Xn−1

(for n ≥ 1) and βn : Xn→ Xn−1 (for n ≥ 2) so that the diagrams

Xn
αn

//

an
  

Xn−1

an−1
||

X

and

Xn
βn
//

an

��

Xn−1

an−1

��

X
σ
// X

commute.

Proof. Let K := In , and let ζ : X ′n−1 → X be the blowup of X at Iσn−1. Since
(Ip)

σ ∼= Iσ−1(p), there is an isomorphism θ : X ′n−1→ Xn−1 so that the following
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diagram commutes:

X ′n−1
θ
//

ζ

��

Xn−1

an−1

��

X
σ

// X

Apply Lemma 3.2(a) with I = Iσn−1 and J = I1. We obtain a morphism
γ : Xn→ X ′n−1 so that

Xn
γ
//

an
""

X ′n−1

ζ

��

θ
// Xn−1

an−1

��

X
σ

// X

commutes. Let βn := θγ : Xn→ Xn−1.
Let αn be the morphism Xn→ Xn−1 given by Lemma 3.2(a) with I= In−1 and

J= Iσ
n−1

1 . The diagram

Xn
αn
//

an
""

Xn−1

an−1

��

X

commutes as required. �

We will frequently suppress the subscripts on the maps αn , an , etc., when the
source and target are indicated. Note that the equation an = α1◦· · ·◦αn that follows
from Corollary 3.3 may be written more compactly as a = αn

: Xn→ X .

4. Infinite blowups

In this section, we prove some general properties of infinite blowups that will be
useful when we consider moduli spaces of embedded point modules. Such infinite
blowups can be handled in two ways: either as pro-objects in the category of
schemes or as stacks via the (inverse) limits of such pro-objects in the category
of spaces or of stacks. We’ve chosen to treat infinite blowups as the limits rather
than as pro-objects. This is formally the correct choice in the sense that the limit
formally contains less information than the pro-object. We note that in our setting,
we could also work with the pro-object with no difficulties; however, we have found
the language of stacks more natural.

We begin with some technical preliminaries on schemes and stacks. We will
work with stacks in the fpqc (fidèlement plat et quasicompact) topology; the fpqc
topology of schemes is discussed in [Vistoli 2005, Section 2.3.2]. We are interested
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in a class of stacks that are apparently not algebraic but for which a certain amount
of algebraic geometry is still possible. More precisely, recall that a stack X is
called algebraic if the diagonal morphism of X is representable, separated, and
quasicompact; and it has an fppf atlas f : Z → X that is a scheme; that is, f is
representable, faithfully flat, and finitely presented. By Artin’s theorem [Laumon
and Moret-Bailly 2000, Théorème 10.1], the second condition is equivalent to
requiring the existence of a smooth, surjective, and representable f .

Our stacks are very similar to algebraic stacks, but it seems not to be possible to
find a finite-type f for which Z is a scheme. On the other hand, we can find f for
which Z is a scheme and f is fpqc — and even formally étale — so in some sense
our stacks are the fpqc analogs of algebraic stacks.

Definition 4.1. We will refer to a stack X for which the diagonal 1 : X→ X×k X

is representable, separated, and quasicompact, and which admits a representable
fpqc morphism Z→ X from a scheme Z , as fpqc-algebraic.

Note that “separated” and “quasicompact” make sense for fpqc stacks by [EGA
IV.2 1965, Proposition 2.7.1 and Corollaire 2.6.4]. Unfortunately, in this weaker
setting, there are fewer notions of algebraic geometry that one can check fpqc-
locally and hence fewer adjectives that one can sensibly apply to fpqc-algebraic
stacks. Still, one can make sense, for example, of representable morphisms being
separated, quasiseparated, locally of finite type or of finite presentation, proper,
closed immersions, affine, etc., by [EGA IV.2 1965, Proposition 2.7.1].

Recall [EGA IV.4 1967, Définition 17.1.1] that a morphism of schemes f : X→Y
is formally étale if, for every affine scheme Y ′, closed subscheme Y ′0⊂Y ′ defined by
a nilpotent ideal, and morphism Y ′→Y , the map HomY (Y ′, X)→HomY (Y ′0, X) is
bijective. By faithfully flat descent [Vistoli 2005], the definition extends immediately
to stacks in the étale, fppf, and fpqc topologies of schemes.

We will say that an fpqc-algebraic stack X is noetherian if it admits an fpqc atlas
Z→ X by a noetherian scheme Z . Unfortunately, since fpqc morphisms need not
be of finite type even locally, it does not seem to be possible to check this property
on an arbitrary atlas Y → X.

Suppose we have a sequence of schemes {Xn | n ∈N} and projective morphisms
πn : Xn → Xn−1. We define the infinite blowup X∞ to be the presheaf of sets
X∞ = lim

←−
Xn: more precisely, let h X∞ : Schemesop

→ Sets be the functor of points
whose value on a scheme A is

h X∞(A)= {(ζn : A→ Xn)n∈N | πnζn = ζn−1}.

For each n, there is an induced map π : X∞→ Xn , where the target space Xn is
indicated explicitly.
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Proposition 4.2. Suppose that X := X0 is a variety of dimension ≥ 2 and there are
maps πn : Xn→ Xn−1 as above. Then the stack X∞ is a sheaf in the fpqc topology.

Further, suppose that the maps πn satisfy the following conditions:

(i) For all n, π−1
n is defined at all but finitely many points of Xo

n−1. That is, the
set of exceptional points of π−1

: X 99K X∞ is countable; let {zm}m∈N be an
enumeration of this set.

(ii) The set {zm} is critically dense.

(iii) For all m, there is some n(m) so that, for n ≥ n(m), the map πn is a local
isomorphism at all points in the preimage of zm .

(iv) For all m ∈ N, there is an ideal sheaf Jm on X , cosupported at zm , so that
Xn(m) is a closed subscheme of Proj SymX Jm above a neighborhood of zm .
That is, Xn(m)→ X factors as

Xn(m)
cm
−→ Proj SymX Jm

pm
−→ X,

where pm :Proj SymX Jm→ X is the natural map and cm is a closed immersion
over a neighborhood of zm .

(v) There is some D ∈ N so that mD
zm

OX,zm ⊆ Jm ⊆ OX,zm for every m.

Then:

(1) The stack X∞ is fpqc-algebraic.

(1a) X∞ has a representable, formally étale, fpqc cover by an affine scheme
U → X∞.

(1b) The diagonal morphism1 : X∞→ X∞×k X∞ is representable, separated,
and quasicompact.

(2) The morphism π : X∞→ X is quasicompact.

(3) X∞ is noetherian as an fpqc-algebraic stack.

Proof. Because any limit of an inverse system of sheaves taken in the category of
presheaves is already a sheaf [Hartshorne 1977, Exercise II.1.12], X∞ is a sheaf in
the fpqc topology.

Now assume that (i)–(v) hold. For n ∈ N, let Wn be the scheme-theoretic image
of cn . Let

X ′n :=W0×X W1×X · · · ×X Wn−1.

Let π ′n : X ′n → X ′n−1 be projection on the first n − 1 factors. We show we can
assume without loss of generality that Xn = X ′n; that is, we claim that

lim
←−
π ′

X ′n ∼= lim
←−
π

Xn.
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Let k ∈ N. Let K (k) := max{k, n(0), . . . , n(k − 1)}. For each 0 ≤ m ≤ k − 1,
there is a morphism

X K (k)
πK (k)−n(m)

−−−−−→ Xn(m)
cm
−→Wm .

Since these agree on the base, we obtain an induced φk : X K (k)→ X ′k . The φk are
clearly compatible with the inverse systems π and π ′. Taking the limit, we obtain

φ : lim
←−

X K (k)→ lim
←−

X ′k .

Now let N (k) := k+max{m | zm ∈ Fk}, where Fk is the set of fundamental points
of X 99K Xk . We claim there is a morphism ψk : X ′N (k)→ Xk . There is certainly a
rational map defined over X r {Fk} since there Xk is locally isomorphic to X . Let
zm ∈ Fk , and let n′(m) :=max{k, n(m)}. The rational map

X ′N (k)→Wm 99K Xn′(m)→ Xk

is then defined over a neighborhood of zm . These maps clearly agree on overlaps,
so we may glue to define ψk as claimed. Let

ψ : lim
←−

X ′N (k)→ lim
←−

Xk

be the limit of the ψk . It is clear that ψ = φ−1; note that by construction both N (k)
and K (k) go to infinity as k→∞.

Going forward, we replace Xn by X ′n . Thus, let Yn := Proj SymX Jn , and assume
that there are closed immersions in : Xn→ Y0×X · · · ×X Yn−1 so that the πn are
given by restricting the projection maps.

It suffices to prove the proposition in the case that X = Spec C is affine; note
that we can choose an affine subset of X that contains all zn . Let Jn ⊆ C be the
ideal cosupported at zn so that (Jn)zn = Jn . Let mp denote the maximal ideal of C
corresponding to p.

Claim 4.3. There is an N such that every ideal Jm , m ∈ N, is generated by at most
N elements.

Proof. Embed X in an affine space; i.e., choose a closed immersion X ⊆ Al . Then
each point of Al , hence a fortiori each point of X , is cut out scheme-theoretically by
l elements of C , and the power of the maximal ideal mD

zm
appearing in hypothesis (v)

of the proposition is generated by N0 :=
(D+l−1

l−1

)
elements of C . Now Jm contains

mD
zm

, and

dim(Jm/m
D
zm
)≤ dim C/mD

zm
≤ dim k[u1, . . . , ul]/(u1, . . . , ul)

D
=: N1.

Thus, Jm is generated by at most N := N0+ N1 elements. �
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We continue with the proof of the proposition.

(1a) To construct an affine scheme U with a representable, formally étale morphism
U → X∞, we proceed as follows. For each n and for each 1≤ i ≤ N , we choose
hypersurfaces Dn,i = V (dn,i )⊂ X with the following properties:

(A) For all n, the elements dn,1, . . . , dn,N generate Jn .

(B) For all n and i , the hypersurface Dn,i does not contain any irreducible compo-
nent Z of a hypersurface Dm, j with m < n or m = n and j < i .

(C) For all n and each m 6= n, zm /∈ Dn,i for any i .

We can make such choices because k is uncountable and X is affine (note that in
order to satisfy (B), the choice of each Dn,i will depend on finitely many earlier
choices).

Let Z(n1,...,nN ) := Dn1,1 ∩ · · · ∩ DnN ,N for each N -tuple of positive integers
(n1, . . . , nN ). Note that zm /∈ Z(n1,...,nN ) unless (n1, . . . , nN ) = (m,m, . . . ,m) by
property (C). Note also that, since Z(n1,...,nN ) is a union of intersections of pairwise
distinct irreducible hypersurfaces, it has codimension at least 2 in X .

Now let Z (1) :=
⋃
(n1,...,nN )

Z(n1,...,nN ). This is a countable union of irreducible
subsets of X of codimension at least 2. We may choose one point lying on each
component of Z (1)r{zm}m∈N. Now, for each n, choose a hypersurface Dn,N+1 such
that zn ∈ Dn,N+1, the local ideal of Dn,N+1 at zn is contained in Jn , and Dn,N+1

avoids all the (countably many) chosen points of components of Z (1) and all zm ,
m 6= n. Then for each n, Z (1)∩Dn,N+1 is a countable union of irreducible algebraic
subsets of codimension at least 3 (it is a union of proper intersections of Dn,N+1

with irreducible subsets of codimension at least 2). Let Z (2) :=
⋃

n(Z
(1)
∩Dn,N+1).

Repeating the previous construction with Z (2), we get hypersurfaces Dn,N+2 such
that each Z (2) ∩ Dn,N+2 is a countable union of irreducible subsets of codimension
at least 4. Iterating, we eventually define hypersurfaces Dn,N+i , i = 1, . . . , d , with
the following properties:

(A′ ) For all m ∈N, a scheme-theoretic equality Spec(C/Jm)= Dm,1∩· · ·∩Dm,N+d

exists.

(B′ ) For every sequence (n1, . . . , nN+d) of positive integers, we have a set-theoretic
equality

Dn1,1 ∩ · · · ∩ DnN+d ,N+d =

{
zm if (n1, . . . , nN+d)= (m, . . . ,m),
∅ otherwise.

(C) For all n and each m 6= n, zm /∈ Dn,i for any i .

For 0 ≤ n ≤ m − 1, we abusively let D̃n,i ⊂ Xo
m denote the proper transform

of Dn,i . By construction, D̃n,1 ∩ · · · ∩ D̃n,N+d =∅.
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For each m ∈ N, the map C N+d
→ Jm , ei 7→ dm,i induces a closed immersion

Ym → PN+d−1
X . Let Vm,i ⊆ Ym be the open affine given by ei 6= 0. Note that

Vm,i ∩ Xo
m = Xo

m r D̃m,i (recall Xo
m here denotes the closure in Xm of the preimage

in Xm of the generic point of X ). Let

Un,i := Xn ∩ (V0,i ×X V1,i ×X · · · ×X Vn−1,i .)

The Un,i are open and affine. Since Dm,i 63 zn for m 6= n, the set
⋃

i Un,i includes
all irreducible components of Xn except possibly for Xo

n . But

Xo
n r

N+d⋃
i=1

Un,i =
⋂

i

n−1⋃
m=0

D̃m,i =
⋃
m

⋂
i

D̃m,i =∅.

Thus, the Un,i are an open affine cover of Xn .
Since πn|Un,i is obtained by base extension from the affine morphism Vn−1,i→ X ,

it is affine, and πn(Un,i )⊆Un−1,i . Writing Ci := lim
−→

Cm,i and Ui := Spec Ci , we
get Ui = lim

←−
Um,i ; all the Ui are affine schemes. By construction, we obtain induced

maps Ui → X∞. Let U :=
⊔

i Ui .

Claim 4.4. The induced morphism U → X∞ is representable and formally étale.

Proof. Since each map Ui → X∞ is a limit of formally étale morphisms, each
is itself formally étale. We must show that if T is a scheme equipped with a
morphism T → X∞, then T ×X∞ U → T is a scheme over T . Each morphism
T ×Xm Um,i→ T is an affine open immersion since the morphisms Um,i→ Xm are
affine open immersions. Hence, the morphism lim

←−
(T ×Xm Um,i )→ T is an inverse

limit of schemes affine over T and thus is itself a scheme affine over T [EGA IV.3
1966, Proposition 8.2.3]. The claim now follows from this result:

Lemma 4.5. For any scheme T equipped with a morphism T → X∞, we have
T ×X∞ Ui ∼= lim

←−
(T ×Xm Um,i ). �

Claim 4.6. The map U → X∞ is surjective.

Proof. Surjectivity for representable morphisms can be checked locally on the target
by [Laumon and Moret-Bailly 2000, 3.10]. Thus, we may change base along a
map T → X∞ from a scheme T , and taking a point that is the image of a map
Spec(K )→ T where K is a field containing k, it suffices to find Spec(K )→ U
making the diagram

Spec(K ) // U

��

Spec(K ) // X∞

(4.7)

commute.
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Thus, suppose we are given a map Spec(K )→ X∞; let yn denote its image (i.e.,
the image of the unique point of Spec(K )) in Xn . Let In denote the (finite) set of
those i so that yn ∈ Un,i . Since the Un,i cover Xn , each In is nonempty; further,
In ⊆ In−1. The intersection

⋂
n In is thus nonempty and contains some i0. The maps

Spec(K )→Um,i0 for m� 0 define a map f :Spec(K )→Ui0 = lim
←−

Um,i0 ⊂U , and
thus, defining the map in the top row of (4.7) to be f gives the desired commutative
diagram. This proves the claim. �

Returning to the proof of Proposition 4.2(1a), let R :=U ×X∞ U . If we define
Ri j := Ui ×X∞ U j , then we have R =

⊔
i, j Ri j . Note that Ri j is a scheme affine

over Ui by the previous paragraph. Since affine schemes are quasicompact, this
proves that the morphism U → X∞ is quasicompact. Furthermore, O(Ri j ) is
a localization of Ci (obtained by inverting the images of the elements dn, j ), so
Ri j→Ui is flat. We have already proved that U→ X∞ is surjective, so we conclude
that U→ X∞ is faithfully flat. It follows that U→ X∞ is fpqc using [Vistoli 2005,
Proposition 2.33(iii)]. This completes the proof of (1a).

(1b) The diagonal 1 : X∞ → X∞ ×k X∞ is the inverse limit of the diagonals
1n : Xn→ Xn×k Xn . Similarly to Lemma 4.5, if V→ X∞×k X∞ is any morphism
from a scheme V , we get X∞×X∞×kX∞ V ∼= lim

←−
Xn ×Xn×kXn V . Since each Xn

is separated over k, each morphism Xn ×Xn×kXn V → V is a closed immersion;
hence, X∞×X∞×kX∞ V → V is a closed immersion. This proves (1b).

(2) Again, we may assume that X is affine. Then, as above, we have an fpqc cover
U p
→ X∞ by an affine scheme U . Since an affine scheme is quasicompact and a

continuous image of a quasicompact space is quasicompact, X∞ is quasicompact
as desired.

(3) By our definition, it suffices to prove that U is noetherian or, equivalently, that
each Ci is a noetherian ring. This follows as in [Artin et al. 1999, Theorem 1.5].
We will need the following:

Lemma 4.8. Let A be a commutative noetherian ring, and (with M an n×m matrix
acting by left multiplication) let J be an ideal of A with a resolution

Am M
−→ An

→ J → 0.

Let A′ := A[t1, . . . , tn−1]/(t1, . . . , tn−1, 1)M. Let P ′ be a prime of A′, and let
P := P ′ ∩ A. If P and J are comaximal, then P A′ = P ′.

Note that A′ is the coordinate ring of a chart of Proj SymA J .

Proof. We may localize at P , so without loss of generality, J = A. Then A′∼= A[g−1
]

for some g ∈ A. The result follows. �

We return to the proof of (3). It suffices to show, by [Eisenbud 1995, Exercise
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2.22], that each prime of Ci is finitely generated. Let P̃ 6= 0 be a prime of Ci .
Let P := P̃ ∩C , and let Pn := P̃ ∩Cn,i . By critical density, there is some n ∈ N

so that if m ≥ n, then Jm and P are comaximal. It follows from Lemma 4.8 that
Pm = PnCm,i for m ≥ n. So P̃ =

⋃
Pm = PnCi . This is finitely generated because

Cn,i is noetherian, so Pn is finitely generated.

Proposition 4.2 is now proved. �

Corollary 4.9. Let X be a projective variety, let σ ∈ Autk(X), and let L be a
σ -ample invertible sheaf on X. Let P be a zero-dimensional subscheme of X , all
of whose points have critically dense σ -orbits. Let In := IP IσP · · ·I

σ n−1

P . Let
an : Xn→ X be the blowup of X at In as in Corollary 3.3. Let αn : Xn→ Xn−1 be
given by Corollary 3.3. Then the limit

X∞ := lim
←−

Xn

is a noetherian fpqc-algebraic stack.

Proof. This follows immediately from Proposition 4.2. �

5. Moduli schemes for truncated point modules

Let X be a projective variety, let σ ∈ Autk(X), and let L be a σ -ample invertible
sheaf on X . Let P be a zero-dimensional subscheme of X , all of whose points have
critically dense σ -orbits. We define S := S(X,L, σ, P) and S := S(X,L, σ, P) as
in Section 2. As usual, we assume that S is generated in degree 1.

In this section, we construct moduli schemes of truncated point modules over S

and S. In the next section, we compare them. We begin by constructing moduli
schemes for shifted point modules for an arbitrary connected graded noetherian
algebra generated in degree 1, generalizing slightly results of [Artin et al. 1990;
Rogalski and Stafford 2009].

Let C be any commutative k-algebra. Recall that we use subscript notation to
denote changing base. Thus, if R is a k-algebra, we write RC := R ⊗k C . We
write XC := X ×k Spec C . Recall that a C-point module (over R) is a graded factor
M of RC so that Mi is rank-1 projective for i ≥ 0. An l-shifted C-point module
(over R) is a factor of (RC)≥l that is rank-1 projective in degree ≥ l. A truncated
l-shifted C-point module of length m is a factor module of (RC)≥l so that Mi is
rank-1 projective over C for l ≤ i ≤ l+m−1 and Mi = 0 for i ≥ l+m. Since these
modules depend on a finite number of parameters, they are clearly parametrized
up to isomorphism by a projective scheme. For fixed l ≤ n, we let lYn denote the
l-shifted length-(n− l + 1) point scheme of R. A point in lYn gives a surjection
R≥l→M (up to isomorphism) or equivalently a submodule of R≥l with appropriate
Hilbert series. Thus, we say that lYn parametrizes embedded (shifted truncated)
point modules. The map M 7→ M/Mn induces a morphism χn : lYn→ lYn−1.
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For later use, we explicitly construct a projective embedding of lYn .

Proposition 5.1 [Artin et al. 1990, Section 3]. Let R be a connected graded k-
algebra generated in degree 1.

(1) For all l ≤ n ∈ N, there is a closed immersion

l5n : lYn→ P((R⊗l
1 )
∨)×P(R∨1 )

×(n−l).

(2) Fix l ≤ n, and let

π : P((R⊗l
1 )
∨)×P(R∨1 )

×(n−l)
→ P((R⊗l

1 )
∨)×P(R∨1 )

×(n−l−1)

be projection onto the first n−l factors. Then the following diagram commutes:

lYn
l5n

//

χn

��

P((R⊗l
1 )
∨)×P(R∨1 )

×(n−l)

π

��

lYn−1
l5n−1

// P((R⊗l
1 )
∨)×P(R∨1 )

×(n−l−1)

(5.2)

Proof. (1) Let T = T •(R1) denote the tensor algebra on the finite-dimensional
k-vector space R1. We identify T1 canonically with R1 and Tl with R⊗l

1 .
Given an element f ∈ Tn , we get an (l, 1, . . . , 1)-form

f̃ : T∨l × (T
∨

1 )
×(n−l)

→ k

by pairing with f . The map is k-multilinear; hence, f̃ defines a hypersurface Y ( f̃ )
in P(T∨l )× (P(T

∨

1 ))
×(n−l). More generally, given a collection { fi } of elements

of Tn , we get a closed subscheme

Y ({ f̃i })⊆ P(T∨l )× (P(T
∨

1 ))
×(n−l).

Let I be the kernel of the natural surjection T � R. Then the above construction
gives a closed subscheme Y ( Ĩn)⊆ P(T∨l )× (P(T

∨

1 ))
×(n−l). We claim that Y ( Ĩn)

is naturally isomorphic to lYn .
Let C be a commutative k-algebra, and let RC = R⊗k C and TC = T ⊗k C with

the gradings induced from R and T , respectively. Suppose that α : (RC)≥l→ M is
an embedded l-shifted truncated C-point module of length n− l + 1. We write α :
(TC)≥l→M for the composite of the two surjections. Assume that M=

⊕n
i=l mi ·C

is a free graded C-module on generators mi . Then α determines C-linear maps
a j : T1⊗k C→ C for 1≤ j ≤ n− l by ml+ j−1x =ml+ j a j (x) for x ∈ T1⊗k C and
a C-linear map b : Tl ⊗k C → C by α(y) = mlb(y) for y ∈ Tl ⊗k C . Since M is
a (shifted truncated) point module, hence generated in degree l, these maps are
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surjective. Hence, they determine a morphism

5(α)= (b, a1, . . . , an−l) : Spec(C)→ P(T∨l )× (P(T
∨

1 ))
×(n−l).

We see immediately from the construction that if f ∈ In ⊗k C , then f̃ (5(α))= 0.
In particular, 5(α) factors through Y ( Ĩn).

It follows immediately that the above construction defines a morphism 5 from
the moduli functor of shifted truncated point modules with free (as C-modules)
graded components to Y ( Ĩn). Since the latter is a scheme, hence a sheaf in the
fpqc topology, 5 induces a morphism, which we denote l5n , from the moduli
functor lYn for all shifted truncated C-point modules over R to Y ( Ĩn).

Claim 5.3. The morphism l5n is an isomorphism; that is, Y ( Ĩn)∼= lYn represents
the moduli functor of embedded truncated l-shifted C-point modules over R of
length n− l + 1.

Proof. A morphism Spec(C)→ Y ( Ĩn) ⊆ P(T∨l )× (P(T
∨

1 ))
×(n−l) gives a tuple

(b, a1, . . . , an−l) where each a j is a surjective C-linear map a j : T1⊗k C→ N j and
each N j is a finitely generated projective C-module of rank 1; and b : Tl⊗k C→Ml

is a surjective C-linear map onto a finitely generated projective C-module Ml of
rank 1.

Assume first that Ml and each N j is a free C-module, and choose basis elements.
Define a TC -module M =

⊕n
j=l m j ·C by m j−1x = m j a j−l(x) for x ∈ T1⊗k C .

Moreover, define a map α : (TC)≥l→M by α(y)=mlb(y) for y ∈ Tl and extending
linearly. It is a consequence of the construction of Y ( Ĩn) that the map α factors
through (RC)≥l and makes M an l-shifted truncated C-point module over R.

Next, we observe that the functor5 (on shifted truncated point modules with free
C-module components) and the above construction (on maps Spec(C)→ Y ( Ĩn)

for which the modules N j and Ml are free C-modules) give mutual inverses. This
follows from the argument of [Artin et al. 1990, 3.9], which uses only the freeness
condition. In particular, the functor 5 is injective.

To prove that the sheafification l5n is an isomorphism, then it suffices to show
that 5 is locally surjective; that is, for every morphism Spec(C)→ Y ( Ĩn), there is
a faithfully flat morphism Spec(C ′)→ Spec(C) and a shifted truncated C ′-point
module with free C ′-module components, whose image under 5 is the composite
map Spec(C ′)→ Y ( Ĩn). But it is standard that such a homomorphism C → C ′

can be found that makes each N j and Ml trivial, and now the construction of
the previous paragraph proves the existence of the desired shifted truncated point
module. This completes the proof of the claim. �

Now part (1) of the proposition follows from the claim, and (2) follows by
construction. �
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Proposition 5.4 [Artin et al. 1990, Proposition 3.6]. Let R be a connected graded
k-algebra generated in degree 1. Let n > l, and consider the truncation morphism

χn : lYn→ lYn−1.

Let y ∈ lYn−1, and suppose that dimχ−1
n (y)= 0. Then χ−1

n is defined and is a local
isomorphism locally in a neighborhood of y.

Proof. We consider the commutative diagram (5.2) of Proposition 5.1(2). By
Proposition 5.1(1), the horizontal maps are closed immersions. Since the defining
equations of Y ( Ĩn)⊆ P(T∨l )× (P(T

∨

1 ))
×(n−l) are (l, 1, . . . , 1)-forms and in partic-

ular are linear in the last coordinate, the fibers of χn are linear subspaces of P(T∨1 ).
The result follows as in the proof of [Artin et al. 1990, Proposition 3.6(ii)]. �

Proposition 5.5 [Rogalski and Stafford 2009, Proposition 2.5]. Let R be a noe-
therian connected graded k-algebra generated in degree 1. For n > l ≥ 0, de-
fine χn : lYn → lYn−1 as in the beginning of the section. Let n0 ≥ 0, and let
{yn ∈ lYn | n ≥ n0} be a sequence of (not necessarily closed) points so that
χn(yn) = yn−1 for all n > n0. Then for all n � n0, the fiber χ−1

n (yn−1) is a
singleton and χ−1

n is defined and is a local isomorphism at yn−1.

Proof. This follows as in the proof of [Rogalski and Stafford 2009, Proposition 2.5],
using Proposition 5.4 instead of [Artin et al. 1990, Proposition 3.6(ii)]. �

We are interested in studying the limit lY∞ := lim
←−

lYn; however, we first study
the point schemes of S. That is, for n ≥ l ≥ 0, it is clear that we may also define a
scheme that parametrizes factor modules M of S≥l so that, as graded OX -modules,
M∼=kx t l

⊕· · ·⊕kx tn for some x ∈ X . We say that x is the support of M. We let l Zn

denote this l-shifted length-(n− l+1) truncated point scheme of S. More formally,
a Spec(C)-point of l Zn will be a factor module M of S≥l ⊗k C that is isomorphic
as a graded OXC -module to a direct sum Pl ⊕· · ·⊕ Pn , where each Pi is a coherent
OXC -module that is finite over C (in the sense that its support in XC is finite over
Spec(C)) and is a rank-1 projective C-module (which is well defined because of
the finite support condition). We let Zn := 0 Zn be the unshifted length-(n+1) point
scheme of S.

For all n > l ≥ 0, there are maps

φn : l Zn→ l Zn−1 defined by M 7→M/Mn.

If l = 0 and M is a truncated point module of length n over S, then M[1]≥0 is
also cyclic (since S is generated in degree 1) and so is a factor of S in a unique
way up to a scalar. This induces a map

ψn : Zn→ Zn−1 defined by M 7→M[1]≥0.

It is clear that ψn and φn map relevant components to relevant components.
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Lemma 5.6. Let fn : l Zn → X be the map that sends a module M to its support.
The following diagrams commute:

l Zn

φ

��

f

||

X

l Zn−1

f

bb (5.7)

0 Zn

ψ

��

f=φn
// X

σ

��

0 Zn−1
f=φn−1

// X

(5.8)

Proof. It is clear by construction that if M is a shifted truncated point module and
M′ is a further factor of M, then M and M′ have the same support. Thus, (5.7)
commutes.

Let M be a truncated point module corresponding to a point z∈ 0 Zn . Let x := f (z).
By [Keeler et al. 2005, Lemma 5.5], we have M[1]n ∼= (Mn+1)

σ−1 ∼= (kx)
σ−1 ∼= kσ(x).

Thus, fψ(z)= σ f (z) as claimed, and (5.8) commutes. �

Recall that Sn = InLn .

Proposition 5.9. For n≥0, let Xn be the blowup of X at In . Let αn, βn :Xn→ Xn−1

be as in Corollary 3.3.
Then for all n > l ≥ 0, there are isomorphisms jn : Xn→ l Zo

n ⊆ l Zn so that the
following diagrams commute:

Xn

αn

��

jn
// l Zn

φn

��

Xn−1 jn−1

// l Zn−1

and

Xn

βn

��

jn
// 0 Zn

ψn

��

Xn−1 jn−1

// 0 Zn−1

Proof. We will do the case that l = 0; the general case is similar. Let Zn := 0 Zn . For
0 ≤ i ≤ n, let Wi = Proj SymX Ii be the scheme parametrizing colength-1 ideals
inside Ii , and let ci : X i →Wi be the map from Lemma 3.1. Let

rn : Xn→ X ×W1× · · ·×Wn

be the composition

Xn
αn
×αn−1

×···×1
−−−−−−−−→ X × X1× · · ·× Xn

c0×···×cn
−−−−−→ X ×W1× · · ·×Wn.



Moduli spaces for point modules on naïve blowups 819

Since this is the composition of the graph of a morphism with a closed immersion,
it is also a closed immersion and is an isomorphism onto its image.

Now, a point in Zn corresponds to an ideal J⊂S so that the factor is a truncated
point module of length n + 1, and there is thus a canonical closed immersion
δn : Zn→ X ×W1×· · ·×Wn . The map δn sends a graded right ideal J of S to the
tuple (J0,J1, . . . ,Jn).

Conversely, a point (J0, . . . ,Jn) ∈ X ×W1× · · · ×Wn is in Im(δ) if and only
if we have Ji S

σ i

j ⊆ Ji+ j for all i + j ≤ n. It follows from Lemma 3.2(c) that
Im(rn) ⊆ Im(δn). Since rn and δn are closed immersions and Xn is reduced, we
may define jn = δ−1

n rn : Xn→ Zn .
Let U := X rCosupp In . Then f −1

n and a−1
n are defined on U , and the diagram

X ×W1× · · ·×Wn

Xn jn
//

rn
66

Zn

δn
hh

U
a−1

n

hh

f −1
n

66

commutes. Since rn and δn are closed,

rn(Xn)= rn(a−1
n (U ))= rna−1

n (U )= δn f −1
n (U )= δn( f −1

n (U ))= δn(Zo
n).

Therefore, jn is an isomorphism to Zo
n .

Let q : X ×W1× · · ·×Wn→ X ×W1× · · ·×Wn−1 be projection onto the first
n factors. Consider the diagram

Xn
rn

//

αn

��

X ×W1× · · ·×Wn

q
��

Zn
δn

oo

φn

��

Xn−1 rn−1
// X ×W1× · · ·×Wn−1 Zn−1

δn−1

oo

From the definitions of rn and δn , we see that this diagram commutes; since
jn = δ−1

n rn , the following diagram commutes:

Xn
jn
//

αn

��

Zn

φn

��

Xn−1 jn−1

// Zn−1

Let X ′n := Im(rn) ⊂ X ×W1 × · · · ×Wn , and let β ′n : X ′n → X ′n−1 be the map
induced from βn . The proof of Corollary 3.3 shows that if (J0,J1, . . . ,Jn) ∈ X ′n ,
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then its image under β ′n is

β ′n((J0,J1, . . . ,Jn))= (F0, . . . ,Fn−1) ∈ X ′n−1, (5.10)

where Fi := (Ji+1 : I1)
σ−1
∩Ii .

Now let J be the ideal defining a truncated point module of length n+ 1. By
abuse of notation, we think of J as a point in Zn . Let M := S/J. Then we
have ψ(J)i = (AnnS(M1))i for 0 ≤ i ≤ n − 1. Thus, I1(ψ(J)i )

σ
⊆ Ji+1 or

ψ(J)i ⊆ (Ji+1 :I1)
σ−1
∩Ii . If J∈ Im( jn), then we have equality by the computation

in (5.10). Thus, the diagram

Xn rn
//

βn

��

jn
**X ′n

δ−1
n

//

β ′n
��

Zn

ψn

��

Xn−1
rn−1
//

jn−1

33X ′n−1

δ−1
n−1
// Zn−1

commutes. �

To end this section, we construct stacks l Z∞ and lY∞ that are fine moduli spaces
for (shifted) embedded point modules and give some of their properties. A version
of the following result was known long ago to M. Artin; however, it does not seem
to have appeared in the literature:

Theorem 5.11. Fix l ∈ N. For n ≥ l, let Xn be the blowup of X at In . Let lYn be
the moduli space of l-shifted length-(n− l + 1) point modules over S. Let l Zn be
the moduli space of l-shifted length-(n− l + 1) point modules over S. Define the
morphisms χn : lYn→ lYn−1, φn : l Zn→ l Zn−1, and αn : Xn→ Xn−1 as above. Let

l Z∞ := lim
←−
φn

l Zn, lY∞ := lim
←−
χn

lYn, and X∞ := lim
←−
αn

Xn.

Then the stack lY∞ is a sheaf in the fpqc topology and is a fine moduli space for l-
shifted embedded point modules over S. The stack l Z∞ is noetherian fpqc-algebraic
and is a fine moduli space for l-shifted embedded point modules over S. The
relevant component of l Z∞ is isomorphic to X∞.

Proof. We suppress the subscript l in the proof.
For n ≥ l, let Fn be the moduli functor for truncated l-shifted point modules over

S, so Yn ∼= Fn . Define a contravariant functor

F : Affine schemes→ Sets,

Spec C 7→ {Embedded l-shifted C-point modules over S}.

By descent theory, F is a sheaf in the fpqc topology. More precisely, recall that
quasicoherent sheaves form a stack in the fpqc topology [Vistoli 2005, Section 4.2.2];
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consequently, the (graded) quotients of S≥l form a sheaf of sets in the fpqc topology.
Moreover, as in the first paragraph of [Vistoli 2005, Section 4.2.3], those quotients
of S≥l that are S-module quotients form a subsheaf in the fpqc topology; this
subsheaf is F . It is formal that F is isomorphic to the functor hY∞ .

Likewise, Z∞ parametrizes l-shifted point modules over S. We show that (i)–(v)
of Proposition 4.2 apply to Z∞. We have Sn =InLn; let Pn ⊂ X be the subscheme
defined by In . Consider the maps

Zn
φn
//

fn

22Zn−1
fn−1

// X

from Lemma 5.6. Now, f −1
n is defined away from Pn , and

⋃
n Pn is a countable

critically dense set. Thus, (i) and (ii) hold.
Let x ∈

⋃
Pn . As the points in P have infinite orbits, there is some m ∈N so that

x 6∈ σ−n(P) for all n ≥m. Let zm ∈ Zm with fm(zm)= x , corresponding to a right
ideal J⊆ S≥l with S≥l/J∼=

⊕m
j=l Ox . Let J′ := J≤m ·S. For any j ≥ 0, we have

(Sσ
m

j )x = (L
σm

j )x , and so J′ gives the unique preimage of zm in Z∞. A similar
uniqueness holds upon base extension, so the scheme-theoretic preimage of zm

in Z∞ is a k-point, and 8−1
m is defined and is a local isomorphism at zm .

For j ≥ l, let W j := Proj SymX In . As in the proof of Proposition 5.9, we may
regard Zn as a closed subscheme of Wl × · · · ×Wn , and (iv) and (v) follow from
this and the fact that the orbits of points in P are infinite. By Proposition 4.2, then
Z∞ is a noetherian fpqc-algebraic stack.

Consider the morphisms jn : Xn
∼=
→Zo

n ⊆ Zn from Proposition 5.9. Commutativity
of the first diagram there gives an induced isomorphism j : X∞→ Zo

∞
⊆ Z∞. �

6. Comparing moduli of points

In this section, we prove that lY∞ is also noetherian fpqc-algebraic and that, at least
for sufficiently large l, the stacks l Z∞ and lY∞ are isomorphic.

In the following pages, we will always use the following notation. We write a
commutative k-algebra C as p : k→ C to indicate the structure map explicitly. We
write XC := X ⊗k Spec C . We abuse notation and let p also denote the projection
map 1⊗ p : XC → X . We let q : XC → Spec C be projection on the second factor.

Suppose that p : k→ C is a commutative k-algebra and y : Spec C → X is a
C-point of X . Then y determines a section of q, which we also call y. This is
a morphism y : Spec C → XC . We define Iy ⊆ OXC to be the ideal sheaf of the
corresponding closed subscheme of XC . We define Oy := OXC/Iy .

We use the relative regularity results from Section 2 to study the pullbacks of the
sheaves Sn to XC . Fix a very ample invertible sheaf OX (1) on X , which we will
use to measure regularity.
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Lemma 6.1. Suppose p : k→ C is a commutative noetherian k-algebra. Then
{p∗Sn}n≥0 is a right ample sequence on XC .

Proof. Let F be a coherent sheaf on XC . By [Rogalski and Stafford 2007, Corollary
3.14], limn→∞ reg(Sn) = −∞. Thus, limn→∞ reg(p∗Sn) = −∞ by Lemma 2.9.
Since each Sn is invertible away from a dimension-0 set, p∗Sn is invertible away
from a locus of relative dimension 0. By Proposition 2.13, F⊗XC p∗Sn is 0-regular
for n� 0. Theorem 2.10 shows that (1) and (2) of Definition 2.7 apply. �

We now prove a uniform regularity result for certain subsheaves of a pullback of
some Sn .

Lemma 6.2. There exists m ≥ 0 so that the following holds for any n ≥ m: for any
commutative noetherian k-algebra p : k→ C , for any C-point y of X , and for any
coherent sheaf K on XC so that Iy p∗Sn ⊆K⊆ p∗Sn , K is 0-regular. In particular,
K is globally generated and R1q∗K= 0.

Proof. Let D be the constant from Proposition 2.13, and let r := reg(OX ). By
[Rogalski and Stafford 2007, Corollary 3.14], we have limn→∞ reg(Sn) = −∞.
Let m be such that for all n ≥ m, reg(Sn)≤−r − D− 1. We claim this m satisfies
the conclusions of the lemma.

Fix a commutative noetherian k-algebra p : k→ C and a C-point y of X . We
first claim that reg(Iy)≤ r+1. To see this, let i ≥ 1 and consider the exact sequence

Ri−1q∗OXC (r + 1− i)
α
−→ Ri−1q∗Oy(r + 1− i)

→ Ri q∗Iy(r + 1− i)→ Ri q∗OXC (r + 1− i).

The last term vanishes as OXC is (r+1)-regular by Lemma 2.9 and Theorem 2.10(1).
If i≥2, then Ri−1q∗Oy(r+1−i)=0 for dimension reasons, so Ri q∗Iy(r+1−i)=0.
On the other hand, if i = 1, then because OXC (r) is 0-regular, by Lemma 2.11, α is
surjective. Again, Ri q∗Iy(r + 1− i)= 0. Thus, Iy is (r + 1)-regular as claimed.

Let n ≥ m. By Lemma 2.9, reg(p∗Sn) = reg(Sn). Note that Iy and p∗Sn are
both locally free away from a set of relative dimension 0. Thus, the hypotheses of
Proposition 2.13 apply, and by that result, we have

reg(Iy ⊗XC p∗Sn)≤ reg(Iy)+ reg(p∗Sn)+ D

≤ r + 1+ D+ reg(p∗Sn)= r + 1+ D+ reg(Sn).

Our choice of n ensures this is nonpositive. In particular, Iy⊗XC p∗Sn is 0-regular.
Let Iy p∗Sn ⊆ K⊆ p∗Sn . There is a natural map f : Iy ⊗XC p∗Sn→ K given

by the composition Iy ⊗XC p∗Sn→ Iy · p∗Sn ⊆K. The kernel and cokernel of f
are supported on a set of relative dimension 0, and it is an easy exercise to show
that K is therefore also 0-regular. By Theorem 2.10, K is globally generated and
R1q∗K= 0 as claimed. �
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Definition 6.3. We call a positive integer m satisfying the conclusion of Lemma 6.2
a positivity parameter.

The proof of Lemma 6.2 shows that if we are willing to replace L by a sufficiently
ample invertible sheaf, we may in fact assume that m = 1 is a positivity parameter.
(By [Keeler 2000, Theorem 1.2], the existence of a σ -ample sheaf means that any
ample invertible sheaf is σ -ample.)

Corollary 6.4. Let p : k→ C be a noetherian commutative k-algebra. Let m be a
positivity parameter (Definition 6.3), and let n ≥ m.

(1) If J⊂ p∗Sn is a sheaf on XC so that p∗Sn/J has support on XC that is finite
over Spec(C) and is a rank-1 projective C-module, then q∗J is a C-submodule
of q∗ p∗Sn = Sn ⊗C such that the cokernel is rank-1 projective.

(2) If K $ J ⊂ p∗Sn are sheaves on XC so that p∗Sn/J is a rank-1 projective
C-module, then q∗K $ q∗J.

(3) If J,J′ ⊆ p∗Sn are sheaves on XC so that p∗Sn/J and p∗Sn/J
′ are rank-1

projective C-modules, then q∗J= q∗J′ if and only if J= J′.

Proof. (1) Let x ∈ Spec C be a closed point. Consider the fiber square

Xx //

��

�

XC

q
��

{x} // Spec C

Let Jx := J|Xx . Since p∗Sn/J is flat over Spec C , Jx ⊆ p∗Sn|Xx
∼= Sn ⊗k k(x).

Further, (Sn ⊗k k(x))/Jx ∼= Ox . By our choice of n, therefore, H 1(Xx ,Jx)= 0.
Now J is the kernel of a surjective morphism of flat sheaves and so is flat

over Spec C . Since H 1(Xx ,Jx) = 0, by the theorem on cohomology and base
change [Hartshorne 1977, Theorem III.12.11(a)], we have R1q∗J⊗C k(x)= 0. The
C-module R1q∗J thus vanishes at every closed point and is therefore 0.

The complex

0→ q∗J→ q∗ p∗Sn→ q∗(p∗Sn/J)→ 0

is thus exact. By assumption, q∗(p∗Sn/J) is a rank-1 projective C-module. Since
cohomology commutes with flat base change [Hartshorne 1977, Proposition III.9.3],
we have q∗ p∗Sn ∼= H 0(X,Sn)⊗k C = Sn ⊗k C .

(2) Since m is a positivity parameter, J is globally generated, and it follows imme-
diately that q∗K 6= q∗J.

(3) From (2), we have

q∗(J∩J′)= q∗J ⇐⇒ J∩J′ = J ⇐⇒ J⊆ J′.
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It follows from our assumptions that this occurs if and only if J= J′. Further,

q∗J= q∗(J∩J′)= q∗(J)∩ q∗J′ ⇐⇒ q∗J⊆ q∗J′.

From (1), we obtain that this is equivalent to q∗J= q∗J′. �

We now apply these regularity results to show that lY∞ ∼= l Z∞ for l � 0. We
will need the following easy lemma:

Lemma 6.5. Let A and B be commutative noetherian local k-algebras with residue
field k and s : A→ B a local homomorphism. If s∗ :Homalg(B,C)→Homalg(A,C)
is surjective for all finite-dimensional commutative local k-algebras C , then s is
injective.

Proof. Let m be the maximal ideal of A, and let n be the maximal ideal of B. Let
f ∈ ker s. Suppose first that there is some k so that f ∈mk−1rmk . Let C := A/mk ,
and let π : A→ C be the natural map. Then C is a finite-dimensional artinian local
k-algebra. Now, π( f ) 6= 0 but s( f )= 0. Thus, π 6∈ Im(s∗), a contradiction.

We thus have ker s ⊆
⋂

k m
k . By the Artin–Rees lemma, ker s = 0. �

Proposition 6.6. Let m be a positivity parameter, and let n ≥ l ≥ m. Let l Zn

be the l-shifted length-(n − l + 1) point scheme of S with truncation morphism
φn : Zn → Zn−1 as in Proposition 5.9. Let lYn be the l-shifted length-(n− l + 1)
point scheme of S with truncation morphism χn : lYn→ lYn−1 as in Theorem 5.11.
Let l Z∞ := lim

←−
l Zn , and let lY∞ := lim

←−
Yn .

Then the global section functor induces a closed immersion sn : l Zn → lYn so
that the following diagram commutes:

l Zn
sn

//

φn

��

lYn

χn

��

l Zn−1 sn−1
// lYn−1

(6.7)

Proof. Let p : k→ C be a commutative noetherian k-algebra. Let p : XC→ X and
q : XC→ Spec C be the two projection maps as usual. Note that if J⊂ p∗S≥l is the
defining ideal of an l-shifted length-(n− l + 1) truncated C-point module over S,
then by Corollary 6.4(1), q∗J is the defining ideal of an l-shifted length-(n− l+ 1)
truncated C-point module over S. Thus, sn is well defined. By Corollary 6.4(3),
sn is injective on k-points and on k[ε] points. It is standard [Harris 1992, proof of
Theorem 14.9] that, because sn is projective, sn is a closed immersion. That (6.7)
commutes is immediate. �

We will see that lY∞ and l Z∞ are isomorphic. It does not seem to be generally
true that lYn and l Zn are isomorphic, but we will see that there is an induced
isomorphism of certain naturally defined closed subschemes.
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Let l ∈ N. For any n, let 8n : l Z∞→ l Zn and ϒn : lY∞→ lYn be the induced
maps. For any n ≥ l, define l Z ′n ⊆ l Zn to be the image of 8n : l Z∞→ l Zn . That is,

l Z ′n =
⋂
i≥0

Im(φi
: l Zn+i → l Zn).

Since l Zn is noetherian and the φn are closed, this is a closed subscheme of l Zn

equal to Im(φk
: l Zn+k→ l Zn) for some k. Similarly, let lY ′n = Im(ϒn : lY∞→ lYn).

Clearly l Z∞= lim
←−

l Z ′n and lY∞= lim
←−

lY ′n . We refer to l Z ′n and lY ′n as essential point
schemes as modules in l Z ′n and lY ′n are truncations of honest (shifted) point modules.

Theorem 6.8. Let m be a positivity parameter, and let n ≥ l ≥ m.

(1) The morphism sn : l Zn→ lYn defined in Proposition 6.6 induces an isomorphism
of essential point schemes

s ′n : l Z ′n
∼=
−→ lY ′n.

(2) The limit s : l Z∞→ lY∞ is an isomorphism of stacks.

Proof. Since the subscript l will remain fixed, we suppress it in the notation. Let
s ′n := sn|Z ′n . It follows from commutativity of (6.7) that s ′n(Z

′
n)⊆ Y ′n .

We next prove (2). The limit s = lim
←−

sn is clearly a morphism of stacks, that is,
a natural transformation of functors. Let C be a commutative finite-dimensional
local k-algebra. We will show that s is bijective on C-points.

Let y ∈ Y∞(C) be a C-point of Y∞, which by Theorem 5.11 corresponds to an
exact sequence

0→ J → (SC)≥l→ M→ 0,

where M is an l-shifted SC -point module.
For i ≥ l, let Ji ⊆ p∗Si be the subsheaf generated by Ji ⊆ q∗ p∗Si . Let J :=⊕
i≥l Ji . We will show that M := p∗S≥l/J is an l-shifted p∗S-point module, that

is, that there is a C-point y of X so that Mn ∼= Oy ⊗ p∗Ln for all n ≥ l.
Since p∗S j is globally generated for j ≥ m, we have Ji p∗Sσ

i

j ⊆ Ji+ j for i ≥ l
and j ≥ m. Therefore, M is a coherent right module over the bimodule algebra
S′ := OXC ⊕

⊕
j≥m p∗S j . Further, each M j is clearly torsion over X as Spec C is

zero-dimensional. As in [Rogalski and Stafford 2007, Lemma 4.1(1)], it follows
from critical density of the orbits of the points in P that there are a coherent X -
torsion sheaf F on XC and n0 ≥ l so that M j ∼=F⊗XC p∗L j for j ≥ n0. By critical
density again, there is n1 ≥ n0 so that

Supp(F)∩ p−1(σ− j (P))=∅

for j ≥ n1. This implies that for j ≥ n1 and k ≥ 1, we have

M j · p∗Sσ
j

k =M j ⊗XC p∗Sσ
j

k =M j ⊗XC p∗Lσ j

k
∼=M j+k
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and J j (p∗Sσ
j

k )= J j+k . (In particular, J≥n1 and M≥n1 are right p∗S-modules.)
By Lemma 6.1, {p∗Sσ

j

k }k≥0 is right ample on XC . As in [Rogalski and Stafford
2009, Lemma 9.3], for any i ≥ l and k�0, we have q∗(Ji p∗Sσ

i

k )= Ji (SC)k ⊆ Ji+k .
For i ≥ n1 and for k ≥ 1, we have q∗(Ji p∗Sσ

i

k )= q∗Ji+k ⊇ Ji+k . There is thus
n2 ≥ n1 so that J j = q∗J j for j ≥ n2.

It follows from Lemma 6.1 that there is n3 ≥ n2 so that the top row of

0 // q∗J j // (SC) j // q∗M j // 0

J j q∗(F⊗XC p∗L j )

is exact for j ≥ n3. Thus, q∗(F⊗XC p∗L j ) ∼= (SC) j/J j ∼= C for j ≥ n3. Since
{p∗L j } is right ample, this implies that F∼= Oy for some C-point y of X .

For l ≤ i ≤ n3, let J′i := Ji +Iy p∗Si . By choice of l, J′i is 0-regular. Thus, the
rows of the commutative diagram

0 // Ji

⊆

��

// (SC)i // C

α

��

// 0

0 // q∗J′i // q∗ p∗Si // q∗(p∗Si/J
′

i )
// 0

(6.9)

are exact, and α is therefore surjective. This shows that, as a (C ∼= Oy)-module,
p∗Si/J

′

i is cyclic.
Let N := AnnC(p∗Si/J

′

i ). For i � 0, p∗Si/Ji ∼= Oy ⊗XC p∗Li is killed by Iy .
Thus, for i � 0, we have (J′i )y = (Ji )y + (Iy p∗Si )y = (Ji )y , and

(Ji+ j )y ⊇ (Ji )y(p∗Sσ
i

j )y = (J
′

i )y(p∗Sσ
i

j )y

⊇ N (p∗Si )y(p∗Sσ
i

j )y = N (p∗Si+ j )y .

As AnnC(p∗Si+ j/Ji+ j )= 0 for j � 0, we must have N = 0.
Thus, in fact p∗Si/J

′

i
∼= Oy ∼= C . Looking again at (6.9), we see that α is an

isomorphism, and so Ji = q∗J′i . As J′i is 0-regular, it is globally generated: in other
words, Ji = J′i .

We still need to show J is a p∗S-module. Let i ≥ l, and suppose Ji p∗Sσ
i

1 6⊆ Ji+1,
so (Ji+1+Ji p∗Sσ

i

1 )/Ji+1 is a nonzero submodule of p∗Si+1/Ji+1 ∼= Oy . Since
(Ji+1+Ji p∗Sσ

i

1 )S
σ i+1

j ⊆ Ji+ j+1 for all j � 0, a similar argument to the last
paragraph but one produces a contradiction.

Thus, p∗S≥l/J is an l-shifted C-point module for S, and q∗J= J . This shows
that s : Z∞→ Y∞ induces a surjection on C-points. It follows from Corollary 6.4(3)
that s is injective on C-points.
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Consider the commutative diagram

Z∞
s
//

8n
��

Y∞

ϒn
��

Z ′n s′n
// Y ′n.

(6.10)

Let x ∈ X be a k-point. There is some N so that for n≥N ,8n is a local isomorphism
at all points in the preimage of x . We claim that for n ≥ N , in fact all maps in
(6.10) are local isomorphisms at all points in the preimage of x . In particular, s
is an isomorphism in the preimage of x ; since x was arbitrary, s is therefore an
isomorphism of stacks.

So it suffices to prove the claim. We may work locally. If z ∈ Z∞ is a point lying
over x , let zn , y, and yn be the images of z in Z ′n , Y∞, and Y ′n , respectively. Let
B := OZ∞,z

∼= OZ ′n,zn . Let A := OY∞,y , and let A′ := OY ′n,yn . We have a commutative
diagram of local homomorphisms

B As#
oo

B A′
(s′n)

#
oo

ϒ#
n

OO

As ϒn is scheme-theoretically surjective, ϒ#
n is injective. It follows from

Proposition 5.5 that A is isomorphic to a local ring of some Y ′m and in particular is
a noetherian k-algebra. By Lemma 6.5, s# is injective. Thus, (s ′n)

# is injective. As
sn is a closed immersion, (s ′n)

# is also surjective and thus an isomorphism; thus, all
maps in (6.10) are local isomorphisms above x . This proves the claim as required.

We now prove (1). Consider the diagram (6.10). By Proposition 6.6, sn : Zn→Yn

is a closed immersion. Thus, the restriction s ′n : Z
′
n→ Y ′n is also a closed immersion.

On the other hand, Y ′n is the scheme-theoretic image of ϒn and s is an isomor-
phism. Thus, the composition ϒns = s ′n8n is scheme-theoretically surjective, so
s ′n is scheme-theoretically surjective. But a scheme-theoretically surjective closed
immersion is an isomorphism. �

Of course, the defining ideal of a 1-shifted point module also defines a 0-shifted
point module, so if the positivity parameter m=1, the conclusions of Theorem 6.8 in
fact hold for m= 0. In this situation, we will refer to m= 0 as a positivity parameter,
by slight abuse of notation, since we need only the isomorphism lY∞ ∼= l Z∞ for
l ≥ m in the sequel.

Corollary 6.11. Let l ∈N, and let lY∞ be the moduli stack of embedded l-shifted
S-point modules as above. Then lY∞ is a noetherian fpqc-algebraic stack.
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Proof. We know that lY∞ is a sheaf in the fpqc topology by Theorem 5.11. Let m
be a positivity parameter. If l ≥ m, then lY∞ ∼= l Z∞ is noetherian fpqc-algebraic
by Theorem 5.11.

Suppose then that l < m. Let T : lY∞ → mY∞ be the morphism defined by
T (M) :=M≥m . It is straightforward that T is a morphism of functors and the product

8m × T : lY∞→ lYm ×X (mY∞)

is a closed immersion. Since mY∞ is noetherian by the first paragraph, it has an
fpqc cover U → mY∞ by a noetherian affine scheme U . This cover can clearly
be lifted and refined to induce an fpqc cover V → lYm ×X (mY∞) where V is a
noetherian affine scheme. But then the Cartesian product

V ′ //

��
�

lY∞
8m×T
��

V // lYm ×X (m Z∞)

gives an fpqc cover V ′→ Y∞. Since 8m × T is a closed immersion, so is V ′→ V .
Thus, V ′ is isomorphic to a closed subscheme of V and is noetherian and affine. �

Let m be a positivity parameter, and let l≥m. We note that the relevant component
of lY∞ ∼= l Z∞ is the component containing the k(X)-point corresponding to the
generic point module k(X)zl

⊕k(X)zl+1
⊕· · · , which is isomorphic to (Qgr(S))≥l .

7. A coarse moduli space for point modules

In this section, we consider point modules up to module isomorphism in qgr-S and
show that the scheme X is a coarse moduli scheme for this functor.

We define the following maps. For any l, let 8 : l Z∞→ X be the map induced
from the fn . Let 9 : 0 Z∞→ 0 Z∞ be the map induced from ψn : 0 Zn → 0 Zn−1.
Taking the limit of (5.8), we obtain that

89 = σ8 : 0 Z∞→ X.

For any noetherian commutative k-algebra C , there is a graded (OXC , σ × 1)-
bimodule algebra SC given by pulling back S along the projection map XC → X .
Taking global sections gives a functor Gr-SC → Gr-SC . If C = k, this induces an
equivalence qgr-SC→qgr-SC by Theorem 2.8. In order to avoid the issues involved
with extending this result to bimodule algebras over arbitrary base schemes, we
work instead with point modules in Qgr-SC and Qgr-SC .

Let l≥m, where m is a positivity parameter (Definition 6.3), and let F be the mod-
uli functor of (embedded) l-shifted point modules over S as in the previous section.
Define an equivalence relation ∼ on F(C) by saying that M ∼ N if their images are



Moduli spaces for point modules on naïve blowups 829

isomorphic in Qgr-SC . Define a contravariant functor G : Affine schemes→ Sets
by sheafifying, in the fpqc topology, the presheaf Gpre of sets Spec C 7→ F(C)/∼.
Let µ : F→ G be the natural map, F∼= l Z∞ the moduli functor of l-shifted point
modules over S, and G := F/∼ as above. Let µ : F→ G be the natural map.

We recall that an : Xn→ X is the blowup of X at In and that by Corollary 3.3
there are morphisms α : Xn+1→ Xn that intertwine with the maps an .

We briefly discuss point modules over local rings. We note that if C is a local
ring of a point of Zo

∞
∼= X∞ with maximal ideal m, then the map hZ∞(C)→F(C)

has a particularly simple form. Let ζ : Spec C → X∞ be the induced morphism.
By critical density, there is some n ≥m so that ζn(m) is not a fundamental point of
any of the maps αi

: X i+n→ Xn for any i > 0. Let xn := ζn(m). Define

a−1
n (S j ) := a−1

n (I j )⊗Xn a∗n L j .

Then a−1
n (S j ) is flat at xn for all j . Let

M :=
⊕
j≥0

a−1
n (S j )xn .

Then M is flat over C and is the C-point module corresponding to ζ . The C-action
on M is obvious; to define the S-action on M, let x := an(xn). Then there are maps

M j ⊗k Si (X)→M j ⊗k Sσ
j

i (X)→M j ⊗OX,x (S
σ j

i )x → a−1
n (S j+i )xn .

This gives a right S-action on M; by letting C act naturally on the left and identifying
C with Cop, we obtain an action of SC on M .

If C is a local ring, we do not know if SC is necessarily noetherian. However,
C-point modules in Qgr-SC are well behaved as follows.

Lemma 7.1. Let C be a commutative noetherian local k-algebra. Let N and M
be l-shifted C-point modules with M ∼= N in Qgr-SC . Then for some k, we have
M≥k ∼= N≥k .

Proof. The torsion submodules of M and N are trivial. Thus,

HomQgr-SC (M, N )= lim
−→

HomGr-SC (M
′, N ),

where the limit is taken over all submodules M ′⊆M with M/M ′ torsion. If M ∼= N
in Qgr-SC , then there is some submodule M ′ ⊆ M so that M/M ′ is torsion and so
that there is a homomorphism f : M ′→ N so that ker f and N/ f (M ′) are torsion.
Since M and N are torsion-free, we must have ker f = 0.

Thus, it suffices to show that if N is an l-shifted C-point module and M ⊆ N is
a graded submodule with T := N/M torsion, then Tn = 0 for n� 0.
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Let L be the residue field of C . By assumption, N is C-flat. Thus, there is an
exact sequence

0→ TorC
1 (T, L)→ ML → NL → TL → 0.

By [Artin et al. 1999, Theorem 5.1], the algebra RL is noetherian. Thus, NL and TL

are also noetherian. Since TL is torsion, it is finite-dimensional. Thus, for n� 0,
we have (TL)n = (Tn)⊗C L = 0. By Nakayama’s lemma, Tn = 0. �

Lemma 7.2. Let C be a noetherian local ring, and let M and N be C-point modules
over S, corresponding to morphisms fM, fN : Spec C→ 0 Z∞. If N∼M, then there
is some k so that 9k fM =9

k fN.

Proof. Let m be a positivity parameter, and let M := s(M≥m) and N := s(N≥m).
Then M ∼ N ; by Lemma 7.1, there is some k, which we may take to be at least m,
so that M≥k ∼= N≥k . Since k Z∞ ∼= kY∞, we have M≥k ∼= N≥k . Thus, the modules
M[k]≥0 ∼=N[k]≥0 correspond to the same point of 0 Z∞; that is, 9k fM =9

k fN. �

We now show that X is a coarse moduli space for 0 Z∞/∼. In fact, we prove this
result in greater generality to be able to analyze the spaces lY∞.

Proposition 7.3. Let Z∞ := 0 Z∞. Let V∞ be a closed algebraic substack of Z∞
so that X∞ ⊆ V∞ ⊆ Z∞, and assume that V∞ = lim

←−
Vn , where Vn ⊂ Zn is a

closed subscheme that maps into Vn−1 under Zn → Zn−1 for all n. Then X is a
coarse moduli space for V∞/∼. More precisely, let H be the image of V∞ under
µ : Z∞→ G. Then

(1) the morphism 8 : V∞→ X factors via V∞
µ
→H t

→ X and

(2) every morphism H→ A where A is a scheme (of finite type) factors uniquely
through H t

→ X.

Proof. (1) It suffices to prove that if C is a commutative noetherian ring and M∼N

are C-point modules over S, corresponding to maps fM, fN : Spec C→ Z∞, then
we have 8 fM =8 fN : Spec C→ X . To show this, it suffices to consider the case
that C is local. By Lemma 7.2, 9k fM =9

k fN for some k. Thus, as required,

8 fM = σ
−k89k fM = σ

−k89k fN =8 fN.

(2) Let ν :H→ h A be a natural transformation for some scheme A. For all n ∈ N,
let Pn be the subscheme of X defined by In . Fix any closed point x ∈ X r

⋃
Pn;

some such x exists since k is uncountable. Let C := OX,x . The induced map
Spec C → X∞ → V∞ gives a C-point module Mx as described above; its ∼-
equivalence class is an element of H(C). Applying ν, we therefore have a morphism
Spec C→ A. This extends to a morphism gx :Ux → A for some open subset Ux

of X . It follows from critical density of the orbits of points in P that X r
⋃

Pn
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is quasicompact. Thus, we may take finitely many Ux , say U1, . . . ,Uk , that cover
X r

⋃
Pn with maps gi :Ui → A. These maps all agree on the generic point of X

and so agree on overlaps Ui ∩U j .
Let U :=

⋃k
i=1 Ui , and let g :U→ A be the induced map. Then X rU ⊆

⋃
Pn

is a closed subset of X , and so X rU = {z1, . . . , zr } for some z1, . . . , zr ∈
⋃

Pn .
Let n be such that for any i > 0, the map φi

: Zn+i → Zn is a local isomorphism at
all points in the preimage of {z1, . . . , zr }.

Let 8n : Z∞ → Zn be the map induced from the φm . There is an induced
map f −1

n (U ) ∩ Vn → U → A. Further, for every y ∈ V∞ r8−1(U ), the map
Spec OV∞,y→V∞→H→ A factors through V∞→Vn as8n is a local isomorphism
at y. We thus obtain morphisms Spec OVn,y→ A for all y ∈Vn . Using these, we may
extend g to give a morphism θ : Vn→ A so that the following diagram commutes:

V∞
µ
//

8n
��

H

ν

��

Vn
θ
//

fn
��

A

U
g

>>

We claim that θ contracts each of the loci f −1
n (z j )∩ Vn to a point. To see this,

let x, y ∈8−1(z j )∩ V∞, corresponding to maps fx , fy : Spec k→ V∞. We must
show that θ8n fx = θ8n fy .

Since for k� 0, σ k(z j ) is not in
⋃

Pn ,8 is a local isomorphism at9k(8−1(z j )).
We have

89k fx = σ
k8 fx = σ

k8 fy =89
k fy

and so 9k fx =9
k fy . Therefore, µ fx = µ fy , and so

θ8n fx = νµ fx = νµ fy = θ8n fy

as we wanted.
The morphism θ : Vn→ A thus factors set-theoretically to give a map from X

to A. Since X is smooth at all zi by critical density of the orbits of the zi , it is well
known that θ also factors scheme-theoretically.

Consequently, we have the morphism X → A that we sought. This proves
Proposition 7.3. �

Theorem 7.4. Fix a positivity parameter m (Definition 6.3), and let l ≥ m. Then X
is a coarse moduli space for G = F/∼.

Proof. As above, we let G denote the functor of l-shifted point modules over S

modulo ∼. By Theorem 6.8(2), it is enough to show that X is a coarse moduli
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space for G. Let L : l Z∞→ 0 Z∞ be the map that sends M 7→M[l]. Notice that if
M and N are l-shifted point modules, then M∼ N if and only if M[l] ∼ N[l]. That
is, if we let G′ be the functor of (unshifted) point modules over S modulo ∼, then
L induces an inclusion G→ G′ so that the diagram

l Z∞
L
//

µ

��

0 Z∞

µ

��

G
L
// G′

commutes. Let Vn := Im(l Zl+n→ 0 Zn) and V∞ := lim
←−

Vn , so V∞ = L(l Z∞).
Note that L is injective on X∞ ⊆ lY∞. Thus, V∞ satisfies the hypotheses of

Proposition 7.3, so X is a coarse moduli scheme for H=µ(V∞)∼=µ(l Z∞)∼=G. �
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Density of rational points
on certain surfaces

Sir Peter Swinnerton-Dyer

Let V be a nonsingular projective surface defined over Q and having at least two
elliptic fibrations defined over Q; the most interesting case, though not the only
one, is when V is a K3 surface with these properties. We also assume that V (Q)
is not empty. The object of this paper is to prove, under a weak hypothesis, the
Zariski density of V (Q) and to study the closure of V (Q) under the real and the
p-adic topologies. The first object is achieved by the following theorem:

Let V be a nonsingular surface defined over Q and having at least two distinct
elliptic fibrations. There is an explicitly computable Zariski closed proper subset
X of V defined over Q such that if there is a point P0 of V (Q) not in X then
V (Q) is Zariski dense in V .

The methods employed to study the closure of V (Q) in the real or p-adic
topology demand an almost complete knowledge of V ; a typical example of what
they can achieve is as follows. Let Vc be

Vc : X4
0 + cX4

1 = X4
2 + cX4

3 for c = 2, 4 or 8;

then Vc(Q) is dense in Vc(Q2) for c = 2, 4, 8.

1. Introduction. Let V be a nonsingular projective surface defined over Q and
having at least two elliptic fibrations defined over Q; the most interesting case,
though not the only one, is when V is a K3 surface with these properties. (By an
elliptic fibration we mean a fibration by curves of genus 1; we do not assume that
these curves have distinguished points, so they need not be elliptic curves in the
number-theoretic sense.) We also assume that V (Q) is not empty. The object of
this paper is to prove, under a weak hypothesis, the Zariski density of V (Q) and to
study the closure of V (Q) under the real and the p-adic topologies. These results
can be found in Section 2; Sections 3 and 4 contain applications and examples.
Note that the geometric terminology in this paper is that of Weil.

For the real and Zariski topologies, such results have been proved for a particular
family of such surfaces in [Logan et al. 2010], and for one such surface already in
[Swinnerton-Dyer 1968]; see Section 3. I am indebted to the referee for drawing

MSC2010: 11G35.
Keywords: rational points, K3 surfaces.
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my attention to [Bogomolov and Tschinkel 1998], where Proposition 2.13 proves
that such V have the closely related property of potential density, and to René
Pannekoek for pointing out a major error in an earlier draft.

2. The main theorems. Let F denote an elliptic fibration of V defined over Q. Then
F is given by a map θ : V → P1 defined over Q whose generic fibre θ−1(t) is a
curve of genus 1 defined over Q(t). The Jacobian of θ−1(t) is also defined over
Q(t). Let P be generic over Q(t) on this Jacobian and let W be the locus of P
over Q; then P 7→ t gives a natural map φ : W → P1 whose fibre over t is the
Jacobian of θ−1(t), and for any c such that C = θ−1(c) is nonsingular the Jacobian
of C is J = φ−1(c). In other words, φ is the Jacobian elliptic fibration associated
to θ .

In this situation C is an n-covering of J for some n, and by abuse of language
we can claim that n only depends on the fibration and not on c. (The abuse of
language here is that n is not unique.) However, this property by itself does not
determine the covering map uniquely. We shall require that the covering map is the
restriction to C of a rational map ψ : V →W defined over Q. One way of ensuring
this is as follows. Let P be generic on V , let C be the fibre through P and J the
corresponding fibre of W , let a be the section of C by a hyperplane 5 defined over
Q, and write n = deg(a). The divisor n P−a on C has degree 0 and is defined over
Q(P); so, it is represented by a point R on J , also defined over Q(P), and we can
take ψ to be the map defined over Q that sends P to R. This ψ is defined except
possibly at points of the singular fibres.

Theorem 1. Let V be a nonsingular surface defined over Q and having at least two
distinct elliptic fibrations. There is an explicitly computable Zariski closed proper
subset X of V defined over Q such that if there is a point P0 of V (Q) not in X then
V (Q) is Zariski dense in V .

Remarks. Here explicitly computable means that if we are given equations for V
and the two fibrations θ1 and θ2 we can compute equations for X . If P0 in V (Q) is
known, then in fact it is easy to test whether P0 is in X without needing to calculate
X . A similar theorem holds over any algebraic number field. For applications
in this more general case, it will often be helpful to use the sufficient condition
due to Lutz for a point on an elliptic curve not to be torsion; see [Silverman 1986,
Corollary VIII.7.2].

Proof. Denote by Fν for ν = 1, 2 the two given elliptic fibrations on V . We retain
the notation introduced above, except that objects associated with Fν will have ν
as a subscript. We take µ= 3− ν, so that {µ, ν} = {1, 2}.

We start by defining a certain Zariski closed set Xν on V . Let Y ′ν be the union
of all the singular fibres of φν . By a theorem of Mazur, if 0 is an elliptic curve
defined over Q and R, also defined over Q, is an m-torsion point of 0, then m ≤ 10
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or m = 12. If t is generic on P1 with Cν = θ−1
ν (t) and Jν = φ−1

ν (t), let bν be the
union of the m-division points on Jν for these values of m. Thus bν is a positive
divisor defined over Q(t), and there is a (reducible) curve Y ′′ν on Wν defined over
Q and such that the intersection of Y ′′ν with Jν is bν . Now let Xν be the union of
the support of ψ−1

ν (Y ′ν ∪ Y ′′ν ) and those fibres of Fν that lie entirely in ψ−1
µ (Y ′′µ).

Clearly Xν is Zariski closed. Write X = X1 ∩ X2. The effect of this construction is
that if P0 is a point of V (Q) not in Xν then the fibre C0ν through P0 is nonsingular
and not in ψ−1

µ (Y ′′µ), and ψν(P0) is not a torsion point of the corresponding J0ν . In
applications we can replace X by the Zariski closure of X (Q), which will usually
be much smaller; in practice one would normally choose P0 in V (Q) and then
verify that it has the properties stated in the previous sentence for at least one value
of ν.

Now let P0 be a point of V not in X ; without loss of generality we can assume
that P0 is not in X1. For any integer r , denote by Pr the point obtained from P0 by
translation along C01 by [r ]ψ1(P0), where [r ] denotes multiplication by r on J01.
By construction, the points Pr are distinct and defined over Q, so they are Zariski
dense in C01. Moreover C01 is not contained in ψ−1

2 (Y ′′2 ) by definition, and it is
not in ψ−1

2 (Y ′2) because a nonsingular fibre of F1 cannot lie in a fibre of F2, so
only finitely many of the Pr lie in X2. Let Cr2 be the fibre of F2 through Pr . The
number of Pr that lie on a given fibre of F2 is bounded, so there are infinitely many
Cr2. By an argument like that above for C01, if Pr is not in X2 then Cr2(Q) is
Zariski dense in Cr2. Hence V (Q), which contains all the Cr2(Q), is Zariski dense
in V . �

For use in the proof of Theorem 2 below, we note that J01(Q) is not merely
Zariski dense in J01 but dense in the real topology in that connected component of
J01(R) which contains the identity element. Hence C01(Q) is not merely Zariski
dense in C01 but dense in the real topology in that connected component of C01(R)

which contains P0. A similar remark applies to each Cr2 for which Pr is not in
X2. Now let Z be the union of the singular points of the singular fibres of F1

and F2 and the other points at which the fibres of F1 and F2 have intersection
multiplicity greater than 1; clearly Z is Zariski closed. Let X be as in Theorem 1
and write U = V \ X .

Theorem 2. Let R denote the closure of U (Q) in V (R) under the real topology.
Then the boundary of R is contained in Z ∪ X.

Proof. Let A be a point of R that is not in Z ∪ X . The fibres of F1 and F2

through A are nonsingular at A and transversal there; by continuity there is a
neighbourhood of A in V (R) at every point of which the same properties hold.
After contracting this neighbourhood if necessary, we can suppose that the map χ
defined by P 7→ (θ1(P), θ2(P)) is a homeomorphism of this neighbourhood to an
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open subset of P1
×P1 and that the neighbourhood does not meet X ; without loss

of generality we can suppose that it does not meet X1. Choose open intervals I1, I2

of P1 such that this open subset contains I1× I2 and I1× I2 contains χ(A). Since
A is in R, there is a point P0 of U (Q) in N = χ−1(I1× I2), and P0 is not in X1.
But if C01 is the fibre of F1 through P0 then C01 ∩N is homeomorphic to I2 and
hence is connected. By the remark that follows the proof of Theorem 1, C01(Q)

is dense in C01 ∩N. If P ′ is any point of C01(Q)∩N other than the finitely many
which lie in X2, and if C ′2 is the fibre of F2 that passes through P ′, then by the
same remark C ′2(Q)∩N is dense in C ′2∩N. Hence V (Q)∩N is dense in N, and so
is U (Q)∩N since X is nowhere dense in N. In other words, R⊃N, and therefore
A is not in the boundary of R. �

The same ideas can be applied to the p-adic topologies, though the results that
they yield are weaker and the calculations needed to make use of them are more
complicated. Let S be a finite nonempty set of finite primes and let S+ be the union
of S and the infinite place of Q. For the rest of this section we work in the topology
associated with S or S+; unfortunately I have not been able to prove any density
theorems for the adelic topology.

Lemma 1. Let

E : η2
+ a1ξη+ a3η = ξ

3
+ a2ξ

2
+ a4ξ + a6

be an elliptic curve defined over Qp, with all the ai in pZp, and suppose further
that 4 | a1 and 4 | a3 if p = 2, and that 9 | a2 if p = 3. Let Yp be Zp if p = 2 or 3
and pZp if p > 3, and write ζ = ξ/η. Let E ′ be the union of the point at infinity
and the subset of E(Qp) for which ξ−1 is in Yp. Then E ′ is a subgroup of E(Qp).
Moreover the map

E ′→ {ζ in Yp} (1)

is one-one and bicontinuous. If A0= (ξ0, η0) is a point of E ′(Q) other than the point
at infinity, then E ′(Q) is dense in that part of E ′(Qp) in which vp(ξ)≤ vp(ξ(A0)).

Remark. A less ugly proof can be given by using the theory of formal groups;
compare [Silverman 1986, Chapter IV]. The lemma is a weaker and easier version
of a result due to René Pannekoek [2012]. I am indebted to him for communicating
his result to me.

Proof. We can reduce to the case a1 = a2 = a3 = 0 by an obvious linear transfor-
mation, which does not change the description of E ′. If (ξ, η) is in E ′ then

3v(ξ)= 2v(η)≤ 0 and therefore v(ζ )= v(ξ/η)=− 1
2v(ξ)≥ 0.

The map (1) is defined and continuous. Conversely, if we write u = ξ−1 then

u = ζ 2(1+ a4u2
+ a6u3). (2)
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For ζ in Yp this has just one solution u in Yp, which is a continuous function of ζ
with v(u)= 2v(ζ ). Hence, the map (1) is a homeomorphism. If Ẽ is the reduction
of E mod p, then the image of E ′ is Ẽ(Fp) \ (0, 0) if p = 2 or 3 and the point at
infinity otherwise. This is a group, so the sum or difference of two points of E ′ is
again a point of E ′. Hence E ′ is a subgroup of E .

Z acts on E ′ by P 7→ [m]P . We now show that this map is continuous, so that
Zp acts continuously on E ′. Let Pi = (ξi , ηi ) for i = 1, 2 be points of E ′ and write
ζi = ξi/ηi and ni = v(ζi ). The addition formula on E gives

ξ(P1+ P2)= α
2
− ξ1− ξ2, η(P1+ P2)=−α(ξ(P1+ P2)− ξ1)− η1, (3)

where in general α = (η1− η2)/(ξ1− ξ2); if P1 = P2, then α = (3ξ 2
1 + a4)/2η1.

If p = 2 and P1 = P2 then v(α) = −n1− 1 so that ζ([2]P1) ≡ 2ζ1 mod 2n1+2.
If p = 3 and P1 = P2 then v(α)≥ 1−n1, so that ξ([2]P1)≡−2ξ1 mod 32−2n1 and
η([2]P1)≡−η1 mod 32−3n1 ; thus ζ([2]P1)≡ 2ζ1 mod 32+n1 . If instead P2= [2]P1

then α ≡ 2η1/3ξ1 mod 3−n1 , so that ξ([3]P1)≡ α
2 mod 3−2n1 and ζ([3]P1)≡ 3ζ1

mod 32+n1 . If p > 3 then ξ1 ≡ ζ
−2
1 mod p2−2n1 and η1 ≡ ζ

−3
1 mod p2−3n1 . If

P1 = P2 then α ≡ 3
2ζ
−1
1 mod p2−n1 so that ξ([2]P1) ≡

1
4ζ
−2
1 mod p2−2n1 and

η([2]P1)≡
1
8ζ
−3
1 mod p2−3n1 ; thus ζ([2]P1)≡ 2ζ1 mod p2+n1 . For 3≤m ≤ p we

now take P2 = [m− 1]P1; it follows by induction on m that (as p-adic numbers)

α(m2
−m)≡ (m2

−m+ 1)ζ−1
1 mod mp2−n1,

m2ξ([m]P1)≡ ζ
−2
1 mod m2 p2−2n1,

m3η([m]P1)≡ ζ
−3
1 mod m3 p2−3n1,

and therefore ζ([m]P1)≡ mζ1 mod mp2+n1 .
It follows by induction on r that ζ([pr

]P1)≡ prζ1 mod pr+n1+1 for any p and
any r > 0. Now suppose that n2 > n1. By (2),

ξ2 ≡ ζ
−2
2 mod p2n2+2, η2 ≡ ζ

−3
2 mod p3n2+2

and therefore α≡ ζ−1
2 (1−η1/η2+ξ1/ξ2) mod p3n2−4n1 . Hence (as p-adic numbers)

ξ(P1+ P2)≡ ξ1− 2η1ζ2 mod 2p2n2−4n1 (4)

by the first equation of (3). Now η(P1 + P2) ≡ η1 mod p−n2−2n1 by the second
equation of (3). This tells us which square root to take in the equation for E , and
combining this fact with (4) gives

η(P1+ P2)≡ η1 mod 2pn2−4n1 . (5)

Now (4) and (5), taken with the first sentence of this paragraph, prove that Z acts
continuously on E ′. Hence Zp acts on E ′ too, and this action is continuous. If A0

is as in the lemma and A satisfies v(ξ) ≤ v(ξ(A0)), a successive approximation
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argument shows that there is an m in Zp such that A = [m]A0. If n in Z is close to
m then [n]A0 will be close to A. �

Theorem 3. Let X1, X2 be as in the proof of Theorem 1, and let P0 be a point of
V (Q) not in X1 ∪ X2. Then there is a constructable open neighbourhood D of P0

in
∏

V (Qp), where the product is taken over all p in S, such that V (Q) is dense
in D. A similar result holds for S+.

Proof. In the notation of Lemma 1, we can rescale the equations of W so that
J01 satisfies the conditions imposed on E for each p in S, where J01 is again the
Jacobian of the fibre of F1 through P0. For each such p, let rp be the least positive
integer r such that [r ]ψ1(P0) is in the set J ′01 derived from J01 in the way that E ′

was derived from E and let r∗ be a convenient common multiple of the rp for p
in S. Let (ξ∗, η∗) = [r∗]ψ1(P0) and let m p be the exact power of p that divides
ξ∗/η∗. Let Mp1(P0)⊂ J01(Qp) be the subset of J ′01 which corresponds to the ζ in
m pZp under the isomorphism corresponding to (1), and let Np1(P0) ⊂ C01(Qp)

consist of the points obtained from P0 by translation by an element of Mp1(P0). If
we denote by Pr the translation of P0 by [r ]ψ1(P0) then by the Chinese remainder
theorem the Pr for which r is a multiple of r∗ are distinct and dense in

∏
Np1(P0)

where the product is taken over all p in S.
We can apply a similar construction with ν = 2 to obtain a neighbourhood A of

P0 in
∏

C02(Qp) in which points of V (Q) are dense. If in the construction of the
previous paragraph we replace P0 by any point P ′ in A, everything involved in the
construction varies continuously with P ′; so after reducing A if necessary, we can
assume that the rp and the m p are independent of A. One consequence of this is
that if P ′ =

∏
P ′p then ψ1(P ′p) cannot be a torsion point; and it is now easy to see

that we can choose D to be the union of the
∏

Np1(P ′) where the union is taken
over all points P ′ of A.

The corresponding result for S+ now follows easily. For let D0, containing P0,
be a small open subset of the D associated with S; by diminishing D0 we can
further assume that it is disjoint from X1 ∪ X2. Let R(D0) be the closure of the
projection of φV (Q)∩ (D0× V (R)) onto V (R), where φ is the obvious diagonal
map. Then it is enough to show that there is a nonempty open set contained in
R(D0) and independent of D0. Suppose that r∗ is even and divisible by a high
enough power of every p in S and by all the rp defined in the second paragraph of
this proof. Then r∗ depends only on D0, and the translation of P0 by [r∗]ψ1(P0)

lies in D0 and is dense in the connected component containing P0 of the fibre of F1

through P0. There is a corresponding result for F2. So the argument used to prove
Theorem 2 still applies in this situation, and the boundary of R(D0) lies in Z ∪ X ,
which is independent of D0. Thus R(D0) contains that connected component of
V (R) \ (Z ∪ X) in which P0 lies. �
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In what circumstances will the machinery of Theorem 3 enable us to prove that
V (Q), in the topology generated by S, is at least as large as it actually is? (A similar
question for S+ can be addressed in much the same way; the details are left to the
reader.) For this purpose we make the temporary assumption that V (Q) is open as
well as closed — which would certainly hold if for example the entire obstruction
to weak approximation consists of finitely many Brauer–Manin conditions.

Suppose that P0 is in V (Qp) and not on a singular fibre of F1. Let rp be the
least positive r such that [r ]ψ1(P0) is in J ′01 in the notation of the last proof; then
ψ1(P0) can only be a torsion point of J01 if [rp]ψ1(P0) is the identity element
of J01. Thus the points P0 in V (Qp) not on a singular fibre of F1 and for which
ψ1(P0) is torsion lie on a (reducible) curve Z1p. Let X be a compact open subset
of
∏

V (Qp) such that if
∏

Ap is in X then no Ap lies in Z1p or on a singular fibre
of F1. By compactness, the values of m p and rp associated with Ap are bounded
as
∏

Ap varies in X; thus if P0 is a point of X ∩ V (Q) the size of the domain
D associated with P0 in the sense of Theorem 3 is bounded below. This implies
that provided V (Q) is actually dense in X we can prove this by exhibiting finitely
many points of V (Q). What we want to prove for any particular V is of course
stronger than this. But these considerations do suggest that it will be easiest to
prove that V (Q) as a subset of

∏
V (Qp) is as large as it actually is when there are

so many elliptic fibrations Fν that
⋂

Xν(Q) is empty. Notice that for specific V
we can usually modify the argument so as to make D substantially larger than the
D constructed above. We illustrate this in Section 4.

3. An example of Theorems 1 and 2. The best known examples of K3 surfaces with
at least two elliptic pencils are given by equations of the form

a0 X4
0 + a1 X4

1 + a2 X4
2 + a3 X4

3 = 0 where a0a1a2a3 = b2. (6)

Theorems on the density of rational points in the real and the Zariski topologies on
such a surface, assuming that it contains at least one rational point lying outside a
certain subvariety, already appear in [Logan et al. 2010]. The earliest example of
such a result, for the real topology and one special V , appears to be [Swinnerton-
Dyer 1968]. The arguments in [Logan et al. 2010] do not appear to extend to the
most general V considered in this paper, but the methods of this paper do yield, in
the case of (6), a simpler proof of their result, which is stated here as Theorem 4. For
this, and for later applications, we need to calculate the exceptional sets X and Z
for (6), and for this it is convenient to repeat some formulae from [Swinnerton-Dyer
2000], though the reader is warned that there are some errors in that paper.

Denote by V the K3 surface given by (6). The union of the singular fibres of V
is the union of the 48 lines on V . There is an obvious map from V to

T : a0Y 2
0 + a1Y 2

1 + a2Y 2
2 + a3Y 2

3 = 0. (7)
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Since a0a1a2a3 is a square, each of the two families of lines on T is defined over
Q, and the lifts of these families to V give two elliptic fibrations on V . The fibre
through P0 = (x0, x1, x2, x3) of one of the fibrations is given by four equations of
the form

dil X2
i + d jl X2

j + dkl X2
k = 0 (8)

where i, j, k, l are 0, 1, 2, 3 in some order. Any three of these equations are linearly
dependent. A possible set of values of the coefficients is

d01 = b(a2x4
2 + a3x4

3), d23 = (b/a0a1)d01,

d02 =−a2(a0a3x2
0 x2

3 + bx2
1 x2

2), d31 = (b/a0a2)d02,

d03 = a3(a0a2x2
0 x2

2 − bx2
1 x2

3), d12 = (b/a0a3)d03,

 (9)

together with d j i =−di j for all i, j . The di j are nonzero since the fibre is absolutely
irreducible. In these formulae we can permute the subscripts, provided that for an
odd permutation we also change the sign of b. The Jacobian of this fibre can be
written in the form

η2
= (ξ − c1)(ξ − c2)(ξ − c3) (10)

where
c1− c2 = d03d21, c2− c3 = d01d32, c3− c1 = d02d13. (11)

If temporarily we write P = (ξ, η), then

ξ([2]P)− c2 =
((ξ − c2)

2
− d01d03d21d23)

2

4η2 . (12)

The map ψ : V →W , which is effectively the canonical map from each fibre to its
Jacobian, can be taken to be

η = d12d23d31 X1 X2 X3/X3
0, ξ − ci = di j dki X2

i /X2
0 (13)

where i, j, k is any permutation of 1, 2, 3. This map has degree 4. There is also
an identification of the fibre with its Jacobian which maps P0 to the identity. This
satisfies

ξ − ci = d0 j d0k
d j i x j X j + dki xk Xk − d0i x0 X0

di0xi X i + d j0x j X j + dk0xk Xk
(14)

where again i, j, k is any permutation of 1, 2, 3. The formula for η is too complicated
to be useful. But an immediate deduction from the formula for ξ is that the translation
along the fibre of either system by the 2-division point (ci , 0) is obtained by changing
the signs of x0 and xi . We shall use this in the proof of Theorem 4. To obtain
formulae for the other fibration we need only replace b by −b in all the formulae
of this paragraph.
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Lemma 2. Suppose that the point A0 given by (13) with xi for X i is a rational
torsion point, that x0x1x2x3 6= 0 and that P0 does not lie on any of the lines of V .
Then

4a2
j d

2
kl x

4
j x2

k x2
l + d jkd jl(ai x4

i + a j x4
j )

2
= 0 (15)

for some permutation i, j, k, l of 0, 1, 2, 3. This condition depends only on the value
of i .

Proof. The point Ai that is the translation of A0 by the 2-division point (ci , 0) on
the Jacobian satisfies

ξ − ci =
d0 j dk0x2

0

x2
i

, ξ − c j =
d0kdk j x2

k

x2
i

, ξ − ck =
d0 j d jk x2

j

x2
i

(16)

where again i, j, k is a permutation of 1, 2, 3. We can restore the symmetry by
writing

ci = ci0 = c0i = c jk = ck j ;

thus we have cik − c jk = di j dkl for any even permutation i, j, k, l of 0, 1, 2, 3. The
point Ai is now given by

ξ − ci j = d jkdl j x2
j /x2

i (17)

where i, j, k, l is any permutation of 0, 1, 2, 3; in particular Ai is not a 2-division
point. Such a value of ξ corresponds to two distinct rational values of η, so we
appear to have constructed twelve torsion points on (10). If these are not all distinct
then at least two of the four values of ξ given by (17) must be equal. Suppose for
example that the values of ξ given by i = 0 and i = 1 are equal; then by comparing
the two formulae for ξ − c1 we obtain a0x4

0 + a1x4
1 = 0, which implies that P0 lies

on one of the lines of V .
Suppose instead that the twelve torsion points exhibited above are all distinct, so

that by Mazur’s theorem they form a group of order 12. Without loss of generality
we can assume that one of the two 3-division points is A0. The condition that (ξ, η)
is a 3-division point of (10) can be written in the form

4η2(ξ − c1)= {(ξ − c1)
2
− (c1− c2)(c1− c3)}

2,

which reduces by (10) and (11) to

4a2
1d2

23x4
1 x2

2 x2
3 + d12d13(a0x4

0 + a1x4
1)

2
= 0.

Symmetry now completes the proof of the lemma. �

Theorem 4. Suppose that V is given by (6). If there is a rational point P0 =

(x0, x1, x2, x3) on V with x0x1x2x3 6= 0 and not lying on one of the lines of V , then
V (Q) is Zariski dense on V and dense in V (R).
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Proof. We retain the notation in the proof of Theorem 1. To deduce Zariski density
from Theorem 1 we need to show that P0 does not lie in X . The first step is to
show that the fibre of Fν is not contained in ψ−1

µ (Y ′′µ)— in other words, that if
P ′ is generic on the fibre of Fν through P0 then ψµ(P ′) is not a torsion point.
Suppose otherwise; then the exact order of this torsion point cannot depend on
the choice of P ′, provided that P ′ does not lie on a singular fibre of Fµ. By the
proof of Lemma 2 this exact order must be 3 or 6. But by changing the signs of a
suitable pair of xi we can alter this order from 3 to 6 or from 6 to 3, and this is a
contradiction.

It is now enough to show that P0 does not lie in (ψ−1
1 Y ′′1 )∩(ψ

−1
2 Y ′′2 ); by Lemma 2

this is equivalent to showing that it does not satisfy (15) for both b and−b. Suppose
otherwise; without loss of generality we can assume that for b > 0 it satisfies
(15) with i = 0 and that a0, a2 are positive and a1, a3 negative. In (15) we take
j = 1, k = 2, l = 3; by (9) we obtain

a0a2a3x4
0 x2

2 x2
3 + a2bx2

0 x2
1 x4

2 − a3bx2
0 x2

1 x4
3 + 3a1a2a3x4

1 x2
2 x2

3 = 0. (18)

On the left the first term is negative and the other three are all positive; so
a0a2x2

0 x2
2 > bx2

1 x2
3 and a0x4

0 >−3a1x4
1 . The first of these, taken with (6), implies

that a0x4
0 and a2x4

2 lie between −a1x4
1 and −a3x4

3 ; so

−a3x4
3 > (a0x4

0 and a2x4
2) > −a1x4

1 . (19)

We can argue similarly for any one of the four equations (15) with −b for b; the
only one which yields a condition compatible with (19) is the one with i = 2.
Remembering that we can cyclically permute the subscripts 1, 2, 3 in (18), we
therefore have

a0a3a1x4
0 x2

3 x2
1 + a3bx2

0 x2
2 x4

3 − a1bx2
0 x2

2 x4
1 + 3a2a3a1x4

2 x2
3 x2

1 = 0,

3a0a3a1x4
0 x2

3 x2
1 + a3bx2

0 x2
2 x4

3 − a1bx2
0 x2

2 x4
1 + a2a3a1x4

2 x2
3 x2

1 = 0.

The difference of these is 2a1a3x2
1 x2

3(a0x4
0 − a2x4

2)= 0. But now either of the last
two displayed equations implies that a3x4

3/a1x4
1 = (2+

√
5)2, so that P0 would not

be rational. This completes the proof of Zariski density.
To deduce density in V (R) from Theorem 2 we still need to find the points at

which nonsingular fibres of F1 and F2 touch. These fibres are the pull-backs of the
lines on (7), on which two lines of opposite systems are always transversal; so the
points at which fibres of F1 and F2 touch are just those which have multiplicity
greater than 1 in the pull-back of a point of (7). These are just those points of V at
which at least one of the xi vanishes. Thus a maximum connected component in
V (R) of the complement of Z consists of all the points at which the signs of the
X i/X j take assigned values; and since we can vary the signs of the xi , if one of
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these connected components meets V (Q) then each of them does. Thus the closure
of V (Q) contains the whole of V (R) \ Z , and therefore the whole of V (R). �

4. An example of Theorem 3. In this section we treat two particular examples of
Theorem 3, for each of which V has the form

a0 X4
0 + a1 X4

1 = a0 X4
2 + a1 X4

3 with a0, a1 positive. (20)

In constructing examples to illustrate the machinery of Theorem 3, we have to
choose a suitable S. It is not unreasonable to hope that the only places involved
in describing the obstruction to weak approximation on a given V are those at
which V has bad reduction and possibly the infinite place. (The corresponding
result for nonsingular cubic surfaces is known; see [Swinnerton-Dyer 2001]. An
analogous result for the Brauer–Manin obstruction on arbitrary diagonal quartic
surfaces defined over Q is due to Colliot-Thélène and Skorobogatov [2013].) If we
want V to have the form (6) and to have bad reduction only at 2, then there are
just seven such V which are everywhere locally soluble, and there are just two of
them for which the arithmetic part of the Brauer–Manin obstruction is trivial. (See
Bright’s table [2002, Appendix A].) These can conveniently be written as

Vc : X4
0 + cX4

1 = X4
2 + cX4

3 for c = a1/a0 = 2, 4 or 8.

Here V2 and V8 are the same, but by considering both we can confine ourselves to
the study of points for which the X i are integers with X0, X2 odd. In Bright’s table
V4 is case A75, and Ieronymou, Skorobogatov and Zarhin [Ieronymou et al. 2011]
have shown that it has no transcendental Brauer–Manin obstruction either. V2 and
V8 are instances of Bright’s case A104. We shall prove

Theorem 5. Vc(Q) is dense in Vc(Q2) for c = 2, 4, 8.

There is a substantial disparity between the numbers of essentially distinct
nontrivial solutions of V2 and of V4: for example, V4 has 599 such solutions of
height less than 25000, the smallest having height 9, whereas V2 has 43 such
solutions of height less than 25000, the smallest having height 139. This is perhaps
accounted for by the fact that the Nèron–Severi group of V4 has rank 9 whereas
that of V2 has rank 6.

The general surface (20) is case A45 in Bright’s table. This surface contains four
rational lines. If it has other parametric solutions, which I doubt, even the simplest
nonsingular one has degree at least 17. It has three kinds of elliptic pencils of low
degree, where the degree means the degree of the general curve of the pencil. Apart
from these, which are described below, if there are any other elliptic pencils whose
general fibre is nonsingular, they have degree at least 19.

There are four elliptic pencils of degree 3, the curves of such a pencil being those
which lie in a plane through one of the rational lines and are residual to that line.
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A typical such pencil, which we shall call F3, consists of the curves given by

X0− X2 = λ(X1− X3),

λa0(X3
0 + X2

0 X2+ X0 X2
2 + X3

2)+ a1(X3
1 + X2

1 X3+ X1 X2
3 + X3

3)= 0,

}
(21)

where λ is a parameter. This curve contains the rational point (λ, 1,−λ,−1)
and can therefore be taken to be its own Jacobian. In general it has no rational
torsion points, but if λ=−a1/a0α

3 then it contains the point (α, 1, α, 1), which is
a 2-division point. By means of the transformation

X0 =−a1 X + λY, X1 = a0λ(a2
1 − a2

0λ
8)Z + a0λ

3 X + Y,
X2 =−a1 X − λY, X3 = a0λ(a2

1 − a2
0λ

8)Z + a0λ
3 X − Y,

}
(22)

whose inverse is

X =− X0+X2
2a1

, Y = X1−X3
2

, Z = X1+X3−2a0λ
3 X

2a0λ(a2
1−a2

0λ
8)
, (23)

we can take this curve into the canonical form

Y 2 Z = X3
− 3a2

0λ
6 X2 Z − 3λ4a2

0θX Z2
− a2

0λ
2θ2 Z3 (24)

where θ = a2
1 − a2

0λ
8. If we write X = (U + a2

0λ
6)Z and Y =W Z , this becomes

W 2
=U 3

− 3a2
0a2

1λ
4U − a2

0a2
1λ

2(a2
1 + λ

8a2
0). (25)

F3 is the only elliptic pencil on (20) that we shall use in the argument that follows.
However, for possible applications elsewhere we record some useful information
about the other pencils of low degree on (20).

There are two elliptic pencils of degree 4, which were described for the more
general surface (6) in Section 3. There are four elliptic pencils of degree 6; a typical
one, parametrized by α, consists of the curves which are the intersections of the
cubic surfaces

a0(X3
0 + X2

0 X2+ X0 X2
2 + X3

2)+α(X0 X3− X1 X2)(X1− X3)= 0,

a1(X3
1 + X2

1 X3+ X1 X2
3 + X3

3)−α(X0 X3− X1 X2)(X0− X2)= 0,

residual to the three common lines X0 = κX2, X1 = κX3 where κ = −1 or
κ = ±

√
−1. This curve is a 2-covering of its Jacobian, and in canonical form

it can be written

Y 2
= α3(a0+ a1 X4)+ a0a1(3α2

− a0a1)X2

where

X =
X1+ X3

X0+ X2
, Y =

a1(a0+αX2)(X1+ X3)

X0− X2
.
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We can recover the original variables by writing

X0 = Y + a1 X (a0+αX2), X1 = XY − a0(α+ a1 X2),

X2 = Y − a1 X (a0+αX2), X3 = XY + a0(α+ a1 X2).

The proof of Theorem 5 consists of a number of steps, each of which is described
in a separate lemma. Throughout, v will be the normalized 2-adic valuation on Q2

and v(c)= γ . In Lemmas 3 and 4, P0 = (x0, x1, x2, x3) will be a point of Vc(Q2),
with the xi odd; it then follows from the second equation of (21) that

v(λ)+ v(x0+ x2)= γ + v(x1+ x3). (26)

The next two lemmas, taken together, provide for Vc a quantitative version of
Theorem 3. Let F3 be the fibration of degree 3 described by (21).

Lemma 3. Let P0 be in Vc(Q) with all xi odd, and let F3 be the fibre of F3

through P0.

(i) If 2 ‖ (x0− x2) and 2 ‖ (x1− x3), then F3(Q) is dense in that part of F3(Q2) in
which the X i are odd with 2 ‖ (X1− X3) and v(X0+ X2)≥ v(x0+ x2).

(ii) If 2 ‖ (x0+ x2) and 2 ‖ (x1− x3), then F3(Q) is dense in that part of F3(Q2) in
which the X i are odd.

Proof. Let D be that part of F3(Q2) in which we have to prove that F3(Q) is dense.
In the notation of (22) and (23), let x, y, z be the values of X, Y, Z at P0 and let
λ= (x0− x2)/(x1− x3) be the value of the parameter in (21) which defines F3. We
can take a0 = 1, a1 = c.

In case (i), we have v(λ) = 0; it now follows that v(X1 + X3) = v(2a0λ
3 X)

and v(Z) > v(X). Thus 3v(X/Z)= v(Y/X)≤ v(y/x)= 3v(x/z) < 0, where the
equalities follow from (24). The conclusion now follows from Lemma 1.

In case (ii), we have v(λ) = γ + δ − 1 by (26), where δ = v(x1 + x3) ≥ 2;
so if we write ξ = 2−2γ X/Z and η = 2−3γY/Z , the curve F3 takes the form
η2
= ξ 3
+ · · · with coefficients satisfying the conditions of Lemma 1. At P0 we

have v(x)=−γ, v(y)= 0, v(z)=−3γ , where the last result again follows from
(26); so v(ξ)= 0. Hence, by Lemma 1, F3(Q) is dense in that part of F3(Q2) in
which v(ξ)≤ 0. But in D we have

v(X0+ X2)= v(X1+ X3)+ γ − v(λ)= v(X1+ X3)+ 1− δ.

Hence v(X1+ X3) < v(2λ3 X)= v(X0+ X2)+ 2γ + 3δ− 3, so that

v(Z)= v(X1+ X3)− v(λ)− 2γ − 1= v(X0+ X2)− 3γ − 1

whence v(ξ)= v(X0+ X2)− v(Z)− 3γ − 1= 0. �
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Lemma 4. Suppose there is a point P0 of Vc(Q) with all xi odd and 22
‖ (x1+ x3).

Let D1 be the part of Vc(Q2) in which the X i are odd. Then Vc(Q) is dense in D1.

Proof. Let Q = (u0, u1, u2, u3) be a point of D1; after changing the signs of u2

and/or u3 if necessary, we can assume that 2 ‖ (u0− u2) and 2 ‖ (u1− u3), and we
write λ= (u0− u2)/(u1− u3). Similarly we can assume that 2 ‖ (x0− x2). Since
v(λ)=0, the analogue for Q of (26) shows that v(u0+u2)≥γ+2. Now let F ′3 be the
fibre of F3 through Q. Write µ= (x0+ x2)/(x1− x3) and let F ′′3 be the intersection
of Vc with X0 + X2 = µ(X1 − X3) residual to the line X0 + X2 = X1 − X3 = 0;
thus P0 lies on F ′′3 .

Let R = (y0, y1, y2, y3) be a point of F ′3 ∩ F ′′3 . If we can ensure that the yi are
odd elements of Z2 with 2 ‖ (y0− y2), 2 ‖ (y1− y3) and v(u0+ u2) ≥ v(y0+ y2),
we can argue as follows. By Lemma 3(ii) with the sign of X2 reversed, F ′′3 (Q) is
dense in that part of F ′′3 (Q2) in which all the X i are odd integers; hence there is
a point R′ of F ′′3 (Q) arbitrarily close to R. Let F∗3 be the fibre of F3 through R′,
so that it is arbitrarily close to F ′3. By Lemma 3(i) F∗3 (Q) is dense in that part of
F∗3 (Q2) in which the X i are odd with 2 ‖ (X1− X3) and v(X0+ X2)≥ v(y0+ y2),
and in particular in that part of F∗3 (Q2) which is close to Q. Hence there is a point
of Vc(Q) close to Q.

It remains to prove the assertions about R. The points of F ′3∩F ′′3 are those points
(y0, y1, y2, y3) of Vc at which

y0− y2 = λ(y1− y3), y0+ y2 = µ(y1− y3), y1− y3 6= 0,

where v(λ) = 0, v(µ) = γ + δ− 1. Write y1 = y3+ 2η; then y0 = (λ+µ)η and
y2 = (µ− λ)η, so that the equation for R becomes

λµ(λ2
+µ2)η3

+ c(y3+ η)(y2
3 + 2y3η+ 2η2)= 0.

By Hensel’s lemma, this has a solution in Z2 with y3, η odd; and for this solution
v(y3+ η)= δ− 1 and thus v(y1+ y3)= δ ≤ v(u1+ u3). �

Suitable points P0 exist for each of the three values of c. We can for example
take P0 to be (849, 653,−969, 167) when c = 2, (189, 677,−557,−657) when
c = 4, and (1197, 177, 499, 707) when c = 8.

The next two lemmas again provide a quantitative version of Theorem 3. In
them we denote by D3 the part of Vc(Q2) in which X0, X2 are odd and X1, X3

even, with just one of X1, X3 divisible by 4; and P0 = (x0, x1, x2, x3) will be a
point of D3 defined over Q. As before let x, y, z be the values of X, Y, Z at P0 and
let λ= (x0− x2)/(x1− x3) be the value of the parameter in (21) which defines F3.
We can take a0 = 1, a1 = c.

Lemma 5. Let F3 be the fibre of F3 through P0, where 2 ‖ (x0− x2). Then F3(Q)

is dense in F3 ∩D3.
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Proof. Since v(λ) = 0, we have v(X0− X2) = 1 at each point of F3 ∩D3. Thus
at each such point v(X0+ X2)= γ + 2 and v(X)= 1, v(Y )= 0, v(Z)= 0. In the
notation of (25) we have v(U ) = v(W ) = 0; and (25) satisfies the conditions of
Lemma 1. �

Lemma 6. Suppose that there is a point P0 in D3 defined over Q. Then Vc(Q) is
dense in D3.

Proof. Let Q = (u0, u1, u2, u3) be a point of D3; after changing the sign of x2

and/or u2 if necessary, we can assume that 2 ‖ (x0− x2) and 2 ‖ (u0− u2). Write
λ = (u0− u2)/(u1− u3) and µ = (x0− x2)/(x1+ x3). Let F ′3 be the fibre of F3

through Q and F ′′3 the intersection of Vc with X0− X2 = µ(X1+ X3) residual to
the line X0− X2 = X1+ X3 = 0; thus P0 lies on F ′′3 .

Let R = (y0, y1, y2, y3) be a point of F ′3∩ F ′′3 . If we write y0+ y3 = χ(y0− y2)

and use y0− y2 = λ(y1− y3)= µ(y1+ y3), we find that χ satisfies

χ(χ2
+ 1)= c(λ2

+µ2)(λµ)−3.

Since v(λ) = v(µ) = 0, this equation is satisfied by one value of χ in Q2 with
v(χ)= γ + 1, and the corresponding R is in D3. The lemma now follows by the
same argument as in the second paragraph of the proof of Lemma 4. �

Suitable points P0 exist for each of the three values of c. We can for example
take P0 to be (489, 684,−577, 662) for c = 2, (61, 168,−237, 58) for c = 4, and
(257, 22, 223, 124) for c = 8.

Henceforth, for any integer β > 0 let D
β

4 consist of those points of Vc(Q2) with
X0, X2 odd and v(X1)= v(X3)= β and let D

β

5 consist of those points of Vc(Q2)

with X0, X2 odd and v(X1) > v(X3)= β or v(X3) > v(X1)= β. Thus D1
5 is what

we have previously called D3. To complete the proof of Theorem 5 we need to
prove that Vc(Q) is dense in each D

β

4 with β > 0 and each D
β

5 with β > 1.

Lemma 7. If Vc(Q) is dense in D1 then it is dense in D
β

5 for each β > 1.

Proof. Let Q= (u0, u1, u2, u3) be a point of D
β

5 where β>1; after changing the sign
of u2 if necessary, we can assume that 2 ‖ (u0−u2) and therefore v(u0+u2)=4β−2.
Let λ= (u0− u2)/(u1− u3), so that v(λ)= 1−β. At Q we have v(X)= 4β − 3,
v(Y ) = β − 1 and therefore v(Z) = 10(β − 1); hence also v(U ) = 6(1 − β),
v(W )= 9(1−β). If we write ξ = 24(β−1)U , η= 26(β−1)W in (25), then the equation
between ξ and η satisfies the conditions of Lemma 1. In the notation of that lemma,
let R= (y0, y1, y2, y3) be the point of E ′ which satisfies ζ(R)=21−βζ(Q); R exists
because v(ζ(Q))= β − 1. Thus v(ξ/η)= 0 at R, and so v(ξ)= v(η)= 0 since R
is in E ′. Moreover if we choose the representation of R so that v(y0− y2)= 1, we
have v(y1− y3)= 1−v(λ)= β; so v(Y )= β−1, v(Z)= 7(β−1), v(X)= β−1,
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v(y0+ y2)= β + γ > 1 at R. The results for y0± y2 show that y0 and y2 are odd
integers. If we assume that v(y1+ y3)≤ 0, we find that

β + γ + 2= v(y4
0 − y4

2)= γ + v(y
4
1 − y4

3)≤ β + γ − 1,

and if instead we assume that v(y1+ y3)≥ 2, we find that

β + γ + 2= v(y4
0 − y4

2)= γ + v(y
4
1 − y4

3)≥ β + γ + 4,

both of which are absurd. So we must have v(y1 + y3) = 1, whence R is in D1.
Hence there is a point R′ in Vc(Q) arbitrarily close to R. Let Q′ = [2β−1

]R′, where
the operation is to be carried out on the fibre of F3 through R′; then Q′ is in Vc(Q)

and arbitrarily close to Q. �

Lemma 8. If Vc(Q) is dense in D1 then it is dense in D
β

4 for each β > 0.

Proof. Let Q = (u0, u1, u2, u3) be a point of D
β

4 where β > 0; after changing
the signs of u2 and/or u3 if necessary, we can assume that v(u0 − u2) = 1 and
v(u1−u3)= β+1. Thus v(u1+u3)= β+δ for some δ > 1, whence v(u0+u2)=

4β + γ + δ. Let λ = (u0 − u2)/(u1 − u3), so that v(λ) = −β. At Q we have
v(X) = 4β + δ − 1, v(Y ) = β and therefore v(Z) > 10β + δ − 1 and it now
follows from (24) that v(Z) = 10β + 3δ − 3. Hence v(U ) = −6β − 2δ + 2 and
v(W )=−9β − 3δ+ 3. If we write ξ = 24βU , η = 26βW in (25) then the equation
between ξ and η satisfies the conditions of Lemma 1. In the notation of that lemma,
let R = (y0, y1, y2, y3) be the point of E ′ which satisfies ζ(R)= 21−β−δζ(Q); R
exists because v(ζ(Q))= β+δ−1. Thus v(ξ/η)= 0 at R, and so v(ξ)= v(η)= 0
since R is in E ′. Moreover if we choose the representation of R so that v(y0−y2)=1
we have v(y1 − y3) = 1− v(λ) = 1+ β; so v(Y ) = β, v(Z) = 7β, v(X) = β,
v(y0+ y2)= β + γ + 1> 2 at R. The results for y0± y2 show that y0 and y2 are
odd integers. If we assume that v(y1+ y3)≤ 0, we find that

β + γ + 3= v(y4
0 − y4

2)= γ + v(y
4
1 − y4

3)≤ β + γ,

and if instead we assume that v(y1+ y3)≥ 2, we find that

β + γ + 3= v(y4
0 − y4

2)= γ + v(y
4
1 − y4

3)≥ β + γ + 5,

both of which are absurd. So we must have v(y1 + y3) = 1, whence R is in D1.
Hence there is a point R′ in Vc(Q) arbitrarily close to R. Let Q′ = [2β+δ−1

]R′,
where the operation is to be carried out on the fibre of F3 through R′; then Q′ is in
Vc(Q) and arbitrarily close to Q. �

Proof of Theorem 5. Vc(Q) is dense in D1 by Lemma 4, and dense in D3 by
Lemma 6. It is dense in the rest of that part of Vc(Q2) in which the X i are integers
with X0, X2 odd, by Lemmas 7 and 8. This is all we need. �
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Very little extra effort is needed to take account also of the infinite place.

Corollary. The image of Vc(Q) is dense in Vc(Q2)× Vc(R).

The argument in the last paragraph of the proof of Theorem 3 still works, and it
shows that the image of Vc(Q) is dense in at least one of the Vc(Q2)×R, where
R is one of the connected components of Vc(R) \ (Z ∪ X). As in the proof of
Theorem 4, each of these connected components is given by fixing the signs of the
X i/X j , and because we can change the sign of any xi the corollary follows.
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Albanese varieties with
modulus over a perfect field

Henrik Russell

Let X be a smooth proper variety over a perfect field k of arbitrary characteristic.
Let D be an effective divisor on X with multiplicity. We introduce an Albanese
variety Alb(X, D) of X of modulus D as a higher-dimensional analogue of the
generalized Jacobian of Rosenlicht and Serre with modulus for smooth proper
curves. Basing on duality of 1-motives with unipotent part (which are introduced
here), we obtain explicit and functorial descriptions of these generalized Albanese
varieties and their dual functors.

We define a relative Chow group of zero cycles CH0(X, D) of modulus D and
show that Alb(X, D) can be viewed as a universal quotient of CH0(X, D)0.

As an application we can rephrase Lang’s class field theory of function fields
of varieties over finite fields in explicit terms.

0. Introduction

The generalized Jacobian variety with modulus of a smooth proper curve X over
a field is a well-established object in algebraic geometry and number theory and
has shown to be of great benefit, for instance, for the theory of algebraic groups,
ramification theory and class field theory. In this work we extend this notion from
[Serre 1959, V] to the situation of a higher-dimensional smooth proper variety X
over a perfect field k. The basic idea of this construction comes from [Russell 2008]
and is accomplished in [Kato and Russell 2012], both only for the case that k is of
characteristic 0. Positive characteristic however requires distinct methods and turns
out to be the difficult part of the story.

To a rational map ϕ : X 99K P from X to a torsor P under a commutative algebraic
group G we assign an effective divisor mod(ϕ), the modulus of ϕ (Definition 3.11).
Our definition from [Kato and Russell 2010] coincides with the classical definition
in the curve case as in [Serre 1959, III, Section 1]. For an effective divisor D on X
the generalized Albanese variety Alb(1)(X, D) of X of modulus D and the Albanese
map alb(1)X,D : X 99K Alb(1)(X, D) are defined by the following universal property:

MSC2010: primary 14L10; secondary 11G45, 14C15.
Keywords: Albanese with modulus, relative Chow group with modulus, geometric class field theory.
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For every torsor P under a commutative algebraic group G and every rational map
ϕ from X to P of modulus ≤ D, there exists a unique homomorphism of torsors
h : Alb(1)(X, D)→ P such that ϕ = h ◦ alb(1)X,D. Every rational map to a torsor
for a commutative algebraic group admits a modulus, and the effective divisors on
X form an inductive system. Then the projective limit lim

←−
Alb(1)(X, D) over all

effective divisors D on X yields a torsor for a proalgebraic group that satisfies the
universal mapping property for all rational maps from X to torsors for commutative
algebraic groups.

The Albanese variety with modulus (Theorem 0.2) arises as a special case of a
broader notion of generalized Albanese varieties defined by a universal mapping
property for categories of rational maps from X to torsors for commutative algebraic
groups. As the construction of these universal objects is based on duality, a notion
of duality for smooth connected commutative algebraic groups over a perfect field
k of arbitrary characteristic is required. For this purpose we introduce so called
1-motives with unipotent part (Definition 1.18), which generalize Deligne 1-motives
[1971, Définition (10.1.2)] and Laumon 1-motives [1996, Définition (5.1.1)]. In
this context, we obtain explicit and functorial descriptions of these generalized
Albanese varieties and their dual functors (Theorem 0.1).

In a geometric way we define a relative Chow group of 0-cycles CH0(X, D) with
respect to the modulus D (Definition 3.27). Then we can realize Alb(1)(X, D) as a
universal quotient of CH0(X, D)0, the subgroup of CH0(X, D) of cycles of degree 0
(Theorem 0.3), in the case that the base field is algebraically closed. The relation of
CH0(X, D) to the K-theoretic idèle class groups from [Kato and Saito 1983] gives
rise to some future study, but is beyond the scope of this paper. Using these idèle
class groups, Önsiper [1989] proved the existence of generalized Albanese varieties
for smooth proper surfaces in characteristic p > 0.

Lang’s class field theory of function fields of varieties over finite fields [Serre
1959, V] is written in terms of so called maximal maps, which appeared as a purely
theoretical notion, apart from their existence very little seemed to be known about
which. The Albanese map with modulus allows us to replace these black boxes by
concrete objects (Theorem 0.4).

We present the main results by giving a summary of each section.

0.1. Leitfaden. Section 1 is devoted to the following generalization of 1-motives:
A 1-motive with unipotent part (Definition 1.18) is roughly a homomorphism
[F→ G] in the category of sheaves of abelian groups over a perfect field k from
a dual-algebraic commutative formal group F to an extension G of an abelian
variety A by a commutative affine algebraic group L . Here a commutative formal
group F is called dual-algebraic if its Cartier-dual F∨ =Hom(F,Gm) is algebraic.
1-motives with unipotent part admit duality (Definition 1.21). The dual of [0→ G]
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is given by [L∨→ A∨], where L∨ = Hom(L ,Gm) is the Cartier-dual of L and
A∨ = Pic0

A = Ext1(A,Gm) is the dual abelian variety of A, and the homomorphism
between them is the connecting homomorphism associated to 0→ L→G→ A→0.
In particular, every smooth connected commutative algebraic group over k has a
dual in this category. Moreover, these 1-motives may contain torsion.

Section 2: Let X be a smooth proper variety over a perfect field k. In the
framework of categories of rational maps from X to torsors for commutative
algebraic groups (Definition 2.8), we ask for the existence of universal objects
(Definition 2.14) for such categories, that is, objects having the universal mapping
property with respect to the category they belong to. Assume for the moment k
is an algebraically closed field. Then a torsor can be identified with the algebraic
group acting on it. A necessary and sufficient condition for the existence of such
universal objects is given in Theorem 2.16, as well as their explicit construction,
using duality of 1-motives with unipotent part. (This was done in [Russell 2008]
for char(k)= 0.) We pass to general perfect base field in Theorem 0.1.

In particular we show the following: Let DivX be the sheaf of relative Cartier
divisors, that is, the sheaf of abelian groups that assigns to any k-algebra R the
group DivX (R) of all Cartier divisors on X ⊗k R generated locally on Spec R
by effective divisors which are flat over R. Let PicX be the Picard functor and
Pic0,red

X the Picard variety of X . Then let Div0,red
X be the inverse image of Pic0,red

X
under the class map cl : DivX → PicX . A rational map ϕ : X 99K G, where G is
a smooth connected commutative algebraic group with affine part L , induces a
natural transformation τϕ : L∨→Div0,red

X (Section 2.2.1). If F is a formal subgroup
of Div0,red

X , denote by MrF(X) the category of rational maps for which the image
of this induced transformation lies in F. If k is an arbitrary perfect base field, we
define MrF(X) via base change to an algebraic closure k (Definition 2.13).

Theorem 0.1. Let F be a dual-algebraic formal k-subgroup of Div0,red
X . The cate-

gory MrF(X) admits a universal object alb(1)F : X 99K Alb(1)F (X). Here Alb(1)F (X)
is a torsor for an algebraic group Alb(0)F (X), which arises as an extension of the
classical Albanese Alb(X) by the Cartier-dual of F. The algebraic group Alb(0)F (X)
is dual to the 1-motive

[
F→ Pic0,red

X

]
, the homomorphism induced by the class map

cl : DivX → PicX .

Theorem 0.1 results from (the stronger) Theorem 2.16, which says that a category
of rational maps to algebraic groups (over an algebraically closed field) admits a
universal object if and only if it is of the shape MrF(X) for some dual-algebraic
formal subgroup F of Div0,red

X , and Galois descent (Theorem 2.21). The generalized
Albanese varieties Alb(i)F (X) (i = 1, 0) satisfy an obvious functoriality property
(Proposition 2.22).
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Section 3 is the main part of this work, where we establish a higher-dimensional
analogue to the generalized Jacobian with modulus of Rosenlicht and Serre. Let X
be a smooth proper variety over a perfect field k. We use the notion of modulus from
[Kato and Russell 2010], which associates to a rational map ϕ : X 99K P an effective
divisor mod(ϕ) on X (Definition 3.11). If D is an effective divisor on X , we define
a formal subgroup FX,D = (FX,D)ét×k (FX,D)inf of DivX (Definition 3.14) by the
conditions

(FX,D)ét =
{

B ∈ DivX (k)
∣∣ Supp(B)⊂ Supp(D)

}
,

and for char(k)= 0,

(FX,D)inf = exp
(
Ĝa⊗k 0

(
X,OX (D− Dred)

/
OX
))
,

and for char(k)= p > 0,

(FX,D)inf = Exp
(∑

r>0
rŴ ⊗W (k) 0

(
X,filFD−Dred

Wr (KX )
/

Wr (OX )
)
, 1
)
,

where Dred is the underlying reduced divisor of D, Exp denotes the Artin–Hasse
exponential, rŴ is the kernel of the r -th power of the Frobenius on the completion
Ŵ of the Witt group W at 0 and filFDWr (KX ) is a filtration of the Witt group
(Definition 3.2). Let

F0,red
X,D = FX,D ×DivX

Div0,red
X

be the intersection of FX,D and Div0,red
X . The formal groups FX,D and F0,red

X,D are
dual-algebraic (Proposition 3.15).

Then mod(ϕ)≤ D if and only if im(τϕ)⊂F0,red
X,D (Lemma 3.16). This yields (see

Theorem 3.18 and Theorem 3.19):

Theorem 0.2. The category Mr(X, D) of those rational maps ϕ : X 99K P such
that mod(ϕ) ≤ D admits a universal object alb(1)X,D : X 99K Alb(1)(X, D), called
the Albanese of X of modulus D. The algebraic group Alb(0)(X, D) acting on
Alb(1)(X, D) is dual to the 1-motive [F0,red

X,D → Pic0,red
X ].

The Albanese varieties with modulus Alb(i)(X, D) for i = 1, 0 are functorial
(Proposition 3.22). In the case that X = C is a curve, our Albanese with modulus
Alb(i)(C, D) coincide with the generalized Jacobians with modulus J (i)(C, D) of
Rosenlicht and Serre (Theorem 3.25 and Galois descent).

A relative Chow group CH0(X, D) of modulus D is introduced in Definition 3.27.
We say a rational map ϕ : X 99K P to a torsor P under a commutative algebraic
group G factors through CH0(X, D)0 if the associated map Z0(U )0 → G(k),∑

li pi 7→
∑

liϕ(pi ) on 0-cycles of degree 0 (where U is the open set on which ϕ is
defined) factors through a homomorphism of abstract groups CH0(X, D)0→ G(k).
We show (see Theorem 3.29):
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Theorem 0.3. Assume k is algebraically closed. A rational map ϕ : X 99K P factors
through CH0(X, D)0 if and only if it factors through Alb(1)(X, D). In other words,
Alb(0)(X, D) is a universal quotient of CH0(X, D)0.

The theory of Albanese varieties with modulus has an application to the class
field theory of function fields of varieties over finite fields. Let X be a geometrically
irreducible projective variety over a finite field k= Fq . Let k be an algebraic closure
of k. Let KX denote the function field of X , and Kab

X be the maximal abelian
extension of KX . From Lang’s class field theory one obtains:

Theorem 0.4. The geometric Galois group Gal(Kab
X /KX k) is isomorphic to the

projective limit of the k-rational points of the Albanese varieties of X with modu-
lus D

Gal(Kab
X /KX k)∼= lim

←−
D

Alb(0)(X, D)(k),

where D ranges over all effective divisors on X rational over k.

The proof of Theorem 0.4 is analogous to the proof of Lang’s class field theory
given in [Serre 1959, VI, §4, nos. 16–19], replacing maximal maps by the universal
objects alb(1)X,D : X 99K Alb(1)(X, D) for the category of rational maps to k-torsors
of modulus ≤ D from Theorem 0.2.

1. 1-motives

The aim of this section is to construct a category of generalized 1-motives that
contains all smooth connected commutative algebraic groups over a perfect field
and provides a notion of duality for them.

1.1. Algebraic groups and formal groups. I will use the language of group func-
tors, algebraic groups and formal groups. References for algebraic groups are
[Demazure and Gabriel 1970; Waterhouse 1979], and for formal groups and Cartier
duality are [SGA3 1970, VIIB; Demazure 1972, II; Fontaine 1977, I].

By algebraic group and formal group I will always mean a commutative (algebraic
and formal, respectively) group.

Let k be a ring (that is, associative, commutative and with unit). Set denotes the
category of sets, Ab the category of abelian groups. Alg/k denotes the category of
k-algebras, and Art/k the category of finite k-algebras (that is, of finite length). A
k-functor is by definition a covariant functor from Alg/k to Set. A formal k-functor
is by definition a covariant functor from Art/k to Set. A (formal) k-functor with
values in Ab is called a (formal) k-group functor.

A k-group (or k-group scheme) is by definition a k-group functor with values
in Ab whose underlying set-valued k-functor is represented by a k-scheme. The
category of k-groups is denoted by G/k, and the category of affine k-groups by
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Ga/k. An algebraic k-group (or just algebraic group) is a k-group whose underlying
scheme is separated and of finite type over k. The category of algebraic k-groups is
denoted by aG/k, and the category of affine algebraic k-groups by aGa/k.

Now let k be a field. A formal k-scheme is by definition a formal k-functor with
values in Set that is the limit of a directed inductive system of finite k-schemes. Let
A be a profinite k-algebra. The formal spectrum of A is the formal k-functor that
assigns to R ∈ Art/k the set of continuous homomorphisms of k-algebras from the
topological ring A to the discrete ring R: Spf A(R)= Homcont

k-alg(A, R).
A formal k-group (or just formal group) is a formal k-group functor with values

in Ab whose underlying set-valued formal k-functor is represented by a formal
k-scheme, or equivalently is isomorphic to Spf A for some profinite k-algebra A.
The category of formal k-groups is denoted by Gf /k.

Remark 1.1. A formal k-group F : Art/k → Ab extends in a natural way to a
k-group functor F̃ : Alg/k→ Ab, by defining F̃(R) for R ∈ Alg/k as the inductive
limit of the F(S), where S ranges over the finite k-subalgebras of R. If F= Spf A

for some profinite k-algebra A, then F̃(R)= Homcont
k-alg(A, R) for every R ∈ Alg/k.

Theorem 1.2. A formal k-group F is canonically an extension of an étale formal
k-group Fét by an infinitesimal (= connected) formal k-group (that is, the formal
spectrum of a local ring) Finf. Here

Fét(R)= F(Rred) and Finf(R)= ker(F(R)→ F(Rred))

for R ∈ Art/k, where Rred = R/Nil(R). If the base field k is perfect, there is a
unique isomorphism F∼= Finf×k Fét.

Proof. See [Demazure 1972, I, No. 7, Proposition on p. 34] or [Fontaine 1977, I,
7.2, p. 46]. �

Let R be a ring. An R-sheaf is a sheaf (of sets) on Alg/R for the topology fppf.
An R-sheaf with values in Ab is called an R-group sheaf. The category of R-group
sheaves is denoted by Ab/R.

Let k be a field. The category of k-groups G/k and the category of formal
k-groups Gf /k are full subcategories of Ab/k. This can be seen as follows: A
k-functor that is represented by a scheme is a sheaf; see [Demazure and Gabriel
1970, III, §1, 1.3]. This gives the sheaf property for G/k by definition. For Gf /k
we can reduce to this case by Remark 1.1 and the fact that a formal k-group is the
direct limit of finite k-schemes.

1.1.1. Linear group associated to a ring. Let k be a field.

Definition 1.3. Let R be a k-algebra. The linear group associated to R is the Weil
restriction LR :=5R/kGm,R := Gm ( · ⊗ R) of Gm,R from R to k.
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If S is a finite k-algebra, then LS is an affine algebraic k-group, according to
[Demazure and Gabriel 1970, I, §1, 6.6].

Lemma 1.4. Let k be a perfect field. Every affine algebraic k-group L is isomorphic
to a closed subgroup of LS for some S ∈ Art/k.

Proof. By Galois descent we can reduce to the case that k is algebraically closed.
Every affine algebraic k-group L is isomorphic to a closed subgroup of GLr for
some r ∈ N; see [Waterhouse 1979, 3.4 Theorem, p. 25]. Let ρ : L → GLr be
a faithful representation. Define S to be the group algebra of ρ(L), that is, the
k-subalgebra of the algebra of (r × r)-matrices Matr×r (k) generated by ρ(L)(k).
In particular, S is finite-dimensional. Here we may assume that L is reduced, hence
determined by its k-valued points; otherwise embed the multiplicative part into
(Gm)

t for some t ∈ N (see [Demazure and Gabriel 1970, IV, §1, 1.5]) and the
unipotent part into (Wr )

n for some r, n ∈ N (see [ibid., V, §1, 2.5]), and replace
L by (Gm)

t
×k (Wr )

n . Then ρ(L)(k) is contained in the unit group of S, and
ρ : L→ Gm ( · ⊗ S)= LS is a monomorphism from L to LS . �

1.1.2. Cartier duality. Let k be a field. We will use the functorial description of
Cartier-duality as in [Demazure 1972, II, No. 4]. We may consider formal groups as
objects of Ab/k; see Remark 1.1. Let G be a k-group sheaf. Let HomAb/k(G,Gm)

be the k-group functor defined by R 7→ HomAb/R(G R,Gm,R), which assigns to a
k-algebra R the group of homomorphisms of R-group sheaves from G R to Gm,R .

Theorem 1.5. If G is an affine group or formal group), the k-group functor
HomAb/k(G,Gm) is represented by a formal group or affine group, respectively, G∨,
which is called the Cartier dual of G.

Cartier duality is an antiequivalence between the category of affine groups Ga/k
and the category of formal groups Gf /k. The functors L 7→ L∨ and F 7→ F∨ are
quasiinverse to each other.

Proof. See [SGA3 1970, VIIB, 2.2.2] or [Fontaine 1977, I, 5.4, p. 37] for a
description of Cartier duality via bialgebras. See [Demazure 1972, II, No. 4,
Theorem, p. 27] for one direction of the functorial description of Cartier duality (it
is only one direction since formal groups and affine groups are not considered as
objects of the same category there). According to Section 1.1 and the properties of
the group functor HomAb/k(G,Gm) as described in [Demazure and Gabriel 1970,
II, §1, 2.10], it is an easy exercise to invert the given direction L 7→ L∨ of the
functorial description (one has to replace affine groups by formal groups, ⊗k by
⊗̂ k, Homcont

k-alg by Homk-alg and Spf by Spec). �

Lemma 1.6. Let L be an affine group and R a k-algebra. The R-valued points of
the Cartier-dual of L are given by L∨(R)= HomAb/k(L , LR).
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Proof. The statement is due to the fact that Weil restriction is right-adjoint to base
extension

L∨(R)= HomAb/R(L R,Gm,R)= HomAb/k(L ,Gm,R ( · ⊗ R)). �

Cartier dual of a multiplicative group.

Proposition 1.7 [Demazure 1972, II, No. 8]. Let L be an affine k-group. Then L is
multiplicative if and only if the Cartier-dual L∨ is an étale formal k-group.

Example 1.8. In particular, the Cartier-dual of a split torus T ∼= (Gm)
t is a lattice

of the same rank: T∨ ∼= Zt , that is, a torsion-free étale formal group.

Proposition 1.9 [Demazure and Gabriel 1970, IV, §1, 1.2]. Let L be a multiplicative
k-group. Then L is algebraic if and only if L∨(k) is of finite type.

Cartier dual of a unipotent group.

Proposition 1.10 [Demazure 1972, II, No. 9]. Let L be an affine k-group. Then L
is unipotent if and only if the Cartier-dual L∨ is an infinitesimal formal k-group.

Example 1.11 (Cartier duality of Witt vectors). Suppose char(k)= p > 0. Let W
denote the k-group of Witt-vectors, Wr the k-group of Witt-vectors of finite length r .
Let Ŵ be the completion of W at 0, that is, Ŵ is the subfunctor of W that associates
to R ∈ Alg/k the set of (w0, w1, . . . ) ∈W (R) such that wν ∈ Nil(R) for all ν ∈ N

and wν = 0 for almost all ν ∈ N. Moreover let rŴ = ker(Fr
: Ŵ → Ŵ (pr )) be the

kernel of the r-th power of the Frobenius F. Let 3 denote the affine k-group that
associates with R ∈Alg/k the multiplicative group 1+ t R[[t]] of formal power series
in R. Let E be the series

E(t)= exp
(
−

∑
r≥0

t pr

pr

)
=

∏
r≥1

(r,p)=1

(1− tr )µ(r)/r ,

where µ denotes the Möbius function. The Artin–Hasse exponential is the homo-
morphism of k-groups Exp :W →3 defined by

Exp(w, t) := Exp(w)(t) :=
∏
r≥0

E(wr t pr
).

For details see for instance [Demazure 1972, III, Nos. 1 and 2].
Then Ŵ and rŴ are Cartier-dual to W and Wr , respectively, and the pairings
〈 · , · 〉 : Ŵ ×W → Gm and 〈 · , · 〉 : rŴ ×Wr → Gm are given by

〈v,w〉 = Exp(v ·w, 1)=
∏
r≥0
s≥0

E(v ps

r w
pr

s ).

See [Demazure and Gabriel 1970, V, §4, Proposition 4.5 and Corollary 4.6].
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Proposition 1.12. Suppose char(k) = p > 0. Let L be an affine k-group. The
following conditions are equivalent:

(i) L is unipotent algebraic.

(ii) There is a monomorphism L ↪→ (Wr )
n for some r, n ∈ N.

(iii) There is an epimorphism (rŴ )n � L∨ for some r, n ∈ N.

(Here we use the notation from Example 1.11.)

Proof. (i)=⇒ (ii) [Demazure and Gabriel 1970, V, §1, 2.5].
(ii) =⇒ (i) The underlying k-scheme of Wr is the affine space Ar ; thus Wr is

algebraic. 0 = W0 ⊂ W1 ⊂ W2 ⊂ · · · ⊂ Wr is a filtration of Wr with quotients
Wν/Wν−1∼=W1=Ga; hence Wr is unipotent, according to [ibid., IV, §2, 2.5]. Prod-
ucts of unipotent groups and closed subgroups of a unipotent group are unipotent
by [ibid., IV, §2, 2.3]. Since L is isomorphic to a closed subgroup of (Wr )

n , it is
unipotent and algebraic.

(ii)⇐⇒ (iii) This is due to Cartier duality of Witt vectors; see Example 1.11. �

1.1.3. Dual abelian variety. Let k be a field. Let A be an abelian variety over k.
The dual of A is given by A∨ = Pic0 A. According to the generalized Barsotti–Weil
formula (see [Oort 1966, III.18]), the dual abelian variety A∨ represents the k-group
sheaf Ext1Ab/k(A,Gm) associated to R 7→ Ext1Ab/R(AR,Gm,R).

Proposition 1.13. Let A be an abelian k-variety and S a finite k-algebra. There is
a canonical isomorphism

Ext1Ab/k(A, LS)−→
∼ Ext1Ab/S(AS,Gm,S).

Thus the S-valued points of the dual abelian variety are given by

A∨(S)= Ext1Ab/k(A, LS).

Proof. Consider the following composition of functors on Ab/S:

HomAb/k(A, · ) ◦5S/k : G 7→ HomAb/k(A,G ( · ⊗ S))= HomAb/S(AS,G).

Since Ext1Ab/k(A, LS) and Ext1Ab/S(AS,Gm,S) are identified with the sets of primitive
elements in H1(A, LS(OA)) and H1(AS,Gm(OAS )), (see [Serre 1959, VII, no. 15,
théorème 5] and [Oort 1966, III.17.6], respectively), we may compute these Ext-
groups using the étale site instead of the flat site, according to [Milne 1980, III,
Theorem 3.9]. As S is a finite k-algebra, the Weil restriction 5S/k :G 7→G ( · ⊗ S)
is exact for the étale topology (see [Milne 1980, II, Corollary 3.6]). Then the
exact sequence of low degree terms of the Grothendieck spectral sequence yields a
canonical isomorphism

(R1 HomAb/k(A, · ))(5S/k(Gm))
∼
−→ R1(HomAb/k(A, · ) ◦5S/k)(Gm)
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(see [Milne 1980, Appendix B, Corollary 2]), showing the statement. �

1.1.4. Extensions of formal groups. Let k be a field.

Lemma 1.14. Ext1Ab/k(F,Gm)= 0 for any dual-algebraic formal k-group F.

Proof. Let L be the affine algebraic group dual to F. Let R be a k-algebra. We
show that Ext1Ab/R(L

∨

R,Gm,R) = 0 flat locally over Spec R. As L has a filtration
0= L0 ⊂ L1 ⊂ · · · ⊂ Lr = L with quotients equal to Gm, Ga or a finite k-group, it
suffices to show the statement for L = Gm, Ga or a finite group.

If L is a finite k-group, the Cartier dual L∨ is again a finite k-group F , and
Ext1Ab/R(FR,Gm,R)= 0 flat locally according to [Milne 1980, III, §4, Lemma 4.17].

If L = Gm, then L∨ = Z, and Ext1Ab/R(Z,Gm)= 0 is clear.
If L = Ga and char(k)= 0, then L∨ = Ĝa. We have

Ext1Ab/R(Ĝa,Gm)= Ext1Ab/R(Ĝa, Ĝa)= 0;

see [Barbieri-Viale and Bertapelle 2009, Lemma A.4.6].
If L = Ga = W1 and char(k) = p > 0, then L∨ = 1Ŵ (with notation from

Example 1.11). Since 1Ŵ = ker(F : Ŵ→ Ŵ ) is annihilated by the Frobenius F and
since ker(F :Gm→Gm)= µp is the group of p-th roots of unity over Spec R (this
group is finite, and hence both an algebraic group and a formal group), any extension
E ∈Ext1Ab/R(1Ŵ ,Gm) is the push-out of an extension F∈Ext1Ab/R(1Ŵ , µp). As µp

and 1Ŵ are base changes of formal k-groups, the affine algebra O(µp) of µp is a
free R-module of finite rank and the affine algebra O(1Ŵ ) of 1Ŵ is the projective
limit of free R-modules of finite rank; I will refer to those algebras as free pro-
finite-rank R-algebras. The underlying µp-bundle of F is flat locally trivial and
hence flat locally the affine algebra of F is O(F) = O(µp)⊗R O(1Ŵ ), and this is
a free pro-finite-rank R-algebra as well. In this case Cartier duality works in the
same way as for formal k-groups,1 so the exact sequence

0→ µp→ F→ 1Ŵ → 0

is turned into the exact sequence

0→ Ga→ F∨→ Z/pZ→ 0

of R-groups, where F∨ = HomAb/R(F,Gm). Applying HomAb/R( · ,Gm) to the
push-out diagram Gm← µp→F of E shows that E∨ := HomAb/R(E,Gm) is the
pull-back of the diagram Z→ Z/pZ← F∨. In particular, since F∨→ Z/pZ is
surjective, E∨→ Z is surjective as well. Thus we obtain an exact sequence

0→ Ga→ E∨→ Z→ 0,
1The category of flat locally free pro-finite-rank R-algebras is not abelian. The references for

Cartier duality listed in the proof of Theorem 1.5 make additional assumptions on the base ring R in
order to achieve that the category of R-formal groups is abelian.
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which is obviously split. Dualizing again gives the split exact sequence

0→ Gm→ E∨∨→ 1Ŵ → 0,

where E∨∨ = HomAb/R(E
∨,Gm). The canonical map of any abelian sheaf A to

its double dual A∨∨ yields the following commutative diagram with exact rows:

0 // Gm // E //

��

1Ŵ // 0

0 // Gm // E∨∨ // 1Ŵ // 0,

where the vertical arrow in the middle is an isomorphism by the Five Lemma. Thus
E ∼= E∨∨ is split. �

1.2. 1-motives with unipotent part. Let k be a field.

1.2.1. Definition of a 1-motive with unipotent part.

Definition 1.15. A formal k-group F is called dual-algebraic if its Cartier-dual F∨

is algebraic. The category of dual-algebraic formal k-groups is denoted by dG f /k.

Proposition 1.16. A formal k-group F is dual-algebraic if and only if the following
conditions are satisfied:

(1) F(k) is of finite type,

(2) for char(k)= 0, Lie (F) is finite-dimensional, and
for char(k) > 0, Finf is a quotient of (rŴ )n for some r, n ∈ N

(see Example 1.11 for the definition of rŴ ).

Proof. The decomposition of F into étale part and infinitesimal part gives the
decomposition of the affine group F∨ into multiplicative part and unipotent part,
according to Propositions 1.7 and 1.10. Then that statement follows directly from
Propositions 1.9 and 1.12 for char(k) > 0. For char(k)= 0, the claim in (2) follows
since the Lie functor yields an equivalence between the category of commutative
infinitesimal formal k-groups and the category of k-vector spaces; see [SGA3 1970,
VIIB, 3.2.2]. �

Lemma 1.17. Let F be a dual-algebraic formal group. Then any formal group G

that is a subgroup or a quotient of F is also dual-algebraic.

Proof. By Cartier-duality, this is equivalent to the dual statement about affine
algebraic groups; see [Demazure 1972, II, No. 6, Corollary 4 of Theorem 2, p. 32].

�

Definition 1.18. A 1-motive with unipotent part is a tuple M = (F, L , A,G, µ),
where
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(a) F is a dual-algebraic formal group (Definition 1.15),

(b) L is an affine algebraic group,

(c) A is an abelian variety,

(d) G is an extension of A by L ,

(e) µ : F→ G is a homomorphism in Ab/k.

A homomorphism between 1-motives with unipotent part M = (F, L , A,G, µ) and
N = (E,3, B, H, ν) is a tuple h = (ϕ, λ, α, γ ) of homomorphisms ϕ : E→ F,
λ : L→3, α : A→ B, γ : G→ H , compatible with the structures of M and N as
1-motives with unipotent part, that is, giving an obvious commutative diagram.

For convenience, we will refer to a 1-motive with unipotent part only as a
1-motive.

If G is a smooth connected algebraic group, it admits a canonical decomposition
0→ L→G→ A→ 0 as an extension of an abelian variety A by a connected affine
algebraic group L , according to the theorem of Chevalley. Thus a homomorphism
µ : F→ G in Ab/k gives rise to a 1-motive M = (F, L , A,G, µ) that we will
denote just by M = [F

µ
−→ G].

1.2.2. Duality of 1-motives.

Theorem 1.19. Let L be an affine algebraic group and A an abelian variety. There
is a canonical isomorphism of abelian groups

8 : Ext1Ab/k(A, L)−→∼ HomAb/k(L∨, A∨).

Proof. Consider the following left exact functor on Ab/k:

F : G 7→ BilinAb/k(A, L∨;G)= HomAb/k(A,HomAb/k(L∨,G))

= HomAb/k(L∨,HomAb/k(A,G)),

where BilinAb/k(A, L∨;G) is the group of Z-bilinear maps A×L∨→G of sheaves
of abelian groups. The two ways of writing F as a composite yield the following
two spectral sequences:

Extp
Ab/k(A,ExtqAb/k(L

∨,G))⇒ Rp+q F(G),

Extp
Ab/k(L

∨,ExtqAb/k(A,G))⇒ Rp+q F(G).

For G = Gm, the associated exact sequences of low degree terms are

0→ Ext1(A,Hom(L∨,Gm))→ R1 F(Gm)→ Hom(A,Ext1(L∨,Gm))= 0,
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where the last term vanishes due to Lemma 1.14, and

0= Ext1(L∨,Hom(A,Gm))→ R1 F(Gm)→ Hom(L∨, A∨)

→ Ext2(L∨,Hom(A,Gm))= 0.

Putting these together we obtain isomorphisms

Ext1Ab/k(A, L)−→∼ R1 F(Gm)−→
∼ HomAb/k(L∨, A∨) �

Remark 1.20 (explicit description of Ext1(A, L) −→∼ Hom(L∨, A∨)). The iso-
morphism 8 in Theorem 1.19 sends G ∈ Ext1(A, L) to the connecting homo-
morphism HomAb/k(L ,Gm) → Ext1Ab/k(A,Gm) in the long exact cohomology
sequence obtained from applying HomAb/k( · ,Gm) to the short exact sequence
0→ L→ G→ A→ 0. Explicitly, this is the map 8(G) : λ 7→ λ∗G, which sends
λ ∈ L∨(R)= HomAb/k(L , LR) to the push-out λ∗G ∈ Ext1Ab/k(A, LR)= A∨(R) of
the diagram LR

λ
←− L→ G.

If L = LS for some S ∈ Art/k, the inverse map of 8 is given by the map
8−1
: ϑ 7→ ϑ(idL), which sends a homomorphism ϑ : L∨ → A∨ to the image

ϑ(idL) ∈ Ext1Ab/k(A, L) = A∨(S) of the identity idL ∈ HomAb/k(L , L) = L∨(S).
In general, a given homomorphism ϑ ∈ HomAb/k(L∨, A∨) can be written as an
element [L∨→ A∨] ∈ C[−1,0](Ab/k) of the category of two-term complexes in
Ab/k, with L∨ placed in degree −1 and A∨ in degree 0. Then

8−1(ϑ)= Ext1C[-1,0](Ab/k)([L
∨
→ A∨],Gm),

and this k-group sheaf is represented by an algebraic group: The short exact
sequence 0 → A∨ → [L∨ → A∨] → L∨[1] → 0 gives rise to the exact se-
quence 0→Hom(L∨,Gm)→ Ext1([L∨→ A∨],Gm)→ Ext1(A∨,Gm)→ 0 since
Ext1Ab/k(L

∨,Gm)= 0 by Lemma 1.14. Thus Ext1
C[-1,0](Ab/k)([L

∨
→ A∨],Gm) is an

extension of A by L .

Definition 1.21. The dual of a 1-motive M = (F, L , A,G, µ) is the 1-motive
M∨ = (L∨,F∨, A∨, H, η), where

H = Ext1C[-1,0](Ab/k)([F→ A],Gm)=8
−1(µ)

for µ :F
µ
−→G→ A the composite, and η : L∨→ H the connecting homomorphism

HomAb/k(L ,Gm)→ Ext1
C[-1,0](Ab/k)([F→ A],Gm) in the long exact cohomology

sequence associated with 0→ [0→ L] → [F→ G] → [F→ A] → 0.

Remark 1.22. The double dual M∨∨ of a 1-motive M is canonically isomorphic
to M . If M is of the form [0→ G] := (0, L , A,G, 0), then the dual is

[L∨
8(G)
−−−→ A∨] := (L∨, 0, A∨, A∨,8(G)).
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If M is of the form [F
µ
−→ A] := (F, 0, A, A, µ), the dual is

[0→8−1(µ)] := (0,F∨, A∨,8−1(µ), 0).

This is clear by Theorem 1.19, and these “pure 1-motives” are the only ones that
we are concerned with in this note. For the general case, the proof carries over
literally from [Laumon 1996, (5.2.4)].

Proposition 1.23. Duality of 1-motives is functorial, that is, duality assigns to a
homomorphism of 1-motives h : M→ N a dual homomorphism h∨ : N∨→ M∨.

Proof. Let M = (F, L , A,G, µ) and M ′ = (F′, L ′, A′,G ′, µ′) be 1-motives and
h : M→ M ′ a homomorphism of 1-motives. Applying Hom C[-1,0](Ab/k)( · ,Gm) to
the commutative diagram with exact rows

0 // [0→ L]

��

// [F→ G]

h
��

// [F→ A]

��

// 0

0 // [0→ L ′] // [F′→ G ′] // [F′→ A′] // 0

yields the homomorphism h∨ : [(L ′)∨→ H ′] → [L∨→ H ], where

H = Ext1C[-1,0](Ab/k)([F→ A],Gm) and H ′ = Ext1C[-1,0](Ab/k)([F
′
→ A′],Gm).

Applying Hom C[-1,0](Ab/k)( · ,Gm) to the commutative diagram with exact rows

0 // [0→ A]

��

// [F→ A]

��

// [F→ 0]

��

// 0

0 // [0→ A′] // [F′→ A′] // [F′→ 0] // 0

shows that the image of (F′)∨ under h∨ is contained in F∨, which implies that
h∨ : (M ′)∨→ M∨ is a homomorphism of 1-motives. �

2. Universal rational maps

The classical Albanese variety Alb(X) of a variety X over a field k (as in [Lang
1959, II, §3]) is an abelian variety, defined together with the Albanese map alb :
X 99KAlb(X) by the following universal mapping property: For every rational map
ϕ : X 99K A to an abelian variety A there is a unique homomorphism h :Alb(X)→ A
such that ϕ = h ◦ alb up to translation by a constant a ∈ A(k). Now we replace in
this definition the category of abelian varieties by a subcategory C of the category
of commutative algebraic groups. A result of Serre [1958–1959, No. 6, Théorème 8,
p. 10–14] says that if the category C contains the additive group Ga and X is a variety
of dimension > 0, there does not exist an Albanese variety in C that is universal for
all rational maps from X to algebraic groups in C. One is therefore led to restrict
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the class of considered rational maps. This motivates the concept of categories
of rational maps from X to commutative algebraic groups, or more generally,
categories of rational maps from X to torsors under commutative algebraic groups
(Definition 2.8), and to ask for the existence of universal objects for such categories.

For k an algebraically closed field with char(k)= 0, in [Russell 2008, Section 2]
I gave a criterion for which categories Mr of rational maps from a smooth proper
variety X over k to algebraic groups there exists a universal object AlbMr(X), as
well as an explicit construction of these universal objects via duality of 1-motives.
In this section we prove similar results for categories of rational maps, defined
over a perfect field, from a smooth proper variety X to torsors for commutative
algebraic groups.

2.1. Relative Cartier divisors. The construction of such universal objects as above
involves the functor DivX : Alg/k→ Ab of families of Cartier divisors, given by

DivX (R)=


Cartier divisors D on X ×k Spec R
whose fibers Dp define Cartier divisors on X ×k {p}
for all p ∈ Spec R


for each k-algebra R, and for a homomorphism h : R→ S in Alg/k the induced
homomorphism DivX (h) : DivX (R)→ DivX (S) in Ab is the pull-back of Cartier
divisors on X ×k Spec R to those on X ×k Spec S. The elements of DivX (R) are
called relative Cartier divisors. See [Russell 2008, No. 2.1] for more details on
DivX .

We will be mainly concerned with the completion D̂ivX : Art/k→ Ab of DivX ,
which is given for every finite k-algebra R by

D̂ivX (R)= 0
(
X ⊗ R, (KX ⊗k R)∗/(OX ⊗k R)∗

)
.

We will regard D̂ivX as a subsheaf of DivX ; see Remark 1.1.

Proposition 2.1. D̂ivX is a formal k-group.

Proof. According to [Demazure 1972, I, No. 6; Fontaine 1977, I, §4] it suffices to
show that D̂ivX is left-exact (that is, commutes with finite projective limits). We
are going to show that D̂ivX is the composition of left-exact functors.

Let R be a finite k-algebra. D̂ivX (R)=0
(
X,Q(R)

)
is the abelian group of global

sections of the sheaf Q(R) := (prX )∗((KX⊗R)∗/(OX⊗R)∗), where prX : X⊗R→ X
is the projection. The global section functor 0(X, ·) is known to be left-exact. We
show that the formal k-group functor Q :Art/k→Ab/X (with values in the category
of sheaves of abelian groups over X ) commutes with finite projective limits (hence
is left-exact):
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Let (Ri ) be a projective system of local finite k-algebras, with homomorphisms
hi j : R j → Ri for i < j . We have projections pr j : lim

←−
Ri → R j for each j ,

which commute with the hi j . Functoriality of Q in R ∈ Art/k induces homomor-
phisms Q(hi j ) : Q(R j )→ Q(Ri ) and Q(pr j ) : Q(lim←− Ri )→ Q(R j ), which commute.
The universal property of lim

←−
Q(Ri ) yields a unique homomorphism of sheaves

Q(lim
←−

Ri )→ lim
←−

Q(Ri ). A homomorphism of sheaves is an isomorphism if and
only if it is an isomorphism on stalks. Therefore it remains to show that the stalks
Qq : Art/k→ Ab for q ∈ X are left-exact in R ∈ Art/k. We have

Qq = Gm(KX,q ⊗k · )/Gm(OX,q ⊗k · ).

The tensor product over a field A⊗k · : Art/k→ Alg/k is exact for any k-algebra A.
Also the sheaf Gm :Alg/k→Ab is left-exact. Therefore the formal k-group functors
Gm(KX,q ⊗k ·) and Gm(OX,q ⊗k ·) are formal k-groups. Since the category Gf /k
of formal k-groups is abelian (see [SGA3 1970, VIIB, 2.4.2]), the quotient Qq of
these two formal k-groups is again a formal k-group. �

Definition 2.2. Let R be a finite k-algebra. If D ∈ (D̂ivX )ét(R), then Supp(D)
denotes the locus of zeroes and poles of local sections ( fα)α of Gm(KX ⊗ Rred)

representing

D ∈ 0(Gm(KX ⊗ Rred)/Gm(OX ⊗ Rred)).

If δ ∈ (D̂ivX )inf(R), then Supp(δ) denotes the locus of poles of local sections (gα)α
of UR(KX ) representing δ ∈ 0(UR(KX )/UR(OX )) = (D̂ivX )inf(R), where UR =

ker(Gm ( · ⊗ R)→ Gm ( · ⊗ Rred)) is the unipotent part of LR from Section 1.1.1

Definition 2.3. Let F be a formal subgroup of DivX . The support of F is defined
to be

Supp(F)=
⋃

R∈Art/k
D∈F(R)

Supp(D)

where we use the decomposition F= Fét×Finf and Definition 2.2.

Suppose now that X is a geometrically irreducible smooth proper variety over a
perfect field k. Then the Picard functor PicX is represented by a separated algebraic
space PicX , whose identity component Pic0

X is a proper scheme over k (see [Bosch
et al. 1990, No. 8.4, Theorem 3]). The underlying reduced scheme Pic0,red

X of Pic0
X

is an abelian variety, called the Picard variety of X . The subfunctor of PicX that is
represented by Pic0,red

X will be denoted by Pic0,red
X .

There is a natural transformation

cl : DivX → PicX .
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We define Div0,red
X to be the subfunctor of DivX given by

Div0,red
X = DivX ×PicX

Pic0,red
X .

2.2. Categories of rational maps to torsors. Let X be a smooth proper variety
over a perfect field k. Let k be an algebraic closure of k. In this note, algebraic
groups and formal groups are commutative by definition (Section 1.1), and torsors
are always torsors for commutative algebraic groups.

2.2.1. Induced transformation. Let G be a smooth connected algebraic group, and
let 0→ L → G→ A→ 0 be the canonical decomposition of G, where A is an
abelian variety and L an affine smooth connected algebraic group (theorem of
Chevalley). Write L = T ×k U where T is a torus and U is unipotent; see [SGA3
1970, XVII, 7.2.1]. If k is algebraically closed, T ∼= (Gm)

t for some t ∈ N. If k is
of characteristic 0, one has U ∼= (Ga)

s for some s ∈N [Demazure and Gabriel 1970,
IV, §2, 4.2]. If k is of characteristic p > 0, the unipotent group U is embedded into
a finite direct sum (Wr )

s of Witt vector groups for some r, s ∈ N [ibid., V, §1, 2.5].
Since H1

fppf(Spec(OX,q),Gm)= 0 and H1
fppf(Spec(OX,q),U )= 0 for any point q

of X , we have exact sequences

0→ L(KX,q)→ G(KX,q)→ A(KX,q)→ 0,

0→ L(OX,q)→ G(OX,q)→ A(OX,q)→ 0.

Since a rational map to an abelian variety is defined at every smooth point (see
[Lang 1959, II, §1, Theorem 2]), we have A(KX,q) = A(OX,q) for every point q
of X . Hence the canonical map

L(KX,q)/L(OX,q)→ G(KX,q)/G(OX,q)

is bijective. By Cartier-duality, we have a pairing

〈 · , · 〉 : L∨×0(L(KX )/L(OX ))→ 0(Gm(KX )/Gm(OX )),

where KX := KX ⊗ · and OX := OX ⊗ · .

Definition 2.4. Let ϕ : X 99K G be a rational map to a smooth connected alge-
braic group G, let L be the affine part of G. Then τϕ : L∨→ D̂ivX denotes the
induced transformation given by 〈 · , `ϕ〉, where `ϕ is the image of ϕ ∈ G(KX ) in
0(G(KX )/G(OX ))−→

∼ 0(L(KX )/L(OX )). By construction, τϕ is a homomorphism
of formal k-group functors.

Lemma 2.5. Let G be a smooth connected algebraic group, let L be the affine part
of G. Let ϕ : X 99K G be a rational map. Let τϕ : L∨ → D̂ivX be the induced
transformation. Then im(τϕ) is a dual-algebraic formal group.
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Proof. D̂ivX is a formal group by Proposition 2.1, and Gf /k is a full subcategory of
Fctr(Art/k,Ab). Therefore τϕ : L∨→ D̂ivX is a homomorphism of formal groups.
Since Gf /k is an abelian category, kernel and image of the homomorphism τϕ are
formal groups. Since L is algebraic, L∨ is dual-algebraic and hence im(τϕ), as a
quotient of L∨, is dual-algebraic (Lemma 1.17). �

Lemma 2.6. Let G ∈ Ext1Ab/k(A, L) be a smooth connected algebraic group. Let
ϕ : X 99K G be a rational map. Let τϕ : L∨→ D̂ivX be the induced transformation.
Then im(τϕ) is contained in the completion of Div0,red

X .

Proof. As A is an abelian variety, the composition X
ϕ
99K G

ρ
−→ A extends to a

morphism ϕ : X→ A. The description of the induced transformation τϕ in terms of
local sections into principal fiber bundles as given in [Russell 2008, No. 2.2] shows
that the composition

L∨
τϕ
−→ DivX

cl
−→ PicX

is given by λ 7→ λ∗G X , where λ∗G is the push-out of G ∈ Ext1Ab/k(A, L) via
λ ∈ L∨(R)=HomAb/k(L , LR), and G X = G×A X is the fiber-product of G and X
over A. Hence it comes down to showing that for each R ∈ Art/k, each λ ∈ L∨(R)
the LR-bundle λ∗G X yields an element of Pic0,red

X (R).
The universal mapping property of the classical Albanese Alb(X) yields that ϕ

factors through Alb(X). Hence the pull-back G X = G×A X over X is a pull-back
of GAlb = G ×A Alb(X) over Alb(X). Then for each λ ∈ L∨(R) the LR-bundle
λ∗GAlb over Alb(X) is an element of Ext1Ab/k(Alb(X), LR), and hence gives an
element of Pic0

Alb(X)(R). Since Alb(X)= (Pic0,red
X )∨ is the dual abelian variety of

Pic0,red
X , we have an isomorphism

Pic0
Alb(X) −→

∼ Pic0,red
X , P 7→ PX = P ×Alb(X) X.

As λ∗G X = λ∗GAlb×Alb(X) X , we have λ∗G X ∈ Pic0,red
X (R). �

Lemma 2.7. Let L be an affine algebraic group and τ : L∨→ D̂iv0,red
X a homomor-

phism of formal groups. Let G ∈Ext1Ab/k(Alb(X), L) be the extension corresponding
to

cl ◦τ : L∨→ Div0,red
X → Pic0,red

X

under the bijection 8 from Theorem 1.19. There is a rational map ϕ : X 99K G
whose induced transformation is τ , and ϕ is determined uniquely up to translation
by a constant g ∈ G(k).

Proof. By Lemma 1.4 we may choose an embedding λ : L ↪→ LS for some finite ring
S ∈ Art/k. Let D ∈ Div0,red

X (S) be the image of idLS ∈ HomAb/k(LS, LS) = L∨S (S)
under the composition τ ◦ λ∨ : L∨S → L∨ → DivX . Remark 1.20 shows that
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OX⊗S(D) ∈ Pic0,red
X (S) is the line bundle corresponding to G ∈ Ext1Ab/k(Alb(X), L)

under the map

Ext1Ab/k(Alb(X), L)→ Ext1Ab/k(Alb(X), LS)= Pic0
Alb(X)(S)−→

∼ Pic0,red
X (S).

Let GLS (D) be the image of G in Ext1Ab/k(Alb(X), LS). Then the fiber product
PLS (D) := GLS (D)×Alb(X) X is the LS-bundle on X associated to OX⊗S(D), and
G and P := G ×Alb(X) X are reductions of the LS-bundles GLS (D) and PLS (D) to
the fiber L . The canonical 1-section of OX⊗S(D) yields a section X 99K P , and
composition with P→ G yields the desired rational map ϕ : X 99K G, which by
construction satisfies τϕ = τ . Then

`ϕ ∈ 0(G(KX )/G(OX ))∼= 0(L(KX )/L(OX ))

⊂ 0(LS(KX )/LS(OX ))= 0(Gm(KX ⊗ S)/Gm(OX ⊗ S))

corresponding to D is uniquely determined by τ . The rational map ϕ ∈ G(KX ), as
a lift of `ϕ , is determined up to a constant g ∈ G(k)= 0(G(OX )), according to the
exact sequence 0→ 0(G(OX ))→ 0(G(KX ))→ 0(G(KX )/G(OX )). �

2.2.2. Definition of a category of rational maps.

Definition 2.8. A category Mr of rational maps from X to torsors is a category
satisfying the following conditions: The objects of Mr are rational maps ϕ : X 99K P ,
where P is a torsor for a smooth connected algebraic group. The morphisms of Mr

between two objects ϕ : X 99K P and ψ : X 99K Q are given by the set of those
homomorphisms of torsors h : P→ Q such that h ◦ϕ = ψ .

Remark 2.9. Let ϕ : X 99K P and ψ : X 99K Q be two rational maps from X to
torsors. Then Definition 2.8 implies that for any category Mr of rational maps from
X to torsors containing ϕ and ψ as objects the set of morphisms HomMr(ϕ, ψ) is
the same. Therefore two categories Mr and Mr′ of rational maps from X to torsors
are equivalent if every object of Mr is isomorphic to an object of Mr′.

Remark 2.10. If a k-torsor P for an algebraic k-group G admits a k-rational point,
then P may be identified with G. Thus for a rational map ϕ : X 99K P it makes
sense to consider the base changed map ϕ⊗k k : X ⊗k k 99K P ⊗k k as a rational
map from X ⊗k k = X to an algebraic k-group P ⊗k k ∼= G⊗k k.

Definition 2.11. The category of rational maps from X to abelian varieties is
denoted by Mav.

Remark 2.12. The objects of Mav are in fact morphisms from X to abelian varieties,
since a rational map from a smooth variety X to an abelian variety A extends to a
morphism from X to A; see [Lang 1959, II, §1, Theorem 2].
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Definition 2.13. Let F be a dual-algebraic formal k-subgroup of DivX . If k is
algebraically closed, then MrF(X) denotes the category of all those rational maps
ϕ : X 99K G from X to algebraic k-groups for which the image of the induced
transformation τϕ : L∨→ DivX (Definition 2.4) lies in F, that is, which induce a
homomorphism of formal groups L∨→ F, where L is the affine part of G. For
general k, MrF(X) denotes the category of all those rational maps ϕ : X 99K P from
X to k-torsors for which the base changed map ϕ⊗ k is an object of MrF⊗k. (Here
we use Remark 2.10.)

2.3. Universal objects. Let X be a smooth proper variety over a perfect field k.
Algebraic groups are always assumed to be smooth and connected, and torsors are
those for smooth connected algebraic groups, unless stated otherwise.

2.3.1. Existence and construction.

Definition 2.14. Let Mr be a category of rational maps from X to torsors. Then
(u : X 99K U) ∈ Mr is called a universal object for Mr if it admits the universal
mapping property in Mr: For all (ϕ : X 99K P)∈Mr there is a unique homomorphism
of torsors h :U→ P such that ϕ = h ◦ u.

Remark 2.15. Universal objects are uniquely determined up to (unique) isomor-
phism.

Now assume that the base field k is algebraically closed. (Arbitrary perfect base
field is considered from Section 2.3.2 on.) In this case we may identify a torsor with
the algebraic group acting on it (Remark 2.10), and a homomorphism of torsors
becomes a homomorphism of algebraic groups composed with a translation (which
is an isomorphism of torsors).

For the category Mav of morphisms from X to abelian varieties (Definition 2.11)
there exists a universal object, the Albanese mapping to the Albanese variety,
denoted by alb : X→Alb(X). This is a classical result; see [Lang 1959; Matsusaka
1952; Serre 1958–1959]. The Albanese variety Alb(X) is an abelian variety, dual
to the Picard variety Pic0,red

X .
In the following we consider categories Mr of rational maps from X to algebraic

groups satisfying the following conditions:

(1♦) Mr contains the category Mav.

(2♦) If (ϕ : X 99K G) ∈ Mr and h : G → H is a homomorphism of torsors for
smooth connected algebraic groups, then h ◦ϕ ∈Mr.

Theorem 2.16. Let Mr be a category of rational maps from X to algebraic groups
that satisfies (1♦) and (2♦) Then the following conditions are equivalent:

(i) For Mr there exists a universal object (u : X 99KU) ∈Mr.
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(ii) There is a dual-algebraic formal subgroup F of Div0,red
X such that Mr is equiv-

alent to MrF(X).

(iii) The formal group FMr ⊂ Div0,red
X generated by

⋃
ϕ∈Mr

im(τϕ) is dual-algebraic
and Mr =MrFMr(X).

Here MrF(X) is the category of rational maps that induce a homomorphism of
formal groups to F (Definition 2.13).

Proof. (ii) =⇒ (i) Assume that Mr is equivalent to MrF(X), where F is a dual-
algebraic formal group in Div0,red

X . The first step is the construction of an algebraic
group U and a rational map u : X 99K U. In a second step the universality of
u : X 99KU for MrF(X) will be shown.

Step 1: Construction of u : X 99KU. X is a smooth proper variety over k; thus the
functor Pic0

X is represented by an algebraic group Pic0
X whose underlying reduced

scheme Pic0,red
X , the Picard variety of X , is an abelian variety. The class map

DivX → PicX induces a homomorphism F→ Pic0,red
X .

We obtain a 1-motive M = [F→ Pic0,red
X ]. Since Pic0,red

X is an abelian variety,
the dual 1-motive of M is of the form M∨ = [0 → G], where G is a smooth
connected algebraic group. Then define U to be this algebraic group. The canonical
decomposition 0→L→U→A→ 0 is the extension of A=Alb(X)= (Pic0,red

X )∨

by L= F∨ induced by the homomorphism F→ Pic0,red
X (Theorem 1.19).

Define the rational map u : X 99K U by the condition that the induced trans-
formation τu : F→ Div0,red

X from Definition 2.4 is the inclusion. According to
Lemma 2.7, u : X 99KU is determined up to a constant c ∈U(k).

Note that u : X 99K U generates U: Let H be the subgroup generated by the
image of u, and let 3 ⊂ L be the affine part of H . Since u : X → U factors
through H , the induced transformation τu :L

∨
→ D̂ivX factors through the quotient

L∨ � 3∨. Since τu is injective, this yields 3∨ ∼= L∨; hence 3 ∼= L. Since the
composition X

u
99K U→ A generates A, the abelian quotient of H is A. These

two conditions imply that H ∼=U by the five lemma.

Step 2: Universality of u : X 99KU. Let ϕ : X 99K G be a rational map to a smooth
connected algebraic group G with canonical decomposition

0→ L→ G
ρ
−→ A→ 0,

inducing a homomorphism of formal groups τϕ : L∨→ F⊂ Div0,red
X , λ 7→ 〈λ, `ϕ〉

(Definition 2.4). Let l := (τϕ)∨ :L→ L be the dual homomorphism of affine groups.
The composition

X
ϕ
99K G

ρ
−→ A

extends to a morphism from X to an abelian variety. Translating ϕ by a constant
g ∈ G(k), if necessary, we may assume that ρ ◦ϕ factors through A=Alb(X). We
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are going to show that we have a commutative diagram

L

��

l // L

��

L

��

L

��
U

��

h // l∗U

��

∼ // GA

��

// G

ρ

��
X //

ϕ

33
ϕA

44
u

??

A A A // A,

where GA = G×A A is the fiber product, l∗U=UqL L is the amalgamated sum
and h :U→ l∗U is the map obtained from the amalgamated sum.

Denoting by l : 0(L(KX )/L(OX ))→ 0(L(KX )/L(OX )) the map induced by
l : L→ L , we have `h◦u = l(`u). This yields

τh◦u = 〈 · , `h◦u〉 = 〈 · , l(`u)〉 = 〈 · ◦ l, `u〉 = τu ◦ l∨ = τϕ

since τu : F→ Div0,red
X is the inclusion by construction of u.

This implies that l∗UX and G X are isomorphic L-bundles over X . Then l∗U and
GA are isomorphic as extensions of A by L , using the isomorphism Pic0

X −→
∼ Pic0

A.
Thus τh◦u = τϕ shows that h ◦u and ϕA coincide up to translation. Since u : X→U

generates U, each h′ :U→ GA fulfilling h′ ◦ u = ϕA coincides with h. Hence h is
unique.

(i)=⇒ (iii) Assume u : X 99KU is universal for Mr. Let 0→L→U→A→ 0
be the canonical decomposition of U, and let F be the image of the induced
transformation τu : L

∨
→ Div0,red

X . For λ ∈ L∨(R) the uniqueness of the homo-
morphism hλ : U→ λ∗U fulfilling uλ = hλ ◦ u implies that the rational maps
uλ : X 99K λ∗U are nonisomorphic to each other for distinct λ ∈ L∨(R). Hence
divR(u X,ν) 6= divR(u X,λ) for ν 6= λ ∈ L∨(R). Therefore L∨→ F is injective and
hence an isomorphism.

Let ϕ : X 99K G be an object of Mr and 0→ L→ G→ A→ 0 be the canonical
decomposition of G. Translating ϕ by a constant g ∈ G(k), if necessary, we may
assume that ϕ : X 99K G factors through a unique homomorphism h :U→ G. The
restriction of h to L gives a homomorphism of affine groups l : L→ L . Then the
dual homomorphism l∨ : L∨→F yields a factorization of L∨→Div0,red

X through F.
The properties (1♦), (2♦) and the existence of a universal object guarantee that Mr

contains all rational maps that induce a transformation to F; hence Mr is equal to
MrF(X).

(iii)=⇒ (ii) is evident. �

Notation 2.17. If F is a dual-algebraic formal subgroup of Div0,red
X , then the uni-

versal object for MrF(X) is denoted by albF : X 99K AlbF(X).
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Remark 2.18. By construction, AlbF(X) is generated by X . Since X is reduced,
AlbF(X) is reduced as well and thus smooth. In the proof of Theorem 2.16 we
have seen that AlbF(X) is an extension of the abelian variety Alb(X) by the affine
group F∨. More precisely, [0→ AlbF(X)] is the dual 1-motive of [F→ Pic0,red

X ].
The rational map (albF : X 99K AlbF(X)) ∈ MrF(X) is characterized by the fact
that the transformation τalbF : L

∨
→ Div0,red

X is the identity F
id
→ F.

2.3.2. Descent of the base field. Let k be a perfect field. Let k be an algebraic
closure of k. Let X be a smooth proper variety defined over k, and write X = X⊗k k.
Let F be a formal k-subgroup of Div0

X , and write F= F ⊗̂ k.
The wish is to show that the universal object albF : X 99K AlbF(X) for the

category MrF can be defined over k. This will be accomplished by a Galois descent,
as described in [Serre 1959, V, §4]. Due to Cartier duality between formal groups
and affine groups (Theorem 1.5), Galois descent applies to formal groups as well.

When one does not assume that X is endowed with a k-rational point, one is led
to two different descents of AlbF(X):

First: The universal mapping property of albF : X 99K AlbF(X) gives for every
σ ∈ Gal(k/k) transformations h(1)σ : AlbF(X)→ AlbF(X)

σ between AlbF(X) and
its conjugate AlbF(X)

σ , which are homomorphisms of torsors. Therefore the
descent of AlbF(X) by means of the h(1)σ yields a k-torsor Alb(1)F (X).

Second: To avoid translations or the reference to base points, one may reformulate
the universal mapping property, replacing rational maps ϕ : X 99K G from X
to algebraic groups by its associated “difference maps” ϕ(−) : X × X 99K G,
(p, q) 7→ ϕ(q)− ϕ(p). In this way translations are eliminated and one obtains
transformations h(0)σ :AlbF(X)→AlbF(X)

σ that are homomorphisms of algebraic
groups. Then the descent of AlbF(X) by means of the h(0)σ yields an algebraic
k-group Alb(0)F (X). This is the k-group acting on the k-torsor Alb(1)F (X).

Notation 2.19. If ϕ : X 99K P is a rational map to a torsor P for an algebraic
group G, then ϕ(−) : X × X 99K G denotes the rational map to the algebraic group
G that assigns for S ∈ Alg/k to (p, q) ∈ X (S)× X (S) the unique g ∈ G(S) such
that g ·ϕ(p)= ϕ(q).

Notation 2.20. If ϕ : X 99K P is a rational map to a torsor, then set ϕ(1) := ϕ,
ϕ(0) := ϕ(−).

Theorem 2.21. There exists a k-torsor Alb(1)F (X) for an algebraic k-group Alb(0)F (X)
and rational maps defined over k

alb(i)F : X
2−i 99K Alb(i)F (X) for i = 1, 0,

satisfying the following universal property:
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If ϕ : X 99K G(1) is a rational map defined over k to a k-torsor G(1) for an
algebraic k-group G(0) that is an object of MrF(X), then there exist unique homo-
morphisms of k-torsors and algebraic k-groups

h(1) : Alb(1)F (X)→ G(1) and h(0) : Alb(0)F (X)→ G(0),

respectively, defined over k, such that ϕ(i) = h(i) ◦ alb(i)F for i = 1, 0.
The algebraic group Alb(0)F (X) is dual to the 1-motive

[
F→ Pic0,red

X

]
.

Proof. Galois descent. The same arguments as given in [Serre 1959, V, no. 22]
work in our situation. �

2.3.3. Functoriality. Let F ⊂ Div0,red
X be a dual-algebraic formal k-group. Let

ψ : Y → X be a k-morphism of smooth proper k-varieties, such that no irreducible
component of ψ(Y ) is contained in Supp(F). For each dual-algebraic formal
k-group G⊂ Div0,red

Y containing ψ∗F the pull-back of relative Cartier divisors and
of line bundles induces a homomorphism

[
G→ Pic0,red

Y

]
←

[
F→ Pic0,red

X

]
of

1-motives.
According to the construction of universal objects over k (Remark 2.18), we

obtain via dualization of 1-motives and by Galois descent:

Proposition 2.22. Using the assumptions above, ψ induces for every formal group
G ⊂ Div0,red

Y containing ψ∗F a homomorphism of k-torsors Alb(1)F
G (ψ) and a

homomorphism of algebraic k-groups Alb(0)F
G (ψ),

Alb(i)F
G (ψ) : Alb(i)G (Y )→ Alb(i)F (X) for i = 1, 0.

3. Albanese with modulus

Let X be a smooth proper variety over a perfect field k. Let D be an effective
divisor on X (with multiplicity). The Albanese Alb(1)(X, D) of X of modulus
D is a higher-dimensional analogue of the generalized Jacobian with modulus of
Rosenlicht and Serre. Alb(1)(X, D) is defined by the universal mapping property for
morphisms from X \ D to torsors of modulus ≤ D (Definition 3.11). Our definition
of the modulus of rational maps coincides with the classical definition from [Serre
1959, III, §1] in the curve case. Therefore the Albanese with modulus agrees with
the Jacobian with modulus of Rosenlicht and Serre for curves, which we review in
Section 3.3.

In Section 3.4 we consider a Chow group CH0(X, D)0 of 0-cycles relative to the
modulus D (Definition 3.27). We give an alternative characterization of Alb(X, D)
as a universal quotient of CH0(X, D)0, when the base field is algebraically closed
(Theorem 3.29).
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3.1. Filtrations of the Witt group. Here we present a global version of some basic
notions from [Kato and Russell 2010] that are needed for the construction of the
Albanese with modulus.

Let (K , v) be a discrete valuation field of characteristic p> 0 with residue field k.
The group of Witt vectors of length r is denoted by Wr (Example 1.11).

Definition 3.1. Let filnWr (K ) be the subgroup of Wr (K ) from [Brylinski 1983,
Section 1, Proposition 1]:

filnWr (K )= {( fr−1, . . . , f0)
∣∣ fi ∈ K , v( fi )≥−n/pi for all 0≤ i ≤ r − 1}.

Let filFn Wr (K ) be the subgroup of Wr (K ) generated by filnWr (K ) by means of the
Frobenius F (see [Kato and Russell 2010, 2.2]):

filFn Wr (K )=
∑
ν≥0

Fν filnWr (K ).

Let X be a variety over k, regular in codimension 1. Let D =
∑

q∈S nq Dq be
an effective divisor on X , where S is a finite set of points of codimension 1 in X ,
where Dq are the prime divisors associated to q ∈ S and nq are positive integers
for q ∈ S.

Definition 3.2. Let filDWr (KX ) and filFDWr (KX ) be the sheaves of subgroups of
Wr (KX ) formed by the groups

(filDWr (KX ))(U )=
{
w ∈Wr (KX )

∣∣∣∣ w ∈ filnq Wr (KX,q) for all q ∈ S ∩U,
w ∈Wr (OX,p) for all p ∈U \ S

}
,

(filFDWr (KX ))(U )=
{
w ∈Wr (KX )

∣∣∣∣ w ∈ filFnq
Wr (KX,q) for all q ∈ S ∩U,

w ∈Wr (OX,p) for all p ∈U \ S

}
,

respectively, for open U ∈ X , where filnWr (KX,q) and filFn Wr (KX,q) denote the
filtrations associated to the valuation vq attached to the point q ∈ S.

Proposition 3.3. Suppose X is a projective variety over k and D an effective divisor
on X. Then 0(X,filDWr (KX )) is a finite Wr (k)-module.

Proof. The Verschiebung V :Wr−1→Wr yields an exact sequence

0→ filDWr−1(KX )→ filDWr (KX )→ filbD/pr−1cW1(KX )→ 0,

where bD/pr−1
c =

∑
q∈Sbnq/pr−1

cDq . This induces the exact sequence

0→ 0(filDWr−1(KX ))→ 0(filDWr (KX ))→ 0(filbD/pr−1cW1(KX )).

By induction over r ≥ 1 and since W1(k)= k is noetherian, it is sufficient to show
the statement for r = 1. Now filDW1(KX )= OX (D) is a coherent sheaf, and hence
0(X,filDW1(KX )) is a finite module over W1(k)= k. �
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Definition 3.4. Let R be a commutative ring over Fp. We let R[F] be the noncom-
mutative polynomial ring defined by

R[F] =
{ n∑

i=1

Fi ri

∣∣∣∣ ri ∈ R, n ∈ N

}
, where F r = r p F for all r ∈ R.

Definition 3.5. If �KX =�KX/k is the module of differentials of KX over k, we let
δ be the homomorphism

δ :Wr (KX )→�KX , ( fr−1, . . . , f0) 7→

r−1∑
i=0

f pi
−1

i d fi .

Definition 3.6. If E is a reduced effective divisor on X with normal crossings, we
let �X (log E) be the sheaf of differentials on X with log-poles along E , that is, the
OX -module generated locally by d f for f ∈ OX and d log t = t−1dt , where t is a
local equation for E .

Proposition 3.7. Suppose Dred is a normal crossing divisor. The homomorphism δ

from Definition 3.5 induces injective homomorphisms

dD : filFDWr (KX )/filF
bD/pcWr (KX )→DD,

dD : filFDWr (KX )/filFD−Dred
Wr (KX )→DD,

where DD and DD are the OX -modules

DD = k[F]⊗k (�X (log Dred)⊗OX OX (D)/OX (bD/pc)),

DD = k[F]⊗k (�X (log Dred)⊗OX OX (D)/OX (D− Dred)),

and bD/pc means the largest divisor E such that pE ≤ D.

Proof. This is the global formulation of [Kato and Russell 2010, 4.6]. �

Definition 3.8. Let [DD be the image in DD of the OX -module

k[F]⊗k (�X ⊗OX OX (D)/OX (D− Dred))

(without log-poles). Then

[DD ∼= k[F]⊗k (�Dred ⊗ODred
OX (D)/OX (D− Dred))

since t−nq dt = t1−nq d log t vanishes in DD for any local equation t of Dred. Then
we let [filFDWr (KX )⊂ filFDWr (KX ) be the inverse image of [DD under the map dD

from Proposition 3.7. According to [Kato and Russell 2010, 4.7], this is a global
version of the following alternative definition:
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Definition 3.9. Let [filnWr (K ) be the subgroup of filnWr (K ) consisting of all
elements ( fr−1, . . . , f0) satisfying the following condition: If the p-adic order ν of
n is less than r , then pν v( fν) >−n. Then [filFn Wr (K ) is the subgroup of Wr (K )
generated by [filnWr (K ) by means of the Frobenius F,

[filFn Wr (K )=
∑
ν≥0

Fν [filnWr (K ).

Lemma 3.10. Let ψ : Y → X be a morphism of varieties over k, such that ψ(Y )
intersects Supp(D) properly. Let D ·Y denote the pull-back of D to Y . Suppose that
Dred and (D ·Y )red are normal crossing divisors. There is a commutative diagram
of homomorphisms with injective rows

filFDWr (KX )/filF
bD/pcWr (KX )

dX,D //

��

DX,D

��
filFD·Y Wr (KY )/filF

bD·Y/pcWr (KY )
dY,D·Y // DY,D·Y ,

where the vertical arrows are the obvious pull-back maps from X to Y .

Proof. Straightforward. �

3.2. Albanese with modulus.

3.2.1. Existence and construction. Let X be a smooth proper variety over a perfect
field k.

Definition 3.11. First assume k is algebraically closed. Let ϕ : X 99K G be a
rational map from X to a smooth connected algebraic group G. Let L be the affine
part of G and U the unipotent part of L . The modulus of ϕ from [Kato and Russell
2010, §3] is the following effective divisor

mod(ϕ)=
∑

ht(q)=1

modq(ϕ)Dq

where q ranges over all points of codimension 1 in X , and Dq is the prime
divisor associated to q. For each q ∈ X of codimension 1, the canonical map
L(KX,q)/L(OX,q)→ G(KX,q)/G(OX,q) is bijective; see Section 2.2.1. Take an
element lq ∈ L(KX,q) whose image in G(KX,q)/G(OX,q) coincides with the class
of ϕ ∈ G(KX,q). If char(k) = 0, let (uq,i )1≤i≤s be the image of lq in Ga(KX,q)

s

under L → U ∼= (Ga)
s . If char(k) = p > 0, let (uq,i )1≤i≤s be the image of lq in

Wr (KX,q)
s under L→U ⊂ (Wr )

s .

modq(ϕ)=

{
0 if ϕ ∈ G(OX,q),

1+max{nq(uq,i ) | 1≤ i ≤ s} if ϕ /∈ G(OX,q),
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where for u ∈Ga(KX,q) if char(k)= 0, or Wr (KX,q) if char(k)= p> 0, we denote

nq(u)=
{
− vq(u) if char(k)= 0,
min{n ∈ N | u ∈ filFn Wr (KX,q)} if char(k)= p > 0.

Note that modv(ϕ) is independent of the choice of the isomorphism U ∼= (Ga)
s

or, respectively, of the embedding U ⊂ (Wr )
s ; see [Kato and Russell 2010, Theo-

rem 3.3].
For arbitrary perfect base field k and G a torsor for a smooth connected algebraic

group we obtain mod(ϕ) by means of a Galois descent from mod(ϕ⊗k k), where k
is an algebraic closure of k; see [Kato and Russell 2010, No. 3.4] and Remark 2.10.

Definition 3.12. Let D be an effective divisor on X . Then Mr(X, D) denotes the
category of those rational maps ϕ from X to torsors such that mod(ϕ) ≤ D. The
universal object of Mr(X, D) (if it exists) is called the Albanese of X of modulus
D and denoted by Alb(1)(X, D), or just Alb(X, D), if it admits a k-rational point
(cf. Remark 2.10).

Remark 3.13. In the definition of mod(ϕ) (Definition 3.11) we used, instead of
the original filtration fil•W of Brylinski, the saturation filF

•
W of fil•W with respect

to the Frobenius. This is motivated as follows: Let mod`(ϕ) be the modulus of
a rational map ϕ using the filtration fil•W instead of filF

•
W . If ϕ : X 99K Ga is a

nonconstant rational map, that is, the multiplicity of mod(ϕ)=: D is greater than 1,
then mod`(Fν ◦ϕ) = pν(D − Dred)+ Dred, where Dred is the reduced part of D.
On the other hand, if u : X 99K U is a universal object for a certain category of
rational maps Mr, then clearly u satisfies the universal mapping property as well
for all maps of the form Fν ◦ϕ, ϕ ∈Mr (cf. condition (2♦) before Theorem 2.16).
This shows that mod`(ϕ) is not compatible with the notion of universal objects.

Definition 3.14. Let D be an effective divisor on X , and let Dred be the reduced
part of D. Then FX,D denotes the formal subgroup of DivX characterized by

(FX,D)ét =
{

B ∈ DivX (k)
∣∣ Supp(B)⊂ Supp(D)

}
,

and for char(k)= 0,

(FX,D)inf = exp
(
Ĝa⊗k 0(OX (D− Dred)

/
OX )

)
,

for char(k)= p > 0,

(FX,D)inf = Exp
(∑

r>0
rŴ ⊗Wr (k) 0

(
filFD−Dred

Wr (KX )/Wr (OX )
)
, 1
)
.

Let F0,red
X,D = FX,D ×DivX

Div0,red
X be the intersection of FX,D and Div0,red

X .

Proposition 3.15. The formal groups FX,D and F0,red
X,D are dual-algebraic.
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Proof. The statement is obvious for char(k)= 0, so we suppose char(k)= p > 0.
The proof is done in two steps. Let F`

X,D be the formal subgroup of DivX de-
fined in the same way as FX,D, but using the filtration filD−Dred Wr (KX ) instead
of filFD−Dred

Wr (KX ). In the first step, we show that for any effective divisor D the
formal group F`

X,D is dual-algebraic. In the second step, we show that for any D
there exists D′ ≥ D such that FX,D is contained in the image of F`

X,D′ in FX,D′ .
Thus FX,D is a formal subgroup of a quotient of a dual-algebraic formal group,
and hence dual-algebraic by Lemma 1.17. Then also the formal subgroup F0,red

X,D of
FX,D is dual-algebraic.

Step 1. Let D be an effective divisor on X . Write D =
∑

ht(q)=1 nq Dq , where q
ranges over all points of codimension 1 in X , and Dq is the prime divisor associated
to q . Let S be the finite set of those q with nq > 0. Let

m =min{r | pr > nq − 1 for all q ∈ S}.

Hence for r ≥m, if ( fr−1, . . . , f0) ∈ filD−Dred Wr (KX ), then fi ∈ OX for r > i ≥m,
according to Definition 3.2. Then the Verschiebung Vr−m

: Wm(KX )→ Wr (KX )

yields a surjective homomorphism

filD−Dred Wm(KX )/Wm(OX )� filD−Dred Wr (KX )/Wr (OX ).

Thus (F`
X,D)inf is already generated by a finite sum via Exp:

(F`
X,D)inf = Exp

( ∑
1≤r≤m

rŴ ⊗Wr (k) 0
(
filD−Dred Wr (KX )/Wr (OX )

)
, 1
)
.

Each 0(X,filD−Dred Wr (KX )
/

Wr (OX )) is a finitely generated Wr (k)-module, by
the same proof as for Proposition 3.3. Hence (F`

X,D)inf is a quotient of the direct
sum of finitely many rŴ .

Moreover, (F`
X,D)ét = (FX,D)ét is an abelian group of finite type, since D

has only finitely many components. Thus F`
X,D is dual-algebraic, according to

Proposition 1.16.

Step 2. We show that for any effective divisor D there exists an effective divisor
D′ ≥ D such that FX,D is generated by F`

X,D′ . We will find an effective divisor
D′ ≥ D such that 0(filFD−Dred

Wr (KX )
/

Wr (OX )) is generated by∑
ν≥0

Fν 0(filD′−D′red
Wr (KX )

/
Wr (OX )).

This is sufficient because

Exp
(
v⊗

∑
i Fνi ωi , 1

)
= Exp

(∑
i Vνi v⊗ωi , 1

)
.



882 Henrik Russell

Since the homomorphism

Vr−m
: filFD−Dred

Wm(KX )/Wm(OX )→ filFD−Dred
Wr (KX )/Wr (OX )

is surjective for r ≥ m, we only need to consider r = m.
The exact sequence

0→Wr (OX )→Wr (KX )→Wr (KX )
/

Wr (OX )→ 0

yields the exact sequence

0(Wr (KX ))→ 0(Wr (KX )
/

Wr (OX ))→ H1(Wr (OX ))→ 0.

Here H1(Wr (KX )) = 0 since Wr (KX ) is a flasque sheaf. Since H1(Wr (OX )) is a
finite Wr (k)-module, there is an effective divisor E such that the map

0(filE Wr (KX )/Wr (OX ))→ H1(Wr (OX ))

is surjective. Hence for any σ ∈ 0(filFD−Dred
Wr (KX )/Wr (OX )) there is

ρ ∈ 0(filE Wr (KX )/Wr (OX ))

such that σ − ρ lies in the image of 0(Wr (KX )), and hence in the image of
0(filFE ′Wr (KX )), where E ′ = max {E, D− Dred}. Therefore we are reduced to
showing that for any D there exists D′ ≥ D such that 0(filFDWr (KX )) is generated
by ∑

ν≥0

Fν 0(filD′Wr (KX )).

Consider the exact sequence

0→
⊕
ν≥0

filbD/pcWr (KX )→
⊕
ν≥0

filDWr (KX )→ filFDWr (KX )→ 0

where the third arrow is (wν)ν 7→
∑

ν Fν wν , and the second arrow is (wν)ν 7→
(Fwν −wν−1)ν , where we set w−1 = 0. Here bD/pc means the largest divisor E
such that pE ≤ D. This yields an exact sequence⊕

ν≥0

0(filDWr (KX ))→ 0(filFDWr (KX ))→
⊕
ν≥0

H1(filbD/pcWr (KX )).

Wr (KX ) is the inductive limit of filE Wr (KX ), where E ranges over all effective
divisors on X , and hence

0= H1(Wr (KX ))= H1(lim
−→

E

filE Wr (KX )
)
= lim
−→

E

H1(filE Wr (KX )).
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As H1(filbD/pcWr (KX )) is a finite Wr (k)-module, there is an effective divisor D′≥D
such that the image of H1(filbD/pcWr (KX )) in H1(filbD′/pcWr (KX )) is 0. Thus the
image of 0(filFDWr (KX )) in 0(filFD′Wr (KX )) is contained in∑

ν≥0

Fν 0(filD′Wr (KX )). �

Lemma 3.16. Let ϕ : X 99K G be a rational map from X to a smooth connected
algebraic group G. Then the following conditions are equivalent:

(i) mod(ϕ)≤ D.

(ii) im(τϕ)⊂ FX,D .

Proof. Write D =
∑

ht(q)=1 nq Dq , where q ranges over all points in X of codimen-
sion 1, and Dq is the prime divisor associated to q . Condition (i) is thus expressed
by the condition that for all q ∈ X of codimension 1 we have

(i)q modq(ϕ)≤ nq .

Using the canonical splitting of a formal group into an étale and an infinitesimal
part, condition (ii) is equivalent to the condition that the following (ii)ét and (ii)inf

are satisfied:

(ii)ét(ii) im(τϕ,ét)⊂ (FX,D)ét.

(ii)inf(ii) im(τϕ,inf)⊂ (FX,D)inf.

Let L be the affine part of G. Remember from Section 2.2.1 that the transforma-
tion τϕ : L∨→ D̂ivX is given by 〈 · , `ϕ〉, where `ϕ is the image of ϕ ∈ G(KX ) in
0(G(KX )/G(OX ))−→

∼ 0(L(KX )/L(OX )), and the pairing

〈 · , · 〉 : L∨×0(L(KX )/L(OX ))→ 0
(
Gm(KX )/Gm(OX )

)
.

is obtained from Cartier duality. Write L = T ×k U as a product of a torus T
and a unipotent group U . Fix an isomorphism T ∼= (Gm)

m and an isomorphism
U ∼= (Ga)

a if char(k)= 0, or an embedding U ⊂ (Wr )
a if char(k)= p > 0.

Let (t j )1≤ j≤m be the image of `ϕ under

0(L(KX )/L(OX ))→ 0(T (KX )/T (OX ))→ 0(Gm(KX )/Gm(OX ))
m

and (ui )1≤i≤a be the image of `ϕ under

0(L(KX )/L(OX ))→ 0(U (KX )/U (OX ))→

{
0(Ga(KX )/Ga(OX ))

a,

0(Wr (KX )/Wr (OX ))
a.
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The étale part of τϕ is

τϕ,ét : Z
m
→ 0(Gm(KX )/Gm(OX )),

(e j )1≤ j≤m 7→

m∏
j=1

te j
j .

The image of the infinitesimal part of τϕ is given by the image of

τ̃ϕ,inf :
(Ĝa)

a

(rŴ )a

}
→ 0(Gm(KX ⊗ · )/Gm(OX ⊗ · )),

(vi )1≤i≤a 7→

{∏a
i=1 exp(vi ui ),∏a
i=1 Exp(vi · ui , 1);

see Example 1.11 for the pairing rŴ ×Wr→Gm. For each q ∈ X of codimension 1
let (tq,i )1≤ j≤m be a representative in Gm(KX,q)

m of the image of (t j )1≤ j≤m under

0(Gm(KX )/Gm(OX ))
m
→ Gm(KX,q)

m/Gm(OX,q)
m,

and let (uq,i )1≤i≤a be a representative in Ga(KX,q)
a or Wr (KX,q)

a of the image of
(ui )1≤i≤a under

0(Ga(KX )/Ga(OX ))
a
→ Ga(KX,q)

a/Ga(OX,q)
a

or
0(Wr (KX )/Wr (OX ))

a
→Wr (KX,q)

a/Wr (OX,q)
a,

respectively. Then (ii)ét is equivalent to the following condition being satisfied for
every point q ∈ X of codimension 1:

(ii)ét,q If nq = 0, then tq, j ∈ Gm(OX,q) for 1≤ j ≤ m.

On the other hand, condition (ii)inf is equivalent to the following condition being
satisfied for every point q ∈ X of codimension 1, according to Definition 3.14 of
FX,D:

(ii)inf,q If nq = 0, then uq,i ∈ Ga(OX,q) or Wr (OX,q) for 1≤ i ≤ a.
If nq > 0, then nq(uq,i )≤ nq − 1.

Note that ϕ ∈ G(OX,q) if and only if tq, j ∈ Gm(OX,q) for 1 ≤ j ≤ m and
uq,i ∈ Ga(OX,q) or Wr (OX,q) for 1≤ i ≤ a. By Definition 3.11, for each q ∈ X of
codimension 1

(i)q modq(ϕ)≤ nq

if and only if (ii)ét,q and (ii)inf,q are satisfied. �

Now assume k is algebraically closed. Arbitrary perfect base field is considered
in Sections 3.2.2 and 3.2.3.
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Theorem 3.17. The category Mr(X, D) of rational maps of modulus ≤ D is equiv-
alent to the category MrFX,D (X) of rational maps that induce a transformation
to FX,D .

Proof. According to the definitions of Mr(X, D) and MrFX,D (X), the statement is
due to Lemma 3.16. �

Theorem 3.18. The Albanese Alb(X, D) of X of modulus D exists and is dual (in
the sense of 1-motives) to the 1-motive

[
F0,red

X,D → Pic0,red
X

]
.

Proof. By Theorem 3.17, Alb(X, D) is the universal object of MrFX,D (X) (if it
exists). A rational map from X to an algebraic group induces a transformation to
FX,D if and only if it induces a transformation to F0,red

X,D , by Lemma 2.6. Since F0,red
X,D

is dual-algebraic (Proposition 3.15), the category MrFX,D (X) admits a universal
object (Theorem 2.16), and this universal object is dual to

[
F0,red

X,D → Pic0,red
X

]
(Remark 2.18). �

3.2.2. Descent of the base field. Let k be a perfect field. Let k be an algebraic
closure of k. Let X be a smooth proper variety defined over k, and let D be an
effective divisor on X rational over k.

Theorem 3.19. There exists a k-torsor Alb(1)(X, D) for an algebraic k-group
Alb(0)(X, D) and rational maps defined over k

alb(i)X,D : X
2−i 99K Alb(i)(X, D)

for i = 1, 0, satisfying the following universal property:
If ϕ : X 99K G(1) is a rational map defined over k to a k-torsor G(1) for an alge-

braic k-group G(0), such that mod(ϕ)≤ D, then there exist a unique homomorphism
of k-torsors h(1) : Alb(1)(X, D)→ G(1) and a unique homomorphism of algebraic
k-groups h(0) : Alb(0)(X, D)→ G(0), defined over k, such that ϕ(i) = h(i) ◦ alb(i)X,D
for i = 1, 0.

Here Alb(0)(X, D) is dual to the 1-motive
[
F0,red

X,D → Pic0,red
X

]
.

Proof. It follows directly from Theorem 2.21 and the definition of the modulus via
Galois descent (Definition 3.11). �

Corollary 3.20. For every rational map ϕ : X 99K P from X to a torsor P there
exists an effective divisor D, namely D = mod(ϕ), such that ϕ factors through
Alb(1)(X, D).

Proposition 3.21. Let F be a formal k-subgroup of Div0,red
X . Then F is dual-

algebraic if and only if there exists an effective divisor D, rational over k, such that
F⊂ FX,D .
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Proof. (=⇒) A formal subgroup of a dual-algebraic group is also dual-algebraic,
according to Lemma 1.17.
(⇐=) By Galois descent (possible for formal groups due to Cartier duality) we

may assume that k is algebraically closed. Let D =mod(albF) be the modulus of
the universal rational map albF : X→ AlbF(X) associated to F⊂ Div0,red

X . Then
by Lemma 3.16, we have F= im(τalbF)⊂ FX,D . �

3.2.3. Functoriality. We specialize the results from Section 2.3.3 to the case of
Albanese varieties with modulus.

Proposition 3.22. Let ψ : Y → X be a morphism of smooth proper varieties. Let
D be an effective divisor on X intersecting ψ(Y ) properly. Then ψ induces a
homomorphism of torsors Alb(1)X,D

Y,E (ψ) and a homomorphism of algebraic groups
Alb(0)X,D

Y,E (ψ),

Alb(i)X,D
Y,E (ψ) : Alb(i)(Y, E)→ Alb(i)(X, D),

for each effective divisor E on Y satisfying E ≥ (D− Dred) · Y + (D · Y )red, where
B · Y denotes the pull-back of a Cartier divisor B on X to Y .

Proof. According to Proposition 2.22, for the existence of AlbX,D
Y,E (ψ) it is sufficient

to show FY,E ⊃ FX,D · Y . Definition 3.14 of FX,D implies that this is the case if
and only if Supp(E) ⊃ Supp(D · Y ) and E − Ered ≥ (D − Dred) · Y . But this is
equivalent to E ≥ (D− Dred) · Y + (D · Y )red. �

Corollary 3.23. If D and E are effective divisors on X with E ≥ D, then there
are canonical surjective homomorphisms Alb(i)(X, E)�Alb(i)(X, D) for i = 1, 0,
given by Alb(i)X,D

X,E (idX ).

Proof. If E ≥ D, it is evident that Alb(i)(X, E) generates Alb(i)(X, D); thus
Alb(i)X,D

X,E (idX ) is surjective. �

3.3. Jacobian with modulus. Let C be a smooth proper curve over a perfect field k,
which we assume to be algebraically closed for convenience. Let D =

∑
q∈S nqq

be an effective divisor on C , where S is a finite set of closed points on C and nq

are positive integers for q ∈ S. The Jacobian J (C, D) of C of modulus D is by
definition the universal object for the category of those morphisms ϕ from C \ S
to algebraic groups such that ϕ(div( f )) = 0 for all f ∈ KC with f ≡ 1 mod D.
Here we used the definition ϕ(

∑
l j c j )=

∑
l jϕ(c j ) for a divisor

∑
l j c j on C with

c j ∈ C \ S, and “ f ≡ 1 mod D” means vq(1− f ) ≥ nq for all q ∈ S, where vq is
the valuation attached to the point q ∈ C .

Theorem 3.24. The generalized Jacobian J (C, D) of C of modulus D is an exten-
sion

0→ L (C, D)→ J (C, D)→ J (C)→ 0
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of the classical Jacobian J (C) ∼= Pic0
C of C , which is an abelian variety, by the

affine algebraic group L (C, D), which is characterized by

L (C, D) (k)=

∏
q∈S k(q)∗

k∗
×

∏
q∈S

1+mq

1+m
nq
q

where k(q) denotes the residue field and mq the maximal ideal at q ∈ C.

Proof. [Serre 1959, V, §3]; see also the summary [ibid., I, no. 1]. �

Theorem 3.25. The Jacobian with modulus J (C, D) is dual (in the sense of 1-
motives) to the 1-motive

[
F0

C,D → Pic0
C
]
, where F0

C,D = F0,red
C,D is the formal

subgroup of Div0
C from Definition 3.14, and F0

C,D → Pic0
C is the homomorphism

induced by the class map Div0
C → Pic0

C .

Proof. We have to ensure that the category for which J (C, D) is universal is
characterized by the formal group FC,D. The Jacobian J (C, D) of modulus D
is by definition the universal object for morphisms ϕ from C \ S to algebraic
groups satisfying

(i) ϕ(div( f ))= 0 for all f ∈ KC with f ≡ 1 mod D.

Condition (i) is equivalent to

(ii) (ϕ, f )q = 0 for all q ∈ S, for all f ∈ KC with f ≡ 1 mod D at q ,

where (ϕ, · ) · : K∗C ×C → G(k) is the local symbol associated to the morphism
ϕ :C \S→G, according to [Serre 1959, I, no. 1, thèoréme 1 and III, §1]. It is shown
in [Kato and Russell 2010, Sections 6.1–6.3] that condition (ii) is equivalent to

(iii) mod(ϕ)≤ D.

Then the assertion is due to Theorems 3.17 and 3.18. �

3.4. Relative Chow group with modulus. Let X be a smooth proper variety over
an algebraically closed field k, and let D be an effective divisor on X and Dred the
reduced part of D.

Notation 3.26. If C is a curve in X , then ν : C̃→C denotes the normalization. For
f ∈ KC , we write f̃ := ν∗ f for the image of f in KC̃ . If ϕ : X 99K G is a rational
map, we write ϕ|C̃ := ϕ|C ◦ ν for the composition of ϕ and ν. If B is a Cartier
divisor on X intersecting C properly, then B · C̃ denotes the pull-back of B to C̃ .

Definition 3.27. Let Z0(X \ D) be the group of 0-cycles on X \ D, set

R0(X, D)=
{
(C, f )

∣∣∣∣ C a curve in X intersecting Supp(D) properly, f ∈ K∗C
such that f̃ ≡ 1 mod (D− Dred) · C̃ + (D · C̃)red

}
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and let R0(X, D) be the subgroup of Z0(X \D) generated by the elements div( f )C
with (C, f ) ∈R0(X, D). Then define

CH0(X, D)= Z0(X \ D)
/

R0(X, D).

Let CH0(X, D)0 be the subgroup of CH0(X, D) of cycles ζ with deg ζ |W = 0 for
all irreducible components W of X \ D.

Definition 3.28. Let MrCH(X, D) be the category of rational maps from X to
algebraic groups defined as follows: The objects of MrCH(X, D) are morphisms
ϕ : X \ D→ G whose associated map on 0-cycles of degree zero,

Z0(X \ D)0→ G(k),
∑

li pi 7→
∑

liϕ(pi ), where li ∈ Z,

factors through a homomorphism of groups CH0(X, D)0→ G(k). The morphisms
are the ones as in Definition 2.8. We refer to the objects of MrCH(X, D) as rational
maps from X to algebraic groups factoring through CH0(X, D)0.

Theorem 3.29. The category Mr(X, D) of rational maps of modulus ≤ D is equiv-
alent to the category MrCH(X, D) of rational maps factoring through CH0(X, D)0.
In particular, the Albanese Alb(X, D) of X of modulus D is the universal quotient
of CH0(X, D)0.

Proof. According to the definitions of Mr(X, D) and MrCH(X, D) the task is to
show that for a morphism ϕ : X \ D → G from X \ D to a smooth connected
algebraic group G the following conditions are equivalent:

(i) mod(ϕ)≤ D,

(ii) ϕ(div( f )C)= 0 for all (C, f ) ∈R0(X, D).

Since ϕ(div( f )C) = ϕ|C̃(div( f̃ )C̃) (see [Russell 2008, Lemma 3.32]), condition
(ii) is equivalent to the condition

(iii) mod(ϕ|C̃) ≤ (D − Dred) · C̃ + (D · C̃)red for all curves C in X intersecting
Supp(D) properly,

as was seen in the proof of Theorem 3.25, substituting D by (D−Dred)·C̃+(D·C̃)red.
The equivalence of (i) and (iii) is the content of Lemma 3.30. �

Lemma 3.30. Let ϕ : X 99K G be a rational map from X to a smooth connected
algebraic group G. Then the following conditions are equivalent:

(i) mod(ϕ)≤ D,

(ii) mod(ϕ|C̃) ≤ (D − Dred) · C̃ + (D · C̃)red for all curves C in X intersecting
Supp(D) properly.
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Proof. (i) =⇒ (ii) Let C be a curve in X intersecting D properly. As ϕ is regular
away from D, the restriction ϕ|C̃ of ϕ to C̃ is regular away from D · C̃ . Hence
Supp(mod(ϕ|C̃))⊂ Supp(D · C̃)= Supp((D−Dred) · C̃+(D · C̃)red). According to
Definition 3.11 of the modulus, it is easy to see that mod(ϕ)≤D= (D−Dred)+Dred

implies mod(ϕ|C̃)≤ (D− Dred) · C̃ + (D · C̃)red.
(ii)=⇒ (i) Let E :=mod(ϕ) and q ∈ Supp(E) be a point of codimension 1 in X .

We are going to construct a family of smooth curves {Ce}e intersecting E at a fixed
point x ∈ Eq = {q} such that

lim
e→∞

modx(ϕ|Ce)

µx((E − Ered) ·Ce)+ 1
= 1,

where µx(E ·C) denotes the intersection multiplicity of E and C at x .
After the construction we will show that the existence of such a family of curves

for each q ∈ Supp(E) of codimension 1 in X yields the implication (ii)=⇒ (i).
If char(k)= 0, it is easy to see that a general curve C in X intersecting Eq at a

point x satisfies modx(ϕ|C)= µx((E − Ered) ·C)+ 1. Therefore we suppose that
char(k)= p> 0. Using the notation of Definition 3.11, let (uq,i )1≤i≤a ∈Wr (KX,q)

a

be a representative of the unipotent part of the class of ϕ ∈ G(KX,q) in

G(KX,q)/G(OX,q)= L(KX,q)/L(OX,q).

Then modq(ϕ)= 1+ nq(uq,i ) for some 1≤ i ≤ a. Set n := nq(uq,i ). Let t ∈mX,q

be a uniformizer at q. Let∑
ν

Fν ⊗ων ⊗ t−n
∈ k[F]⊗k �X,q(log q)⊗OX,q m

−n
X,q

be a representative of dnq(uq,i ) ∈Dnq (Proposition 3.7). Choose a regular closed
point x ∈ Eq such that t is a local equation for Eq at x and ων is regular and nonzero
at x for some ν. We may assume that dim X = 2 via cutting down by hyperplanes
through x transversal to Eq . Let s ∈ mX,x be a local parameter at x that gives a
uniformizer of OEq ,x . Define a curve Ce locally around x by the equation t = se for
e ≥ 1. Note that E − Ered is locally defined by the equation tn

= 0. Then

µx((E − Ered) ·Ce)= dimk
OX,x

(tn, t−se)
= ne.

We can write ων = g ds+h d log t with g, h ∈ OX,q and the values at x are g(x) 6= 0
if dnq(uq,i )∈

[Dnq , and h(x) 6= 0 if dnq(uq,i )∈Dnq \
[Dnq and x in general position

(what we assume), for some ν. The restriction of t−nων to Ce is

t−nων |Ce = s−neg ds+ s−neh d log se
= s1−neg d log s+ e s−neh d log s,
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and the class of t−nων |Ce is nonzero in{
�Ce,x(log x)⊗OCe ,x

m−ne
Ce,x

/
m1−ne

Ce,x if dnq(uq,i ) ∈Dnq \
[Dnq and p - e,

�Ce,x(log x)⊗OCe ,x
m1−ne

Ce,x

/
m2−ne

Ce,x if dnq(uq,i ) ∈
[Dnq .

Lemma 3.10 assures that the modulus of ϕ|Ce is computed from the restriction (of
a representative) of dnq(uq,i ) to Ce, for e large enough such that ne− 1> bne/pc
(this is satisfied for e > 2). Thus we have

nx(uq,i |Ce)=

{
ne if dnq(uq,i ) ∈Dnq \

[Dnq and p - e,
ne− 1 if dnq(uq,i ) ∈

[Dnq ,

modx(ϕ|Ce)=

{
ne+ 1 if dnq(uq,i ) ∈Dnq \

[Dnq and p - e,
ne if dnq(uq,i ) ∈

[Dnq .

Then

lim
e→∞

p-e

modx(ϕ|Ce)

µx((E − Ered) ·Ce)+ 1
= 1.

Now we show that “not (i) implies not (ii)”. Suppose E :=mod(ϕ) 6≤ D. Then
there is a point q ∈ Supp(E) of codimension 1 in X such that µq(E) > µq(D),
where µq is the multiplicity at q . By the construction above there is a sequence of
curves {Ce}e in X intersecting E at a fixed point x ∈ Eq such that

lim
e→∞

p-e

modx(ϕ|Ce)

µx((E − Ered) ·Ce)+ 1
= 1.

If µq(D) 6= 0, then since

sup
e≥0

µx((D− Dred) ·Ce)+ 1
µx((E − Ered) ·Ce)+ 1

< 1,

there is e such that modx(ϕ|Ce) > µx((D− Dred) ·Ce)+ 1. If µq(D)= 0, then

0 6=mod(ϕ|Ce)x > µx((D− Dred) ·Ce+ (D ·Ce)red)= 0.

Thus mod(ϕ|Ce) 6≤ (D− Dred) ·Ce+ (D ·Ce)red. �
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Chai’s conjecture and Fubini properties of
dimensional motivic integration
Raf Cluckers, François Loeser and Johannes Nicaise

We prove that a conjecture of Chai on the additivity of the base change conductor
for semiabelian varieties over a discretely valued field is equivalent to a Fubini
property for the dimensions of certain motivic integrals. We prove this Fubini
property when the valued field has characteristic zero.

1. Introduction

Let R be a henselian discrete valuation ring with quotient field K and perfect
residue field k. Let G be a semiabelian variety over K , i.e., an extension of an
abelian K -variety by a K -torus. Then G can be canonically extended to a smooth
separated commutative group scheme G over R, the so-called Néron lft-model of G
[Bosch et al. 1990, 10.1.1]. We say that G has semiabelian reduction if the identity
component of the special fiber of G is a semiabelian k-variety.

Chai [2000] introduced the base change conductor c(G) of G, a positive rational
number that measures the defect of semiabelian reduction of G. Its precise definition
is recalled in Definition 2.3.1. The base change conductor vanishes if and only
if G has semiabelian reduction. For algebraic tori, this invariant had previously
been defined and studied by Chai and Yu [2001]. They proved the deep result that
the base change conductor of a K -torus T is invariant under isogeny. Applying an
argument from [Gross and Gan 1999], they deduced that c(T ) equals one half of the
Artin conductor of the cocharacter module of T . For semiabelian varieties, however,
no similar cohomological interpretation is known to hold in general; in fact, the
base change conductor is not even invariant under isogeny [Chai 2000, §6.10], and
many of its properties remain mysterious. One of the main open questions is the
following conjecture:
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Conjecture 1.1 [Chai 2000, §8.1]. Let G be a semiabelian K -variety that fits into
an exact sequence of algebraic K -groups

0→ T → G→ A→ 0

with T a K -torus and A an abelian K -variety. Then we have

c(G)= c(A)+ c(T ).

The fundamental difficulty underlying this conjecture is that an exact sequence
of semiabelian varieties does not give rise to an exact sequence of Néron lft-models
in general. Chai proved the conjecture if k is finite, using Fubini’s theorem for
integrals with respect to the Haar measure on the completion of K . He also proved
the conjecture when K has mixed characteristic, using a different method and
applying the property that c(T ) only depends on the isogeny class of T . If k has
characteristic zero (more generally, if G obtains semiabelian reduction after a tame
finite extension of K ), Chai’s conjecture can be proven in an elementary way; see
[Halle and Nicaise 2011, 4.23].

In the first part of the present paper, we show that, in arbitrary characteristic,
Chai’s conjecture is equivalent to a Fubini property for the dimensions of certain
motivic integrals (Equation (4.2-1) in Theorem 4.2.1). We then prove in the second
part of the paper that this Fubini property holds when K has characteristic zero
(Theorem 4.2.3). This yields a new proof of the conjecture in that case, which is
close in spirit to Chai’s proof of the finite residue field case.

The strength of our approach lies in the fact that we combine insights of two
theories of motivic integration, namely, the geometric theory of motivic integration
on rigid varieties of Loeser and Sebag [2003] and the model-theoretic approach of
Cluckers and Loeser [2008; 2012]. Let us emphasize that the Fubini property in
(4.2-1) is not an immediate corollary of the Fubini results from [Cluckers and Loeser
2012]; see Remark 4.2.5. We need to combine the theory in [Cluckers and Loeser
2012] with a new result (Theorem 5.2.1 and its corollary), which roughly states
that the virtual dimension of a motivic integral over a fixed space only depends on
the dimensions of the values of the integrand. This theorem may be of independent
interest.

We hope that our reformulation of Chai’s conjecture in terms of motivic integrals
will also shed new light on the open case of the conjecture, when k is infinite, K
has positive characteristic and G is wildly ramified.

2. Preliminaries

2.1. Notation. Throughout this article, R denotes a henselian discrete valuation
ring with quotient field K and perfect residue field k. We denote by m the maximal
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ideal of R, Rsh a strict henselization of R and K sh its field of fractions. The residue
field ks of Rsh is an algebraic closure of k. We denote by R̂ the m-adic completion
of R and K̂ its field of fractions.

For every ring A, we denote by (Sch/A) the category of A-schemes. We consider
the special fiber functor

( · )k : (Sch/R)→ (Sch/k) : X 7→ Xk = X ×R k

and the generic fiber functor

( · )K : (Sch/R)→ (Sch/K ) : X 7→ XK = X×R K .

A variety over a ring A is a reduced separated A-scheme of finite type.

2.2. Néron models and semiabelian reduction. A semiabelian variety over a field
F is an extension of an abelian F-variety by an algebraic F-torus. Let G be a
semiabelian variety over K . It follows from [Bosch et al. 1990, 10.2.2] that G
admits a Néron lft-model G in the sense of [Bosch et al. 1990, 10.1.1]. It is the
minimal extension of G to a smooth separated group scheme over R. We say that
G has semiabelian reduction if the identity component Go

k of the special fiber of G

is a semiabelian k-variety. There always exists a finite separable extension L of K
such that G×K L has semiabelian reduction. If G is an abelian variety, then this is
Grothendieck’s semistable reduction theorem [Grothendieck et al. 1972, IX.3.6]. If
G is a torus, then one can take for L the splitting field of G. The general case is
easily deduced from these special cases; see [Halle and Nicaise 2010, 3.11].

Let K ′ be a finite separable extension of K , and denote by R′ the integral closure
of R in K ′. We set G ′ = G×K K ′, and we denote by G′ the Néron lft-model of G ′.
By the universal property of the Néron lft-model, there exists a unique morphism
of R′-schemes

h : G×R R′→ G′ (2.2-1)

that extends the natural isomorphism between the generic fibers. If G has semi-
abelian reduction, then h is an open immersion [Grothendieck et al. 1972, 3.1(e)],
which induces an isomorphism

(G×R R′)o→ (G′)o

between the identity components of G×R R′ and G′ [Demazure and Grothendieck
1970a, VIB.3.11].

2.3. The base change conductor. Let G be a semiabelian variety over K . Let
K ′ be a finite separable extension of K such that G ′ = G×K K ′ has semiabelian
reduction, and denote by e(K ′/K ) the ramification index of K ′ over K . The
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morphism (2.2-1) induces an injective morphism

Lie(h) : Lie(G)⊗R R′→ Lie(G′) (2.3-1)

of free R′-modules of rank dim(G).

Definition 2.3.1 [Chai 2000, §1]. The base change conductor of G is defined by

c(G)=
1

e(K ′/K )
· lengthR′(coker(Lie(h))).

This definition does not depend on the choice of K ′. The base change conductor
is a positive rational number that vanishes if and only if G has semiabelian reduction
[Halle and Nicaise 2011, 4.16]. One can view c(G) as a measure for the defect of
semiabelian reduction of G.

2.4. A generalization of Chai’s conjecture. Chai [2000, 8.1] asks whether one
can generalize Conjecture 1.1 as follows.

Question 2.4.1. Do we have c(G2)= c(G1)+ c(G3) for every exact sequence of
semiabelian K -varieties

0→ G1→ G2→ G3→ 0?

If G1, G2 and G3 are tori, this can be easily deduced from the deep fact that
the base change conductor of a torus is one half of the Artin conductor of the
cocharacter module [Chai and Yu 2001] in the following way:

Proposition 2.4.2. Let

0→ G1→ G2→ G3→ 0

be an exact sequence of K -tori. Then c(G2)= c(G1)+ c(G3).

Proof. The sequence of cocharacter modules

0→ X•(G1)→ X•(G2)→ X•(G3)→ 0

is exact. Tensoring with Q, we get a split exact sequence of Q[Gal(L/K )]-modules

0→ X•(G1)⊗Z Q→ X•(G2)⊗Z Q→ X•(G3)⊗Z Q→ 0

where L is the splitting field of G2. Thus, the Artin conductor of X•(G2)⊗Z Q is
the sum of the Artin conductors of X•(G1)⊗Z Q and X•(G3)⊗Z Q. Since the base
change conductor of a torus is one half of the Artin conductor of the cocharacter
module [Chai and Yu 2001], we find that c(G2)= c(G1)+ c(G3). �

Corollary 2.4.3. If Conjecture 1.1 holds, then Question 2.4.1 has a positive answer
when G1 is a torus.
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Proof. Assume that G1 is a torus. For every semiabelian K -variety G, we denote
by G tor its maximal subtorus and Gab = G/G tor its abelian part. We consider the
closed subgroup G̃2 = (G3)tor×G3 G2 of G2. We have a short exact sequence of
K -groups

0→ G1→ G̃2→ (G3)tor→ 0 (2.4-1)

so that G̃2 is an extension of K -tori and thus a torus. Moreover, the morphism

G2/G̃2→ G3/(G3)tor = (G3)ab

is an isomorphism so that G̃2 = (G2)tor and (G2)ab ∼= (G3)ab. By Conjecture 1.1,
we have c(Gi )= c((Gi )tor)+ c((Gi )ab) for i = 2, 3. Applying Proposition 2.4.2 to
the sequence (2.4-1), we find that c((G2)tor)= c(G1)+ c((G3)tor). It follows that
c(G2)= c(G1)+ c(G3). �

Below, we will follow a different approach. We will use the invariance of the
base change conductor of a torus under isogeny to reduce Question 2.4.1 to the case
where the maximal split subtorus (G3)sp of G3 is trivial (of course, this is always
the case if G3 is an abelian variety as in Conjecture 1.1). Then we prove that, if G1

is a torus and (G3)sp is trivial, the additivity property of the base change conductor
in Question 2.4.1 is equivalent to a certain Fubini property for motivic integrals.
We prove this Fubini property when K has characteristic zero. These arguments do
not use the invariance of the base change conductor of a torus under isogeny.

3. Motivic Haar measures on semiabelian varieties

3.1. The Grothendieck ring of varieties. Let F be a field. We denote by K0(VarF )

the Grothendieck ring of varieties over F . As an abelian group, K0(VarF ) is defined
by the following presentation:

generators: isomorphism classes [X ] of separated F-schemes of finite type X ,

relations: if X is a separated F-scheme of finite type and Y is a closed subscheme
of X , then

[X ] = [Y ] + [X \ Y ].

These relations are called scissor relations.

By the scissor relations, one has [X ] = [Xred] for every separated F-scheme of
finite type X , where Xred denotes the maximal reduced closed subscheme of X . We
endow the group K0(VarF ) with the unique ring structure such that

[X ] · [X ′] = [X ×F X ′]

for all separated F-schemes of finite type X and X ′. The identity element for the
multiplication is the class [Spec F] of the point. To any constructible subset C of a
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separated F-scheme of finite type X , one can associate an element [C] in K0(VarF )

by choosing a finite partition of C into subvarieties C1, . . . ,Cr of X and setting
[C] = [C1] + · · · + [Cr ]. The scissor relations imply that this definition does not
depend on the choice of the partition. For a detailed survey on the Grothendieck
ring of varieties, we refer to [Nicaise and Sebag 2011a].

We denote by K mod
0 (VarF ) the modified Grothendieck ring of varieties over F

[Nicaise and Sebag 2011a, §3.8]. This is the quotient of K0(VarF ) by the ideal IF

generated by elements of the form [X ] − [Y ] where X and Y are separated F-
schemes of finite type such that there exists a finite, surjective, purely inseparable
F-morphism Y → X . If F has characteristic zero, then it is easily seen that IF is
the zero-ideal [Nicaise and Sebag 2011a, 3.11] so that K0(VarF ) = K mod

0 (VarF ).
It is not known if IF is nonzero if F has positive characteristic. In particular, if
F ′ is a nontrivial finite purely inseparable extension of F , it is not known whether
[Spec F ′] 6= 1 in K0(VarF ).

There exists a canonical isomorphism from K mod
0 (VarF ) to the Grothendieck

ring K0(ACFF ) of the theory ACFF of algebraically closed fields over F [Nicaise
and Sebag 2011a, 3.13]. One may also consider the semiring variant K+0 (ACFF )

of the ring K0(ACFF ), defined as follows. Let Lring(F) be the ring language
with coefficients from F . As a semigroup, K+0 (ACFF ) is the quotient of the free
commutative semigroup generated by a symbol [X ] for each Lring(F)-definable set,
with zero-element [∅], and divided out by the following relations:

• if X and Y are Lring(F)-definable subsets of a common Lring(F)-definable set,
then

[X ∪ Y ] + [X ∩ Y ] = [X ] + [Y ],

• if there exists an Lring(F)-definable bijection X → Y for the theory ACFF ,
then [X ] = [Y ].

The semigroup K+0 (ACFF ) carries a structure of semiring, induced by taking
Cartesian products, [X ][Y ] = [X × Y ].

If R has equal characteristic, then we put

K R
0 (Vark)= K0(Vark).

If R has mixed characteristic, then we put

K R
0 (Vark)= K mod

0 (Vark).

We denote by L the class of the affine line A1
k in K R

0 (Vark) and also in K+0 (ACFk).
We will write MR

k for the localization of K R
0 (Vark) with respect to L and M+k for the

localization of K+0 (ACFk) with respect to L and the elements Li
− 1 for all i > 0.
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For every element α of K R
0 (Vark), we denote by P(α) its Poincaré polynomial

[Nicaise and Sebag 2011a, 4.13]. This is an element of Z[T ], and the map

P : K R
0 (Vark)→ Z[T ] : α 7→ P(α)

is a ring morphism. Hence, the map

P+ : K+0 (ACFk)→ Z[T ],

obtained by composing P with the canonical morphism

K+0 (ACFF )→ K0(ACFF )∼= K R
0 (Vark),

is a morphism of semirings. When α is the class of a separated k-scheme of finite
type X , then for every i ∈ N, the coefficient of T i in P(α) is (−1)i times the i-th
virtual Betti number of X . The degree of P(α) is twice the dimension of X [Nicaise
2011, 8.7].

We have P(L)= T 2 so that P localizes through a ring morphism

P :MR
k → Z[T, T−1

]

and P+ localizes through a semiring morphism

P+ :M+k → Z[T, T−1, (T 2i
− 1)−1

]i>0.

Definition 3.1.1. Let α be an element of MR
k or M+k . We define the virtual dimension

of α as 1/2 times the degree of the Poincaré polynomial P(α) or P+(α), respectively,
where the degree of the zero-polynomial is −∞ and (1/2) · (−∞) = −∞ by
convention. We denote the virtual dimension of α by dim(α).

By definition, the virtual dimension is an element of (1/2) ·Z∪{−∞}. For every
separated k-scheme of finite type X and every integer i , we have

dim([X ]Li )= dim(X)+ i.

3.2. Motivic integration on K-varieties. Let X be a K -variety. We say that X is
bounded if X (K sh) is bounded in X in the sense of [Bosch et al. 1990, 1.1.2]. If X
is a smooth K -variety, then by [Bosch et al. 1990, 3.4.2 and 3.5.7], X is bounded
if and only if X admits a weak Néron model X. This means that X is a smooth
R-variety endowed with an isomorphism XK → X such that the natural map

X(Rsh)→ X (K sh)

is a bijection.
The theory of motivic integration on rigid varieties was developed in [Loeser and

Sebag 2003] and further extended in [Nicaise and Sebag 2008; Nicaise 2009]. We
refer to [Nicaise and Sebag 2011b] for a survey; see in particular [Nicaise and Sebag
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2011b, §2.4] for an erratum to the previous papers. One of the main results can be
reformulated for algebraic varieties as follows. Let X be bounded smooth K -variety
of pure dimension, and let ω be a gauge form on X , i.e., a nowhere-vanishing
differential form of degree dim(X). Let X be a weak Néron model for X . For
every connected component C of Xk =X×R k, we denote by ordC ω the order of ω
along C . If $ is a uniformizer in R, then ordC ω is the unique integer n such that
$−nω extends to a generator of �dim(X)

X/R at the generic point of C .

Theorem-Definition 3.2.1. The object∫
X
|ω| = L− dim(X)

∑
C∈$0(Xk)

[C]L− ordC ω ∈MR
k (3.2-1)

only depends on X and ω and not on the choice of a weak Néron model X. We call
it the motivic integral of ω on X.

Proof. By [Nicaise 2011, 4.9], the formal m-adic completion of X is a formal weak
Néron model of the rigid analytification X rig of X ×K K̂ so that the result follows
from [Halle and Nicaise 2011, 2.3]. �

It is clear from the definition that the motivic integral of ω on X remains invariant
if we multiply ω with a unit in R.

Remark 3.2.2. In the literature, the factor L− dim(X) in the right-hand side of (3.2-1)
is sometimes omitted (for instance in [Nicaise and Sebag 2011b]); this depends on
the choice of a normalization for the motivic measure.

3.3. Motivic Haar measures. Consider a semiabelian K -variety G of dimension g.
We denote by G the Néron lft-model of G and �G the free rank-one R-module
of translation-invariant differential forms in �g

G/R(G). Note that �G ⊗R K is
canonically isomorphic to the K -vector space of translation-invariant differential
forms of maximal degree on G so that we can view �G as an R-lattice in this vector
space. We denote by ωG a generator of �G . It is unique up to multiplication with a
unit in R.

Let K ′ be a finite separable extension of K such that G ′ = G×K K ′ has semi-
abelian reduction, and let d be the ramification index of K ′ over K . Denote by R′ the
normalization of R in K ′. Dualizing the morphism (2.3-1) and taking determinants,
we find a morphism of free rank-one R′-modules

det(Lie(h))∨ :�G ′→�G ⊗R R′

that induces an isomorphism

�G ′ ⊗R′ K ′ ∼=�G ⊗R K ′
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by tensoring with K ′. Thus, we can view �G as a sub-R-module of �G ′ ⊗R′ K ′.
This yields the following alternative description of the base change conductor:

Proposition 3.3.1. Let$ ′ be a uniformizer in R′. The base change conductor c(G)
of G is the unique element r of Z[1/d] such that

($ ′)rdωG

generates the R′-module �G ′ .

Proof. Denote by G′ the Néron lft-model of G ′. By definition, the length of the
cokernel of the natural morphism

Lie(h) : Lie(G×R R′)→ Lie(G′)

from (2.3-1) is equal to c(G)d. Writing Lie(h) in Smith normal form, it is easily
seen that the cokernel of

det(Lie(h))∨ :�G ′→�G ⊗R R′

is isomorphic to R′/($ ′)c(G)d . �

Proposition 3.3.2. Let R→ S be a flat local homomorphism of discrete valuation
rings of ramification index one (in the sense of [Bosch et al. 1990, 3.6.1]), and
denote by L the quotient field of S. We denote by GL the Néron lft-model of G×K L.

(1) The natural morphism
G×R S→ GL

is an isomorphism. In particular, it induces an isomorphism of S-modules

�G ⊗R S ∼=�G×K L .

(2) We have c(G×K L)= c(G).

This applies in particular to the case S = R̂sh.

Proof. (1) The formation of Néron lft-models commutes with the base change
R→ S by [Bosch et al. 1990, 3.6.1].

(2) This follows easily from (1). �

The semiabelian K -variety G is bounded if and only if its Néron lft-model G is
of finite type over R [Bosch et al. 1990, 10.2.1]. In that case, G is called the Néron
model of G. If G is bounded, then for every gauge form ω on G, we can consider
the motivic integral ∫

G
|ω| ∈MR

k .

In particular, we can consider the motivic integral of the “motivic Haar measure”
|ωG | associated to G. It does not depend on the choice of ωG since ωG is unique
up to multiplication with a unit in R.
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Proposition 3.3.3. Let G be a bounded semiabelian K -variety of dimension g with
Néron model G. Let $ be a uniformizer in R. Then for every integer γ , we have∫

G
|$ γωG | = L−γ−g

[Gk] (3.3-1)

in MR
k . In particular, the virtual dimension of this motivic integral is equal to −γ .

Proof. Since ωG generates �G , we have

ordC($
γωG)= γ

for every connected component C of Gk . Thus, formula (3.2-1) becomes∫
G
|$ γωG | = L−γ−g

∑
C∈$0(Gk)

[C] = L−γ−g
[Gk]

in MR
k , where the last equality follows from the scissor relations in the Grothendieck

ring. �

3.4. Split subtori and bounded varieties. We mentioned in Section 3.3 that a semi-
abelian K -variety G is bounded if and only if the Néron lft-model G of G is
quasicompact. If R is excellent (e.g., complete) and k algebraically closed, then
this is also equivalent to the property that G does not contain a split torus [Bosch
et al. 1990, 10.2.1]. Since the boundedness condition plays an important role in the
definition of the motivic integral, we’ll now take a closer look at split subtori of semi-
abelian varieties. The results in this section will allow us to establish an equivalence
between Question 2.4.1 and a Fubini property of motivic integrals (Theorem 4.2.1).

Let F be any field. We denote by (SpT/F) the category of split F-tori and
(SAb/F) the category of semiabelian F-varieties (the morphisms in these categories
are morphisms of algebraic F-groups).

For every semiabelian F-variety G, we denote by Gsp the maximal split subtorus
of G [Halle and Nicaise 2010, 3.6]. If T is a split F-torus, then every morphism of
F-groups T → G factors through Gsp by [Halle and Nicaise 2010, 3.5]. Thus, we
can define a functor

( · )sp : (SAb/F)→ (SpT/F) : G 7→ Gsp.

For every semiabelian F-variety G, we put Gb
= G/Gsp. Then (Gb)sp is trivial

by the remark after [Halle and Nicaise 2010, 3.6]. It follows that every morphism of
semiabelian F-varieties f :G→ H induces a morphism of semiabelian F-varieties

f b
: Gb
→ H b

so that we obtain a functor

( · )b : (SAb/F)→ (SAb/F) : G 7→ Gb.
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Lemma 3.4.1. Let F be a field, and let f : G → H be a smooth morphism of
semiabelian K -varieties. Then the morphism fsp : Gsp→ Hsp is surjective.

Proof. The identity component of G ×H Hsp is a smooth and connected closed
subgroup of G and thus a semiabelian F-variety [Halle and Nicaise 2011, 5.2]. The
morphism

(G×H Hsp)
o
→ Hsp

is still smooth. Therefore, we may assume that H is a split torus. It follows from
[Demazure and Grothendieck 1970a, VIB.1.2] that the image of f is closed in H ,
and it is also open by flatness of f . Thus, f is surjective.

We denote by I the schematic image of the morphism g : Gsp → H . This
is a closed subgroup of the split torus H . The quotient H/I is again a split F-
torus (it is geometrically connected because Gsp is geometrically connected, and it
is smooth [Demazure and Grothendieck 1970a, VIB.9.2(xii)] and diagonalizable
[Demazure and Grothendieck 1970b, IX.8.1] so that it is a split torus). The quotient
Q = G/Gsp is an extension of an abelian F-variety and an anisotropic F-torus so
that the morphism of F-groups Q→H/I induced by f is trivial. But this morphism
is surjective by surjectivity of f so that H/I must be trivial and H = I . Since
the image of Gsp→ H is closed [Demazure and Grothendieck 1970a, VIB.1.2], it
follows that Gsp→ H is surjective. �

Proposition 3.4.2. Let F be a field, and let

0→ G1→ G2→ G3→ 0

be an exact sequence of semiabelian F-varieties.

(1) The schematic image of (G1)
b
→ (G2)

b is a semiabelian subvariety H of G2,
and the morphism (G1)

b
→ H is an isogeny. Moreover, the sequence

0→ H → (G2)
b
→ (G3)

b
→ 0 (3.4-1)

is exact.

(2) If (G3)sp is trivial, then

0→ (G1)
b
→ (G2)

b
→ (G3)

b
→ 0 (3.4-2)

is exact.

Proof. Dividing G1 and G2 by (G1)sp, we may assume that (G1)sp is trivial (here we
use that Gb

= (G/T )b for every semiabelian F-variety G and every split subtorus T
of G). Then (G1)

b
= G1.

First, we prove (1). The kernel of the morphism G1 → (G2)
b is the closed

subgroup G̃1 = G1×G2 (G2)sp of G1. It is also a closed subgroup of (G2)sp. By
[Demazure and Grothendieck 1970a, VIB.9.2(xii)], the quotient H = G1/G̃1 is
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smooth over F . Since (G2)sp is a split F-torus, we know that G̃1 is a diagonalizable
F-group [Demazure and Grothendieck 1970b, IX.8.1]. Since (G1)sp is trivial, the
F-group G̃1 must be finite so that the projection G1 → H is an isogeny. The
morphism G1→ G2 induces a morphism of F-groups H → (G2)

b that is a closed
immersion [Demazure and Grothendieck 1970a, VIB.1.4.2]. It identifies H with
the schematic image of G1→ (G2)

b. It follows from [Halle and Nicaise 2011, 5.2]
that H is a semiabelian F-variety because it is a connected smooth closed subgroup
of the semiabelian F-variety (G2)

b.
It is clear that (3.4-1) is exact at the right so that it remains to prove that this

sequence is also exact in the middle. By the natural isomorphism

(G2/G1)/((G2)sp/G̃1)∼= (G2/(G2)sp)/(G1/G̃1),

it is enough to show G̃2= (G2)sp/G̃1 is the maximal split subtorus of G3=G2/G1.
But (G2)sp→ (G3)sp is surjective by Lemma 3.4.1, and its kernel is precisely G̃1,
so we see that G̃2 = (G3)sp.

Now we prove (2). Assume that (G3)sp is trivial. Then the closed immersion
(G2)sp→ G2 factors through G1, and since (G1)sp is trivial, we find that (G2)sp

must be trivial. Thus, Gi = (Gi )
b for i = 1, 2, 3, and the result is obvious. �

If (G3)sp is not trivial, it can happen that the sequence

0→ (G1)
b
→ (G2)

b
→ (G3)

b
→ 0

in Proposition 3.4.2 is not left exact as is shown by the following:

Example 3.4.3. Let K be the field C((t)) of complex Laurent series, and put
K ′ = K ((

√
t)). The Galois group 0 = Gal(K ′/K ) is isomorphic to Z/2Z, and it is

generated by the automorphism σ that maps
√

t to −
√

t . Let G2 be the K -torus
with splitting field K ′ and character module

X (G2)= Z · e1⊕Z · e2

where σ permutes e1 and e2.
Let G1 be the maximal anisotropic subtorus of G2. Its character module is

X (G1) = X (G2)/X (G2)
0. We put G3 = G2/G1. This is a split K -torus with

character module X (G3)= X (G2)
0
= Z · (e1+ e2).

For every K -torus T that splits over K ′, we can consider the trace map

trT : X (T )→ X (T )0 : x 7→ x + σ · x .

It follows from the duality between tori and their character modules that the maximal
split subtorus of T has character module X (T )/ ker(trT ) and that T b is the K -torus
with character module ker(trT ). In this way, we see that (G1)sp is trivial and that
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(G2)
b is the K -torus with character module

ker(trG2)= Z · (e1− e2).

Thus, applying the functor ( · )b to the exact sequence of K -tori

0→ G1→ G2→ G3→ 0,

we obtain the sequence

0→ G1→ (G2)
b
→ 0→ 0 (3.4-3)

and the morphism of K -tori G1→ (G2)
b corresponds to the morphism of character

modules
α : Z · (e1− e2)→ X (G2)/X (G2)

0.

The morphism α is injective but not surjective; its cokernel is

X (G2)/(Z · (e1− e2)+Z · (e1+ e2))∼= Z/2Z

with trivial 0-action. Therefore, (3.4-3) is not exact. More precisely, the morphism

G1→ (G2)
b

is an isogeny with kernel µ2,K .

Proposition 3.4.4. Assume that R is excellent and that k is algebraically closed.
For every semiabelian K -variety G, the quotient Gb is a bounded semiabelian
K -variety.

Proof. Since (Gb)sp is trivial, this follows immediately from [Bosch et al. 1990,
10.2.1]. �

4. Chai’s conjecture and Fubini properties of motivic integrals

4.1. Chai’s conjecture and Haar measures. Let

0→ T → G→ A→ 0

be a short exact sequence of semiabelian K -varieties (as the notation suggests, the
main example we have in mind is the Chevalley decomposition of a semiabelian
K -variety G as in Conjecture 1.1, but we will work in greater generality). The
sequence of K -vector spaces

0→ Lie(T )→ Lie(G)→ Lie(A)→ 0

is exact, and by dualizing and taking determinants, we find a canonical isomorphism
of K -vector spaces

�G ⊗R K ∼= (�T ⊗R �A)⊗R K .
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In this way, we can view �T ⊗R �A as an R-lattice in �G ⊗R K .
The following proposition is implicit in the proof on pages 724–725 of [Chai

2000] (proof of Proposition 4.1 in [loc. cit.] when the residue field is finite):

Proposition 4.1.1. Assume that T is a torus. Let ωT and ωA be generators of �T

and �A, respectively. Let $ be a uniformizer of R, and denote by γ the unique
integer such that $−γ (ωT ⊗ωA) generates the R-module �G . Then

c(G)= c(T )+ c(A)+ γ.

In particular, c(G)− c(T )− c(A) belongs to Z.

Proof. By Proposition 3.3.2, we may assume that R is complete and that k is
algebraically closed. Suppose that

ωG :=$
−γ (ωT ⊗ωA)

generates �G . Let K ′ be a finite separable extension of K such that G ′ = G×K K ′

has semiabelian reduction, and denote by R′ the normalization of R in K ′. Then
A′ = A×K K ′ has semiabelian reduction and T ′ = T ×K K ′ is split [Halle and
Nicaise 2010, 4.1].

We denote by $ ′ a uniformizer of R′ and d the ramification degree of the
extension K ′/K . By Proposition 3.3.1, the R′-module �G ′ is generated by

($ ′)c(G)dωG,

and the analogous property holds for A and T . We denote by G′, T′ and A′ the
Néron lft-models of G ′, T ′ and A′, respectively. By the universal property of the
Néron lft-model, the exact sequence

0→ T ′→ G ′→ A′→ 0

extends uniquely to a sequence of R′-group schemes

0→ T′→ G′→A′→ 0

and this sequence is exact by [Chai 2000, 4.8(a)]. It follows that

�G ′ =�T ′ ⊗R′ �A′ ⊂�G ′ ⊗R′ K ′

so that both ($ ′)c(G)dωG and

($ ′)(c(T )+c(A))d(ωT ⊗ωA)= ($
′)(c(T )+c(A))d$ γωG

are generators of the free R′-module �G ′ . Thus, we find that

($ ′)(c(G)−c(T )−c(A))d$−γ
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is a unit in R′. This means that its $ ′-adic valuation is zero so that

c(G)= c(T )+ c(A)+ γ. �

Remark 4.1.2. Let
0→ T → G→ A→ 0

be an exact sequence of semiabelian K -varieties, and let ωT and ωA be generators
of �T and �A, respectively. Chai [2000, §8.1] considers the following statement:

One has c(G)= c(T )+ c(A) if and only if ωT ⊗ωA generates �G . (∗)

If T is a torus, then this is a corollary of Proposition 4.1.1. However, if T is not a
torus, it is not clear to us how statement (∗) can be proven although Chai hints that
it may be implicit in the proof on pages 724–725 of [Chai 2000]. If G, T and A
have semiabelian reduction, then c(G) = c(T ) = c(A) = 0 so that statement (∗)
contains the following special case:

If G, T and A have semiabelian reduction, then ωT ⊗ωA generates �G . (∗∗)

Even this property does not seem obvious because the sequence of identity
components of Néron lft-models

0→ To
→ Go

→Ao
→ 0

might not be exact; see [Bosch et al. 1990, 7.5.8] for an example where T , G
and A are abelian varieties with good reduction and To

→ Go is not a mono-
morphism. If statement (∗∗) is true, then the proof of Proposition 4.1.1 shows that
Proposition 4.1.1, and thus statement (∗), are valid without the assumption that T
is a torus.

Lemma 4.1.3. Let G be a semiabelian K -variety, and let T be a split subtorus
of G. Then c(G)= c(G/T ). In particular, c(G)= c(Gb).

Proof. We set H = G/T . By [Chai 2000, 4.8(a)], the canonical sequence of group
schemes

0→ T→ G→H→ 0

is exact so that �T ⊗�H =�G . Now the result follows from Proposition 4.1.1 and
the fact that c(T )= 0 because T has semiabelian reduction. �

4.2. Main results. We can now state our main results.

Theorem 4.2.1. Let
0→ T → G→ A→ 0
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be an exact sequence of semiabelian K -varieties with T a torus. We put

G̃ = (G×K K̂ sh)b and Ã = (A×K K̂ sh)b,

and we denote by T̃ the schematic image of the morphism

(T ×K K̂ sh)b→ G̃.

Then T̃ is a K̂ sh-subtorus of G̃,

0→ T̃ → G̃→ Ã→ 0

is an exact sequence of bounded semiabelian K̂ sh-varieties and

c(G)= c(T )+ c(A)

if and only if

dim
∫

G̃
|ωT̃ ⊗ω Ã| = dim

∫
T̃
|ωT̃ | + dim

∫
Ã
|ω Ã| = 0. (4.2-1)

Proof. By Proposition 3.3.2, we may assume that K is complete and k algebraically
closed so that K̂ sh= K . By Proposition 3.4.2, we know that T b and T̃ are isogenous
K -tori so that c(T b) = c(T̃ ) by [Chai and Yu 2001, 11.3 and 12.1]. Thus, by
Proposition 3.4.2 and Lemma 4.1.3, we may assume that T̃ = T , G̃ =G and Ã= A.
Then T , G and A are bounded, by Proposition 3.4.4, so that we can take motivic
integrals of gauge forms on T , G and A.

Let $ be a uniformizer in R. It follows from Proposition 3.3.3 that

dim
∫

T
|ωT | + dim

∫
A
|ωA| = 0

and that

dim
∫

G
|ωT ⊗ωA|

is equal to the unique integer γ such that

$ γ (ωT ⊗ωA)

generates the R-module �G . By Proposition 4.1.1, we know that γ = 0 if and only
if c(G)= c(T )+ c(A). �

Remark 4.2.2. In Conjecture 1.1, T is a torus and A is an abelian variety. This
implies that Asp is trivial so that A = Ab and

0→ T b
→ Gb

→ A→ 0

is exact by Proposition 3.4.2. In this case, in the proof of Theorem 4.2.1, we do not
need the fact that the base change conductor of a torus is invariant under isogeny.
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Theorem 4.2.3. Assume that K is complete and of characteristic zero and that k is
algebraically closed. Let

0→ T → G→ A→ 0

be an exact sequence of bounded semiabelian K -varieties with T a torus. Then

dim
∫

G
|ωT ⊗ωA| = dim

∫
T
|ωT | + dim

∫
A
|ωA| = 0.

We will prove Theorem 4.2.3 in Section 5.4, using the model-theoretic approach
to motivic integration in [Cluckers and Loeser 2012] and a new result on dimensions
of motivic integrals (Theorem 5.2.1). As a corollary, we obtain a new proof of the
following theorem:

Theorem 4.2.4 (Chai). Let

0→ T → G→ A→ 0

be an exact sequence of semiabelian K -varieties with T a torus. Assume that K is
of characteristic zero. Then

c(G)= c(T )+ c(A).

Proof. This follows at once from Theorem 4.2.1 and Theorem 4.2.3. �

Remark 4.2.5. Theorem 4.2.3 is not a direct corollary of the Fubini theorem in
[Cluckers and Loeser 2012] and the above results. We need to combine the Fubini
result [Cluckers and Loeser 2012, 12.5] with the new result in Theorem 5.2.1 and
its corollary below, which compares dimensions of motivic parameter integrals
under rather general conditions. By the lack of a definable section for the morphism
G→ A as in Theorem 4.2.3, the motivic integral of |ωG | over G may not be equal
to the product of the integrals of |ωT | over T and of |ωA| over A. By the corollary to
Theorem 5.2.1 and by the change of variables in [Cluckers and Loeser 2012, 12.4],
this product survives at the rough level of virtual dimensions, which is sufficient to
prove Theorem 4.2.3.

5. A comparison result for the dimensions of motivic integrals

In this section, we will work with a specific context falling under [Cluckers and
Loeser 2012] and define the dimension of motivic constructible functions at each
point. These functions play an important role in motivic integration and in general
Fubini results of [Cluckers and Loeser 2012; 2008]. In order to control dimensions
as desired for Equation (4.2-1) in Theorem 4.2.1, we will compare the dimensions
of the integrals of possibly different functions F and G when we are given that
F and G have the same dimension in every point. Theorem 5.2.1 provides such
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a comparison result with parameters, and its corollary gives a similar comparison
result for integrals on an algebraic variety with a volume form.

5.1. Dimensions of motivic constructible functions. In this section, we suppose R
is a complete discrete valuation ring of characteristic zero with quotient field K and
algebraically closed residue field k of characteristic p ≥ 0. We fix a uniformizer $
in K . We will use some terminology and results from [Cluckers and Loeser 2012]
with precise references. Let Lhigh(K ) be the Denef–Pas language Lhigh as in
[Cluckers and Loeser 2012, §2.3] enriched with coefficients from K and where the
angular component maps acn for n > 0 are given by acn(x)= x$− ord x mod ($)n

for nonzero x ∈ K . Let T be the Lhigh(K )-theory of K .
Since T falls under the combined Examples 1 and 4 of [Cluckers and Loeser

2012, §3.1], we can use the theory of motivic integration of [Cluckers and Loeser
2012]. Also, since T is a complete theory, any definable subassignment X is
uniquely determined by the definable set X (K ) with notation from [Cluckers and
Loeser 2012, §4.1]. We will sometimes say “definable set” instead of “definable
subassignment”.

We first define how to take (virtual) dimensions of several objects appearing in
[Cluckers and Loeser 2012]. Write Rn for the ring R/($ n) and $n for the image
of $ in Rn . Let Lr be the multisorted language with sorts Rn for integers n> 0, on
each Rn the ring language with coefficients from Rn , and with the natural projection
maps pn,m : Rn→ Rm for n ≥ m. It follows from the quantifier elimination results
of [Pas 1989; 1990] that any Lhigh(K )-definable set X ⊂

∏s
i=1 Rni is already Lr -

definable with parameters; see also [Cluckers and Loeser 2012, Theorem 3.10]. To
each Lr -definable set X ⊂

∏s
i=1 Rni , we associate an Lring(k)-definable set δ(X)

as follows. If R has mixed characteristic, the projection pn,1 induces a bijection
from the set of pn-th powers in Rn to k by Hensel’s lemma, Newton’s binomial
theorem and the hypotheses on K . Let us write Ppn for the set of pn-th powers
in Rn . Then any x in Rn can be written uniquely as

n−1∑
i=0

xi$
i
n,

with xi ∈ Ppn , yielding a bijection Rn → kn
: x 7→ (pn,1(xi ))i that is, in fact,

Lr -definable. If R has equal characteristic zero, we choose a retraction k→ R of
the ring morphism R→ k. This choice determines an isomorphism R→ k[[$ ]],
and we identify Rn ∼= k[$ ]/($ n) with the k-vector space kn by means of the basis
1,$, . . . ,$ n−1 of Rn . In both cases, we obtain a bijection

∏s
i=1 Rni → k N with

N =
∑s

i=1 ni . This identification maps the Lr -definable subset X of
∏s

i=1 Rni onto
an Lring(k)-definable subset of k N that we denote by δ(X).
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Recall from [Cluckers and Loeser 2012, §7.1] that C+(Point) is the Grothendieck
semiring of Lhigh(K )-definable subsets of Cartesian products of the form

∏s
i=1 Rni

up to definable isomorphisms with scissor relations, with zero-element [∅] and
localized with respect to L and the elements Li

− 1 for all i > 0, where L stands for
the class of the affine line over k. Clearly, δ induces a semiring morphism

C+(Point)→M+k ,

which we also denote by δ. Recall that objects in M+k have a dimension by
Definition 3.1.1.

For an Lhigh(K )-definable set Z , C+(Z) is a relative variant of C+(Point) over Z ;
see [Cluckers and Loeser 2012, §7.1]. An object ϕ ∈ C+(Z) is called a motivic
constructible function on Z . Moreover, for every z ∈ Z(K ), there is the evaluation
map i∗z : C+(Z)→ C+(Point) at z, and i∗z (ϕ) is called the evaluation of ϕ at z. For
an Lhigh(K )-definable set Z , a point z ∈ Z(K ) and a function ϕ in C+(Z), the
dimension of ϕ at z is defined as dim(δ(i∗z (ϕ))) and is denoted by dimz(ϕ). If Z is
the point and ϕ ∈ C+(Point), we write dim(ϕ) instead of dimPoint(ϕ).

5.2. A comparison result. In this section, definable will mean for the language
Lhigh(K ). Recall that, for definable sets X , Y and Z ⊂ X ×Y , under integrability
conditions in the fibers of the projection Z → X , called X -integrability, one can
integrate ϕ ∈ C+(Z) in the fibers of the projection Z → X to obtain a function
µ/X (ϕ) in C+(X); see [Cluckers and Loeser 2012, 9.1]. The method of [Cluckers
and Loeser 2008; 2012] for calculating integrals goes back to ideas by Denef [1984]
in the p-adic case and to Pas [1989; 1990] in a premotivic setting.

Now we can state and prove our comparison result, stating that the dimension of
a motivic integral only depends on the dimensions of the values of the integrand at
each point.

Theorem 5.2.1. Let F and G be in C+(Z), and suppose that Z ⊂ X × Y for some
definable sets X , Y and Z. Suppose that F and G are X-integrable and that

dimz(F)= dimz(G) for each point z on Z(K ).

Then one has

dimx(µ/X (F))= dimx(µ/X (G)) for each point x on X (K ).

Proof. For some integers n, r, s ≥ 0 and for some tuple m = (m1, . . . ,ms) of
nonnegative integers, Y is contained in K n

×
∏

1≤i≤s Rmi ×Zr . By projecting one
variable at a time and by iterating the one variable result, it suffices to consider the
case where two of the three values n, m and r are zero and either n = 1, r = 1 or
s = 1 and m1 = 1. By the cell decomposition theorem of [Pas 1989; 1990], we may
suppose that n = 0. Indeed, via cell decomposition, each integral over a valued
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field variable is precisely calculated as a sum over Z-variables and a subsequent
integral over residue ring variables; see [Cluckers and Loeser 2012, §8].

Recall that F is a finite sum of terms of the form ai ⊗ bi , with ai ∈ P+(Z) and
bi ∈ Q+(Z), and similarly for G with notation from [Cluckers and Loeser 2012,
§7.1]. (The semiring P+(Z) is related to the value group and Q+(Z) to the residue
field, and C+(Z) is a tensor product of both.)

If n = r = 0, then we may suppose that the ai lie in P+(X), and similarly for G,
by Proposition 7.5 of [Cluckers and Loeser 2012]. The result of the theorem now
follows from the definition in [Cluckers and Loeser 2012, §6] of µ/X in this case
and the following simple comparison property for dimensions of constructible sets
Ai ⊂ A

ni
k . If, for certain morphisms fi : A

ni
k → A

n3
k for i = 1, 2, one has that

f1(A1)= f2(A2) and, for each x ∈ A
n3
k (k), the dimension of f −1

1 (x)∩ A1 equals
the dimension of f −1

2 (x)∩ A2, then one has dim(A1)= dim(A2).
Let us finally consider the case that n = m = 0 and r = 1. In this case, we may

suppose that the bi lie in Q+(X), and similarly for G, again by Proposition 7.5 of
[Cluckers and Loeser 2012]. In the considered case, the theorem follows from the
definition of µ/X of [Cluckers and Loeser 2012] and the following two observations.
For any a ∈ A, where a = a(L) is thus a rational function in L of a specific kind,
one has that dim(a) equals the degree of the rational function a(L), where the
degree of a rational function is the degree of its numerator minus the degree of its
denominator and where the degree of 0 is defined as −∞. Secondly, there is the
following elementary comparison property for the degrees of rational functions.
Consider, for each i ∈ Z, an integer ni ≥ 0 and a polynomial ai (x) over Z in one
variable x such that ai (q)≥ 0 for each real q > 1. If there is a rational function r(x)
such that

∑
i∈Z ai (q)/qni converges and equals r(q) for each real q > 1, then

deg(r(x))=max
i

deg
(ai (x)

xni

)
,

where deg stands for the degree. Since summation of nonnegative functions over Z

in [Cluckers and Loeser 2012, §5] is calculated and defined by considering specific
sums of rational functions in L and by evaluating in real numbers q > 1, the result
follows. �

By working with affine charts over K , one may consider a variety V over K as
a definable subassignment, and one defines C+(V ) correspondingly; see [Cluckers
and Loeser 2012, §12.3]. Let us write

∫ CL for the integral as defined there, to
distinguish them from the integrals from Section 3.2 of this paper. The definition
of these integrals is based on finite affine covers of V over K , on finite additivity
for motivic integrals and on the change of variables formula.

Corollary 5.2.2. Let V be an algebraic variety over K with a volume form ωV . Let
F and G be integrable functions in C+(V ) such that, for each x ∈ V (K ), one has
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dimx(F)= dimx(G). Then their integrals have the same dimension:

dim
∫ CL

V
F |ωV | = dim

∫ CL

V
G|ωV |.

Proof. This follows immediately from Theorem 5.2.1 and the definition of the
integrals

∫ CL in [Cluckers and Loeser 2012, §12.3]. �

5.3. Gel′fand–Leray residues. Let f : X → Y be a smooth morphism between
smooth equidimensional varieties over K . Let m be the dimension of Y , and let
m + n be the dimension of X . Let ωX and ωY be differential forms of maximal
degree on X and Y , respectively. Assume that ωY is a gauge form, that is, a generator
of the line bundle �m

Y/K at each point of Y .
Since f is smooth, the fundamental sequence of locally free coherent OX -modules

0→ f ∗�1
Y/K →�1

X/K →�1
X/Y → 0

is exact [Grothendieck and Dieudonné 1967, 17.2.3]. Taking maximal exterior
powers, we obtain an isomorphism

f ∗�m
Y/K ⊗�

n
X/Y →�m+n

X/K .

Locally, this isomorphism is defined by

ϕ⊗ η 7→ ϕ ∧ η̃

where η̃ is any lift of η to �n
X/K . Since f ∗ωY generates the line bundle f ∗�m

Y/K ,
we obtain an isomorphism �n

X/Y →�m+n
X/K that is locally defined by

η 7→ f ∗ωY ∧ η̃.

The inverse image of ωX under this isomorphism is called the Gel′fand–Leray form
associated to ωX and ωY and denoted by ωX/ωY . It induces a differential form of
maximal degree on each of the fibers of f .

5.4. Proof of Theorem 4.2.3. It follows from Proposition 3.3.3 that

dim
∫

T
|ωT | = dim

∫
A
|ωA| = 0.

It is proven in Proposition 12.6 of [Cluckers and Loeser 2012] that the theory of
motivic integration developed there can be used to compute the motivic integrals
defined by the formula (3.2-1). In particular, the dimensions of the respective
motivic integrals are the same so that we can use the corollary of Theorem 5.2.1
and the results in [Cluckers and Loeser 2012] to prove Theorem 4.2.3.

We denote the projection morphism G→ A by f . Since H 1(K , T )= 0 by [Chai
2000, 4.3], the map f (K ) : G(K )→ A(K ) is surjective. For every a ∈ A(K ),
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we set Ga = f −1(a). If we choose a point x in Ga(K ), then the multiplication
by x defines an isomorphism τx : T → Ga . Since the relative differential form
(ωT ⊗ωA)/ωA on G is invariant under translation, the pullback through τx of its
restriction to Ga equals ωT . Thus, by the change of variables formula in [Cluckers
and Loeser 2012, 12.4], we have∫ CL

Ga

|(ωT ⊗ωA)/ωA| =

∫ CL

T
|ωT |

for each a in A(K ). Hence, by the Fubini property in [Cluckers and Loeser 2012,
12.5], we find that ∫ CL

G
|ωT ⊗ωA| =

∫ CL

A
ψ |ωA|

where ψ is a motivic constructible function on A such that dima(ψ)= 0 for each
a ∈ A(K ). Now Corollary 5.2.2 with V = A implies that

dim
∫ CL

A
ψ |ωA| = dim

∫ CL

A
|ωA| = 0.

Combining the above equations, we find

dim
∫

G
|ωT ⊗ωA| = dim

∫ CL

G
|ωT ⊗ωA| = 0,

which concludes the proof.
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between log canonicity and F-purity

Shunsuke Takagi

Dedicated to Professor Shihoko Ishii on the occasion of her sixtieth birthday

This paper presents three results on F-singularities. First, we give a new proof of
Eisenstein’s restriction theorem for adjoint ideal sheaves using the theory of F-
singularities. Second, we show that a conjecture of Mustat,ă and Srinivas implies
a conjectural correspondence of F-purity and log canonicity. Finally, we prove
this correspondence when the defining equations of the variety are very general.

Introduction

This paper deals with the theory of F-singularities, which are singularities defined
using the Frobenius morphism in positive characteristic. We present three main
results. First, we give a new proof of a restriction theorem for adjoint ideal sheaves.
Second, we show that a certain arithmetic conjecture implies a conjectural corre-
spondence of F-purity and log canonicity. Finally, we prove this correspondence
when the defining equations of the variety are very general.

The notion of the adjoint ideal sheaf along a normal Q-Gorenstein closed sub-
variety X of a smooth complex variety A with codimension c was introduced in
[Takagi 2010] (see Definition 1.8 for its definition). It is a modification of the
multiplier ideal sheaf associated to the pair (A, cX) and encodes much information
on the singularities of X . Eisenstein [2010] recently proved a restriction theorem
for these adjoint ideal sheaves. In this paper, we give a new proof of his result using
the theory of F-singularities.

Building on earlier results [Hara and Yoshida 2003; Takagi 2004b; 2008], we
introduced in [Takagi 2010] a positive characteristic analogue of the adjoint ideal
sheaf called the test ideal sheaf (see Proposition-Definition 1.1). We conjectured
that the adjoint ideal sheaf coincides after reduction to characteristic p� 0 with
the test ideal sheaf and some partial results were obtained in [loc. cit.]. Making use
of these results, we reduce the problem to an ideal theoretic problem on a normal
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Q-Gorenstein ring essentially of finite type over a perfect field of characteristic
p > 0. The desired restriction formula is then obtained by adapting the argument
of [Schwede 2009] (which can be traced back to [Fedder 1983]) to our setting (see
Theorem 3.2). As a corollary, we show the correspondence between adjoint ideal
sheaves and test ideal sheaves in a full generality (Corollary 3.4 on page 934).

The other ingredients of this paper are on a correspondence between F-pure
singularities and log canonical singularities. F-pure singularities are defined via
splitting of Frobenius morphisms (see Definition 1.3). Log canonical singulari-
ties form a class of singularities associated to the minimal model program (see
Definition 1.7). It is known that the pair (X; t Z) is log canonical if its modulo p
reduction (X p; t Z p) is F-pure for infinitely many primes p, and the converse is
conjectural (see Conjecture 2.4 for the precise statement). This conjecture is widely
open, and only a few special cases are known. On the other hand, Mustat,ă and
Srinivas [2011, Conjecture 1.1] proposed the following more arithmetic conjecture
to study a behavior of test ideal sheaves: if V is a d-dimensional smooth projective
variety over an algebraically closed field of characteristic zero, the action induced
by the Frobenius morphism on the cohomology group H d(Vp,OVp) of its modulo p
reduction Vp is bijective for infinitely many primes p. In this paper, we show
that their conjecture implies the correspondence of F-purity and log canonicity
(see Theorem 2.11). Our result can be viewed as strong evidence in favor of this
conjectural correspondence although the conjecture of Mustat,ă–Srinivas is also
largely open.

As additional evidence of this correspondence, we consider the case when the
defining equations of X are very general. Shibuta and Takagi [2009] proved the
correspondence if X = Cn and Z is a complete intersection binomial subscheme or
a space monomial curve. Using a similar idea, Hernández [2011] recently proved
the case when X = Cn and Z is a hypersurface of X such that the coefficients
of terms of its defining equation are algebraically independent over Q. Using
the techniques we have developed for Theorem 3.2, we generalize his result in
Theorem 4.1 (page 935).

1. Preliminaries

Test ideals and F-singularities of pairs. In this subsection, we briefly review the
definitions of test ideal sheaves and F-singularities of pairs. The reader is referred
to [Schwede 2008; 2009; 2011] and [Takagi 2004a; 2010] for the details.

Throughout this paper, all schemes are Noetherian, excellent and separated, and
all sheaves are coherent. Let A be an integral scheme of prime characteristic p. For
each integer e≥ 1, we denote by Fe

: A→ A or Fe
:OA→ Fe

∗
OA the e-th iteration of

the absolute Frobenius morphism on A. We say that A is F-finite if F : A→ A is a
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finite morphism. For example, every scheme essentially of finite type over a perfect
field is F-finite. Given an ideal sheaf I ⊆ OA, for each q = pe, we let I [q] ⊆ OA

denote the ideal sheaf identified with I ·Fe
∗

OA via the identification Fe
∗

OA∼=OA. For
a closed subscheme Y of A, we let IY denote the defining ideal sheaf of Y in X .

The notion of test ideal sheaves along arbitrary subvarieties was introduced in
[Takagi 2010]. Below we give an alternate description of these sheaves based on
the ideas of [Schwede 2009]. Let A be a normal Q-Gorenstein variety over an
F-finite field of characteristic p > 0 and X ⊆ A be a reduced equidimensional
closed subscheme of codimension c. Suppose that the Gorenstein index of A is not
divisible by p. There then exists infinitely many e such that (pe

− 1)K A is Cartier,
and we fix such an integer e0 ≥ 1. Grothendieck duality yields an isomorphism of
Fe0
∗ OA-modules

Fe0
∗

OA ∼=HomOA(F
e0
∗
((1− pe0)K A),OA),

and we let

ϕA,e0 : F
e0
∗

OA((1− pe0)K A)→ OA

denote the map corresponding to the global section 1 of OA via this isomorphism.
When A is Gorenstein, we can describe ϕA,e0 more explicitly: it is obtained by
tensoring the canonical dual (Fe0)∨ : Fe0

∗ ωA→ωA of the e0-times iterated Frobenius
morphism Fe0 : OA→ Fe0

∗ OA with OA(−K A). Also, the composite map

ϕA,e0 ◦ Fe0
∗
ϕA,e0 ◦ · · · ◦ F (n−1)e0

∗
ϕA,e0 : F

ne0
∗

OA((1− pne0)K A)→ OA

is denoted by ϕA,ne0 for all integers n ≥ 1. Just for convenience, ϕA,0 is defined to
be the identity map OA→ OA.

Proposition-Definition 1.1 (cf. [Takagi 2010, Definition 2.2]). Let the notation
be as above, and let Z :=

∑m
i=1 ti Zi be a formal combination, where the ti are

nonnegative real numbers and the Zi are proper closed subschemes of A that do
not contain any component of X in their support.

(1) There exists a unique smallest ideal sheaf J ⊆ OA whose support does not
contain any component of X and that satisfies

ϕA,ne0

(
Fne0
∗

(
JI

c(pne0−1)
X I

dt1(pne0−1)e
Z1

· · ·I
dtm(pne0−1)e
Zm

OA((1− pne0)K A)
))
⊆ J

for all integers n ≥ 1. This ideal sheaf is denoted by τ̃X (A, Z). When X =∅
(resp. Z =∅), we write simply τ̃ (A; Z) (resp. τ̃X (A)).

(2) (A, Z) is said to be purely F-regular along X if τ̃X (A, Z)= OA.
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Proof. We will prove that τ̃X (A, Z) always exists. First, we suppose that A is affine,
OA((1− pne0)K A)∼=OA and HomOA(F

e0
∗ OA,OA) is generated by ϕA,e0 as an Fe0

∗ OA-
module. Then HomOA(F

ne0
∗ OA,OA) is generated by ϕA,ne0 as an Fne0

∗ OA-module
for all n ≥ 1. Here we use the following fact:

Claim. There exists an element γ ∈ OA not contained in any minimal prime ideal
of IX and satisfying the following property: for every δ ∈ OA not contained in any
minimal prime of IX , there exists an integer n ≥ 1 such that

γ ∈ ϕA,ne0

(
Fne0
∗
(δI

c(pne0−1)
X I

dt1(pne0−1)e
Z1

· · ·I
dtm(pne0−1)e
Zm

)
)
.

Proof. Suppose that g ∈
⋂

i IZi is an element not contained in any minimal prime
of IX such that D(g)|X ⊆ X is regular. By [Takagi 2010, Example 2.6], D(g)
is purely F-regular along D(g)|X . It then follows from an argument similar to
[Schwede 2011, Proposition 3.21] that some power of g satisfies the condition of
the claim. �

Let γ ∈ OA be an element satisfying the conditions of the above claim. Then we
will show that

τ̃X (A, Z)=
∑
n≥0

ϕA,ne0

(
Fne0
∗
(γI

c(pne0−1)
X I

dt1(pne0−1)e
Z1

· · ·I
dtm(pne0−1)e
Zm

)
)
.

It is easy to check that
∑

n≥0 ϕA,ne0

(
Fne0
∗ (γI

c(pne0−1)
X I

dt1(pne0−1)e
Z1

· · ·I
dtm(pne0−1)e
Zm

)
)

is the smallest ideal J ⊆ OA containing γ and satisfying

ϕA,ne0

(
Fne0
∗
(JI

c(pne0−1)
X I

dt1(pne0−1)e
Z1

· · ·I
dtm(pne0−1)e
Zm

)
)
⊆ J

for all n ≥ 1. On the other hand, if an ideal I ⊆ OA is not contained in any minimal
prime of IX and satisfying

ϕA,ne0

(
Fne0
∗
(I I

c(pne0−1)
X I

dt1(pne0−1)e
Z1

· · ·I
dtm(pne0−1)e
Zm

)
)
⊆ I

for all n≥ 1, then γ is forced to be in I by definition. This completes the proof when
A is affine and HomOA(F

e0
∗ OA,OA) is generated by ϕA,e0 as an Fe0

∗ OA-module.
In the general case, τ̃X (A, Z) is obtained by gluing the constructions on affine

charts. �

Remark 1.2. The definition of τ̃X (A, Z) is independent of the choice of e0.

Next, we will give a definition of F-singularities of pairs and F-pure thresholds.

Definition 1.3 ([Takagi 2006, Definition 3.1; Schwede 2008, Proposition 3.3],
cf. [Schwede 2008, Proposition 5.3]). Let X be an F-finite integral normal scheme
of characteristic p > 0 and D be an effective Q-divisor on X . Let Z =

∑m
i=1 ti Zi

be a formal combination, where the ti are nonnegative real numbers and the Zi are
proper closed subschemes of X . Fix an arbitrary point x ∈ X .
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(i) ((X, D); Z) is said to be strongly F-regular at x if, for every nonzero γ ∈OX,x ,
there exist an integer e ≥ 1 and δ ∈ I

dt1(pe
−1)e

Z1,x · · ·I
dtm(pe

−1)e
Zm ,x such that

γ δFe
: OX,x → Fe

∗
OX (d(pe

− 1)De)x , a 7→ γ δa pe
,

splits as an OX,x -module homomorphism.

(ii) ((X, D); Z) is said to be sharply F-pure at x if there exist an integer e ≥ 1
and δ ∈ I

dt1(pe
−1)e

Z1,x · · ·I
dtm(pe

−1)e
Zm ,x such that

δFe
: OX,x → Fe

∗
OX (d(pe

− 1)De)x , a 7→ δa pe
,

splits as an OX,x -module homomorphism.

We simply say that (X; Z) is strongly F-regular (resp. sharply F-pure) at x if
((X, 0); Z) is. We say that (X, D) is strongly F-regular (resp. sharply F-pure) if
((X, D);∅) is. Also, we say that ((X, D); Z) is strongly F-regular (resp. sharply
F-pure) if it is for all x ∈ X .

(iii) Suppose that (X, D) is sharply F-pure at x . Then the F-pure threshold
fptx((X, D); Z) of Z at x is defined to be

fptx((X, D); Z) := sup{ t ∈ R≥0 | ((X, D); t Z) is sharply F-pure at x }.

We write simply fptx(X; Z) when D = 0.

Remark 1.4. Let A and Z be as in Proposition-Definition 1.1. Then (A; Z) is
strongly F-regular at a point x ∈ A if and only if τ̃ (A, Z)x = OA,x .

There exists a criterion for sharp F-purity called the Fedder type criterion, which
we will use later.

Lemma 1.5 [Fedder 1983, Lemma 1.6; Schwede 2008, Theorem 4.1]. Let A be
an F-finite regular integral affine scheme of characteristic p > 0 and X ⊆ A be a
reduced equidimensional closed subscheme.

(1) For each nonnegative integer e, the natural morphism

Fe
∗
(I
[pe
]

X : IX ) ·HomOA(F
e
∗

OA,OA)→HomOX (F
e
∗

OX ,OX )

sending s ·ϕA to ϕA ◦ Fe
∗
(×s) induces the isomorphism

Fe
∗
(I
[pe
]

X : IX )·HomOA(F
e
∗

OA,OA)

Fe
∗

I
[pe]

X ·HomOA(Fe
∗

OA,OA)

∼=HomOX (F
e
∗

OX ,OX ).

(2) Let Z =
∑m

i=1 ti Zi be a formal combination, where the ti are nonnegative real
numbers and the Zi are proper closed subschemes of A that do not contain
any component of X in their support. Let x ∈ X be an arbitrary point. Then
the following conditions are equivalent:
(a) (X; Z |X ) is sharply F-pure at x.
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(b) There exists an integer e0 ≥ 1 such that

(I
[pe0 ]
X,x : IX,x)I

dt1(pe0−1)e
Z1,x · · ·I

dtm(pe0−1)e
Zm ,x *m

[pe0 ]
A,x ,

which is equivalent to saying that

(I
[pne0 ]
X,x : IX,x)I

dt1(pne0−1)e
Z1,x · · ·I

dtm(pne0−1)e
Zm ,x *m

[pne0 ]
A,x

for all integers n ≥ 1. Here, mA,x ⊆ OA,x denotes the maximal ideal of x.

We remark that (2) is an easy consequence of (1) in Lemma 1.5.

Singularities of the minimal model program. In this subsection, we recall the
definitions of adjoint ideal sheaves, multiplier ideal sheaves and singularities of
pairs. The reader is referred to [Lazarsfeld 2004] for basic theory of multiplier ideal
sheaves and to [Eisenstein 2010; Takagi 2010] for that of adjoint ideal sheaves.

Let X be a normal variety over an algebraically closed field K of characteristic 0,
and let Z =

∑
i ti Zi be a formal combination, where the ti are nonnegative real

numbers and the Zi are proper closed subschemes of X . A log resolution of the
pair (X, Z) is a proper birational morphism π : X̃→ X with X a smooth variety
such that all scheme theoretic inverse images π−1(Zi ) are divisors and in addition⋃

i Suppπ−1(Zi )∪Exc(π) is a simple normal crossing divisor. The existence of
log resolutions is guaranteed by the desingularization theorem of Hironaka [1964].

Definition 1.6. Let X and Z be as above, and let D :=
∑

k dk Dk be a boundary
divisor on X , that is, D is a Q-divisor on X with 0≤ dk ≤ 1 for all k. In addition,
we assume that K X + D is Q-Cartier and no component of bDc is contained in the
support of the Zi . Fix a log resolution π : X̃→ X of (X, D+Z) such that π−1

∗
bDc is

smooth. Then the adjoint ideal sheaf adjD(X, Z) of (X, Z) along D is defined to be

adjD(X, Z) := π∗OX̃

(⌈
K X̃ −π

∗(K X + D)−
∑

i
tiπ−1(Zi )

⌉
+π−1
∗
bDc

)
⊆ OX .

When D = 0, we denote this ideal sheaf by J(X, Z) and call it the multiplier ideal
sheaf associated to (X, Z).

Definition 1.7. Let X and Z be as above, and let D be a Q-divisor on X such that
K X + D is Q-Cartier. Fix a log resolution π : X̃→ X of (X, D+ Z), and then we
can write

K X̃ = π
∗(K X + D)+

∑
i

tiπ−1(Zi )+
∑

j

a j E j ,

where the a j are real numbers and the E j are prime divisors on X̃ . Fix an arbitrary
point x ∈ X .

(i) ((X, D); Z) is said to be klt at x if a j >−1 for all j such that x ∈ π(E j ).
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(ii) ((X, D); Z) is said to be log canonical at x if a j ≥ −1 for all j such that
x ∈ π(E j ).

When X is Q-Gorenstein and D = 0, we simply say that (X; Z) is klt (resp. log
canonical) at x instead of saying that ((X, 0); Z) is klt (resp. log canonical) at x .
When Z = ∅, we simply say that (X, D) is klt (resp. log canonical) at x instead
of saying that ((X, D);∅) is klt (resp. log canonical) at x . Also, we say that
((X, D); Z) is klt (resp. log canonical) if it is so for all x ∈ X .

(iii) Suppose that (X, D) is log canonical at x . Then the log canonical threshold
lctx((X, D); Z) of Z at x is defined to be

lctx((X, D); Z) := sup{ t ∈ R≥0 | ((X, D); t Z) is log canonical at x }.

We simply denote this threshold lctx(X; Z) if X is Q-Gorenstein and D = 0.

When the ambient variety is smooth, we can generalize the notion of adjoint
ideal sheaves to the higher codimension case. Let A be a smooth variety over an
algebraically closed field of characteristic 0 and X⊆ A be a reduced equidimensional
closed subscheme of codimension c.

Definition 1.8 ([Takagi 2010, Definition 1.6]; cf. [Eisenstein 2010, Definition 3.4]).
Let the notation be as above. Let Z =

∑
i ti Zi be a formal combination, where the

ti are nonnegative real numbers and the Zi are proper closed subschemes of A that
do not contain any component of X in their support.

(i) Let f : A′→ A be the blow-up of A along X and E be the reduced excep-
tional divisor of f that dominates X . Let g : Ã→ A′ be a log resolution of
(A′, f −1(X)+

∑
i f −1(Zi )) so that the strict transform g−1

∗
E is smooth, and

set π = f ◦ g. Then the adjoint ideal sheaf adjX (A, Z) of the pair (A, Z)
along X is defined to be

adjX (A, Z) := π∗O Ã

(
K Ã/A− cπ−1(X)−

⌊∑
i

tiπ−1(Zi )
⌋
+ g−1
∗

E
)
.

(ii) (A; Z) is said to be plt along X if adjX (A, Z)= OA.

Remark 1.9. (1) Definitions 1.6, 1.7 and 1.8 are independent of the choice of a
log resolution used to define them.

(2) Let X and Z be as in Definition 1.7, and assume that X is Q-Gorenstein. Then
(X; Z) is klt at a point x ∈ X if and only if J(X, Z)x = OX,x .

2. Reduction from characteristic 0 to characteristic p

In this section, we briefly review how to reduce things from characteristic 0 to
characteristic p>0. Our main references are [Hochster and Huneke 1999, Chapter 2;
Mustat,ă and Srinivas 2011, Section 3.2].



924 Shunsuke Takagi

Let X be a scheme of finite type over a field K of characteristic 0 and Z =
∑

i ti Zi

be a formal combination, where the ti are real numbers and the Zi are proper closed
subschemes of X . Choosing a suitable finitely generated Z-subalgebra B of K , we
can construct a scheme X B of finite type over B and closed subschemes Zi,B ( X B

such that there exist isomorphisms

X
∼= // X B ×Spec B Spec K

Zi
∼= //

?�

OO

Zi,B ×Spec B Spec K
?�

OO

Note that we can enlarge B by localizing at a single nonzero element and replacing
X B and Zi,B with the corresponding open subschemes. Thus, applying the generic
freeness [Hochster and Huneke 1999, (2.1.4)], we may assume that X B and the
Zi,B are flat over Spec B. Letting Z B :=

∑
i ti Zi,B , we refer to (X B, Z B) as a

model of (X, Z) over B. Given a closed point µ ∈ Spec B, we let Xµ (resp. Zi,µ)
denote the fiber of X B (resp. Zi,B) over µ and define Zµ :=

∑
i ti Zi,µ. Then

Xµ is a scheme of finite type over the residue field κ(µ) of µ, which is a finite
field of characteristic p(µ). If X is regular, then after possibly enlarging B, we
may assume that X B is regular. In particular, there exists a dense open subset
W ⊆ Spec B such that Xµ is regular for all closed points µ ∈ W . Similarly, if X
is normal (resp. reduced, irreducible, locally a complete intersection, Gorenstein,
Q-Gorenstein of index r , Cohen–Macaulay), then so is Xµ for general closed points
µ ∈ Spec B. Also, dim X = dim Xµ and codim(Zi , X) = codim(Zi,µ, Xµ) for
general closed points µ ∈ Spec B. In particular, if X is normal and Z is a Q-Weil
(resp. Q-Cartier) divisor on X , then Zµ is a Q-Weil (resp. Q-Cartier) divisor on Xµ
for general closed points µ ∈ Spec B. If K X is a canonical divisor on X , then K X,µ

gives a canonical divisor K Xµ on Xµ for general closed points µ ∈ Spec B.
Given a morphism f : X → Y of schemes of finite type over K and a model

(X B, YB) of (X, Y ) over B, after possibly enlarging B, we may assume that f is
induced by a morphism fB : X B→ YB of schemes of finite type over B. Given a
closed point µ ∈ Spec B, we obtain a corresponding morphism fµ : Xµ→ Yµ of
schemes of finite type over κ(µ). If f is projective (resp. finite), then so is fµ for
general closed points µ ∈ Spec B.

Definition 2.1. Let P be a property defined for a triple (X, D, Z), where X is a
scheme of finite type over a finite field, D is an effective Q-divisor on X and Z is
an R≥0-linear combination of closed subschemes of X .

(i) ((X, D); Z) is said to be of P type if, for a model of (X, D, Z) over a finitely
generated Z-subalgebra B of K , there exists a dense open subset W ⊆ Spec B
such that ((Xµ, Dµ); Zµ) satisfies P for all closed points µ ∈W .
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(ii) ((X, D); Z) is said to be of dense P type if, for a model of (X, D, Z) over a
finitely generated Z-subalgebra B of K , there exists a dense subset of closed
points W ⊆ Spec B such that ((Xµ, Dµ); Zµ) satisfies P for all µ ∈W .

Remark 2.2. (1) By enlarging B, ((X, D); Z) is of P type if and only if for some
model over B, P holds for all closed points µ ∈ Spec B.

(2) When P is strong F-regularity, pure F-regularity or sharp F-purity, the above
definition is independent of the choice of a model.

There exists a correspondence between adjoint ideal sheaves and test ideal
sheaves.

Theorem 2.3 ([Takagi 2008, Theorem 5.3]; cf. [Hara and Yoshida 2003; Takagi
2004b]). Let X be a normal variety over a field K of characteristic 0, and let
Z =

∑
i ti Zi be a formal combination, where the ti are nonnegative real numbers

and the Zi are proper closed subschemes of X. Let D =
∑

j d j D j be a boundary
divisor on X such that K X +D is Q-Cartier and no component of bDc is contained
in the support of the Zi . Given any model of (X, Z , D) over a finitely generated
Z-subalgebra B of K , there exists a dense open subset W ⊆ Spec B such that

adjD(X, Z)µ = τ̃Dµ
(Xµ, Zµ)

for every closed point µ ∈W . In particular, ((X, D); Z) is klt at x if and only if it
is of strongly F-regular type at x.

An analogous correspondence between log canonicity and F-purity, that is, the
equivalence of log canonical pairs and pairs of dense sharply F-pure type, is largely
conjectural.

Conjecture 2.4. Let X be a normal variety over an algebraically closed field K
of characteristic 0 and D be an effective Q-divisor on X such that K X + D is
Q-Cartier. Let Z =

∑
i ti Zi be a formal combination, where the ti are nonnegative

rational numbers and the Zi are proper closed subschemes of X. Fix an arbitrary
point x ∈ X.

(i) ((X, D); Z) is log canonical at x if and only if it is of dense sharply F-pure
type at x.

(ii) Suppose that (X, D) is log canonical at x. Given any model of (X, D, Z , x)
over a finitely generated Z-subalgebra B of K , there exists a dense subset of
closed points W ⊆ Spec B such that

lctx((X, D); Z)= fptxµ((Xµ, Dµ); Zµ)

for all µ ∈W .
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Remark 2.5. (1) It is easy to see that (i) implies (ii) in Conjecture 2.4.

(2) If ((X, D); Z) is of dense sharply F-pure type at x , then by [Hara and Watanabe
2002, Theorem 3.3; Takagi 2004a, Proposition 3.8], it is log canonical at x .

Remark 2.6. Conjecture 2.4 is known to hold in the following cases (see also
Theorem 4.1):

(i) X is a Q-Gorenstein toric variety, D= 0 and the Zi are monomial subschemes.

(ii) X is the affine space An
K , D=0 and Z = t1 Z1, where Z1 is a binomial complete

intersection subscheme or a space monomial curve (in the latter case, n = 3).

(iii) X is a normal surface, D is an integral effective divisor on X and Z =∅.

(iv) X is the affine space An
K , D = 0 and Z is a hypersurface of X such that the

coefficients of terms of its defining equation are algebraically independent
over Q.

Case (i) follows from [Blickle 2004, Theorem 3], (ii) from [Shibuta and Takagi
2009, Theorem 0.1] and (iv) from [Hernández 2011, Theorem 5.16]. We explain
here how to check the case (iii). If D 6= 0, then it follows from comparing [Hara
and Watanabe 2002, Theorem 4.5] with [Kawamata 1988, Theorem 9.6]. So we
consider the case when D = 0. By Remark 2.5, it suffices to show that a two-
dimensional log canonical singularity (X, x) is of dense F-pure type. Passing to
an index-1 cover, we may assume that (X, x) is Gorenstein. If it is log terminal,
then by [Hara 1998, Theorem 5.2] (see also Theorem 2.3), it is of F-regular type
and, in particular, of dense F-pure type. Hence, we can assume that (X, x) is not
log terminal, that is, (X, x) is a cusp singularity or a simple elliptic singularity.
By [Mehta and Srinivas 1991, Theorem 1.2; Watanabe 1988, Theorem 1.7], cusp
singularities are of dense F-pure type. Also, by [Mehta and Srinivas 1991], a simple
elliptic singularity with exceptional elliptic curve E is of dense F-pure type if and
only if for a model EB of E over a finitely generated Z-subalgebra B ⊆ K , there
exists a dense subset of closed points W ⊆ Spec B such that Eµ is ordinary for
all µ∈W . Applying the same argument as the proof of [Mustat,ă and Srinivas 2011,
Proposition 5.3], we may assume that E is defined over Q. It then follows from
the ordinary reduction theorem of Serre [1966] that such W always exists. Thus,
simple elliptic singularities are of dense F-pure type.

Lemma 2.7. In order to prove Conjecture 2.4, it is enough to consider the case
when Z =∅.

Proof. Since the question is local, we work in a sufficiently small neighborhood
of x . By Remark 2.5, it suffices to show that if ((X, D); Z) is log canonical, then
it is of dense sharply F-pure type.
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Suppose that ((X, D); Z) is log canonical. Let hi,1, . . . , hi,mi be a system of
generators for IZi for each i . Let gi,1, . . . , gi,mi be general linear combinations of
hi,1, . . . , hi,mi with coefficients in K , and set gi :=

∏mi
j=1 gi, j so that(

X, D+
∑

i

ti
m i

divX (gi )

)
(†)

is log canonical. On the other hand, since gi ∈Imi
Zi

, if (†) is of dense sharply F-pure
type, then so is ((X, D); Z). Therefore, it is enough to show that the log canonical
pair (†) is of dense sharply F-pure type. �

Mustat,ă and Srinivas [2011] recently proposed the following more arithmetic
conjecture and related it to another conjecture on a comparison between multiplier
ideal sheaves and test ideal sheaves:

Conjecture 2.8 [Mustat,ă and Srinivas 2011, Conjecture 1.1]. Let X be an n-
dimensional smooth projective variety over Q. Given a model of X over a finitely
generated Z-subalgebra B of Q, there exists a dense subset of closed points
W ⊆ Spec B such that the action induced by Frobenius on H n(Xµ,OXµ) is bijective
for all µ ∈W .

Remark 2.9. Conjecture 2.8 is known to be true when X is a smooth projective
curve of genus less than or equal to 2 (see [Mustat,ă and Srinivas 2011, Example 5.5],
which can be traced back to [Ogus 1982; Serre 1966]) or a smooth projective surface
of Kodaira dimension 0; see [Jang 2011, Proposition 2.3].

Example 2.10. We check that Conjecture 2.8 holds for the Fermat hypersurface X
of degree d in Pn

K over a field K of characteristic 0. Given a prime number p,
set Sp := Fp[x0, . . . , xn], mp := (x0, . . . , xn)⊆ Sp, f p := xd

0 + · · · + xd
n ∈ Sp and

X p := Proj Sp/ f p. Since H n−1(X p,OX p) = 0 for almost all p when d ≤ n, we
consider the case when d ≥ n+ 1. Note that

H n−1(X p,OX p)
∼=
[
H n
mp
(Sp/ f p)

]
0
∼=
[
(0 : f p)Hn+1

mp (Sp)

]
−d .

Via this isomorphism, the action induced by Frobenius on H n−1(X p,OX p) is iden-
tified with

f p−1
p F :

[
(0 : f p)Hn+1

mp (Sp)

]
−d →

[
(0 : f p)Hn+1

mp (Sp)

]
−d ,

where F : H n+1
mp

(Sp)→ H n+1
mp

(Sp) is the map induced by Frobenius on H n+1
mp

(Sp).
Let

ξ := [z/(x0 · · · xn)
m
] ∈ H n+1

mp
(Sp)

be a homogeneous element such that f p−1
p F(ξ) vanishes; that is, such that f p−1

p z p

lies in (xmp
0 , . . . , xmp

n ). Set W := { p ∈ Spec Z | p ≡ 1 mod d }, which is a dense
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subset of Spec Z, and suppose that p ∈W . Let a0, . . . , an be nonnegative integers
such that

∑n
i=0 an = d − n− 1. Then the term(

xd(a0+1)
0 · · · xd(an+1)

n
)(p−1)/d

= (xa0
0 · · · x

an
n )

px p−a0−1
0 · · · x p−an−1

n

appears in the expansion of f p−1
p . Since {x i1

1 · · · x
in
n }0≤i1,...,in≤p−1 is a free basis

of Sp as an S p
p -module, f p−1z p can be written as

f p−1z p
= u(xa0

0 · · · x
an
n z)px p−a0−1

0 · · · x p−an−1
n +

∑
i j 6=p−a j−1

g p
i0,...,in

x i0
0 · · · x

in
n ,

where u ∈ Fp is a nonzero element and gi0,...,in ∈ Sp for each 0≤ i0, . . . , in ≤ p−1.
Let ϕ : F∗Sp→ Sp be the S-linear map sending x p−a0−1

0 · · · x p−an−1
n to 1 and the

other part of the basis to 0. Then

uxa0
0 · · · x

an
n z = ϕ( f p−1z p) ∈ ϕ((xmp

0 , . . . , xmp
n ))⊆ (xm

0 , . . . , xm
n ).

By the definition of the ai , one has md−n−1
p z ⊆ (xm

0 , . . . , xm
n ), that is, md−n−1

p ξ = 0
in H n+1

mp
(Sp). This means that deg ξ ≥−d+1, and we conclude that, for all p ∈W ,

f p−1
p F : [(0 : f p)Hn+1

mp (Sp)
]−d → [(0 : f p)Hn+1

mp (Sp)
]−d is injective.

The following result comes from a discussion with Karl Schwede, whom the
author thanks:

Theorem 2.11. If Conjecture 2.8 holds, then Conjecture 2.4 holds as well.

To prove it, we use a notion of sharp F-purity for noneffective integral divisors.

Definition 2.12. Let X be an F-finite normal integral scheme of characteristic
p > 0 and D be a (not necessarily effective) integral divisor on X . We assume
that K X + D is Q-Cartier with index not divisible by p. Let x ∈ X be an arbitrary
point. We decompose D as D= D+−D−, where D+ and D− are effective integral
divisors on X that have no common irreducible components. We then say that
the pair (X, D) is sharply F-pure at x if there exists an integer e0 > 0 such that
(pe0 − 1)(K X + D) is Cartier and that for all positive multiples e = ne0 of e0, one
has an OX,x -linear map ϕ : Fe

∗
OX ((pe

− 1)D++ D−)x → OX (D−)x whose image
of Fe

∗
OX (D−)x contains 1. We say that (X, D) is sharply F-pure if it is sharply

F-pure at every closed point of X .

If D is an effective integral divisor, this definition coincides with Definition 1.3(ii).
We need a variant of [Schwede and Tucker 2012, Theorem 6.28] involving sharp
F-purity in the sense of Definition 2.12.

Lemma 2.13 (cf. [Schwede and Tucker 2012, Theorem 6.28]). Let π : Y → X be
a finite separable morphism of F-finite normal integral schemes of characteristic
p > 0. Let 1X be an effective Q-divisor on X such that K X +1X is Q-Cartier
with index not divisible by p. Suppose that 1Y is an integral divisor on Y such that
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KY +1Y =π
∗(K X+1X ). Also, we assume that the trace map TrY/X :π∗OY → OX

is surjective. Then (X,1X ) is sharply F-pure if and only if (Y,1Y ) is sharply
F-pure in the sense of Definition 2.12.

Proof. The statement is local on X , so we assume that X = Spec A and Y = Spec B,
where A is a local ring and B is a semilocal ring. There exists e0 ∈ N such that
(pe0 − 1)(K X +1) is Cartier. Then HomA(Fe

∗
A((pe

− 1)1X ), A) is a free Fe
∗

A-
module of rank 1 for all positive multiples e = ne0 of e0. Let ϕX : Fe

∗
A→ A be its

generator. We decompose 1Y as 1Y,+−1Y,−, where 1Y,+ and 1Y,− are effective
integral divisors on Y that have no common components. Then the Fe

∗
B-module

HomB
(
Fe
∗

B((pe
− 1)1Y,++1Y,−), B(1Y,−)

)
∼= Fe

∗
B((1− pe)(KY +1Y ))

= Fe
∗
π∗A((1− pe)(K X +1X ))

∼= Fe
∗
π∗A = Fe

∗
B,

and we pick its generator ϕY : Fe
∗

B(1Y,−)→ B(1Y,−) extending ϕX : Fe
∗

A→ A.
Suppose that (X,1X ) is sharply F-pure. By the definition of sharp F-purity,

after possibly enlarging e, we have that 1 ∈ ImϕX ⊆ ImϕY , and hence, (Y,1Y ) is
sharply F-pure.

Conversely, suppose that (Y,1Y ) is sharply F-pure. Making e larger if necessary,
we may assume that 1 ∈ ImϕY . Note that 1Y = π

∗1X − R and R ≥1Y,−, where
R denotes the ramification divisor of π . Then the Fe

∗
B-module

HomB
(
Fe
∗

B((pe
− 1)π∗1X + R), B(R)

)
∼= Fe

∗
π∗A((1− pe)(K X +1X ))

∼= HomB(Fe
∗

B((pe
− 1)1Y,++1Y,−), B(1Y,−)).

We pick its generator ϕ̃Y : Fe
∗

B(R)→ B(R) extending ϕY : Fe
∗

B(1Y,−)→ B(1Y,−).
Since the trace map TrY/X corresponds to the ramification divisor R, we have the
following commutative diagram:

Fe
∗

A
ϕX // A

Fe
∗

B(R)
ϕ̃Y //

Fe
∗ TrY/X

OO

B(R)

TrY/X

OO

The surjectivity of the trace map TrY/X : B→ A implies that

1 ∈ TrY/X (ImϕY )⊆ TrY/X (Im ϕ̃Y )= ϕX (Im Fe
∗

TrY/X )= ImϕX

because B ⊆ ImϕY . Thus, (X,1X ) is sharply F-pure. �

Proof of Theorem 2.11. Let the notation be as in Conjecture 2.4. By Lemma 2.7,
we may assume that K X + D is Cartier and Z =∅. Since the question is local, we
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work in a sufficiently small neighborhood of x . By Remark 2.5, it suffices to show
that if (X, D) is log canonical, then it is of dense sharply F-pure type.

Suppose that (X, D) is log canonical. By [Kollár and Mori 1998, Section 2.4],
there exists a finite morphism f : X ′ → X from a normal variety X ′ over K
such that f ∗(K X + D) is Cartier. Let D′ be a (not necessarily effective) integral
divisor on X ′ such that K X ′ + D′ = f ∗(K X + D). It then follows from [Kollár
and Mori 1998, Proposition 5.20] that (X ′, D′) is log canonical. We decompose
D′ as D′ = D′

+
− D′

−
, where D′

+
and D′

−
are effective integral divisors on X that

have no common components. Take a log resolution π : X̃→ X ′ of (X ′, D′), and
let E denote the reduced divisor supported on the π-exceptional locus Exc(π).
Let (X B, DB, X ′B, D′B = D′

+,B − D′
−,B, πB, EB) be a model of (X, D, X ′, D′ =

D′
+
− D′

−
, π, E) over a finitely generated Z-subalgebra B of K . After possibly

enlarging B, we may assume that K Xµ+Dµ is Q-Cartier with index not divisible by
the characteristic p(µ) and that the trace map TrX ′µ/Xµ : fµ∗OX ′µ→OXµ is surjective
for all closed points µ ∈ Spec B.

By virtue of [Mustat,ă and Srinivas 2011, Theorem 5.10], there exists a dense
subset of closed points W ⊆ Spec B such that for every integer e ≥ 1 and every
µ ∈W , the map

πµ∗F
e
∗
(OX̃µ(K X̃µ +πµ

−1
∗

D′
+,µ+ Eµ))→ πµ∗OX̃µ(K X̃µ +πµ

−1
∗

D′
+,µ+ Eµ), (�)

induced by the canonical dual of the e-times iterated Frobenius map OX̃µ→ Fe
∗

OX̃µ ,
is surjective. Tensoring (�) with OX ′µ(−K X ′µ − D′µ), one can see that the map

ρ : πµ∗F
e
∗

(
OX̃µ

(
M + (1− p(µ)e)π∗µ(K X ′µ + D′µ)

))
→ πµ∗OX̃µ(M)

is surjective, where M = K X̃µ+πµ
−1
∗

D′
+,µ−π

∗
µ(K X ′µ+D′µ)+ Eµ. Since (X ′, D′)

is log canonical, 1 ∈ πµ∗OX̃µ(M) ⊆ OX ′µ(D
′
−,µ). By Grothendieck duality, ρ is

identified with the evaluation map

Fe
∗

OX ′µ(D
′

−,µ)⊗HomOX ′µ

(
Fe
∗

OX ′µ

(
(p(µ)e− 1)D′

+,µ+ D′
−,µ

)
,OX ′µ(D

′

−,µ)
)

→ OX ′µ(D
′

−,µ).

The subjectivity of ρ then implies that there exists an OX ′-linear map

ϕX ′ : Fe
∗

OX ′µ((p(µ)
e
− 1)D′

+,µ+ D′
−,µ)→ OX ′µ(D

′

−,µ)

such that 1 ∈ ϕX ′(Fe
∗

OX ′µ(D
′
−,µ)). That is, (X ′µ, D′µ) is sharply F-pure in the sense

of Definition 2.12. Applying Lemma 2.13, we conclude that (Xµ, Dµ) is sharply
F-pure for all µ ∈W . �

Remark 2.14. Let Y be an S2, G1 and seminormal variety over an algebraically
closed field K of characteristic 0 and 0 be an effective Q-Weil divisorial sheaf
on Y such that KY +0 is Q-Cartier. Combining Theorem 2.11 with [Miller and
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Schwede 2012, Corollary 4.4], we can conclude that if Conjecture 2.8 holds, then
the pair (Y, 0) is semilog canonical if and only if it is of dense sharply F-pure type.

3. Restriction theorem for adjoint ideal sheaves

In this section, building on an earlier work [Takagi 2010], we give a new proof of
Eisenstein’s restriction theorem for adjoint ideal sheaves using test ideal sheaves.

Definition 3.1. Let A be a smooth variety over an algebraically closed field K
of characteristic 0 and X ⊆ A be a normal Q-Gorenstein closed subvariety of
codimension c. Let r denote the Gorenstein index of X , that is, the smallest positive
integer m such that mK X is Cartier. Then the l.c.i. defect ideal sheaf 1 JX ⊆ OX

is defined as follows. Since the construction is local, we may consider the germ
at a closed point x ∈ X ⊆ A. We take generally a closed subscheme Y of A that
contains X and is locally a complete intersection (l.c.i. for short) of codimension c.
By Bertini’s theorem, Y is the scheme-theoretic union of X and another variety CY

of codimension c. Then the closed subscheme DY
:= CY

|X of X is a Weil divisor
such that r DY is Cartier and OX (r K X ) = OX (−r DY )ω⊗r

Y . The l.c.i. defect ideal
sheaf JX is defined by

JX :=
∑

Y

OX (−r DY ),

where Y runs through all the general l.c.i. closed subschemes of codimension c
containing X . Note that the support of JX exactly coincides with the non-l.c.i. locus
of X . In particular, JX = OX if and only if X is l.c.i. The reader is referred to
[Kawakita 2008, Section 2; Ein and Mustat,ă 2009, Section 9.2] for further properties
of l.c.i. defect ideal sheaves.

Now we give a new proof of the theorem of Eisenstein [2010, Corollary 5.2].

Theorem 3.2. Let A be a smooth variety over an algebraically closed field K of
characteristic 0 and Z =

∑m
i=1 ti Zi be a formal combination, where the ti are

nonnegative real numbers and the Zi are proper closed subschemes of A. If X is a
normal Q-Gorenstein closed subvariety of A that is not contained in the support of
any Zi , then

J
(
X, Z |X +

1
r V (JX )

)
= adjX (A, Z)|X ,

where r is the Gorenstein index of X and JX is the l.c.i. defect ideal sheaf of X.

Proof. We refine the proof of [Takagi 2010, Theorem 3.1]. The inclusion

1We follow a construction due to Kawakita [2008], but our terminology is slightly different from
his. We warn the reader that the ideal sheaf called the l.c.i. defect ideal in [Kawakita 2008] is different
from our JX . Also, Ein and Mustat,ă [2009] introduced a very similar ideal, which coincides with
our JX up to integral closure.
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J(X, Z |X +
1
r

V (JX ))⊇ adjX (A, Z)|X

follows from a combination of [Ein and Mustat,ă 2009, Remark 8.5] and [Takagi
2010, Lemma 1.7]. Hence, we will prove the converse inclusion.

We consider the germ at a closed point x ∈ X ∩
⋂m

i=1 Zi ⊂ A since the question
is local. Let c denote the codimension of X in A. Take generally a subscheme Y
of A that contains X and is l.c.i. of codimension c, so Y is the scheme-theoretic
union of X and a variety CY . Then DY

:= CY
|X is a Weil divisor on X such that

r DY is Cartier. By a general choice of Y , one has

J
(
X, Z |X +

1
r V (JX )

)
= adjDY (X, Z |X ) (?)

(which follows from an argument similar to the claim in the proof of [Takagi 2010,
Theorem 3.1]). Therefore, it is enough to show that adjDY (X, Z |X )⊆ adjX (A, Z)|X .

By Theorem 2.3 and [Takagi 2010, Theorem 2.7], in order to prove this inclusion,
it suffices to show that given any model of (A, X, Y, Z ,CY , DY ) over a finitely
generated Z-subalgebra B of K , one has

τ̃DY
µ
(Xµ, Zµ |Xµ)⊆ τ̃Xµ(Aµ, Zµ)|Xµ (??)

for general closed points µ ∈ Spec B. Since µ is a general point of Spec B and the
formation of test ideal sheaves commutes with localization, we may assume that
OAµ is an F-finite regular local ring of characteristic p = p(µ) > r , Xµ = V (I )
is a normal Q-Gorenstein closed subscheme of Aµ with Gorenstein index r and
Yµ=V (( f1, . . . , fc)) is a complete intersection closed subscheme of codimension c
containing Xµ. We may assume in addition that DY

µ is a Weil divisor on Xµ such
that r DY

µ is Cartier and OXµ(r K Xµ)= OXµ(−r DY
µ)ω

⊗r
Yµ . We take a germ g ∈ OAµ

whose image g is the local equation of r DY
µ on OXµ . Let ai ⊆ OAµ be the defining

ideal of Zi,µ for each i = 1, . . . ,m. Fix an integer e0 ≥ 1 such that pe0 − 1 is
divisible by r , and set q0 := pe0 .

Claim. For all powers q = qn
0 of q0, one has

g(q−1)/r (I [q] : I )= ( f1 · · · fc)
q−1 in OAµ/I [q].

Proof. Since q − 1 is divisible by r ,

OXµ((1− q)(K Xµ + DY
µ))= OYµ((1− q)KYµ)|Xµ

= OAµ
(
(1− q)

(
K Aµ +

c∑
i=1

divAµ( fi )
))∣∣

Xµ
.

Set e := ne0. By making use of Grothendieck duality, this implies that the natural
map of Fe

∗
OAµ-modules

HomOAµ

(
Fe
∗

OAµ
(
(q−1)

c∑
i=1

divAµ( fi )
)
,OAµ

)
→HomOXµ

(
Fe
∗

OXµ((q−1)DY
µ),OXµ

)
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induced by restriction is surjective. It then follows from Lemma 1.5(1) that the
OAµ-linear map

( f1 · · · fc)
q−1OAµ→

g(q−1)/r (I [q] : I )
I [q]

induced by the natural quotient map OAµ→ OAµ/I [q] is surjective. Thus, we obtain
the assertion. �

Let ϕXµ,e0 : F
ne0
∗ OXµ→ OXµ be a generator for the rank-1 free Fne0

∗ OXµ-module
HomOXµ

(Fne0
∗ OXµ,OXµ). Then τ̃DY

µ
(Xµ, Zµ |Xµ) is the unique smallest ideal J

whose support does not contain any component of DY
µ and that satisfies

ϕXµ,ne0

(
Fne0
∗
(Jg(q

n
0−1)/ra

dt1(qn
0−1)e

1 · · · a
dtm(qn

0−1)e
m )

)
⊆ J

for all integers n ≥ 1. By Lemma 1.5(1), there exist an OAµ-linear map

ϕAµ,ne0 : F
ne0
∗

OAµ→ OAµ

and a germ hn ∈ OAµ whose image is a generator for the cyclic OXµ-module
(I [q

n
0 ] : I )/I [q0] such that we have the commutative diagram

Fne0
∗ OAµ

��

ϕAµ,ne0◦F
ne0
∗ hn

// OAµ

��
Fne0
∗ OXµ

ϕXµ,ne0 // OXµ

where the vertical maps are natural quotient maps. By the definition of τ̃Xµ(Aµ, Zµ),
one has

ϕAµ,ne0

(
Fne0
∗
(τ̃Xµ(Aµ, Zµ)I c(qn

0−1)a
dt1(qn

0−1)e
1 · · · a

dtm(qn
0−1)e

m )
)
⊆ τ̃Xµ(Aµ, Zµ).

Since g(q
n
0−1)/r hn ∈ I c(qn

0−1)
+ I [q

n
0 ] by the claim,

ϕAµ,ne0

(
Fne0
∗
(τ̃Xµ(Aµ, Zµ)g(q

n
0−1)/r hna

dt1(qn
0−1)e

1 · · · a
dtm(qn

0−1)e
m )

)
⊆ τ̃Xµ(Aµ, Zµ)+I.

It then follows from the commutativity of the above diagram that

ϕXµ,ne0

(
Fne0
∗
(τ̃Xµ(Aµ, Zµ)|Xµg(q

n
0−1)/ra1

dt1(qn
0−1)e
· · · am

dtm(qn
0−1)e)

)
⊆ τ̃Xµ(Aµ, Zµ)|Xµ,

where, for each i = 1, . . . ,m, ai is the image of ai in OXµ .
On the other hand, note that adt1e1 · · · a

dtme
m τ̃Xµ(Aµ)⊆ τ̃Xµ(Aµ, Zµ). By [Takagi

2010, Example 2.6], the support of τ̃Xµ(Aµ) is contained in the singular locus
of Xµ, which does not contain any component of DY

µ because Xµ is normal. Also,
by a general choice of Y , we may assume that no component of DY

µ is contained
in the support of Zi,µ for all i = 1, . . . ,m. Thus, the support of τ̃Xµ(Aµ, Zµ)|Xµ
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does not contain any component of DY
µ . By the minimality of τ̃DY

µ
(Xµ, Zµ |Xµ), we

conclude that τ̃DY
µ
(Xµ, Zµ |Xµ)⊆ τ̃Xµ(Aµ, Zµ)|Xµ . �

Remark 3.3. Let the notation be as in Theorem 3.2, and fix an arbitrary point x ∈ X .
Employing the same strategy as the proof of [Kawakita 2007, Theorem], we can use
Theorem 3.2 to prove that the pair (X; Z |X +

1
r V (JX )) is log canonical at x if and

only if (A; cX+Z) is. This result is a special case of [Kawakita 2008, Theorem 1.1;
Ein and Mustat,ă 2009, Theorem 1.1], but our proof does not depend on the theory
of jet schemes.

As a corollary, we prove the conjecture proposed in [Takagi 2010, Conjecture 2.8]
when X is normal and Q-Gorenstein.

Corollary 3.4. Let A be a smooth variety over an algebraically closed field K of
characteristic 0 and X ⊆ A be a normal Q-Gorenstein closed subvariety of A. Let
Z =

∑m
i=1 ti Zi be a formal combination, where the ti are nonnegative real numbers

and the Zi ⊆ A are proper closed subschemes that do not contain X in their support.
Given any model of (A, X, Z) over a finitely generated Z-subalgebra B of K , there
exists a dense open subset W ⊆ Spec B such that

adjX (A, Z)µ = τ̃Xµ(Aµ, Zµ)

for every closed point µ ∈ W . In particular, the pair (A; Z) is plt along X if and
only if it is of purely F-regular type along X.

Proof. Let r be the Gorenstein index of X and JX ⊆ OX be the l.c.i. defect ideal
sheaf of X . Let (AB, X B, Z B, JX,B) be any model of (A, X, Z , JX ) over a finitely
generated Z-subalgebra B of K . By [Takagi 2010, Theorem 2.7], there exists a
dense open subset W ⊆ Spec B such that

τ̃Xµ(Aµ, Zµ)⊆ adjX (A, Z)µ

for all closed points µ ∈W . Therefore, we will prove the reverse inclusion.
As an application of Theorem 2.3 to (?) and (??) in the proof of Theorem 3.2,

after replacing W by a smaller dense open subset if necessary, we may assume that

adjX (A, Z)µ |Xµ = J
(
X, Z |X +

1
r V (JX )

)
µ
⊆ τ̃Xµ(Aµ, Zµ)|Xµ,

that is,
adjX (A, Z)µ ⊆ τ̃Xµ(Aµ, Zµ)+IXµ

for all closed points µ ∈W . It, however, follows from Theorem 2.3 and [Eisenstein
2010, Theorem 5.1] that we may assume that, for all closed points µ ∈W ,

adjX (A, Z)µ ∩IXµ = J(A, cX + Z)µ = τ̃ (Aµ, cXµ+ Zµ)⊆ τ̃Xµ(Aµ, Zµ).

Thus, adjX (A, Z)µ ⊆ τ̃Xµ(Aµ, Zµ) for all closed points µ ∈W . �
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4. The correspondence of log canonicity and F-purity when the defining
equations are very general

Using the argument developed in the previous section and involving the l.c.i. defect
ideal sheaf, we will show that Conjecture 2.4 holds true if the defining equations of
the variety are very general. The following result is a generalization of a result of
Hernández [2011] to the singular case:

Theorem 4.1. Let An
K := Spec K [x1, . . . , xn] be the affine n-space over an alge-

braically closed field K of characteristic 0 and X ⊆ An
K be a normal Q-Gorenstein

closed subvariety of codimension c passing through the origin 0. Let r denote the
Gorenstein index of X and JX denote the l.c.i. defect ideal of X. Let a ⊆ OX be
a nonzero ideal and t > 0 be a real number. Suppose that there exist a system of
generators h1, . . . , hl for the defining ideal IX of X and a system of generators
hl+1, . . . , hν for a with the following property: for each i = 1, . . . , ν, we can write

hi =

ρi∑
j=1

γi j x
α
(1)
i j

1 · · · x
α
(n)
i j

n ∈ K [x1, . . . , xn]
(
(α
(1)
i j , . . . , α

(n)
i j )∈Zn

≥0\{0}, γi j ∈ K ∗
)

with γi1, . . . , γiρi algebraically independent over Q. Then (X; tV (a)+ 1
r V (JX )) is

log canonical at 0 if and only if it is of dense sharply F-pure type at 0.

Remark 4.2. By the definition of JX , X is l.c.i. if and only if JX = OX . Thus, if
X =Spec K [x1, . . . , xn]/(h1, . . . , hl) is a normal complete intersection variety, a⊆
OX is the image of the ideal generated by hl+1, . . . , hν and the hi ∈ K [x1, . . . , xn]

satisfy the same property as that in Theorem 4.1, then Theorem 4.1 says that
(X, tV (a)) is log canonical at 0 if and only if it is of dense sharply F-pure type.

Proof. By Remark 2.5, it suffices to show that if
(
X; tV (a) + 1

r V (JX )
)

is log
canonical at 0, then it is of dense sharply F-pure type.

Suppose that
(
X; tV (a)+ 1

r V (JX )
)

is log canonical at 0. Since the log canonical
threshold lct0

(
(X; 1

r V (JX )); V (a)
)

is a rational number, we may assume that t is a
rational number. Take a sufficiently general complete intersection closed subscheme
Y := V (( f1, . . . , fc)) of codimension c containing X , and let s := c− l + ν and
fc+ j := hl+ j for every j = 1, . . . , s− c. For each i = 1, . . . , s, we can write

fi =

mi∑
j=1

ui j x
a(1)i j
1 · · · x

a(n)i j
n ∈ K [x1, . . . , xn]

(
(a(1)i j , . . . , a(n)i j )∈Zn

≥0\{0}, ui j ∈ K ∗
)
,

where u11, . . . , u1m1, . . . , us1, . . . , usms are algebraically independent over Q. We
decompose Y into the scheme-theoretic union of X and a variety CY and let DY

denote the Weil divisor on X obtained by restricting CY to X . Let g∈ K [x1, . . . , xn]

be a polynomial whose image is a local equation of the Cartier divisor r DY in a
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neighborhood of 0. Using the standard decent theory of [Hochster and Huneke
1999, Chapter 2], we can choose a model(

An
B=Spec B[x1,...,xn], X B, YB=V (( f1,B,..., fc,B)), DY

B, aB, JX,B, gB
)

of (An
K , X, Y, DY , a, JX , g) over a finitely generated Z-subalgebra B of K satisfying

these conditions, for all closed points µ ∈ Spec B:

(i) Z
[
u11, . . . , u1m1, . . . , us1, . . . , usms , 1/

(∏
i, j ui j

)]
⊆ B.

(ii) The image of gB lies in JB .

(iii) Xµ is a normal Q-Gorenstein closed subvariety of codimension c passing the
origin 0 with Gorenstein index r .

(iv) Yµ is a complete intersection closed subscheme of codimension c containing Xµ.

(v) r DY
µ is a Cartier divisor on Xµ and OXµ(r K Xµ)= OXµ(−r DY

µ)ω
⊗r
Yµ .

(vi) The image of gµ is a local equation of r DY
µ at 0.

It is then enough to show that there exists a dense subset of closed points
W ⊆ Spec B such that (Xµ; tV (aµ)+ 1

r V (JX,µ)) is sharply F-pure at 0 for all
µ ∈W .

Since (X; tV (a)+ 1
r V (JX )) is log canonical at 0, it follows from [Kawakita

2008, Theorem 1.1; Ein and Mustat,ă 2009, Theorem 1.1] (see also Remark 3.3)
that (An

K ; tV (a)+ cX) is log canonical at 0. By a general choice of f1, . . . , fc, it
is equivalent to saying that(

An
K ;

c∑
i=1

div( fi )+ tV ( fc+1, . . . , fs)

)
is log canonical at 0. By making use of the summation formula for multiplier ideals
[Takagi 2006, Theorem 3.2], for any ε > 0, there exist nonnegative rational numbers
λc+1(ε), . . . , λs(ε) with λc+1(ε)+ · · ·+ λs(ε)= t (1− ε) such that(

An
K ;

c∑
i=1

(1− ε) div( fi )+

s∑
j=c+1

λ j (ε) div( f j )

)
is klt at 0. Let a fi be the term ideal of fi (that is, the monomial ideal generated by
the terms of fi ) for each i = 1, . . . , s. Since a fi contains fi , the monomial ideal
J(An

K ,
∑c

i=1(1− ε)V (a fi )+
∑s

j=c+1 λ j (ε)V (a f j )) is trivial. Then by the Main
Theorem of [Howald 2001], the vector 1 lies in the interior of

c∑
i=1

(1− ε)P(a fi )+

s∑
j=c+1

λ j (ε)P(a f j ),
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where P(a fi ) is the Newton polyhedron of a fi for each i = 1, . . . , s. This is
equivalent to saying that there exists

σ(ε)= (σ11(ε), . . . , σ1m1(ε), . . . , σs1(ε), . . . , σsms (ε)) ∈ R

∑s
i=1 mi
≥0

such that

(1) Aσ(ε)T < 1,

(2)
∑mi

j=1 σi j (ε)= 1− ε for every i = 1, . . . , c, and

(3)
∑mi

j=1 σi j (ε)= λi (ε) for every i = c+ 1, . . . , s,

where A is the n×
∑s

i=1 mi matrixa(1)11 . . . a(1)1m1
a(1)21 . . . a(1)s1 . . . a(1)sms

...
. . .

...
...

...
. . .

...

a(n)11 . . . a(n)1m1
a(n)21 . . . a(n)s1 . . . a(n)sms

 .
Since such a σ(ε) exists for every ε > 0, by the continuity of real numbers and the
convexity of the solution space

{τ ∈ R

∑s
i=1 mi
≥0 | ÃτT

≤ 1},

there exists σ = (σ11, . . . , σ1m1, . . . , σs1, . . . , σsms ) ∈Q

∑s
i=1 mi
≥0 such that

(̃1) ÃσT
≤ 1,

(̃2)
∑mi

j=1 σi j = 1 for every i = 1, . . . , c, and

(̃3)
∑s

i=c+1
∑mi

j=1 σi j = t ,

where Ã is the (n+ s)×
∑s

i=1 mi matrix

a(1)11 . . . a(1)1m1
a(1)21 . . . a(1)2m2

a(1)31 . . . a(1)s1 . . . a(1)sms
...

. . .
...

...
. . .

...
...

...
. . .

...

a(n)11 . . . a(n)1m1
a(n)21 . . . a(n)2m2

a(n)31 . . . a(n)s1 . . . a(n)sms

1 . . . 1 0 . . . 0 0 . . . 0 . . . 0
1 . . . 1 0 . . . 0 . . . 0

1 . . . 0 . . . 0
...

...

0 0 . . . 0
1 . . . 1


. (4)

We take the least common multiple N of the denominators of the σi j so that σi j (p−1)
is an integer for all i = 1, . . . , s and all j = 1, . . . ,mi whenever p ≡ 1 mod N .

Let p be a prime such that p ≡ 1 mod Nr , and let e1, . . . , en be nonnegative
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integers such that

(p− 1) ÃσT
=

(
e1, · · · , en,

m1∑
j=1
σ1 j (p− 1), · · · ,

ms∑
j=1
σs j (p− 1)

)T
.

Then ek ≤ p− 1 for all k = 1, . . . , n. The coefficient of the monomial xe1
1 · · · x

en
n

in the expansion of

f
∑m1

j=1 σ1 j (p−1)
1 · · · f

∑ms
j=1 σs j (p−1)

s

is

θσ ,p(u) :=
∑
τi j

s∏
i=1

(∑mi
j=1 σi j (p− 1)
τi1, . . . , τimi

)
uτi1

i1 · · · u
τimi
imi
∈ Z[ui j ] i=1,...,s

j=1,...,mi
⊆ B,

where the summation runs over all τ = (τ11, . . . , τ1m1, . . . , τs1, . . . , τsms )∈Z

∑s
i=1 mi
≥0

such that

ÃτT
=

(
e1, · · · , en,

m1∑
j=1
σ1 j (p− 1), · · · ,

ms∑
j=1
σs j (p− 1)

)T
.

Since ÃσT
≤ 1, one has

∑mi
j=1 σi j (p − 1) ≤ p − 1 for all i = 1, . . . , s, so the

coefficient
s∏

i=1

( ∑mi
j=1 σi j (p− 1)

σi1(p− 1), . . . , σimi (p− 1)

)
of the monomial

∏s
i=1 uσi1(p−1)

i1 · · · u
σimi (p−1)
imi

in θσ,p(u) is nonzero in Fp. This
means that θσ,p(u) is nonzero in Fp[ui j ]i=1,...,s, j=1,...,mi ⊆ B/pB because, by as-
sumption, the ui j are algebraically independent over Fp, so D(θσ,p(u))∩Spec B/pB
is a dense open subset of Spec B/pB.

We now set

W :=
⋃

p≡1 mod Nr

D(θσ,p(u))∩Spec B/pB ⊆ Spec B.

Then W is a dense subset of Spec B. Fix any closed point µ ∈W , and let p denote
the characteristic of the residue field κ(µ)= B/µ from now on. Since the image
of θσ,p(u) is nonzero in B/µ, the monomial xe1

1 · · · x
en
n appears in the expansion of

f
(
∑m1

j=1 σ1 j )(p−1)
1,µ · · · f

(
∑ms

j=1 σs j )(p−1)
s,µ

in (B/µ)[x1, . . . , xn]. Since
∑mi

j=1 σi j (p − 1) = p − 1 for all i = 1, . . . , c and
ek ≤ p− 1 for all k = 1, . . . , n, one has

f p−1
1,µ · · · f p−1

c,µ f
(
∑mc+1

j=1 σc+1 j )(p−1)
c+1,µ · · · f

(
∑ms

j=1 σs j )(p−1)
s,µ /∈ (x p

1 , . . . , x p
n )
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in (B/µ)[x1, . . . , xn](x1,...,xn). By Lemma 1.5(2), this is equivalent to saying that
for all powers q = pe of p,

f q−1
1,µ · · · f q−1

c,µ f
(
∑mc+1

j=1 σc+1 j )(q−1)
c+1,µ · · · f

(
∑ms

j=1 σs j )(q−1)
s,µ /∈ (xq

1 , . . . , xq
n )

in (B/µ)[x1, . . . , xn](x1,...,xn). Applying the claim in the proof of Theorem 3.2, one
has

(I
[q]
X,µ : IX,µ)g(q−1)/r

µ f
(
∑mc+1

j=1 σc+1 j )(q−1)
c+1,µ · · · f

(
∑ms

j=1 σs j )(q−1)
s,µ /∈ (xq

1 , . . . , xq
n )

in (B/µ)[x1, . . . , xn](x1,...,xn). Since
∑s

i=c+1
∑mi

j=1 σi j = t and the image of gµ lies
in JX,µ, it follows from Lemma 1.5(2) again that the pair (Xµ; 1

r V (JX,µ)+tV (aµ))
is sharply F-pure at 0. �

Remark 4.3. Using the same arguments as the proof of Theorem 4.1, we can prove
the following. Let X = Spec K [x1, . . . , xn]/( f1, . . . , fc) be a normal complete
intersection over a field K of characteristic 0 passing through the origin 0. Let
Z ⊂ X be a proper closed subscheme passing through 0 and fc+1, . . . , fs be a
system of polynomials whose image generates the defining ideal IZ ⊆ OX of Z .
We write

fi =

mi∑
j=1

ui j x
a(1)i j
1 · · · x

a(n)i j
n ∈ K [x1, . . . , xn]

(
(a(1)i j , . . . , a(n)i j )∈Zn

≥0 \{0}, ui j ∈ K ∗
)

for each i = 1, . . . , s and set A to be the (n+ s)×
∑s

i=1 mi matrix from (4). Then
we consider the following linear programming problem:

Maximize
s∑

i=c+1

mi∑
j=1

σi j

subject to A(σ11, . . . , σ1m1, . . . , σs1, . . . , σsms )
T
≤ 1,

c∑
i=1

mi∑
j=1

σi j = c,

σi j ∈Q≥0 for all i = 1, . . . , s and all j = 1, . . . ,mi .

Assume that there exists an optimal solution σ = (σ11, . . . , σ1m1, . . . , σs1, . . . , σsms )

such that Aσ T
6= Aσ ′

T for all other optimal solutions σ ′ 6=σ . In addition, we assume
that X is log canonical at 0. Then:

(1) lct0(X, Z) is equal to the optimal value
∑s

i=c+1
∑mi

j=1 σi j .

(2) Given any model of (X, Z) over a finitely generated Z-subalgebra B of K ,
there exists a dense subset of closed points W ⊆ Spec B such that

lct0(X; Z)= fpt0(Xµ; Zµ) for all µ ∈W .
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Shibuta and Takagi [2009] showed that the assumption of Remark 4.3 is satisfied if
X =An

K and Z is a complete intersection binomial subscheme or a space monomial
curve (in the latter case, n = 3). However, in general, there exists a binomial
subscheme that does not satisfy the assumption.

Example 4.4. Let X := A6
K = Spec K [x1, x2, x3, y1, y2, y3] be the affine 6-space

over a field K of characteristic 0 and Z ⊆ X be the closed subscheme defined
by the binomials x1 y2 − x2 y1, x2 y3 − x3 y2 and x1 y3 − x3 y1. Then Z does not
satisfy the assumption of Remark 4.3. Indeed, lct0(X, Z)= 2, but the optimal value
of the linear programming problem in Remark 4.3 is equal to 3. Given a prime
number p, let X p := A6

Fp
= Spec Fp[x1, x2, x3, y1, y2, y3] and Z p ⊆ X p be the

reduction modulo p of Z . Since fpt0(X p, Z p)= 2 for all primes p, Conjecture 2.4
holds for this example.
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Finitely presented exponential fields
Jonathan Kirby

We develop the algebra of exponential fields and their extensions. The focus is on
ELA-fields, which are algebraically closed with a surjective exponential map. In
this context, we define finitely presented extensions, show that finitely generated
strong extensions are finitely presented, and classify these extensions. We give an
algebraic construction of Zilber’s pseudoexponential fields. As applications of
the general results and methods of the paper, we show that Zilber’s fields are not
model-complete, answering a question of Macintyre, and we give a precise state-
ment explaining how Schanuel’s conjecture answers all transcendence questions
about exponentials and logarithms. We discuss connections with the Kontsevich–
Zagier, Grothendieck, and André transcendence conjectures on periods, and
suggest open problems.

1. Introduction

An exponential field (or E-field) is a field F of characteristic zero equipped with
a homomorphism expF (also written exp, or x 7→ ex ) from the additive group
Ga(F)= 〈F;+〉 to the multiplicative group Gm(F)= 〈F×; · 〉. The main examples
are the real and complex exponential fields, Rexp and Cexp, where the exponential
map is given by the familiar power series.

Zilber [2005] gave axioms describing particular exponential fields, which he
called “pseudoexponential fields”. His construction is model-theoretic and focuses
mainly on the uncountable setting. In this paper we develop the algebra of expo-
nential fields leading, amongst other things, to an algebraic construction of the
pseudoexponential fields that gives some more information about them.

Some of the concepts in this paper appear also in Zilber’s, but here we present
them in a wider and more natural context. In particular, we do not assume that our
exponential fields satisfy the Schanuel property, so much of what we do applies
unconditionally to the complex setting. The main method of the paper is the use
of a predimension function δ. These functions were introduced by Hrushovski
[1993] for various model-theoretic constructions, but it appears they could have a
significant use in transcendence theory as well.
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We consider mainly those exponential fields that are algebraically closed and have
a surjective exponential map, in this paper called ELA-fields. In Section 2 we show
that an exponential field F , or even a field with a partially defined exponential map,
can be extended in a free way to an ELA-field and, under some extra assumptions
such as F being finitely generated, this free extension is unique up to isomorphism.

In Section 3 we give a definition of an extension of ELA-fields being finitely
presented. The finite presentations take the form of algebraic varieties that are the
locus of a suitable generating set. Compare the situation of a finitely generated
extension of pure fields, where the extension is determined up to isomorphism
by the ideal of polynomials satisfied by the generators, or equivalently by their
algebraic locus over the base field. The most important extensions of exponential
fields are the so-called strong extensions. In [Kirby 2010a] it was shown that these
are the extensions that preserve the notion of exponential algebraicity. We prove
that a finitely generated, kernel-preserving, strong extension of ELA-fields is a
finitely presented extension. This theorem could be viewed as the analogue for
exponential fields of the Hilbert basis theorem, which implies that any finitely
generated extension of fields is finitely presented.

The brief Section 4 explains the convention for defining finitely presented
ELA-fields (as opposed to finitely presented extensions). With this convention,
it follows at once that, if Schanuel’s conjecture is true, every finitely generated
ELA-subfield of Cexp is finitely presented. We can give a similar, unconditional
result. By [Kirby 2010a, Theorem 1.2], we know that Cexp is a strong extension of
its countable subfield C0 of exponentially algebraic numbers. It is therefore an im-
mediate consequence of Theorem 3.11 that every finitely generated ELA-extension
of C0 within Cexp is a finitely presented extension.

In Section 5 we show that whether or not a finitely presented extension is
strong can be detected from the algebraic variety that gives the presentation, and a
classification is given of all finitely generated strong ELA-extensions.

The analogue of the algebraic closure of a field is the strong exponential-algebraic
closure F∼ of an exponential field F . Zilber’s pseudoexponential fields are the
simplest examples of this construction. The main claim of [Zilber 2005] was that
the uncountable pseudoexponential fields are determined up to isomorphism by
their cardinality. Unfortunately there is a mistake in the proof there. In the proof of
[ibid., Proposition 5.15], there is no reason why A′B ′ should not lie in C , and then
V ′ would not contain V0. Indeed, that proposition as stated is false, because the
definition of finitary used there does not give sufficiently strong hypotheses. The
stronger hypotheses of [ibid., Lemma 5.14] would be enough to prove the main
result, but no correct proof is known to me, even with these hypotheses.1

1 Added in proof: A proof now appears in [Bays and Kirby 2013].
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In Section 6 we construct F∼ and, under some basic assumptions including
countability, show that it is unique. In particular, we prove that the countable
pseudoexponential fields are determined up to isomorphism by their exponential
transcendence degree. In fact the uniqueness of the pseudoexponential field Bℵ1 of
cardinality ℵ1 then follows by Zilber’s methods, as explained for example in [Kirby
2010b, Theorem 2.1], but the higher cardinalities are still problematic.

In Section 7 we answer a question of Macintyre by showing that Zilber’s pseudo-
exponential fields are not model-complete, and in Section 8 we show that ELA-fields
satisfying the Schanuel Nullstellensatz are not necessarily strongly exponentially-
algebraically closed, in contrast to the situation for pure fields where the Hilbert
Nullstellensatz characterises algebraically closed fields.

In Section 9 we reflect on what the ideas of this paper show for transcendence
problems, and try to give a formal statement expressing the generally accepted
principle that Schanuel’s conjecture answers all transcendence problems about
exponentials and logarithms. We write B to mean a pseudoexponential field of
cardinality 2ℵ0 . Zilber’s conjecture is that Cexp ∼= B, which on the face of it
makes sense only if B is well-defined, currently proved only under the continuum
hypothesis, but the substance of the conjecture is the two assertions that Schanuel’s
conjecture is true and that Cexp is strongly exponentially-algebraically closed, both
of which make sense independently of the uniqueness of B. We explore connections
between Schanuel’s conjecture and conjectures on periods.

Finally, in Section 10 we suggest some open problems.

2. Free extensions

As an intermediate stage in constructing exponential fields we need the notion of a
partial E-field.

Definition 2.1. A partial E-field F consists of a field 〈F;+, · 〉 of characteristic zero,
a Q-linear subspace D(F) of the additive group of the field, and a homomorphism

〈D(F);+〉
expF
−−→ 〈F; · 〉.

D(F) is the domain of the exponential map of F , and I (F)= expF (D(F)) is
the image of the exponential map.

A homomorphism of partial E-fields is a field embedding F
θ
−→ F1 such that

θ(D(F))⊆ D(F1) and expF1
(θ(x))= θ(expF (x)) for every x ∈ D(F).

If X is a subset of a partial E-field F , we define the partial E-subfield of F gener-
ated by X , written 〈X〉F , to have D(〈X〉F ) equal to the Q-span of D(F)∩X , and the
underlying field of 〈X〉F to be the subfield of F generated by D(〈X〉F )∪I (〈X〉F )∪X .
Thus 〈X〉F contains all the exponentials in F of elements of X , but does not contain
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iterated exponentials. A different but equivalent definition of partial E-fields is
given in [Kirby 2010a], where D(F) is given as a separate sort.

In this paper we consider only those partial E-fields F that are algebraic over
D(F)∪ I (F).

Now let F be a partial E-field, x̄ a finite tuple from D(F), and B a subset of
D(F). We define the relative predimension function to be

δ(x̄/B)= td(x̄, exp(x̄)/B, exp(B))− ldimQ(x̄/B)

where td(X/Y )means the transcendence degree of the field extension Q(XY )/Q(Y )
and by ldimQ(X/Y ) we mean the dimension of the Q-vector space spanned by
X ∪ Y , quotiented by the subspace spanned by Y .

Definition 2.2. An extension F ⊆ F1 of partial E-fields is strong, written F C F1,
if and only if δ(x̄/D(F))> 0 for every tuple x̄ from D(F1).

If B is a subset of D(F), we define BC F if and only if 〈B〉F C F .

As explained in [Kirby 2010a], strong extensions are essentially those for which
the notion of exponential algebraicity is preserved, and are thus the most useful
extensions to consider. In this paper we see they are intimately connected with free
or finitely presented extensions.

The following basic properties are easy to verify.

Lemma 2.3 (basic properties of δ and strong extensions).

(1) (Addition property.) If x̄, ȳ ∈ D(F) are finite tuples and B ⊆ D(F), then

δ(x̄ ∪ ȳ/B)= δ(ȳ/B)+ δ(x̄/ȳ ∪ B).

(2) Given a finite tuple x̄ from D(F) and B ⊆ D(F), there is a finite tuple b̄ from
B such that δ(x̄/B)= δ(x̄/b̄).

(3) The identity F ⊆ F is strong.

(4) If F1CF2 and F2CF3 then F1CF3. (That is, the composite of strong extensions
is strong.)

(5) An extension F ⊆ F1 is strong if and only if , the subextension F ⊆ 〈F, x̄〉F1 is
strong for every tuple x̄ from F1.

(6) If F1C F2C · · ·C FnC · · · is an ω-chain of strong extensions then F1C
⋃

n<ω
Fn .

(7) If in addition each Fn CM , then
⋃

n<ω
Fn CM. �

We now explain how exponential maps can be constructed abstractly. Let F
be a field of characteristic zero, and D(F) a Q-subspace. We will construct an
exponential map defined on D(F).
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Construction 2.4. Choose a Q-basis {bi | i ∈ I } of D(F). For each i ∈ I we will
choose ci,1 ∈ F , and we will define exp(bi )= ci,1. The value of exp(bi/m) must
be an m-th root of ci,1, so we have to specify which. Furthermore, as m varies, we
must choose these roots coherently. So in fact for each i ∈ I and m ∈N we must
choose ci,m ∈ F such that cr

i,rm = ci,m for any r,m ∈ N. Every element of D(F)
can be written as a finite sum

∑
ri bi/m for some m ∈N and ri ∈ Z, and we define

exp( 1
m

∑
ri bi )=

∏
cri

i,m . The coherence condition shows that exp is well-defined.

This coherence property for the roots is important enough that we introduce
some terminology for it.

Definition 2.5. Given c1, a coherent system of roots of c1 is a sequence (cm)m∈N

such that for every r,m ∈ N we have cr
rm = cm .

Of course, for the exponential map to be nontrivial we need to have some
elements other than 1 (and 0) that have n-th roots for all n. In this case F will
have to be infinite-dimensional as a Q-vector space, so there will be a vast number
(indeed 2|F |) of different total exponential maps that can be defined on F . Thus, for
example there is no hope of classifying or understanding even all the exponential
maps on Qalg.

We will now explain how to construct exponential fields in as free a way as
possible.

Construction 2.6. Let F be any partial E-field. We construct an extension Fe of
F such that D(Fe)= F . First, embed F in a large algebraically closed field, C. Let
{bi | i ∈ I } be a Q-linear basis for F/D(F). Choose {ci,n | i ∈ I, n ∈N}⊆C such that
the ci,1 are algebraically independent over F , and (ci,n)n∈N is a coherent system of
roots of ci,1 for each i . Each r ∈ F is a finite sum of the form r0+

∑
mi bi/n for some

r0∈D(F), n∈N, and some mi ∈Z; we define exp
(
r0+

1
n

∑
mi bi

)
=expF (r0)

∏
cmi

i,n .
Then let Fe be the subfield of C generated by F ∪ {ci,n | i ∈ I, n ∈ N}.

A straightforward calculation shows that the isomorphism type of the extension
Fe of F does not depend on the choice of C, the choice of the bi , or the choice of
the ci,n .

The exponential map on Fe will be a total map only when F is already a total
E-field (and so Fe

= F). However, we can iterate the construction to get a total
E-field.

Construction 2.7. We write F E for the union of the chain

F ↪→ Fe ↪→ Fee ↪→ Feee ↪→ · · ·

and call it the free (total) E-field extension of F .
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We can also produce E-rings, and algebraically closed E-fields by slight variations
on this method. It is convenient (albeit rather ugly) to introduce some terminology
for the latter.

Definition 2.8. An EA-field is an E-field whose underlying field is algebraically
closed.

Construction 2.9. For any partial E-field F , let Fa be the algebraic closure of F ,
with D(Fa)= D(F).

We write F E A for the union of the chain

F ↪→ Fe ↪→ Fea ↪→ Feae ↪→ Feaea ↪→ · · ·

and call it the free EA-field extension of F .

These constructions can intuitively be seen to be free in that at each stage there
are no unnecessary algebraic or exponentially algebraic relations introduced. In
the case of exponential rings (rather than fields), the analogous construction of the
free E-ring extension can be seen to have the right category-theoretic universal
property of a free object. In [Macintyre 1991], a universal property of the free
E-field is given in terms of E-ring specialisations. The extension F E A has nontrivial
automorphisms over F , so cannot have a category-theoretic universal property, but
later we prove uniqueness statements about these extensions making the intuitive
notion of freeness precise.

Logarithms. A logarithm of an element b of an exponential field F is just some
a such that exp(a) = b. Of course such a logarithm will only exist if b is in
the image of the exponential map, and will be defined only up to a coset of the
kernel. In this algebraic setting there is no topology to make sense of a branch of
the logarithm function, as in the complex case. We want to consider exponential
fields, like Cexp, in which every nonzero element has a logarithm, so we extend our
terminology conventions.

Definition 2.10. An L-field is a partial exponential field in which every nonzero
element has a logarithm. An EL-field is a (total) exponential field in which every
nonzero element has a logarithm. It is an LA-field or ELA-field, respectively, if, in
addition, it is algebraically closed.

The additive group of a field of characteristic zero is just a Q-vector space,
whereas the multiplicative group has torsion, the roots of unity, so an L-field must
have nontrivial kernel. The most important case is when the kernel is an infinite
cyclic group.

Construction 2.11. Let Q0 be the partial E-field with underlying field Q, and
D(Q0)={0}. Write Qab for the maximal abelian extension of Q, given by adjoining
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all roots of unity. Let Qab(τ ) be a field extension with τ a single element, possibly in
Qab but nonzero. Let CKτ be the partial E-field with underlying field Qab(τ ), with
D(CKτ ) the Q-vector space spanned by τ and the exp(τ/m) forming a coherent
system of primitive m-th roots of unity. Then CKτ is defined uniquely up to
isomorphism by the minimal polynomial of τ over Q. The letters “CK” stand for
“cyclic kernel”. In the special case where τ is transcendental, we write SK for CKτ ,
meaning “standard kernel”.

More generally, following Zilber we say that a partial exponential field F has full
kernel if the image of the exponential map contains the subgroup µ of all roots of
unity (so, in particular, F extends Qab). The next proposition is implicit in [Zilber
2005] and shows that the terminology is justified because the property of F having
full kernel depends only on the isomorphism type of the kernel of the exponential
map as an abelian group.

Proposition 2.12. Let F be a partial E-field extending Qab, and let K be the kernel
of its exponential map. Then the following are equivalent.

(1) F has full kernel.

(2) QK/K ∼= µ.

(3) For each n ∈ N+, K/nK is a cyclic group of order n.

(4) For each n ∈ N+, |K/nK | = n.

(5) 〈K ;+〉 is elementarily equivalent to 〈Z;+〉.

Furthermore, if F is a field extending Qab, and K is a subgroup of its additive group
that satisfies the equivalent properties (2)–(5), then there is a partial exponential
map on F with kernel K .

We give the proof for the sake of completeness.

Proof. Note that for x ∈ D(F), we have expF (x) ∈ µ if and only if x lies in the Q-
linear span of the kernel. Thus (1)=⇒ (2). But alsoµ has no proper self-embeddings,
so (2) =⇒ (1).

Consider the “multiply by n map” n : QK → QK . For any x ∈ QK , exp(x)
lies in the n-torsion of QK/K if and only if nx ∈ K , so the n-torsion group of
QK/K is isomorphic to n−1K/K . Since QK is divisible and torsion-free, this
is isomorphic under the multiply by n map to K/nK . But the n-torsion of µ is
the cyclic group of order n, so we have (2) =⇒ (3). In fact, µ is defined up to
isomorphism by being a torsion abelian group with this n-torsion for each n, so (3)
=⇒ (2). Clearly (3) =⇒ (4). For the converse, it suffices to prove it where n = pr ,
a prime power. But then we have pr elements of K/pr K of order dividing pr and
only pr−1 have order dividing pr−1, and hence there is an element of order pr , so
K/pr K is cyclic of order pr .



950 Jonathan Kirby

Property (4), together with being a torsion-free abelian group, gives a complete
axiomatisation of the elementary theory of 〈Z;+〉 by Szmielew’s theorem [Hodges
1993, Theorem A.2.7], so (4)⇐⇒ (5).

For the “furthermore” statement, by property (2) there is a homomorphism from
QK onto µ with kernel K that makes F into a partial E-field with full kernel. �

In this paper we are mainly interested in exponential fields with a surjective
exponential map, so most partial E-fields we consider will have full kernel. We also
assume that extensions of partial E-fields are kernel-preserving (that is, do not add
new kernel elements) unless otherwise stated.

Any partial E-field F with full kernel can be extended to an ELA-field without
adding new kernel elements. Indeed, we can produce free L-field, LA-field, EL-field,
and ELA-field extensions of F , written F L , F L A, F E L , and FELA in analogy
to before.
Construction 2.13. Let F be a partial E-field with full kernel. We start by con-
structing a partial E-field extension F l of F in which every element of F has a
logarithm, and there are no new kernel elements. Embed F in a large algebraically
closed field, C. Inside C we have F rad, the field extension of F obtained by adjoining
all roots of all elements of F and iterating this process. The multiplicative group
(F rad)× is divisible, and the image expF (D(F)) contains the torsion and is divisible,
so the quotient (F rad)×/ expF (D(F)) is a Q-vector space.

Choose (bi )i∈I from F such that the cosets bi · expF (D(F)) form a Q-linear
basis of (F rad)×/ expF (D(F)). In other words, the bi form a multiplicative basis of
(F rad)× over expF (D(F)). Now choose (ai )i∈I from C, algebraically independent
over F , and for each i ∈ I , choose a coherent system of roots (bi,m)m∈N of bi .

Let D(F l) be the Q-subspace of C spanned by D(F) and the ai . Define
exp(ai/m) = bi,m and extend the exponential map appropriately. Let F l be the
subfield of C generated by D(F l) and exp(D(F l)). Then every element of F has a
logarithm in F l . The isomorphism type of F l may depend on the choices made,
but we write F l for any resulting partial E-field.

Now we define FELA to be the union of any chain

F ↪→ Fe ↪→ Fel ↪→ Fela ↪→ Felae ↪→ Felael ↪→ · · ·

iterating the three operations. The chain and its union are not necessarily uniquely
defined because the operation F 7→ F l is not necessarily uniquely defined. Where
the union is uniquely defined we call it the free ELA-field extension of F . The
extensions F L , F L A, and F E L of F are defined in the obvious way.

Lemma 2.14. For any partial E-field, F , the extensions F ↪→ Fe, F ↪→ Fa ,
F ↪→ F E and F ↪→ F E A are strong. If F l , FELA are any results of Construction 2.13
then the extensions F ↪→ F l and F ↪→ FELA are strong.
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Proof. By construction, δ(ȳ/D(F)) = 0 for any ȳ from D(Fe). Hence F C Fe.
F C F l by the same argument. It is immediate that F C Fa because the domain of
the exponential map does not extend. The rest follows from Lemma 2.3. �

In Construction 2.6 of Fe from F we made choices, but in fact the isomor-
phism type of Fe as an extension of F did not depend on those choices. In
Construction 2.13 of F l and FELA we again made choices, but in this case the
isomorphism types of the extensions do in general depend on those choices. Before
giving conditions where the extensions do not depend on the choices, so are well-
defined, we illustrate the problem. Let F = CKa

τ , so D(F) is spanned by τ . We
want to define an extension F1 of F in which 2 has a logarithm. So let F1 = F(a)
as a field, with a transcendental over F . We define exp(a/m) to be an m-th root
of 2. There is no problem in doing this, but all of these roots lie in F because it
is algebraically closed, so if we make one choice of roots and produce F1, and
then make a different choice of roots and produce F2, then F1 and F2 will not be
isomorphic as partial E-field extensions of F . In fact these different choices will
all be isomorphic as partial exponential fields and even as extensions of CKτ . The
problem is just that we had fixed all the roots of 2 in F before we defined the
logarithms of 2. The way to solve the problem is to put in the logarithms earlier in
the construction. In fact it is often possible to do this because of an important fact
about pure fields known as the thumbtack lemma. (An explanation of the name can
be found in [Baldwin 2009, p. 19].)

The thumbtack lemma was proved by Zilber [2006, Theorem 2] (with a correction
to the statement and proof by Bays and Zilber [2011, Theorem 3]). We will give
three versions of it in this paper as we need them. All are special cases of Zilber’s
theorem (cases that are not affected by the correction in the later paper), but we
prefer to state exactly the form we need each time. Given an element b of a field,
we write

√
b for the set of all the m-th roots of b for all m ∈ N.

Fact 2.15 (thumbtack lemma, version 1). Let F =Qab(a1, . . . , ar ,
√

b1, . . . ,
√

br ),
an extension of Qab by finitely many generators together with all the roots of some
of those generators. Now suppose that c lies in some field extension of F and is
multiplicatively independent from b1, . . . , br . Then there is m ∈N and an m-th root
cm of c such that there is exactly one isomorphism type of a coherent system of roots
of cm over F. That is, if F1 and F2 are both obtained from F by adjoining cm and
any coherent system of roots of cm , then there is an isomorphism from F1 to F2 over
F that sends the chosen system of roots in F1 to the chosen system in F2.

Proof. This is the special case of [Zilber 2006, Theorem 2] with n= 0 and l = 1. �

Note that if c is transcendental over F then the result is trivial. However, when
c is algebraic over F then there is something to prove, and the condition that c
is multiplicatively independent of the bi is essential. Note also that we cannot
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necessarily take m = 1. For example, if F = Qab and c = 9 then F certainly
knows the difference between ±3, so we must take m > 2. Another version of the
thumbtack lemma applies to extensions of an algebraically closed field.

Fact 2.16 (thumbtack lemma, version 2). Let F = K (a1, . . . , ar ,
√

b1, . . . ,
√

br ),
where K is an algebraically closed field of characteristic zero. Suppose that c lies in
some field extension of F and is multiplicatively independent from K× · 〈b1, . . . , br 〉.
Then there is m ∈ N and an m-th root cm of c such that there is exactly one
isomorphism type of a coherent system of roots of cm over F.

Proof. This is the case n = 1 of Fact 3.7. See the proof there. �

Definition 2.17. Let F ⊆ F1 be an extension of partial E-fields. Then F1 is finitely
generated as an extension of F if and only if there is a finite subset X ⊆ F1 such
that F1 = 〈F ∪ X〉F1 .

Now let F be an ELA-field, and X ⊆ F a subset. We define 〈X〉ELA
F to be the

smallest ELA-subfield of F that contains X . Note that it always exists, as the
intersection of ELA-subfields of F is again an ELA-subfield of F .

Note also that 〈X〉ELA
F and (〈X〉F )ELA have different meanings. The first is the

smallest ELA-subfield of F that contains X , and the second is a free ELA-field
extension of the smallest partial E-subfield of F containing X , which may not be
uniquely defined. In favourable circumstances (as below) the latter is well-defined
and then the two ELA-fields will sometimes be isomorphic, but neither is generally
true.

We now give sufficient conditions on F for FELA to be well-defined. For example,
from the first case we deduce that CKELA

τ is well-defined. We only consider the
case where F is countable here. The general case seems to be more difficult.

Theorem 2.18. If F is a partial E-field with full kernel that is either finitely gen-
erated or a finitely generated extension of a countable LA-field, F0, and F C K ,
F CM are two strong extensions of F to ELA-fields that do not extend the kernel,
then 〈F〉ELA

K
∼= 〈F〉ELA

M as extensions of F. In particular:

(1) The free ELA-closure FELA of F is well-defined.

(2) The extension F C K factors as F C FELAC K .

Proof. Statements (1) and (2) are immediate from the main part of the theorem. For
the main part, enumerate 〈F〉ELA

K as s1, s2, s3, . . . , such that for each n ∈ N, either

(i) sn+1 is algebraic over F ∪ {s1, . . . , sn}, or

(ii) sn+1 = expK (a) for some a ∈ F ∪ {s1, . . . , sn}, or

(iii) expK (sn+1)= b for some b ∈ F ∪ {s1, . . . , sn}.
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This is possible by the definition of 〈F〉ELA
K . We will inductively construct chains

of partial E-subfields

F = K0 ⊆ K1 ⊆ K2 ⊆ · · · of K and F = M0 ⊆ M1 ⊆ M2 ⊆ · · · of M,

and nested isomorphisms θn : Kn→Mn such that for each n ∈N+ we have sn ∈ Kn ,
Kn C K and Mn CM . We also ensure that, as a pure field, each Kn has the form
F0(ᾱ,

√
β̄), where F0 is either Qab or a countable algebraically closed field and ᾱ

and β̄ are finite tuples.
We start by taking θ0 to be the identity map on F . Now assume we have Kn ,

Mn , and θn .

Case 1. sn+1 is algebraic over Kn (including the case where sn+1 ∈ Kn). Let p(X)
be the minimal polynomial of sn+1 over Kn . The image pθ of p is an irreducible
polynomial over Mn , so let t be any root of pθ in M . Let Kn+1 = Kn(sn+1),
Mn+1 = Mn(t), and let θn+1 be the unique field isomorphism extending θn and
sending sn+1 to t . We make Kn+1 and Mn+1 into partial exponential fields by taking
the graph of exponentiation to be the graph of expK or expM intersected with K 2

n+1
or M2

n+1, respectively. Suppose that (a, expK (a)) ∈ K 2
n+1. Since Kn C K , we have

td(a, expK (a)/Kn)− ldimQ(a/D(Kn)) > 0. But Kn+1 is an algebraic extension
of Kn , so it follows that ldimQ(a/D(Kn)) = 0, that is, that a ∈ D(Kn). Hence
D(Kn+1) = D(Kn). The same argument shows that D(Mn+1) = D(Mn). Now
if x̄ is any tuple from K , we have δ(x̄/D(Kn+1)) = δ(x̄/D(Kn)) > 0, and hence
Kn+1C K , and similarly Mn+1CM . It is immediate that the pure field Kn+1 is of
the form F0(ᾱ,

√
β̄) because Kn is of that form.

Case 2. sn+1 is transcendental over Kn and sn+1 = expK (a) for some a ∈ Kn .
Let Kn+1 = Kn(

√
sn+1) and Mn+1 = Mn(

√
expM(θn(a))). Extend θn by defining

θn+1(expK (a/m))= expM(θn(a)/m), and extending to a field isomorphism. This is
possible because sn+1 is transcendental over Kn and expM(θn(a)) is transcendental
over Mn (the latter because Mn CM), and so there is a unique isomorphism type
of a coherent system of roots of sn+1 over Kn , and of expM(θn(a)) over Mn . Then
td(Kn+1/Kn)= 1, a ∈ D(Kn+1)r D(Kn), and Kn C K , so D(Kn+1) is spanned
by D(Kn) and a. Similarly, D(Mn+1) is spanned by θn(a) over D(Mn), so θn+1 is
an isomorphism of partial E-fields.

Now if x̄ is any tuple from K , we have

δ(x̄/D(Kn+1))= δ(x̄, a/D(Kn))− δ(a/D(Kn))= δ(x̄, a/D(Kn))− 0> 0

as Kn C K , so Kn+1C K . The same argument shows that Mn+1CM . Again, it is
immediate that the pure field Kn+1 is of the required form.

Case 3. sn+1 is transcendental over Kn , not of the form expK (a) for any a ∈ Kn ,
but expK (sn+1)= b for some b ∈ Kn . By hypothesis, Kn has the form F0(ᾱ,

√
β̄)
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for some finite tuples ᾱ, β̄, and F0 either Qab or a countable algebraically closed
field. Hence, by either version 1 or version 2 of the thumbtack lemma, there is
N ∈ N+ and c such that cN

= b and there is a unique isomorphism type of a
coherent sequence of roots of c over Kn . Let t ∈ M be such that expM(t)= θn(c).
Let Kn+1 = Kn(sn+1,

√
c) and Mn+1 = Mn(t,

√
θn(c)). Extend θn by defining

θn+1(sn+1) = Nt , and θn+1(expK (sn+1/Nm)) = expM(t/m), and extending to a
field isomorphism. This is possible by the choice of N , the fact that sn+1 is
transcendental over Kn and (since MnCM) the fact that t is transcendental over Mn .
As in Case 2 above, we have Kn+1C K , Mn+1CM , and the pure field Kn+1 of the
required form.

Conclusion. That completes the induction. Let Kω=
⋃

n∈N Kn . Then Kω=〈F〉ELA
K

because Kω is an ELA-subfield of K containing F and is the smallest such because
at each stage we add only elements of K that must lie in every ELA-subfield of
K containing F . The union of the maps θn gives an embedding of Kω into M ,
and, for the same reason, the image must be 〈F〉ELA

M . Hence 〈F〉ELA
K
∼= 〈F〉ELA

M
as required. �

3. Finitely presented extensions

We say that a partial E-field F is finitely generated if there is a finite subset X of F
such that F = 〈X〉F . We restrict now to those partial E-fields F that are generated
as fields by D(F)∪ I (F) (call them exponential-graph-generated). Similarly, an
ELA-field F is finitely generated as an ELA-field if F = 〈X〉ELA

F for some finite
subset X of F . An extension F ⊆ F1 of ELA-fields is finitely generated if and
only if there is a finite subset X of F1 such that F1 = 〈F ∪ X〉ELA

F1
, and similarly for

partial E-fields.
Let F ⊆ F1 be a finitely generated extension of exponential-graph-generated

partial E-fields, say generated by a1, . . . , an ∈ D(F1). Then the isomorphism type
of the extension is given by the algebraic type of the infinite tuple (ā, exp(ā/m))m∈Z

over F . Let

I (ā)=
{

f ∈ F[X̄ , (Ym,i )m∈Z,i=1,...,n]
∣∣ f (ā, (eai/m))= 0

}
and for m ∈ N+, let

Im(ā)=
{

f ∈ F[X̄ , Ȳm, Ȳ−1
m ]

∣∣ f (ā/m, eā/m, e−ā/m)= 0
}
.

The ideal I (ā) contains all the coherence polynomials of the form Y r
mr,i−Ym,i for

each m, r ∈Z, and each i =1, . . . , n, which force each sequence eai , eai/2, eai/3, . . .

to be a coherent system of roots. Including the negative powers ensures that they
are nonzero. The ideal I (ā) determines all the ideals Im(ā) and if m1 divides m2

then Im1(ā) is determined by Im2(ā).



Finitely presented exponential fields 955

Definition 3.1. An ideal I of the polynomial ring F[X̄ , (Ym,i )m∈Z,i=1,...,n] is addi-
tively free if and only if it does not contain any polynomial of the form

∑n
i=1 ri X i−c

with the ri ∈ Z, not all zero, and c ∈ D(F). It is multiplicatively free if and only
if it does not contain any polynomial of the form

∏n
i=1 Y ri

1,i − d with the ri ∈ Z,
not all zero, and d ∈ exp(D(F)). Similarly we say that Im is additively free or
multiplicatively free if it does not contain any polynomials of these forms.

If F ⊆ F1 is a finitely generated extension of exponential-graph-generated partial
E-fields, we may choose the generators a1, . . . , an to be Q-linearly independent
over D(F), and this corresponds to the ideal I (ā) being additively free. Conversely,
if I is any prime ideal of the polynomial ring F[X̄ , Ȳ1, Ȳ2, Ȳ3, . . .] that contains
the coherence polynomials and is additively free, then it defines an extension FI

of F , the field of fractions of the ring F[X̄ , Ȳ1, Ȳ2, Ȳ3, . . . ]/I , with exponentiation
defined in the obvious way. All we have really done is translated Construction 2.4
into the language of ideals.

Lemma 3.2. If I is a prime ideal containing the coherence polynomials and is
additively free, then the extension FI it defines has the same kernel as F if and only
if I is multiplicatively free.

Proof. Write ai for the image of X i in FI . If I is not multiplicatively free then
for some ri ∈ Z, not all zero, and some c ∈ D(F), we have

∏n
i=1 eri ai = ec, so

c−
∑n

i=1 ri ai lies in the kernel of expFI
. Since I is additively free, this element

does not lie in D(F), in particular it does not lie in the kernel of expF . Conversely,
if I is multiplicatively free and exp

(
c+ 1/m

∑n
i=1 ri ai

)
= 1 with c ∈ D(F) and

m, ri ∈ Z, then
∏n

i=1 exp(ai )
ri = exp(c)m , so ri = 0 for each i , and c lies in the

kernel of expF . �

Definition 3.3. We say that an extension F ⊆ F1 of partial E-fields is finitely
presented if and only if it has a finite generating set a1, . . . , an , which is Q-linearly
independent from D(F), such that I (ā) is generated as an ideal by the coherence
polynomials together with a finite set of other polynomials.

Definition 3.4. An additively free prime ideal J of F(X̄ , Ȳ1, Ȳ−1
1 ) is said to be

Kummer-generic if and only if there is only one additively free prime ideal I of

F[X̄ , (Ym,i )m∈Z,i=1,...,n],

containing the coherence polynomials, such that J = I1, as defined above.

The term Kummer-generic is due to Martin Hils [2012, p. 10]. The usage here is
not exactly the same as in that paper, because there they consider only adding new
points to the multiplicative group, whereas here we are adding ā to the additive
group as well as eā to the multiplicative group. The connection with Kummer
theory can be seen from [Bays and Zilber 2011, Lemma 5.1].
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Lemma 3.5. If F ⊆ F1 is a finitely presented extension of partial E-fields, then it
has a generating set a′1, . . . , a′n such that the ideal I1(ā′) is Kummer-generic.

Proof. Let g1, . . . , gr ∈ I (ā), together with the coherence polynomials, be a
generating set for I (ā). Let N ∈N be the least common multiple of the m such that
some variable Ym,i occurs in some g j . Then I (ā) is determined by IN (ā). Take
ā′ = ā/N , so I1(ā′)= IN (ā). Then I1(ā′) is Kummer-generic, as required. �

Example 3.6. Take an extension of an EA-field F generated by a1, a2, such that
ea1/2 = a2, ea2 = a1+ 1. Then

I1 = 〈Y1,1 = X2
2, Y1,2 = X1+ 1〉 and I2 = 〈Y2,1 = X2, Y 2

2,2 = X1+ 1〉.

In this case, I1 is not Kummer-generic because it does not resolve whether
ea1/2 =±a2.

There are finitely generated kernel-preserving extensions of some partial E-fields
that are not finitely presented. However, another version of the thumbtack lemma
gives conditions when this pathology does not occur.

Fact 3.7 (thumbtack lemma, version 3). Let F = K (a1, . . . , ar ,
√

b1, . . . ,
√

br ),
where K is an algebraically closed field of characteristic zero. Suppose that
c1, . . . , cn lie in some field extension of F and are multiplicatively independent from
K× ∪ {b1, . . . , br }. Then there is N ∈ N and N-th roots c′i of ci such that there is
exactly one isomorphism type over F of an n-tuple of coherent systems of roots of
the (c′i ).

Proof. It is enough to prove it in the case where K has finite transcendence degree,
since if two tuples of coherent systems of roots are not isomorphic over F then
that will be witnessed over a finite transcendence degree subfield. We show how it
follows from [Zilber 2006, Theorem 2] in this case. Let P be the field Q(ā) with a
transcendence base of K adjoined. We take our b̄ as the ā from Zilber’s theorem
and our c̄ as Zilber’s b̄. Then we take L1 = K , and apply Zilber’s theorem with
n = 1. �

As an immediate corollary, we have:

Corollary 3.8. If F is an LA-field, F1 is a finitely generated partial E-field extension
of F , and F2 is a finitely generated partial E-field extension of F1, which does not
extend the kernel, then F2 is a finitely presented extension of F1. In particular,
every finitely generated kernel-preserving partial E-field extension of an ELA-field
is finitely presented.

Our main interest is not with partial E-fields, but with ELA-fields.

Definition 3.9. A finitely generated extension F ⊆ F1 of countable ELA-fields is
said to be finitely presented if and only if there is a finite generating set ā such that,
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taking K = 〈F, ā〉F1 , the partial E-field extension of F generated by ā, we have
F1 ∼= K ELA.

Note that K ELA is well-defined by Theorem 2.18. From Construction 2.4 it is
clear that most finitely generated extensions of ELA-fields are not finitely presented.
Indeed there are only countably many finitely presented extensions of a given
countable ELA-field, but 2ℵ0 finitely generated extensions.

We introduce a notation for finitely presented extensions. Since these are given by
Kummer-generic ideals I1, which are ideals in a polynomial ring with finitely many
indeterminates, we can consider instead their associated varieties as subvarieties of
(Ga×Gm)

n .

Definition 3.10. Let F be an ELA-field. An irreducible subvariety V of (Ga×Gm)
n

defined over F is said to be additively free, multiplicatively free, and Kummer-
generic if and only if the corresponding ideal I (V ) is.

Suppose that V satisfies all three conditions. Then there is a uniquely determined
partial E-field extension K of F that is generated by a tuple (ā, eā) that is generic
in V over F . We write F |V , read “F extended by V ”, for the ELA-extension K ELA

of F .

Theorem 3.11. Let F C F1 be a finitely generated kernel-preserving strong exten-
sion of ELA-fields. Then F1 is a finitely presented extension of F.

Proof. Let ā be a finite set of generators of F1 over F . By extending ā if
necessary, we may assume that 〈F, ā〉F1 C F1. By Corollary 3.8, the extension
F ⊆ 〈F, ā〉F1 is a finitely presented extension of partial E-fields. By Theorem 2.18,
F1 ∼= (〈F, ā〉F1)

ELA, so is a finitely presented ELA-extension of F . �

Note that there are finitely generated strong extensions of partial E-fields, of
E-fields, of EA-fields, and of EL-fields that are not finitely presented, due to the
issue of uniqueness of coherent systems of roots. This is the main reason why we
work with ELA-fields. It is also important that the kernel does not extend, since if
a is a new kernel element then the values of exp(a/m) for m ∈ N+ cannot all be
specified by a finite list of equations.

4. Finitely presented ELA-fields

So far we have defined finitely presented extensions of ELA-fields, but it is natural
also to ask about finitely presented ELA-fields. The useful convention is as follows.

Definition 4.1. An ELA-field F is said to be finitely presented if and only if there
is a finitely generated partial E-field F0 (with full kernel) such that F = FELA

0 .

Note that a finitely presented ELA-extension of a finitely presented ELA-field
is still finitely presented, since if F = FELA

0 , V ⊆ (Ga×Gm)
n is defined over F ,
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additively free, multiplicatively free, and Kummer-generic, and (ā, eā)∈V generates
the extension F ⊆ F |V and F1 = 〈F0 ∪ ā〉F |V , then F |V ∼= FELA

1 .
The definition is just a convention since there is no way to specify any partial

E-field with full kernel within the category of partial E-fields, just by finitely many
equations between a given set of generators. Within the subcategory of partial
E-fields with full kernel, one might view the CKτ as finitely presented, with explicit
finite presentations

exp(τ/2)=−1, f (τ )= 0,

where f is the minimal polynomial of the cyclic generator τ . However it does not
follow that exp(τ/m) is a primitive m-th root of 1 for each m and this cannot be
specified by finitely many polynomial equations, for example τ/p could be the
cyclic generator for any odd prime p. On the other hand, within the category of
partial E-fields with cyclic kernel and named generator τ , the minimal polynomial
of τ does indeed determine CKτ precisely. So the matter of what constitutes a finite
presentation is somewhat dependent on the axioms specifying the category, and the
convention in Definition 4.1 is the useful one for the purposes of this paper.

5. Classification of strong extensions

It follows from Theorem 3.11 that finitely generated kernel-preserving strong
extensions of ELA-fields are all of the form F C F |V , where V is additively and
multiplicatively free, and Kummer-generic. We next discuss the properties of the
varieties V that occur in this way.

Let G = Ga × Gm. Each matrix M ∈ Matn×n(Z) defines a homomorphism
M : Gn

→ Gn by acting as a linear map on Gn
a and as a multiplicative map on Gn

m.
If V ⊆ Gn , we write M ·V for its image. Note that if V is a subvariety of Gn , then
so is M · V .

Definition 5.1. An irreducible subvariety V of Gn is rotund if and only if for every
matrix M ∈Matn×n(Z),

dim M · V > rk M.

A reducible subvariety is rotund if and only if at least one of its irreducible compo-
nents is rotund.

A subvariety V of Gn is perfectly rotund if and only if it is irreducible, dim V =n,
for every M ∈Matn×n(Z) with 0< rk M < n,

dim M · V > rk M + 1,

and also V is additively free, multiplicatively free, and Kummer-generic.
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Note that a reducible subvariety may satisfy the dimension property of rotundity
without being rotund. For example, take n = 2, V1 given by x1 = y1 = 1, V2 given
by x2 = y2 = 1, and V = V1 ∪ V2.

Proposition 5.2. Let F ⊆ F |V be an extension of ELA-fields, with V additively
and multiplicatively free, and Kummer-generic. Then the extension is strong if and
only if V is rotund.

In the proof, and subsequently, we will use the concept of the locus of a tuple.
If F ⊆ F1 is a field extension and ā ∈ Fn

1 , then the locus of ā over F , written
LocF (ā) or Loc(ā/F), is the smallest Zariski-closed subset of Fn

1 containing ā that
is defined over F .

Proof of Proposition 5.2. Let ā be the tuple generating F |V over F such that
(ā, eā) ∈ V . Suppose F C F |V , let M ∈ Matn×n(Z), and let b̄ = Mā. Then
LocF (b̄, eb̄)= M · V and ldimQ(b̄)= rk M , so

dim M · V − rk M = δ(b̄/F)> 0

and hence V is rotund.
Conversely, suppose that V is rotund, let F1 = 〈F, ā〉F |V , the partial E-field

extension of F generated by ā, and let b̄ be any tuple from D(F1). The tuple ā spans
D(F1)/F , so there is M ∈Matn×n(Z) such that there is an equality of Q-vector
spaces 〈Mā〉/F = 〈b̄〉/F . Then

δ(b̄/F)= δ(Mā/F)= dim M · V − rk M > 0

so F C F1. But F |V = FELA
1 , so F C F |V as required. �

Definition 5.3. A strong extension F C F1 of ELA-fields is simple if and only if
whenever F C F2C F1 is an intermediate ELA-field then F2 = F or F2 = F1.

It is easy to see that every simple extension of ELA-fields is finitely generated.
For, suppose ā is a nonempty finite tuple from F1 r F . Then there is a finite tuple
ā′, extending ā, such that 〈F, ā′〉F1 C F1. Then F C F2 := 〈F, ā′〉ELA

F1
and F2C F1,

so by simplicity F2 = F1 and the extension is finitely generated. However, simple
extensions are not necessarily generated by a single element.

It is important to distinguish between exponentially algebraic and exponentially
transcendental extensions. The full definition of exponential algebraicity is given
in [Kirby 2010a], but all we will use is the following fact:

Fact 5.4 [Kirby 2010a, Theorem 1.3]. Let F be an E-field and suppose C C F is
some strong subset, and ā is a finite tuple from F. Then the exponential transcen-
dence degree of ā over C in F satisfies

etdF (ā/C)=min
{
δ(ā, b̄/C)

∣∣ b̄ is a finite tuple from F
}
.
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Exponential transcendence degree is the dimension notion of a pregeometry,
analogous to transcendence degree in pure fields. An element a is exponentially
algebraic over C if and only if etdF (a/C)= 0.

Lemma 5.5. There is a unique simple exponentially transcendental extension of
any ELA-field.

Proof. Let FCF1 be simple, with a∈ F1, exponentially transcendental over F . Then
td(a, ea/F) = 2, so the partial E-field extension 〈F, a〉F1 is determined uniquely
up to isomorphism. But 〈F, a〉F1 C F1 by the above characterisation of exponen-
tial transcendence degree so, by Theorem 2.18, 〈F, a〉ELA

F1
∼= (〈F, a〉F1)

ELA. Then
〈F, a〉ELA

F1
C F1, so 〈F, a〉ELA

F1
= F1 because the extension is simple. �

Note that if a is exponentially transcendental over F then Loc(a, ea/F) = G
(recall that G =Ga×Gm), so the simple exponentially transcendental extension of
F can be written in our notation as F |G.

Proposition 5.6. If V is perfectly rotund then the strong extension of ELA-fields
F C F |V is simple and exponentially algebraic.

Conversely, if FC F ′ is a simple, exponentially algebraic extension of ELA-fields
then F ′ ∼=F F |V for some perfectly rotund V .

Proof. Let ā be the tuple generating F |V over F such that (ā, eā) ∈ V , and let
F1 = 〈F, ā〉F |V , the partial E-field extension of F generated by ā.

Since V is rotund and additively and multiplicatively free, F C F |V is exponen-
tially algebraic if and only if dim V = n. Now suppose F C F2C F |V , a proper
intermediate ELA-field. Then (F2 ∩ D(F1))/F is a nontrivial proper subspace
of D(F1)/F , which must be the span of Mā for some M ∈ Matn×n(Z), with
0< rk M < n. Since V is rotund, dim M · V > rk M . Extend Mā to a spanning set
Mā, b̄ of D(F1)/F . Then δ(b̄/F,Mā)> 0, because F2C F |V . But

δ(b̄/F,Mā)= td(b̄, eb̄/F,Mā, eMā)− ldimQ(b̄/F,Mā)

= [n− dim M · V ] − [n− rk M]

so dim M · V 6 rk M . Thus dim M · V = rk M , and V is not perfectly rotund.
For the converse, choose ā a tuple of smallest length that generates F ′ over F and

such that F1 := 〈F, ā〉F ′ C F ′, and let V = Loc(ā, eā/F)⊆ Gn . Then F ′ ∼= FELA
1 .

Since n is minimal, V is additively and multiplicatively free. By replacing ā by
ā/m for some m ∈N, we may assume V is Kummer-generic. Since the extension is
strong and exponentially algebraic, V is rotund and dim V = n. If V is not perfectly
rotund then there is a matrix M with 0 < rk M < n such that dim M · V = rk M .
Let F2 = 〈F,Mā〉ELA

F ′ . Then F C F2 C F ′, but F2 6= F and F C F ′ is simple, so
F2 = F ′. But F2 is generated by Mā, which is Q-linearly dependent over F , so by



Finitely presented exponential fields 961

a basis for it that is a tuple shorter than ā. This contradicts the choice of ā. So V is
perfectly rotund. �

We now consider the problem of when two extensions F |V and F |W are
isomorphic. Suppose ā is a generator of F |V , with (ā, eā) ∈ V . Then if b̄ is a
different choice of basis of the extension, so F ∪ b̄ has the same Q-linear span as
F ∪ ā, and W = Loc(b̄, eb̄/F), then clearly F |W ∼= F |V , but there is no reason
why W should be equal to V . Essentially this is the only way an isomorphism can
happen.

Definition 5.7. Suppose V ⊆ Gn and W ⊆ Gm are two perfectly rotund varieties,
defined over F . Write V ∼F W if and only if n=m, there are M1,M2 ∈Matn×n(Z)

of rank n, and there is c̄ ∈ Fn , such that M1 · V = M2 · W + (c̄, ec̄) (where +
means the group operation in Gn , so multiplication on the Gm coordinates), and
furthermore M1 · V is Kummer-generic.

Proposition 5.8. If V and W are perfectly rotund and defined over F then

F |V ∼=F F |W if and only if V ∼F W.

Proof. Firstly suppose that V ∼F W , and let V ′ = M1 · V , where M1 is as above.
Let K = 〈F, ā〉F |V , where (ā, eā) ∈ V is the generating tuple. Let b̄ = M1ā. Then
〈F, b̄〉F |V = K , and (b̄, eb̄) is generic in V ′. Furthermore, since V ′ is Kummer-
generic (by assumption), K is well defined by V ′. Hence F |V ∼= F |V ′. Similarly,
translating V ′ to V ′−(c̄, ec̄) for some c̄∈ Fn does not change K . So F |V ∼=F F |W .

Conversely, suppose F |V ∼= F |W . Let (ā, eā) ∈ V be a generating tuple for
F |V . Let F1= 〈F, ā〉F |V , and write F |V as the union of a chain of partial E-fields

F C F1C F2C F3C · · · ,

where for n ∈ N+ we have ldimQ(D(Fn+1)/D(Fn)) = 1, which is possible since
F |V = FELA

1 . There is b̄ ∈ F |V such that Loc(b̄, eb̄/F) = W . Suppose that b̄ is
Q-linearly independent over D(F1). Then Loc(b̄, eb̄/F1)=W because F1C F |V .
Now each D(Fn+1) is generated over D(Fn) by a single element cn+1 such that
either cn+1 or ecn+1 is algebraic over Fn . By perfect rotundity of W , no b in the
Q-linear span of b̄ satisfies this, so inductively we see that b̄ is linearly independent
over D(Fn) for all n, a contradiction. So b̄ is not Q-linearly independent over
D(F1). Write B for the Q-linear span of F ∪ b̄. Then D(F1)C F |V and BC F |V ,
so D(F1)∩ B C F |V , and hence, since V and W are perfectly rotund, we must
have B = D(F1), and V ∼F W as required. �

We can give a normal form for a finitely generated strong ELA-extension FCF ′.
The key is that the order of making simple extensions can often be interchanged.
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Lemma 5.9. Let F be a countable ELA-field, and let V ⊆ Gn and W ⊆ Gr be
two additively and multiplicatively free, irreducible, Kummer-generic subvarieties,
defined over F. Then

(F |V )|W ∼= (F |W )|V ∼= F |(V ×W )

as extensions of F.

Proof. First note that the extension (F |V )|W makes sense, since in the base change
from F to F |V , the variety W remains free, irreducible, and Kummer-generic,
because both F and F |V are algebraically closed. Similarly (F |W )|V makes
sense. Now let ā, b̄ be the tuples in F1= (F |V )|W such that (ā, eā)∈V determines
the first extension and (b̄, eb̄) ∈W determines the second extension. Let ā′, b̄′ be
the equivalent tuples in F2 = (F |W )|V . Then the partial E-fields K1 = 〈Fā, b̄〉F1

and K2 = 〈Fā′, b̄′〉F2 are isomorphic extensions of F , as both (ā, eā, b̄, eb̄) and
(ā′, eā′, b̄′, eb̄′) are generic in V ×W over F . Now K1C F1 and K2C F2; hence
the result follows by Theorem 2.18. �

Indeed the extensions F |V and F |W can be freely amalgamated over F , and
the free amalgam is in fact given by F |(V ×W ).

Now consider a finitely generated strong extension of countable ELA-fields
F C F ′. Let ā1 be some tuple from F ′, Q-linearly independent over F , such that
V1 := Loc(ā1, eā1/F) is perfectly rotund. If it does not exists, then F = F ′. So we
have F = F0C F1 = 〈F, ā1〉

ELA
F ′ C F ′. Now iteratively choose tuples āi , which are

Q-linearly independent over Fi−1, such that Vi :=Loc(āi , eāi /F) is perfectly rotund
and defined over F j , where j is as small as possible, and define Fi = 〈Fi−1, āi 〉

ELA
F ′ .

At some finite stage we will exhaust F ′. The previous propositions show there
is only a very limited scope for choosing the tuples āi . Thus we have a Jordan–
Hölder-type theorem, showing how a finitely generated extension decomposes as a
chain of simple extensions, and the extent to which the chain is unique.

Theorem 5.10. If F C F ′ is a finitely generated strong extension of countable
ELA-fields, then it can be decomposed as

F = K0C K1C K2C · · ·C Kr = F ′

such that Ki = Ki−1 |Vi with Vi = Vi,1×· · ·×Vi,mi with each Vi, j perfectly rotund
and defined over Ki−1 but not defined over Ki−2. Furthermore, if there is another
decomposition

F = K0C K ′1C K ′2C · · ·C K ′s = F ′

such that K ′i = K ′i−1 |V
′

i with V ′i = V ′i,1 × · · · × V ′i,qi
, then s = r and, for each i ,

qi = mi and there is a permutation σ of {1, . . . ,mi } such that V ′i, j ∼F ′ Vi,σ ( j).
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A finer analysis is possible, in which one takes into account for each Vi, j precisely
which of the Vs,t for s < i are involved in the field of definition of Vi, j , to produce
a partial order on the simple extensions.

6. The strong exponential-algebraic closure

We now consider the analogue for exponential fields of the algebraic closure of a
field.

Definition 6.1. An exponential field F is said to be strongly exponentially-algebrai-
cally closed if and only if it is an ELA-field and for every finitely generated partial
E-subfield A of F , and every finitely generated kernel-preserving exponentially
algebraic strong partial E-field extension AC B, there is an embedding B ↪→ F
fixing A.

The word strongly in this definition actually does not refer to the strong ex-
tensions, but rather signifies that the property is stronger than another property,
called exponential-algebraic closedness, which was also considered by Zilber.
Exponential-algebraic closedness is a model-theoretic approximation to strong
exponential-algebraic closedness, which is first-order axiomatisable, but strong
exponential-algebraic closedness is the sensible notion from the algebraic point of
view taken in this paper.

We now show that every countable ELA-field has a well-defined strong exponen-
tial-algebraic closure.

Theorem 6.2. Let F be a countable ELA-field. Then there is a strongly exponen-
tially-algebraically closed F∼ with F C F∼ such that if F C K , K is strongly
exponentially-algebraically closed, and ker(K ) = ker(F), then there is a strong
embedding F∼C K such that

F ⊂ G- F∼

K

4

?

∩

⊂

G
-

commutes. Furthermore, F∼ is unique up to isomorphism as an extension of F. We
call it the strong exponential-algebraic closure of F.

The key property we need is the amalgamation property, which follows from
Lemma 5.9.

Proof of Theorem 6.2. Let F be a countable ELA-field. List the triples

(nα, Vα, Aα)α<ω

such that nα ∈N+, Vα is a perfectly rotund subvariety of Gnα (F), Aα is a finitely
generated subfield of F over which Vα is defined, and F does not contain b̄ such
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that (b̄, eb̄) is generic in Vα over Aα. Note that if F is not strongly exponentially-
algebraically closed then there will be ℵ0 such triples.

Let F1 be the ELA-extension of F obtained by making the simple ELA-extensions
determined by each Vα in turn. By Lemma 5.9 (and a back and forth argument), F1

does not depend on the choice of well-ordering. Now iterate the process to produce
a chain

F C F1C F2C F3C · · ·

and let F∼ be the union of this chain.
By construction, F∼ is strongly exponentially-algebraically closed, and F C F∼.

Furthermore if F is strongly exponentially-algebraically closed then F = F∼. The
primality property and the uniqueness of F∼ follow from a standard back-and-forth
argument. �

If F is a partial E-field such that FELA is well-defined, then we also write F∼

for (FELA)
∼.

Note that if F∼ 6= F then F∼ will not be minimal over F , that is, it will be
isomorphic over F to a proper subfield of itself. This is because we adjoin ℵ0

copies of the extension of F defined by V1 in constructing F1, and if we miss out
cocountably many of those realisations, we get a proper ELA-subfield of F1 that is
isomorphic over F to F1.

Definition 6.3. Zilber’s pseudoexponential fields are precisely the exponential fields
F satisfying the following properties:

(1) F is an ELA-field.

(2) F has standard kernel.

(3) The Schanuel property holds.

(4) F is strongly exponentially-algebraically closed.

(5) For any countable subset A ⊆ F , the exponential-algebraic closure eclF (A) is
countable.

Of course these are genuine exponential fields in our algebraic sense. The
prefix “pseudo” refers to Zilber’s programme of pseudoanalytic or pseudocomplex
structures.

Construction 6.4 (Zilber’s pseudoexponential fields). Let B0 = SK∼. For each
ordinal α, define Bα+1 = (Bα |G)∼ (where G = Ga×Gm as before). For limit α,
take unions. It is easy to see that the exponential transcendence degree of Bα is |α|,
and that the isomorphism type of Bα depends only |α|. For a cardinal κ we write
Bκ for the model of exponential transcendence degree κ .
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By construction, the Bκ satisfy Zilber’s axioms, and hence are pseudoexponential
fields. Although Bκ exists for all cardinals κ , we have only proved that FELA and
hence F∼ are uniquely defined for countable F , and hence the arguments of this
paper only show that Bκ is well-defined for countable κ .

We now proceed to examine strong exponential-algebraic closedness in more
detail before proving that the Bκ for countable κ are the only countable pseudoex-
ponential fields.

The property of strong exponential-algebraic closedness is most useful when
there is a proper subset of F that is strongly embedded in F , and especially when a
finite such subset exists.

Definition 6.5. An E-field F is said to have ASP, for almost the Schanuel property,
if and only if there is a finite tuple c̄ from F such that 〈c̄〉F C F .

Lemma 6.6. Any strong extension of a finitely presented ELA-field has ASP.

Proof. If F is a strong extension of a finitely presented ELA-field, then it is a
strong extension of a finitely generated partial E-field F0, and we can take c̄ to be a
generating tuple for F0. �

Example 6.7. Consider the exponential field C2x = 〈C;+, · , 2x
〉. Then C2x does

not satisfy the Schanuel property because 21
= 2, but if Schanuel’s conjecture is

true then it does satisfy ASP.

ASP is a slight weakening of the Schanuel property that allows for some extra
generality such as this example, but such that the theory works almost unchanged.

Lemma 6.8. Suppose F is an ELA-field. Then the following are equivalent.

(1) F is strongly exponentially-algebraically closed.

(2) For each n ∈ N, every perfectly rotund subvariety V ⊆ Gn(F), and every
finitely generated subfield A of F over which V is defined, there is (b̄, exp(b̄))
in F , generic in V over A.

(3) For each n ∈ N, every additively and multiplicatively free, rotund subvariety
V ⊆ Gn(F), and every finitely generated subfield A of F over which V is
defined, there are infinitely many distinct (b̄, exp(b̄)) in F , generic in V over A.

Furthermore, if F satisfies ASP then the next three conditions are also equivalent to
the first three.

(4) For each n∈N, every perfectly rotund subvariety V ⊆Gn(F), and every finitely
generated ELA-subfield A of F over which V is defined, there is (b̄, exp(b̄))
in F , generic in V over A.

(5) For each finitely generated ELA-subfield A of F , and each finitely generated
exponentially algebraic strong ELA-extension AC B, there is an embedding
B ↪→ F fixing A.
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(6) For each finitely generated strong ELA-subfield AC F , and each simple ex-
ponentially algebraic strong ELA-extension A C B, there is an embedding
B ↪→ F (necessarily strong) fixing A.

Proof. (1)⇐⇒ (2) by Proposition 5.6. (3) =⇒ (2) is trivial. To show (2) =⇒ (3),
first note that every finitely generated strong extension is the union of a chain of
simple strong extensions, so to find a point in an additively and multiplicatively
free rotund subvariety it is enough to find points in perfectly rotund subvarieties.
Now we show by induction on r ∈ N that there are at least r many such b̄. The
case r = 1 is (2). Now suppose we have b̄1, . . . , b̄r . Then by (2) there is a b̄r+1

such that (b̄r+1, exp(b̄r+1)) is generic in V over A∪{b̄1, exp(b̄1), . . . , b̄r , exp(b̄r )}

In particular, b̄1, . . . , b̄r+1 are distinct.
It is immediate that (4) implies (2), that (4) implies (5), and that (5) implies (6).

We now assume that there is a finite c̄C F . Assume (2), and let A = 〈ā, c̄〉ELA
F be

a finitely generated ELA-subfield of F . Since c̄C F , we may assume that AC F
by extending the tuple ā if necessary. By (2), there is (b̄, exp(b̄)) in F , generic in
V over ā. By Lemma 5.9, the ELA-subfield 〈ā, b̄〉ELA

F of F is isomorphic to A |V ,
and (b̄, exp(b̄)) is generic in V over A. Hence (4) holds.

Now assume (6), let V be perfectly rotund, and let A be a finitely generated
ELA-subfield over which V is defined. Then there is a finitely generated ELA-
subfield A′ of F containing A and c̄ such that A′C F . By (6), there is a realisation
of A′ |V in F over A′, say generated by (b̄, exp(b̄)), generic in V over A′. But then
(b̄, exp(b̄)) is generic in V over A as A ⊆ A′, hence (4) holds. �

Proposition 6.9. Let F0 be a finitely generated partial E-field with full kernel (or
a finitely presented ELA-field), and let F0C F be a countable, kernel-preserving,
strongly exponentially-algebraically closed strong extension of F0. Then F is deter-
mined up to isomorphism as an extension of F0 by the exponential transcendence
degree etd(F/F0).

Proof. Suppose F0 is as above and let C(F0) be the category of all countable
strong kernel-preserving ELA-extensions of F0, with strong embeddings fixing
F0 as the morphisms. Let C<ℵ0(F0) be the full subcategory of finitely generated
ELA-extensions of F0. Then C(F0) is an ℵ0-amalgamation category, that is:

• Every arrow is a monomorphism.

• C0(F) has unions of ω-chains (by Lemma 2.3).

• C<ℵ0(F0) has only countably many objects up to isomorphism (Theorem 3.11).

• For each A ∈ C<ℵ0(F0), there are only countably many extensions of A in
C<ℵ0(F0) up to isomorphism (also by Theorem 3.11).

• C<ℵ0(F0) has the amalgamation property (by Lemma 5.9).
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• C<ℵ0(F0) has the joint embedding property (since FELA
0 embeds in all of the

strong ELA-extensions of F0, by Theorem 2.18).

Thus by the Fraïssé amalgamation theorem, specifically the version in [Kirby 2009,
Theorem 2.18], there is a unique C<ℵ0(F0)-saturated extension F0C F in C(F0),
that is, one such that for any finitely generated ELA-extension A of F0 inside F , and
any finitely generated strong ELA extension AC B, there is a (necessarily strong)
embedding of B into F over A. Using part (6) of Lemma 6.8, this property is the
same as being strongly exponentially-algebraically closed together with etd(F/F0)

being infinite. Thus the proposition is proved in the case where etd(F/F0)= ℵ0.
Now suppose F0 C F is as in the proposition with etd(F/F0) = n ∈ N. Let

a1, . . . , an be an exponential transcendence base for F over F0, and let F1 =

〈F0, a1, . . . , an〉
ELA
F . Then F1 ∼=F0 F0 |Gn , and etd(F/F1) = 0. So it is enough to

consider the case etd(F/F0)=0. Let C0(F0) be the subcategory of C(F0) consisting
of the exponentially algebraic extensions. The same argument as above shows that
C(F0) is an ℵ0-amalgamation category, and we deduce that up to isomorphism
there is a unique countable, kernel-preserving, strongly exponentially-algebraically
closed strong extension of F0, which of course is F0

∼. �

Corollary 6.10. The countable pseudoexponential fields are precisely Bκ for κ a
countable cardinal.

Proof. The pseudoexponential fields are all kernel-preserving strongly exponentially-
algebraically closed strong extensions of SK. �

From the proof of Proposition 6.9 one can see that much of the machinery of
ℵ0-stable first-order theories can be brought to bear on the category C(F0) for any
finitely presented ELA-field F0. Indeed, the strongly exponentially-algebraically
closed kernel-preserving strong extensions of F0 (at least those with the countable
closure property) should be thought of as analogous to the algebraically closed pure
field extensions of a finitely generated field. They are the “universal domains” that
are saturated and ℵ0-homogeneous for the category C(F0). Of course this is not
saturation nor ℵ0-stability in the sense of first-order model theory, because we are
only considering extensions that do not extend the kernel. Also the ℵ0-stability is
with respect to counting types over strong ELA-subfields of F , not over arbitrary
subsets. Developing the homogeneity property further, we make some observations
about extending automorphisms.

Proposition 6.11. Suppose that F is a partial E-field with full kernel, which is
finitely generated or a finitely generated extension of a countable LA-field, and that
σ is an automorphism of F.

(1) σ extends uniquely to an automorphism of F E .
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(2) σ extends to automorphisms of F E A, FELA, and to any countable strongly
exponentially-algebraically closed kernel-preserving strong extension of F ,
including F∼.

Proof. To extend an automorphism σ of F to an automorphism of Fe we must
have σ(ci,n)= exp(σ (bi )/n), in the notation of Construction 2.6. This does define
a partial automorphism since the ci are algebraically independent over F , and it
extends uniquely to an automorphism of Fe because Fe is generated over F by
the ci,n . Thus, by induction, σ extends uniquely to an automorphism of F E .

We have an extension θ : F→ FELA, where θ is the inclusion map, and a second
extension θ ◦ σ : F → FELA. The partial E-field F satisfies the hypothesis of
Theorem 2.18, so by that theorem there is a map σ̄ : FELA

→ FELA that restricts
to σ on F . The image of σ̄ is an ELA-subfield of FELA containing F , so must be
all of FELA. Hence σ̄ is an automorphism of FELA extending σ . The restriction
of σ̄ to F E A is an automorphism of F E A extending σ . Similarly, we can use the
C<ℵ0(F0)-saturation and C<ℵ0

0 (F0)-saturation properties to extend σ̄ from FELA to
an automorphism of F∼ or of another countable strongly exponentially-algebraically
closed kernel-preserving strong extension of F . �

The partial E-field SK embeds in Cexp, so the restriction, σ0, of complex conjuga-
tion is an automorphism of SK, and it is easy to see that it and the identity map are
the only automorphisms of SK. By Proposition 6.11, σ0 extends to automorphisms
of Bκ for any countable κ , and in [Kirby et al. 2012], these extensions of σ0 are used
to identify the algebraic numbers that are pointwise definable in pseudoexponential
fields. However, the extensions of σ0 are far from being unique, so this argument
does not give an analogue of complex conjugation on any Bκ .

7. Nonmodel completeness

In this section we show that the Bκ , and other strongly exponentially-algebraically
closed E-fields, are not model complete. We use the submodularity property of δ,
which is well known from Hrushovski’s amalgamation constructions, and some
simple consequences.

Lemma 7.1 (submodularity). Let F be a partial E-field, and let C, X, Y be Q-
subspaces of D(F) such that C ⊆ X ∩ Y and ldimQ(X ∪ Y/C) is finite. Let x̄, ȳ, z̄
be finite tuples such that x̄ ∪C spans X , ȳ ∪C spans Y , and z̄ ∪C spans X ∩ Y .
Then

δ(x̄ ∪ ȳ/C)+ δ(z̄/C)6 δ(x̄/C)+ δ(ȳ/C). (1)

More prosaically, the predimension function δ( · /C) is submodular on the lattice of
Q-linear subspaces of D(F). We write

δ(XY/C)+ δ(X ∩ Y/C)6 δ(X/C)+ δ(Y/C).
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Proof. If δ is replaced by td then (1) holds, and if δ is replaced by ldimQ then it
holds with 6 replaced by = . Subtracting the latter from the former gives (1). �

Lemma 7.2. Suppose F is a partial E-field, and CCF. For each finite tuple ā from
F , there is a smallest Q-vector subspace dC, āeF of F containing ā and C , called
the hull of C∪ā, such that dC, āeFCF. Furthermore, dC, āeF is finite-dimensional
as an extension of C.

Proof. Since C C F , there is a finite-dimensional extension C ⊆ A ⊆ D(F) with
ā ∈ A such that δ(A/C) is minimal, say equal to d . If A1 and A2 are two such, then
by submodularity we see that δ(A1 ∩ A2/C)6 d, and hence we can take dC, āeF
to be the intersection of all such A. �

Remark 7.3. Often in amalgamation-with-predimension constructions, the ana-
logue of what is here called the hull is called the strong closure or, when self-
sufficient is used in place of strong, the self-sufficient closure. While the notion of a
self-sufficient subset makes semantic sense (X is self-sufficient in F if no witnesses
outside X are needed to realise its full type in F), the sense is lost when dealing with
extensions rather than subsets because in “F is a self-sufficient extension of X”, the
“self” should semantically refer to X rather than F , in conflict with the syntactic
construction of the phrase. Since the focus here is on extensions rather than subsets,
we do not use the terminology of self-sufficiency. Similarly, the terminology “strong
closure” conflicts with the notion here of strong exponential-algebraic closure. The
simplest amalgamation-with-predimension construction is that of the universal
acyclic graph, and there the concept corresponding to our hull is exactly the convex
hull of a set in the sense of the graph, that is, the hull of X is the union of all paths
between elements of X .

Proposition 7.4. Suppose F is an E-field, CC F , and ā is a tuple from F. Suppose
K ⊆ F is an E-subfield of F , containing C , such that dC, āeF ∩ K is spanned by
C ∪ ā. Let r = δ(ā/C)− δ(dC, āeF/C). Then etdK (ā/C)= etdF (ā/C)+ r .

Proof. By Fact 5.4 and the definition of the hull,

etdK (ā/C)=min
{
δ(ā, b̄/C)

∣∣ b̄ ⊆ K
}
= δ(dC, āeK /C),

and similarly,
etdF (ā/C)= δ(dC, āeF/C).

So we must show that δ(dC, āeK /C)= δ(ā/C), or equivalently that for any b̄ from
K , δ(ā, b̄/C)> δ(ā/C).

Let A be the Q-span of C ∪ ā, H = dā,CeF , and let B ⊆ K be an extension
of A, generated by some tuple b̄. Then, by the assumption on K , B ∩ H = A. By
the submodularity of δ,

δ(B/C)− δ(A/C)> δ(B H/C)− δ(H/C),
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but the right hand side is positive as H = dAeF . Hence δ(B/C) > δ(A/C) as
required. �

Proposition 7.5. Let F be a countable strongly exponentially-algebraically closed
E-field satisfying ASP, and of exponential transcendence degree at least 1. Then
there is K ⊆ F , a proper E-subfield such that K ∼= F but the inclusion K ↪→ F is
not an elementary embedding. In particular, F is not model-complete.

Proof. (My thanks to Alf Onshuus who noticed a mistake in an earlier version of
this proof.) Using the ASP assumption, let c̄ be a finite tuple such that c̄C F and
etd(F/c̄)> 1, and let F0=〈c̄〉ELA

F . So F0 is a finitely generated strong ELA-subfield
of F .

The precise variety V we use is not so important so we take a simple example,
the intersection of three generic hyperplanes in G3. That is, let α1, . . . , α18 ∈ F0

be algebraically independent and let V be the subvariety of G3 given by

α1 X1+α2 X2+α3 X3+α4Y1+α5Y2+α6Y3 = 1,

α7 X1+α8 X2+α9 X3+α10Y1+α11Y2+α12Y3 = 1,

α13 X1+α14 X2+α15 X3+α16Y1+α17Y2+α18Y3 = 1,

where X1, X2, X3 are the coordinates in Ga and Y1, Y2, Y3 are the coordinates in Gm.

Claim. V is perfectly rotund.

Proof. Certainly V is irreducible and has dimension 3. The projections to G3
a and

to G3
m are dominant, so V is additively and multiplicatively free. Similarly, for any

M ∈Mat3×3(Z), if rk M = 2 then dim M ·V = 3 and if rk M = 1 then dim M ·V = 2.
V must be Kummer-generic from its simple structure, but in any case we could
replace it by the locus of (X1/m, X2/m, X3/m, m

√
Y1,

m
√

Y1,
m
√

Y1 ) for a suitably
large integer m (where (X1, X2, X3, Y1, Y2, Y3) is generic in V ) without affecting
the rest of the argument. �

Choose (a1, a2, a3) ∈ F3 such that (a1, a2, a3, ea1, ea2, ea3) is generic in V
over F0. Since F is strongly exponentially-algebraically closed and has ASP,
such a point exists by Lemma 6.8. Now let t ∈ F be exponentially transcendental
over F0, let F1 = 〈F0(t)〉ELA

F , and let K1 = 〈F0(a1)〉
ELA
F .

Claim. a2, a3 /∈ K1.

Proof. The intuition here is that V already gives the maximum three constraints
between a1, a2, and a3. If a2 or a3 were to lie in K1 that would be an extra constraint,
or perhaps r + 1 extra constraints with r extra witnesses, which would contradict
F0 being strong in F .
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Suppose for a contradiction that a2 ∈ K1. Then there is a shortest chain of
subfields of K1, given by

aclF (F0(a1, ea
1))= L0 ⊂ L1 ⊂ L2 ⊂ · · · ⊂ Lr ,

such that a2 ∈ Lr and, for each i ∈ {1, . . . , r}, there are xi , exi ∈ L i such that
L i = aclF (L i−1(xi , exi )) and either xi ∈ L i−1 or exi ∈ L i−1.

For each i ∈ {1, . . . , r}, we have td(L i/L i−1)= 1. We can consider each L i as
a partial exponential field by taking the intersection of the graph of expF with L2

i .
Then L i 6= L i−1 for each i , so xi ∈ D(L i )rD(L i−1), so in particular a1, x1, . . . , xr

are Q-linearly independent over F0, and ea1, ex1, . . . , exr are multiplicatively inde-
pendent over F0.

Let V ′ ⊆ G2 be the fibre of V given by fixing the coordinates X1 = a1 and
Y1 = ea1 . So V ′ is the locus of (a2, a3, ea2, ea3) over L0. Also dim V ′ = 1, and V ′

projects dominantly to each coordinate, so a2, a3, ea2, ea3 are interalgebraic over L0.
In particular, they all lie in Lr , and their locus over Lr−1 is V ′. Since V is additively
and multiplicatively free, so is V ′. So a2, a3 are Q-linearly independent over Lr−1

and ea2, ea3 are multiplicatively independent over Lr−1.
Thus if xr ∈ Lr−1 then a1, a2, a3, x1, . . . , xr are Q-linearly independent over F0.

Otherwise, exr ∈ Lr−1, and ea1, ea2, ea3, ex1, . . . , exr are multiplicatively indepen-
dent over F0, but then again (since the kernel of the exponential map lies in F0)
a1, a2, a3, x1, . . . , xr are Q-linearly independent over F0.

So we have

td(a1, a2, a3, x1, . . . , xr , ea1, ea2, ea3, ex1, . . . , exr /F0)

= td(Lr/L0)+ td(L0/F0)= r + 2,

and thus

δ(a1, a2, a3, x1, . . . , xr/F0)= r + 2− (r + 3)=−1,

which contradicts F0C F . Hence a2, a3 /∈ K1. �

Indeed, the proof of the claim shows that a2 and a3 must be Q-linearly indepen-
dent over K1 since their locus over K1 is the same as over L0. Now dF0, a1e

F is
spanned by F0, a1, a2, a3, so by Proposition 7.4,

etdK1(a1/F0)= etdF (a1/F0)+ δ(a1/F0)− δ(a1, a2, a3/F0)= 0+ 1− 0= 1.

Thus etdK1(a1/F0) = etdF1(t/F0) = 1, so there is an isomorphism θ1 : F1→ K1

taking t to a1 and fixing F0 pointwise. Now choose an ω-chain of ELA-subfields
of F

F1C F2C F3C · · ·C F
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such that Fn+1 is a simple strong ELA-extension of Fn , for each n, and
⋃

n∈N Fn= F .
Inductively we construct chains of ELA-subfields (Kn)n∈N of F and isomorphisms
θn : Fn → Kn , and we also prove that etd(F/Fn)+ 1 = etd(F/Kn). (If etd(F)
is infinite this is trivially true since both sides will be equal to ℵ0.) We already
have K1 and θ1. Note that etd(F/F1)+ 1= etd(F/K1) since {t} is an exponential
transcendence base for eclF (F1) over eclF (K1).

Suppose we have Kn and θn . If Fn C Fn+1 is an exponentially transcendental
simple extension, then choose any b∈ F that is exponentially transcendental over Kn ,
and take Kn+1 = 〈Kn(b)〉ELA

F . This b exists because etd(F/Fn)6 etd(F/Kn). Also
etd(F/Fn+1)+ 1= etd(F/Fn) and etd(F/Kn+1)+ 1= etd(F/Kn), so

etd(F/Fn+1)+ 1= etd(F/Kn+1).

By Lemma 5.5, θn extends to an isomorphism θn+1 : Fn+1→ Kn+1. Now suppose
that Fn C Fn+1 is exponentially algebraic. Let Vn+1 be the corresponding perfectly
rotund subvariety, say given by some equations fi = 0, with coefficients in Fn . Let
Wn+1 be the subvariety obtained from Vn+1 by applying θ−1

n to all the coefficients
of the fi . Then Wn+1 is a perfectly rotund subvariety defined over Kn , and Kn

is a finitely generated ELA-subfield of F , which satisfies ASP, so by Lemma 6.8
there is a realisation of the ELA-extension of Kn corresponding to Wn+1 in F . Let
Kn+1 be such a realisation, and let θn+1 be any isomorphism from Fn+1 to Kn+1

extending θn . Also etd(F/Fn+1)= etd(F/Fn) and etd(F/Kn+1)= etd(F/Kn).
Let K =

⋃
n∈N Kn and θ =

⋃
n∈N θn . Then θ : F→ K is an isomorphism. But

the inclusion K ⊆ F is not an elementary embedding, because

F |H ∃x2, x3[(a1, x2, x3, ea1, ex2, ex3) ∈ V ]

but K1C K , so etdK (a1)= 1, and hence

K |H ¬∃x2, x3[(a1, x2, x3, ea1, ex2, ex3) ∈ V ] �

Theorem 7.6. Zilber’s pseudoexponential fields (of exponential transcendence
degree at least 1) are not model-complete.

Proof. Proposition 7.5 shows that Bκ is not model-complete when 16 κ 6 ℵ0. By
[Zilber 2005, Theorem 5.13], every pseudoexponential field of infinite exponential
transcendence degree is Lω1,ω-equivalent to Bℵ0 , so in particular elementarily
equivalent, and hence also not model-complete. �

Remark 7.7. We know that the complex exponential field Cexp is not model com-
plete [Marker 2006, Proposition 1.1], but that proof uses topological methods and
the definability of Z and Q. Here we use exclusively algebraic methods, and in fact
we have shown more than nonmodel-completeness in the language of exponential
fields. We have shown that even if one adds symbols for every definable subset of
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the kernel, then the result is still not model-complete. I believe that it is not known
whether Cexp is model complete after adding symbols for every definable subset of
the kernel.

8. The Schanuel Nullstellensatz

D’Aquino, Macintyre and Terzo [D’Aquino et al. 2010] and also Shkop [2012]
have shown that every strongly exponentially-algebraically closed exponential field
satisfies the Schanuel Nullstellensatz:

Definition 8.1. An ELA-field F is said to satisfy the Schanuel Nullstellensatz if
and only if whenever f ∈ F[X1, . . . , Xn]

E is an exponential polynomial over F ,
not equal to exp(g) for any exponential polynomial g, then there are a1, . . . , an ∈ F
such that f (a1, . . . , an)= 0.

This statement was conjectured by Schanuel to hold in Cexp, and Henson and
Rubel [1984, Theorem 5.4] proved that it does indeed hold there.

To show that a pure field is algebraically closed it is enough to know that every
nontrivial polynomial has a root. The Schanuel Nullstellensatz is an analogue of
that statement, but it does not characterise strongly exponentially-algebraically
closed exponential fields.

Theorem 8.2. There are ELA-fields satisfying the Schanuel Nullstellensatz that are
not strongly exponentially-algebraically closed.

Proof. Suppose that F is an ELA-field and F ↪→ F ′ is a partial E-field extension
generated by a solution a1, . . . , an to an exponential polynomial f (allowing itera-
tions of exponentiation), not of the form exp(g). Following Shkop, we find F ′ is
also generated over F by a tuple b̄ such that V f := Loc(b̄, eb̄/F)⊆ Gm is rotund,
additively and multiplicatively free, and of dimension m+ n− 1. In particular, the
extension is strong. The method is to add extra variables to remove the iterations
of exponentiation, and then to remove variables to ensure freeness. It follows that
some choice of n− 1 of the ai are exponentially-algebraically independent over F ,
and the remaining one (say a1) satisfies an exponential polynomial equation in one
variable over F ∪ {a2, . . . , an}. Thus if F has infinite exponential transcendence
degree, then it satisfies the Schanuel Nullstellensatz if and only if it satisfies the
same statement just for exponential polynomials in one variable.

Now if FCF ′ is an E-field extension given by adjoining a root a of an exponential
polynomial f in one variable, then F ′ = 〈F, a〉EF ′ . That is, as an E-field extension
it is generated by the single element a.

Define a perfectly rotund variety V to have depth 1 if and only if in an extension
FCF |V with generating tuple ā, there is a single element c such that ā is contained
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in 〈F, c〉E . Equivalently, F C 〈F, c〉E C F |V . Since 〈F, c〉E is an E-field but not
an ELA-field, such an intermediate field is possible.

Let C<ℵ0
1 be the smallest category of finitely generated strong ELA-extensions

F of SKELA that is closed under simple extensions that are either exponentially
transcendental or given by perfectly rotund varieties of depth 1. Let C1 be the
closure of C<ℵ0

1 under unions of ω-chains. Then, as in the proof of Proposition 6.9,
C1 is an amalgamation category and hence has a unique Fraïssé limit, say U. Then U

satisfies the Schanuel Nullstellensatz. However, there are perfectly rotund varieties
V that do not have depth 1 such as the intersection of generic hypersurfaces in
G3 used in the proof of Proposition 7.5. By Theorem 5.10, for such V there is no
(ā, eā) in U that is generic in V over a field of definition of V , and hence U is not
strongly exponentially-algebraically closed. �

9. Transcendence problems

Schanuel’s conjecture has many consequences in transcendence theory. Ribenboim
[2000, pp. 323–326] gives a few examples of easy consequences, one being that
the numbers e, π , eπ , logπ , ee, π e, ππ , log 2, 2π , 2e, 2i , ei , π i , log 3, log log 2,
(log 2)log 3, and 2

√
2 are all algebraically independent.

When Lang [1966, p. 31] first published Schanuel’s conjecture, he wrote:

From this statement, one would obtain most statements about algebraic
independence of values of et and log t which one feels to be true.

We strengthen this empirical observation, and make it precise. To make a precise
statement we need a definition.

Definition 9.1. A particular transcendence problem is a problem of the following
form:

Given complex numbers a1, . . . , an in some way, what is the transcen-
dence degree of the subfield Q(a1, . . . , an) of C?

Since we are concerned with open problems, the way in which the complex
numbers are given is important. For example, it may be that ee is a rational number r .
The problem of finding the transcendence degree of Q(r) given r as an explicit
rational number is not the same as the problem of finding the transcendence degree
of Q(exp(exp(1))). This might lead one to ask how one is allowed to specify a
complex number, but we do not need to address this question in any generality. Note
that the example above of Ribenboim is a particular transcendence problem where
all the numbers are explicitly constructed from the rationals Q by the operations of
exponentiation, taking logarithms, taking roots of polynomials, and field operations.

Let C0 = eclCexp(∅) be the field of exponentially algebraic complex numbers.
By Fact 5.4, for any ā = (a1, . . . , an) ∈ Cn such that no Q-linear combination



Finitely presented exponential fields 975

of them lies in C0, we have td(ā, eā/C0) > n + 1. Thus Schanuel’s conjecture
(for Cexp) is equivalent to its restriction to C0. Recall that SK embeds in C0, and
so Schanuel’s conjecture for C0 is equivalent to the assertion that SK CC0. By
Proposition 6.9, if SK CC0 then B0 ∼= C0

∼ (recall B0 = SK∼). Thus Schanuel’s
conjecture is equivalent to the assertion that C0 embeds in B0. If in addition C0

were strongly exponentially-algebraically closed, that is, C0 = C0
∼, then there

would be an isomorphism C0 ∼= B0. Since the automorphism group of B0 is very
large, such an isomorphism would be very far from being unique.

Theorem 9.2. Schanuel’s conjecture decides all particular transcendence problems
where the complex numbers a1, . . . , an ∈ C are given by an explicit construction
from Q by the operations of exponentiation, taking logarithms, taking roots of
polynomials, field operations, and taking implicit solutions of systems of exponential
polynomial equations.

Proof. The conditions on the ai are equivalent to them all lying in C0, that is,
being exponentially algebraic complex numbers. Assuming Schanuel’s conjecture,
C0 embeds in B0. Any explicit description of the ai defines a finitely generated
partial E-subfield F of B0, the smallest one containing all the coefficients of the
exponential polynomial equations used in the given descriptions of the ai . F is
necessarily strong in B0, since it contains witnesses of all of its elements being
exponentially algebraic. When taking logarithms or, more generally, taking implicit
solutions of systems of equations, there are countably many solutions in B0, but the
homogeneity of B0 for strong partial E-subfields (which follows from the Fraïssé
theorem used in the proof of Proposition 6.9) shows that these choices do not affect
the isomorphism type of F . Thus Schanuel’s conjecture determines the isomorphism
type of F as a partial E-field, and hence it determines the transcendence degree of
its subfield Q(a1, . . . , an). �

Note that if we do not allow taking implicit solutions of systems of exponential
polynomial equations then the construction stays inside the field SKELA, and the
proof depends only on Section 2 of this paper. In particular this covers the field SKE L ,
which, under Schanuel’s conjecture, is the field of all of what Chow [1999] calls
EL-numbers, that is, those complex numbers that have a closed-form representation
using 0, +, · , −, ÷, exp and the principal branch of the logarithm.

The construction will produce a generating set b̄ for D(F), and polynomial
equations with rational coefficients determining the locus V of (b̄, exp(b̄)). If we had
an algorithm to determine the Q-linear relations holding on b̄ and the multiplicative
relations holding on exp(b̄), that would give an algorithm for answering particular
transcendence problems of this form (assuming Schanuel’s conjecture of course).

There are other transcendence problems that are more general in nature, for
example the four exponentials conjecture that states that if x1, x2, y1, y2 ∈ C and
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ldimQ(x1, x2)= ldimQ(y1, y2)= 2, then

td(ex1 y1, ex1 y2, ex2 y1, ex2 y2)> 1.

The four exponentials conjecture is not a particular transcendence problem as
defined above, but nonetheless it can easily be seen to follow from Schanuel’s
conjecture. So the statement of Theorem 9.2 is not a complete answer to formalising
Lang’s observation. Nonetheless, the method of proof above does apply. The four
exponentials conjecture can be viewed as the conjunction of a set of particular
transcendence problems, namely every specific instance of the problem. More
generally, suppose P is a transcendence problem, such as the four exponentials
conjecture, which asserts that some transcendence degree is large given suitable
conditions (about exponentials, logarithms, and algebraic equations). Then either
(every instance of) P is true in B0 so it follows from Schanuel’s conjecture that it
is true in C0, or P is false in B0, in which case, since B0 is constructed in as free
a way as possible, P cannot be true in any exponential field F (unless it is true
trivially because the hypotheses are not satisfied by any numbers in F).

Connection with conjectures on periods. The two main conjectures about Cexp

are:

(1) Schanuel’s conjecture, or equivalently, Cexp embeds in B, or equivalently, C0

embeds in B0.

(2) Cexp is strongly exponentially-algebraically closed, or equivalently, Cexp =

Cexp
∼.

Together, they form Zilber’s conjecture that Cexp ∼= B (at least assuming the contin-
uum hypothesis, as discussed in the introduction). As discussed above, Schanuel’s
conjecture is equivalent to its restriction to C0. In the light of Lemma 7.2 and
Proposition 7.4, the restriction of the conjecture to C0 is equivalent to the assertion
that if a is an exponentially algebraic complex number then there is a unique reason
for that, meaning a unique smallest finite-dimensional Q-vector subspace dae of C

containing a such that δ(dae)= 0.
This formulation of Schanuel’s conjecture makes a visible connection with the

conjecture of Kontsevich and Zagier [2001, Section 1.2] on periods. They conjecture
that if a complex number is a period then there is a unique reason for that, up to
three rules for manipulating integrals: additivity, change of variables, and Stokes’
formula. Kontsevich and Zagier [2001, Section 4.1] give an alternative formulation
of their conjecture. There is a canonical surjective homomorphism from a formal
object, the vector space of effective periods, to the space of complex periods. The
periods conjecture is equivalent to this homomorphism being an isomorphism. In
the exponential case, the existence of automorphisms of B0 means there can be no
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canonical isomorphism from the formal object B0 to C0. Furthermore, since the
objects in question are fields rather than vector spaces, there cannot be a noninjective
map between them so if the conjecture is false then there is no map at all from B0 to
C0, although one could repair this by taking suitable subrings of B0 instead. Finally,
the open question of strong exponential-algebraic closedness of C0 means that any
map should go from C0 to B0 rather than the other way round, or that the subrings
of B0 chosen should be restricted in some way. The power of the predimension
method, as used in this paper, is that such considerations are not necessary.

The Kontsevich–Zagier conjecture does not imply Schanuel’s conjecture, because
for example e is (conjecturally) not a period. Even the expanded conjecture on
exponential periods [Kontsevich and Zagier 2001, Section 4.3] does not say much
about Schanuel’s conjecture, because (again conjecturally) ee is not an exponential
period. Furthermore Schanuel’s conjecture does not just refer to C0 but to all of
C whereas periods form a countable subset of C. André [2009, Section 4.4] has
observed that the Kontsevich–Zagier conjecture is equivalent to Grothendieck’s
conjecture on periods, and André [2009, Section 5.8.1] himself proposed a con-
jecture that encompasses both Grothendieck’s periods conjecture and Schanuel’s
conjecture, and applies to all of C.

10. Open problems

We end with some open problems. Schanuel’s conjecture is known to be very
difficult, and the conjecture that Cexp is strongly exponentially-algebraically closed
is also widely open (even assuming Schanuel’s conjecture). We suggest some
questions about complex exponentiation that may be easier.

(1) Define an ELA-field F to be locally finitely presented if and only if every
finitely generated ELA-subfield of F is finitely presented. Is Cexp locally
finitely presented?

(2) Is there any finitely presented exponential subfield of Cexp?

(3) Is there an exponential subfield C of C, and a finitely presented proper extension
of C realised inside C0, the subfield of exponentially algebraic numbers in C?
Since C0CCexp, the question is resolved outside C0.

(4) Let V ⊆ Gn(C) be perfectly rotund. From the Schanuel Nullstellensatz for
Cexp we see that if n = 1 then there is (a, ea) ∈ V in Cexp. How about n = 2,
or n = 3? Indeed, for which V can one show there are any solutions in Cexp?

(5) Is there any perfectly rotund V that is not of depth 1 with (a, ea) ∈ V in Cexp?

An apparently difficult problem is to construct an ordered analogue of pseudo-
exponentiation that should be conjecturally elementarily equivalent to the real
exponential field Rexp. Since the real exponential function is determined just by it
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being a homomorphism that is order-preserving, continuous, and by the cut in the
reals of e, one would have to assume Schanuel’s conjecture for Rexp to construct an
Archimedean model. The following problem is of the same nature, but may perhaps
be more straightforward.

(6) Can the automorphism σ0 on SK be extended to an automorphism of order 2
on a subfield of Bℵ0 larger than SKE , such as SKE A, SKELA, B0, or even Bℵ0

itself, in such a way that the exponential map is order-preserving on the fixed
field (which will necessarily be real-closed, and hence ordered)?

Mantova [2011] has shown that σ0 can be extended to an automorphism of order
2 on any Bκ for κ 6 2ℵ0 , but in his constructions the exponential map is not
order-preserving on the fixed field.

Finally, the predimension method used in this paper is very powerful, and can
be extended beyond the exponential setting, for example to the exponential maps
of semiabelian varieties [Kirby 2009] and to sufficiently generic holomorphic
functions known as Liouville functions [Zilber 2002; Koiran 2003; Wilkie 2005].
The periods conjecture of André encompasses the first of these settings and also
the Grothendieck–Kontsevich–Zagier periods conjecture.

(7) Is there a way to formulate André’s conjecture as the nonnegativity of some
predimension function, satisfying the essential properties such as the addition
formula and submodularity?
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On a problem of Arnold:
The average multiplicative order

of a given integer
Pär Kurlberg and Carl Pomerance

For coprime integers g and n, let `g(n) denote the multiplicative order of g
modulo n. Motivated by a conjecture of Arnold, we study the average of `g(n)
as n ≤ x ranges over integers coprime to g, and x tending to infinity. Assuming
the generalized Riemann Hypothesis, we show that this average is essentially as
large as the average of the Carmichael lambda function. We also determine the
asymptotics of the average of `g(p) as p ≤ x ranges over primes.

1. Introduction

Given coprime integers g and n with n > 0 and |g| > 1, let `g(n) denote the
multiplicative order of g modulo n, that is, the smallest integer k ≥ 1 such that
gk
≡ 1 mod n. For x ≥ 1 an integer, let

Tg(x) :=
1
x

∑
n≤x

(n,g)=1

`g(n),

essentially the average multiplicative order of g. Arnold [2005] conjectured that if
|g|> 1, then

Tg(x)∼ c(g) x
log x

,

as x→∞, for some constant c(g) > 0. However, Shparlinski [2007] showed that
if the generalized Riemann Hypothesis1 (GRH) is true, then

Tg(x)�
x

log x
exp

(
C(g)(log log log x)3/2

)
,

Kurlberg was partially supported by grants from the Göran Gustafsson Foundation, the Knut and
Alice Wallenberg foundation, the Royal Swedish Academy of Sciences, and the Swedish Research
Council. Pomerance was supported by NSF grants, numbers DMS-0703850 and DMS-1001180.
MSC2010: 11N37.
Keywords: average multiplicative order.

1What is needed is that the Riemann Hypothesis holds for Dedekind zeta functions ζKn (s) for all
n > 1, where Kn is the Kummer extension Q(e2π i/n, g1/n).
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where C(g) > 0. He also suggested that it should be possible to obtain, again
assuming GRH, a lower bound of the form

Tg(x)≥
x

log x
exp

(
(log log log x)2+o(1)) as x→∞.

Let

B = e−γ
∏

p

(
1− 1

(p−1)2(p+1)

)
= 0.3453720641 . . . , (1)

the product being over primes, and where γ is the Euler–Mascheroni constant. The
principal aim of this paper is to prove the following result.

Theorem 1. Assuming the GRH,

Tg(x)=
x

log x
exp

(
B log log x

log log log x
(1+ o(1))

)
as x→∞,

uniformly in g with 1 < |g| ≤ log x. The upper bound implicit in this result
holds unconditionally.

Let λ(n) denote the exponent of the group (Z/nZ)×, which is commonly known
as Carmichael’s function. We have `g(n)≤λ(n)when (g, n)=1, so we immediately
obtain that

Tg(x)≤
1
x

∑
n≤x

λ(n),

and it is via this inequality that we are able to unconditionally establish the upper
bound implicit in Theorem 1. Indeed, Erdős, Pomerance, and Schmutz [Erdős et al.
1991] determined the average order of λ(n) showing that, as x→∞,

1
x

∑
n≤x

λ(n)= x
log x

exp
(

B log log x
log log log x

(1+ o(1))
)
. (2)

Theorem 1 thus shows under assumption of the GRH that the mean values of λ(n)
and `g(n) are of a similar order of magnitude. We know, on assuming the GRH,
that λ(n)/`g(n) is very small for almost all n (for instance, see [Kurlberg 2003; Li
and Pomerance 2003]; in the latter paper it was in fact shown that λ(n)/`g(n) ≤
(log n)o(log log log n) as n → ∞ on a set of relative asymptotic density 1 among
integers coprime to g), so perhaps Theorem 1 is not very surprising. However, in
[Erdős et al. 1991] it was also shown that the normal order of λ(n) is quite a bit
smaller than the average order: There exists a subset S of the positive integers of
asymptotic density 1 such that for n ∈ S and n→∞,

λ(n)=
n

(log n)log log log n+A+(log log log n)−1+o(1) ,
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where A > 0 is an explicit constant. Thus the main contribution to the average of
λ(n) comes from a density-zero subset of the integers, and to obtain our result on
the average multiplicative order, we must show that `g(n) is large for many n for
which λ(n) is large.

If one averages over g as well, then a result like our Theorem 1 holds uncon-
ditionally. In particular, it follows from [Luca and Shparlinski 2003, Theorem 6]
that

1
x2

∑
n≤x

∑
1<g<n
(g,n)=1

`g(n)=
x

log x
exp

(
B log log x

log log log x
(1+ o(1))

)
as x→∞.

We also note that our methods give that Theorem 1 still holds for g = a/b a
rational number, with uniform error for |a|, |b| ≤ log x , and n ranging over integers
coprime to ab.

1.1. Averaging over prime moduli. We shall always have the letters p, q denoting
prime numbers. Given a rational number g 6= 0,±1 and a prime p not dividing
the numerator or denominator of g, let `g(p) denote the multiplicative order of g
modulo p. For simplicity, when p does divide the numerator or denominator of g,
we let `g(p)= 1.

Further, given k ∈ Z+, let

Dg(k) :=
[
Q(g1/k, e2π i/k) :Q

]
denote the degree of the Kummer extension obtained by taking the splitting field of
X k
− g. Let rad(k) denote the largest squarefree divisor of k and let ω(k) be the

number of primes dividing rad(k).

Theorem 2. Given g ∈Q, g 6= 0,±1, define

cg :=

∞∑
k=1

φ(k) rad(k)(−1)ω(k)

k2 Dg(k)
.

The series for cg converges absolutely, and, assuming the GRH,

1
π(x)

∑
p≤x

`g(p)= 1
2 cg · x + O

(
x

(log x)2−4/ log log log x

)
.

Furthermore, with g = a/b, where a, b ∈ Z, the error estimate holds uniformly for
|a|, |b| ≤ x.

At the heart of our claims of uniformity, both in Theorems 1 and 2, is our
Theorem 6 in Section 2.
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Though perhaps not obvious from the definition, cg > 0 for all g 6= 0,±1. In
order to determine cg, define

c :=
∏

p

(
1−

p
p3− 1

)
= 0.5759599689 . . . ,

the product being over primes; cg turns out to be a positive rational multiple of c.
To sum the series that defines cg we will need some further notation. For p a prime
and α ∈Q∗, let vp(α) be the exponential p-valuation at α, that is, it is the integer
for which p−vp(α)α is invertible modulo p. Write g =±gh

0 , where h is a positive
integer and g0 > 0 is not an exact power of a rational number, and write g0 = g1g2

2 ,
where g1 is a squarefree integer and g2 is a rational. Let e = v2(h) and define
1(g) = g1 if g1 ≡ 1 mod 4, and 1(g) = 4g1 if g1 ≡ 2 or 3 mod 4. For g > 0,
define n = lcm(2e+1,1(g)). For g < 0, define n = 2g1 if e= 0 and g1 ≡ 3 mod 4,
or e = 1 and g1 ≡ 2 mod 4; let n = lcm(2e+2,1(g)) otherwise.

Consider the multiplicative function f (k)= (−1)ω(k)rad(k)(h, k)/k3. We note
that for p prime and j ≥ 1,

f (p j )=−p1−3 j+min( j,vp(h))).

Given an integer t ≥ 1, define F(p, t) and F(p) by

F(p, t) :=
t−1∑
j=0

f (p j ) and F(p) :=
∞∑
j=0

f (p j ).

In particular, we note that if p - h, then

F(p)= 1−
∞∑
j=1

p1−3 j
= 1−

p
p3− 1

. (3)

Proposition 3. With notation as above, if g < 0 and e > 0, we have

cg = c ·
∏
p | h

F(p)
1− p

p3−1

·

(
1−

F(2, e+ 1)− 1
2F(2)

+

∏
p | n

(
1−

F(p, vp(n))
F(p)

))
;

otherwise

cg = c ·
∏
p | h

F(p)
1− p

p3−1

·

(
1+

∏
p | n

(
1−

F(p, vp(n))
F(p)

))
.

For example, if g = 2, then h = 1, e = 0, and n = 8. Thus

c2 = c ·
(

1+ 1−
F(2, 3)
F(2)

)
= c ·

(
2−

1− 2/(21)3− 2/(22)3

1− 2/(8− 1)

)
= c · 159

160 .
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We remark that the universal constant

c =
∏

p

(
1−

p
p3− 1

)
is already present in the work of Stephens on prime divisors of recurrence sequences.
Motivated by a conjecture of Laxton, Stephens [1976] showed that on GRH, the
limit

lim
x→∞

1
π(x)

∑
p≤x

`g(p)
p− 1

exists and equals c times a rational correction factor depending on g. In fact, from
the result it is easy deduce our Theorem 2 with a somewhat better error term.
However, Stephens only treats integral g that are not powers, the error term is
not uniform in g, and, as noted by Moree and Stevenhagen [2000], the correction
factors must be adjusted in certain cases.

Theorem 2 might also be compared with the work of Pappalardi [1995]. In fact,
his method suggests an alternate route to our Theorem 2, and would allow the
upper bound

1
π(x)

∑
p≤x

`g(p)≤ 1
2(cg + o(1))x,

as x→∞ to be established unconditionally. The advantage of our method is that
it avoids computing the density of those primes for which g has a given index.

Finally, Theorem 2 should also be contrasted with the unconditional result of
Luca [2005] that

1
π(x)

∑
p≤x

1
(p−1)2

p−1∑
g=1

`g(p)= c+ O(1/(log x)κ)

for any fixed κ > 0. By partial summation one can then obtain

1
π(x)

∑
p≤x

1
p−1

p−1∑
g=1

`g(p)∼ 1
2 c · x as x→∞,

a result that is more comparable to Theorem 2.

2. Some preliminary results

For an integer m ≥ 2, we let P(m) denote the largest prime dividing m, and we let
P(1)= 1.

Given a rational number g 6= 0,±1, we recall the notation h, e, n described in
Section 1.1, and for a positive integer k, we recall that Dg(k) is the degree of the
splitting field of X k

− g over Q. We record a result of Wagstaff on Dg(k); see
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Proposition 4.1 and the second paragraph in the proof of Theorem 2.2 in [Wagstaff
1982].

Proposition 4. With notation as above,

Dg(k)=
φ(k) · k

(k, h) · εg(k)
, (4)

where φ is Euler’s function and εg(k) is defined as follows: If g > 0, then

εg(k) :=
{

2 if n | k,
1 if n - k.

If g < 0, then

εg(k) :=


2 if n | k,
1
2 if 2 | k and 2e+1 - k,
1 otherwise.

We also record a GRH-conditional version of the Chebotarev density theorem
for Kummerian fields over Q; see [Hooley 1967, Section 5; Lagarias and Odlyzko
1977, Theorem 1]. Let ig(p) = (p − 1)/`g(p), the index of 〈g〉 in (Z/pZ)∗

when g ∈ (Z/pZ)∗.

Theorem 5. Assume the GRH. Suppose g = a/b 6= 0,±1, where a, b are integers
of absolute value at most x. For each integer k ≤ x , the number of primes p ≤ x for
which k | ig(p) is

1
Dg(k)

π(x)+ O(x1/2 log x).

Note that k | ig(p) if and only if xk
− g splits completely modulo p. Also note

that the trivial bound x/k is majorized by the error term in Theorem 5 when
k ≥ x1/2/ log x . In fact, the error term majorizes the main term for k ≥ x1/4.

We will need the following uniform version of [Kurlberg and Pomerance 2005,
Theorem 23].

Theorem 6. If the GRH is true, then for x, L with 1 ≤ L ≤ log x and g = a/b 6=
0,±1, where a, b are integers with |a|, |b| ≤ x , we have∣∣∣{p ≤ x : `g(p)≤

p− 1
L

}∣∣∣� π(x)
L
·

hτ(h)
φ(h)

+
x log log x

log2 x

uniformly, where τ(h) is the number of divisors of h.

Proof. Since the proof is rather similar to the proofs of the main theorem in [Hooley
1967], Theorem 2 in [Kurlberg 2003], and Theorem 23 in [Kurlberg and Pomerance
2005], we only give a brief outline. We see that `g(p) ≤ (p− 1)/L implies that
ig(p) ≥ L . Further, in the case that p | ab, where we are defining `g(p) = 1 and
hence ig(p)= p−1, the number of primes p is O(log x). So we assume that p - ab.
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First step: Consider primes p ≤ x such that ig(p) > x1/2 log2 x . Such a prime p
divides ak

− bk for some positive integer k < x1/2/ log2 x . Since ω(|ak
− bk
|)�

k log x , it follows that the number of primes p in this case is

O((x1/2/ log2 x)2 log x)= O(x/ log3 x).

Second step: Consider primes p such that q | ig(p) for some prime q in the interval
I := [x1/2/log2 x, x1/2 log2 x]. We may bound this by considering primes p ≤ x
such that p ≡ 1 mod q for some prime q ∈ I . The Brun–Titchmarsh inequality
then gives that the number of such primes p is at most a constant times∑

q∈I

x
φ(q) log(x/q)

�
x

log x

∑
q∈I

1
q
�

x log log x

log2 x
.

Third step: Now consider primes p such that q | ig(p) for some prime q in the
interval [L , x1/2/log2 x). In this range we use Proposition 4 and Theorem 5 to get
on the GRH that

|{p ≤ x : q | ig(p)}| �
π(x)(q, h)

qφ(q)
+ x1/2 log x .

Summing over primes q , we find that the number of such p is bounded by a constant
times ∑

q∈[L ,x1/2/log2 x)

(
π(x)(q, h)

q2 + x1/2 log x
)
�
π(x)ω(h)

L
+

x
log2 x

.

Fourth step: For the remaining primes p, any prime divisor q | ig(p) is smaller
than L . Hence ig(p) must be divisible by some integer d in the interval [L , L2

].
By Proposition 4 and Theorem 5, assuming the GRH, we have∣∣{p ≤ x : d | ig(p)}

∣∣ ≤ 2
π(x)(d, h)

dφ(d)
+ O(x1/2 log x). (5)

Hence the total number of such p is bounded by∑
d∈[L ,L2]

(
2
π(x)(d, h)

dφ(d)
+ O(x1/2 log x)

)
�
π(x)

L
hτ(h)
φ(h)

,

where the last estimate follows from∑
d∈[L ,L2]

(d, h)
dφ(d)

≤

∑
m | h

∑
d∈[L ,L2

]

m | d

m
dφ(d)

≤

∑
m | h

∑
k≥L/m

1
φ(m)kφ(k)

�

∑
m | h

m
Lφ(m)

=
h

Lφ(h)

∑
m | h

m
φ(m)

·
φ(h)

h
≤

hτ(h)
Lφ(h)

. (6)
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Here we used the bound ∑
k≥T

1
kφ(k)

� 1/T

for T > 0, which follows by an elementary argument from the bound∑
k≥T

1
k2 � 1/T

and the identity

k/φ(k)=
∑
j | k

µ2( j)
φ( j)

.

Indeed,∑
k≥T

1
kφ(k)

=

∑
j

µ2( j)
φ( j) j2

∑
l≥T/j

1
l2 �

1
T

∑
j≤T

1
φ( j) j

+

∑
j>T

1
j2 �

1
T
. �

Corollary 7. Assume the GRH is true. Let m ≥ 2 be an integer and x ≥ 107 a real
number. Let y= log log x and assume that m≤ log y/ log log y. Let g=a/b 6=0,±1,
where a, b are integers with |a|, |b| ≤ exp((log x)3/m), and let h be as above.
Then uniformly, ∑

p≤x
P(ig(p))>m

1
p
� y

(
1
m
+

∑
q | h
q>m

1
q

)
.

Proof. This result is more a corollary of the proof of Theorem 6 than its statement.
We consider intervals I j := (e j , e j+1

] for j ≤ log x , with j a nonnegative integer.
The sum of reciprocals of all primes p ≤ exp((log x)1/m) is y/m+ O(1), so this
contribution to the sum is under control. We thus may restrict to the consideration
of primes p ∈ I j for j > (log x)1/m . For such an integer j , let t = e j+1. If q | ig(p)
for some prime q > t1/2 log2 t , then `g(p) ≤ t1/2/ log2 t , and the number of such
primes is

O
( ∑

k≤t1/2/ log2 t

k log |ab|
)
= O(t log |ab|/ log4 t),

so that the sum of their reciprocals is O(log |ab|/ log4 t)= O((log x)3/m/j4). Sum-
ming this for j > (log x)1/m , we get O(1), which is acceptable.

For J := (t1/2/ log2 t, t1/2 log2 t], with t = e j+1, we have that the reciprocal
sum of the primes p ∈ I j with some q ∈ J dividing ig(p) (so that q | p − 1) is
O(log log t/ log2 t) = O(log j/j2). Summing this for j > (log x)1/m is o(1) as
x→∞ and is acceptable.

For q ≤ t1/2/ log2 t we need the GRH. As in the proof of Theorem 6, the number
of primes p ∈ I j with q | ig(p) is bounded by a constant times

t
log t

(q, h)
q2 + t1/2 log t.
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Thus, the reciprocal sum of these primes p is

O
(
(q, h)

q2 log t
+

log t
t1/2

)
= O

(
(q, h)
q2 j

+
j

e j/2

)
.

We sum this expression over primes q with m < q � e j/2 /j2, getting

O
(

1
jm log m

+
1
j

∑
q | h,q>m

1
q
+

1
j2

)
.

Summing on j ≤ log x completes the proof. �

3. Proof of Theorem 1

Let x be large and let g be an integer with 1< |g| ≤ log x . Define

y = log log x, m = by/ log3 yc, D = m! , Sk = {p ≤ x : (p− 1, D)= 2k}.

Then S1, S2, . . . , SD/2 are disjoint sets of primes whose union equals {2< p ≤ x}.
Let

S̃k =

{
p ∈ Sk : p - g,

p− 1
2k

∣∣∣ `g(p)
}

(7)

be the subset of Sk , where `g(p) is “large”. Note that if k ≤ log y, p ∈ Sk \ S̃k ,
and p - g, there is some prime q >m with q | (p−1)/`g(p), so that P(ig(p)) >m.
Indeed, for x sufficiently large, we have log y ≤ m/2, and thus k ≤ log y implies
that each prime dividing D also divides D/(2k), so that (p− 1, D)= 2k implies
that the least prime factor of (p− 1)/(2k) exceeds m.

Thus, from Theorem 6,

|Sk \ S̃k | ≤
∣∣{p ≤ x : `g(p) < p/m}

∣∣+∑
p|g

1�
π(x)

m
·

hτ(h)
φ(h)

uniformly for k ≤ log y. Using this it is easy to see that Sk and S̃k are of similar
size when k is small. However, we shall essentially measure the “size” of Sk or S̃k

by the sum of the reciprocals of its members and for this we will use Corollary 7.
We define

Ek :=
∑
p∈Sk

1<pα≤x

1
pα

and Ẽk :=
∑
p∈S̃k

1<pα≤x

1
pα
.

By Lemma 1 of [Erdős et al. 1991],

Ek =
y

log y
· Pk · (1+ o(1)) (8)
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uniformly for k ≤ log2 y, where

Pk =
e−γ

k

∏
q>2

(
1− 1

(q−1)2
) ∏

q | k, q>2

q − 1
q − 2

. (9)

Note that, with B given by (1),
∞∑

k=1

Pk

2k
= B. (10)

The next lemma shows that not much is lost when restricting to primes p ∈ S̃k .

Lemma 8. For k ≤ log y, we uniformly have

Ẽk = Ek ·

(
1+ O

( log5 y
y

))
.

Proof. By (8) and (9), we have

Ek �
y

k log y
≥

y

log2 y
, (11)

and it is thus sufficient to show that
∑

p∈Sk\S̃k
1/p� log3 y since the contribution

from prime powers pα for α ≥ 2 is O(1). As we have seen, if k ≤ log y and
p ∈ Sk \ S̃k , then either p | g or P(ig(p)) >m. Hence, using Corollary 7 and noting
that the hypothesis |g| ≤ log x implies that h� y and so h has at most one prime
factor q > m, we have∑

p∈Ek\Ẽk

1
p
�

y
m
=

y

by/ log3 yc
� log3 y. �

Lemma 9. We have ∑
k≤log y

Ek

2k
=

By
log y

(1+ o(1)),

where B is given by (1).

Proof. This follows immediately from (8), (9), and (10). �

Given a vector j = ( j1, j2, . . . , jD/2) with each ji ∈ Z≥0, let

‖ j‖ := j1+ j2+ · · ·+ jD/2.

Paralleling the notation �i (x; j) from [Erdős et al. 1991], we let

• �̃1(x; j) be the set of integers that can be formed by taking products of v=‖ j‖
distinct primes p1, p2, . . . , pv so that

– for each i , pi < x1/y3
, and

– the first j1 primes are in S̃1, the next j2 are in S̃2, etc.;
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• �̃2(x; j) be the set of integers u= p1 p2 · · · pv∈�̃1(x; j)where (pi−1, p j−1)
divides D for all i 6= j ;

• �̃3(x; j) be the set of integers of the form n = up, where u ∈ �̃2(x; j) and p
satisfies (p− 1, D)= 2, max(x/(2u), x1/y) < p ≤ x/u and `g(p) > p/y2;

• �̃4(x; j) be the set of integers n = (p1 p2 · · · pv)p in �̃3(x; j) with the addi-
tional property that (p− 1, pi − 1)= 2 for all i .

(In the third bullet, note that the max is not strictly necessary since when x is
sufficiently large, x/(2u) > x1/y .)

3.1. Some lemmas. We shall also need the following analogues of [Erdős et al.
1991, Lemmas 2–4]. Let

J := { j : 0≤ jk ≤ Ek/k for k ≤ log y, and jk = 0 for k > log y}.

Lemma 10. If j ∈ J , n ∈ �̃4(x; j), and x ≥ x1, then

`g(n)≥ c1
x
y3

∏
k≤log y

(2k)− jk ,

where x1, c1 > 0 are absolute constants.

Proof. Suppose that n = (p1 p2 · · · pv)p ∈ �̃4(x; j). Let di = (pi − 1, D), and
let ui := (pi − 1)/di . By (7), ui divides `g(pi ) for all i , and by the definition of
�̃3(x; j) we also have `g(p) > p/y2. Since (p−1)/2 is coprime to (pi −1)/2 for
each i and each (pi − 1, p j − 1) | D for i 6= j , we have u1, . . . , uv, p− 1 pairwise
coprime. But

`g(n)= lcm[`g(p1), `g(p2), . . . , `g(pv), `g(p)],

so we find that, using the minimal order of Euler’s function and `g(p) > p/y2,

`g(n)≥ u1u2 · · · uv`g(p)≥
φ(n)

y2 ·
∏v

i=1 di

�
n

y2 · log log n ·
∏l

k=1(2k) jk
�

x

y3 ·
∏l

k=1(2k) jk
,

where we recall that di = (pi−1, D)= 2k if pi ∈ S̃k , and that n ∈ �̃4(x; j) implies
that n > x/2. �

Lemma 11. If j ∈ J , u ∈ �̃2(x; j), and x ≥ x2, then∣∣{p : up ∈ �̃4(x; j)}
∣∣> c2x/(uy log x),

where x2, c2 > 0 are absolute constants.
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Proof. Note that ‖ j‖ ≤
∑l

k=1 Ek/k� y/ log y for j ∈ J , by (8) and (9). For such
vectors j , Lemma 3 of [Erdős et al. 1991] implies that the number of primes p with
max(x/2u, x1/y) < p ≤ x/u, (p−1, D)= 2, and (p−1, pi −1)= 2 for all pi | u
is� x/(uy log x). Thus it suffices to show that∣∣{p ≤ x/u : (p− 1, D)= 2, `g(p)≤ p/y2

}
∣∣= o(x/(uy log x)).

As we have seen, ‖ j‖� y/ log y for j ∈ J , so that u ∈ �̃2(x; j) has u ≤ x1/y2
for

all large x . Thus, Theorem 6 implies that∑
p≤x/u

`g(p)≤p/y2

1�
π(x/u)

y2 �
x

uy2 log x
= o

( x
uy log x

)
.

The result follows. �

Lemma 12. If j ∈ J , then for x ≥ x3,∑
u∈�̃2(x; j)

1
u
> exp

(
−c3 y log log y

log2 y

) ∏
k≤log y

E jk
k

jk !
,

where x3, c3 > 0 are absolute constants.

Proof. The sum in the lemma is equal to

1
j1! j2! · · · jblog yc!

∑
〈p1,p2,...,pv〉

1
p1 p2 · · · pv

,

where the sum is over sequences of distinct primes for which the first j1 are in S̃1,
the next j2 are in S̃2, and so on, and also each (pi − 1, p j − 1) | D for i 6= j . Such
a sum is estimated from below in Lemma 4 of [Erdős et al. 1991] but without the
extra conditions that differentiate S̃k from Sk . The key prime reciprocal sum there
is estimated on pages 381–383 to be

Ek

(
1+ O

(
log log y

log y

))
.

In our case we have the extra conditions that p -g and (p−1)/2k | `g(p), which alters
the sum by a factor of 1+O(log5 y/y) by Lemma 8. But the factor 1+O(log5 y/y)
is negligible compared with the factor 1+ O(log log y/ log y), so we have exactly
the same expression in our current case. �

3.2. Conclusion. For brevity, let l = blog yc. We clearly have

Tg(x)≥
1
x

∑
j∈J

∑
n∈�̃4(x; j)

`g(n).
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By Lemma 10, we thus have

Tg(x)�
1
y3

∑
j∈J

l∏
k=1

(2k)− jk
∑

n∈�̃4(x; j)

1.

Now, ∑
n∈�̃4(x; j)

1=
∑

u∈�̃2(x; j)

∑
up∈�̃4(x; j)

1,

and by Lemma 11, this is

�

∑
u∈�̃2(x; j)

x
uy log x

,

which in turn by Lemma 12 is

�
x

y log x
exp

(
−c3 y log log y

log2 y

) l∏
k=1

E jk
k

jk !
.

Hence

Tg(x)�
x

y4 log x
exp

(
−c3 y log log y

log2 y

)∑
j∈J

l∏
k=1

(2k)− jk E jk
k

jk !
.

Now, ∑
j∈J

l∏
k=1

(2k)− jk E jk
k

jk !
=

l∏
k=1

( [Ek/k]∑
jk=0

(Ek/2k) jk

jk !

)
.

Note that
∑2w

j=0w
j/j !> ew /2 for w ≥ 1 and also that Ek/2k ≥ 1 for x sufficiently

large, as Ek � y/(k log y) by (11). Thus,

∑
j∈J

l∏
k=1

(2k)− jk E jk
k

jk !
> 2−l exp

( l∑
k=1

Ek

2k

)
.

Hence

Tg(x)�
x

y4 log x
exp

(
−c3 y log log y

log2 y

)
2−l exp

( l∑
k=1

Ek

2k

)
.

By Lemma 9 we thus have the lower bound in the theorem. The proof is concluded.
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4. Averaging over prime moduli — the proofs

4.1. Proof of Theorem 2. Let z = log x and abbreviate `g(p) and ig(p) by `(p)
and i(p), respectively. We have∑

p≤x

`(p)=
∑
p≤x

i(p)≤z

`(p)+
∑
p≤x

i(p)>z

`(p)= A+ E,

say. Writing `(p)= (p−1)/ i(p) and using the identity 1/ i(p)=
∑

uv|i(p) µ(v)/u,
we find that

A =
∑
p≤x

i(p)≤z

(p− 1)
∑

uv | i(p)

µ(v)

u

=

∑
p≤x

(p− 1)
∑

uv | i(p)
uv≤z

µ(v)

u
−

∑
p≤x

i(p)>z

(p− 1)
∑

uv | i(p)
uv≤z

µ(v)

u

= A1− E1,

say. The main term A1 is

A1 =
∑
uv≤z

µ(v)

u

∑
p≤x

uv|i(p)

(p− 1).

By a simple partial summation using Theorem 5, the inner sum here is

Li(x2)

Dg(uv)
+ O(x3/2 log x)

assuming the GRH. Thus,

A1 = Li(x2)

(∑
uv≤z

µ(v)

u Dg(uv)

)
+ O

(
x3/2 log x

∑
n≤z

∣∣∣∣∑
uv=n

µ(v)

u

∣∣∣∣).
The inner sum in the O-term is bounded by φ(n)/n, so the O-term is O(x3/2 log2 x).
Recalling that rad(n) denotes the largest squarefree divisor of n, we note that∑

v|k µ(v)v =
∏

p|k(1− p)= (−1)ω(k)φ(rad(k)), and hence

∑
uv=k

µ(v)

u Dg(uv)
=

∑
v|k

µ(v)v

Dg(k)k
=
(−1)ω(k)φ(rad(k))

Dg(k)k
.

On noting that φ(rad(k))= φ(k)rad(k)/k, we have∑
u,v

µ(v)

u Dg(uv)
=

∑
k≥1

(−1)ω(k)rad(k)φ(k)
Dg(k)k2 = cg.
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Thus, with ψ(h) := hτ(h)/φ(h),∑
uv≤z

µ(v)

uvDg(uv)
= cg −

∑
k>z

(−1)ω(k)rad(k)φ(k)
Dg(k)k2 = cg + O(ψ(h)/z),

by Proposition 4 and the same argument as in the fourth step of the proof of
Theorem 6 (in particular, see (6)). It now follows that

A1 = Li(x2)(cg + O(ψ(h)/z)).

It remains to estimate the two error terms E, E1. Using Theorem 6, we have

E � x
z
·

x log log x

log2 x
ψ(h)�

x2ψ(h)

log2 x
.

Toward estimating E1, we note that

fz(n) :=
∣∣∣∣∑
uv | n
uv≤z

µ(v)

u

∣∣∣∣≤∑
d | n
d≤z

∣∣∣∣∑
v|d

µ(v)v

d

∣∣∣∣=∑
d | n
d≤z

φ(rad(d))
d

≤ z.

Further, from the last sum we get

fz(n)≤
∏
pa
‖n

p≤z

(
1+

p− 1
p
+ · · ·+

p− 1
pa

)
< 2ω(nz),

where nz denotes the largest divisor of n composed of primes in [1, z]. We have

|E1| ≤
∑
p≤x

i(p)>z

(p− 1) fz(i(p))≤ x
∑
p≤x

i(p)>z

fz(i(p)).

Let w := 4 log z/ log log z. We break the sum above into three possibly overlapping
parts:

E1,1 := x
∑
p≤x

i(p)>z
ω(i(p)z)≤w

fz(i(p)), E1,2:= x
∑
p≤x

z<i(p)≤x1/2 log2 x
ω(i(p)z)>w

fz(i(p)),

E1,3 := x
∑
p≤x

i(p)>x1/2 log2 x

fz(i(p)).

Using Theorem 6, we have

E1,1 ≤ x2w
∑
p≤x

i(p)>z

1� 2wψ(h)
x2 log log x

log2 x
.
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The estimate for E1,3 is similarly brief, this time using the “first step” in the proof
of Theorem 6. We have

E1,3 ≤ xz
∑
p≤x

i(p)>x1/2 log2 x

1�
x2

log2 x
.

The estimate for E1,2 takes a little work. By the Brun–Titchmarsh inequality,

E1,2 ≤ xz
∑

z<n≤x1/2 log2 x
ω(nz)>w

π(x; n, 1)�
x2z

log x

∑
z<n≤x1/2 log2 x

ω(nz)>w

1
φ(n)

≤ x2
∑

P(m)≤z
ω(m)>w

1
φ(m)

∑
n≤x1/2 log2 x

1
φ(n)

� x2 log x
∑

P(m)≤z
ω(m)>w

1
φ(m)

.

This last sum is smaller than∑
k>w

1
k!

(∑
p≤z

( 1
p− 1

+
1

p(p− 1)
+ · · ·

))k
=

∑
k>w

1
k!

(∑
p≤z

p
(p− 1)2

)k

=

∑
k>w

1
k!

(
log log z+ O(1)

)k
.

The terms in this series are decaying at least geometrically by a large factor, so by
a weak form of Stirling’s formula, we have∑

P(m)≤z
ω(m)>w

1
m
� exp

(
w log log log z−w logw+w+ O(w/ log log z)

)
.

By our choice for w, this last expression is smaller than exp(−3 log z)= (log x)−3

for all large values of x . Hence, E1,2� x2/log2 x .
Noting that ψ(h)� τ(h) log log x , we conclude that∑

p≤x

`(p)= A+ E = A1+ E + O
(
E1,1+ E1,2+ E1,3

)
= cgLi(x2)+ O

( x2

log2 x

(
ψ(h)+ 2wψ(h) log log x + 1+ 1

))
= cgLi(x2)+ O

(
2wτ(h) ·

x2(log log x)2

log2 x

)

=
1
2 cgxπ(x)+ O

( x2

(log x)2−4/ log log log x

)
,
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using that Li(x2) = 1
2 xπ(x)+ O(x2/ log2 x), the definition of w, and h ≤ log x

together with Wigert’s theorem for the maximal order of the divisor function τ(h).
This completes the proof.

4.2. Proof of Proposition 3. We begin with the cases g > 0, or g < 0 and e = 0.
Recalling that Dg(k)= φ(k)k/(εg(k)(k, h)), we find that

cg =
∑
k≥1

(−1)ω(k)rad(k)φ(k)
Dg(k)k2 =

∑
k≥1

(−1)ω(k)rad(k)(k, h)εg(k)
k3 . (12)

Now, since εg(k) equals 1 if n - k, and 2 otherwise, (12) equals

∑
k≥1

(−1)ω(k)rad(k)(h, k)
k3 +

∑
n | k

(−1)ω(k)rad(k)(h, k)
k3 =

∑
k≥1

( f (k)+ f (kn)), (13)

where the function f (k)= (−1)ω(k)rad(k)(h, k)/k3 is multiplicative.
If p - h and j ≥ 1, we have f (p j ) = −p/p3 j . On the other hand, writing

h =
∏

p|h peh,p we have f (p j )=−p1+min( j,eh,p)/p3 j for p | h and j ≥ 1. Since f
is multiplicative,∑

k≥1

( f (k)+ f (kn))=
∑

k:rad(k) | hn

( f (k)+ f (kn)) ·
∑

(k,hn)=1

f (k).

Now, for p - h and j ≥ 1, we have f (p j )=−rad(p j )/p3 j
=−p/p3 j ; hence∑

j≥0

f (p j )= 1−
p

p3(1− 1/p3)
= 1−

p
p3− 1

and thus ∑
(k,hn)=1

f (k)=
∏
p-hn

F(p)=
∏
p-hn

(
1−

p
p3− 1

)
=

c∏
p | hn

(
1− p

p3−1

) .
Similarly,

∑
rad(k) | hn f (k)=

∏
p | hn F(p) and∑

rad(k) | hn

f (kn)=
∏
p | hn

( ∑
j≥en,p

f (p j )
)
=

∏
p | hn

(
F(p)− F(p, en,p)

)
.

Hence∑
rad(k) | hn

f (k)+
∑

rad(k) | hn

f (kn)=
∏
p | hn

F(p)+
∏
p|hn

(
F(p)− F(p, en,p)

)
=

∏
p|hn

F(p) ·
(

1+
∏
p|hn

(
1−

F(p, en,p)

F(p)

))
.
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Thus

cg =
c∏

p | hn(1−
p

p3−1)
·

∏
p | hn

F(p) ·
(

1+
∏
p | hn

(
1−

F(p, en,p)

F(p)

))
,

which, by (3), simplifies to

cg = c ·
∏
p|h

F(p)
1− p

p3−1

·

(
1+

∏
p | hn

(
1−

F(p, en,p)

F(p)

))
.

The case g< 0 and e> 0 is similar: using the multiplicativity of f together with
the definition of εg(k), we find that

cg =
∑
k≥1

( f (k)+ f (kn))− 1
2

e∑
j=1

∑
(k,2)=1

f (2 j k)

=

∏
p

F(p)+
∏

p

(F(p)− F(p, en,p))−
1
2 · (F(2, e+ 1)− 1) ·

∏
p>2

F(p)

=

∏
p

F(p)
(

1+
∏
p | n

(
1−

F(p, en,p)

F(p)

)
−

F(2, e+ 1)− 1
2F(2)

)
.

Again using the fact that∏
p

F(p)=
∏
p-h

(
1−

p
p3+ 1

)∏
p | h

F(p)= c ·
∏
p | h

F(p)
1− p/(p3+ 1)

,

the proof is concluded.
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An analogue of Sturm’s theorem for
Hilbert modular forms

Yuuki Takai

In this paper, we consider congruences of Hilbert modular forms. Sturm showed
that mod ` elliptic modular forms of weight k and level 01(N ) are determined by
the first (k/12)[01(1) :01(N )] mod ` Fourier coefficients. We prove an analogue
of Sturm’s result for Hilbert modular forms associated to totally real number fields.
The proof uses the positivity of ample line bundles on toroidal compactifications
of Hilbert modular varieties.

1. Introduction

In this paper, we consider congruences of Hilbert modular forms. Sturm [1987,
Theorem 1] showed that mod ` modular forms of weight k and level 01(N ) are
determined by the first (k/12)[01(1) :01(N )] mod ` Fourier coefficients. We prove
an analogue of Sturm’s result for Hilbert modular forms associated to totally real
number fields not equal to Q.

Doi and Ohta [1977, Lemma 2.1] showed a result similar to Sturm’s theorem for
elliptic cusp forms of weight 2 by a geometric method. Sturm improves the result
for general weights and general levels by a technical method. For the case that the
coefficient field is C, the similar result was long known [Miyake 1989, Corollary
2.3.4]. Recently, Baba, Chakraborty and Petridis [Baba et al. 2002, Theorem 3]
obtained its generalization for complex Hilbert modular forms by using the Rayleigh
quotient for the Laplace operator. It seems difficult to apply their method to the mod
` case. For the mod ` case, Burgos Gil and Pacetti [Dieulefait et al. 2010, Appendix
B] showed a generalization for Hilbert modular forms associated to Q(

√
5) and

level 00(6
√

5) by a method similar to ours.
As mentioned above, the aim of the article is to prove an analogue of Sturm’s

theorem for Hilbert modular forms. In other words, we obtain an upper bound of
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toroidal and minimal compactifications, intersection numbers.
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the order at zeros of Hilbert modular forms at the exceptional locus of resolution of
cusp singularities.

To explain our main result, we prepare several notions (see Sections 2.1–2.2 for
more precise definitions). Let N ≥ 3 be an integer, F a totally real number field of
finite degree g ≥ 2, OF the ring of integers of F , dF the discriminant of F , and c a
nonzero integral ideal of F . Let F̃ be the Galois closure of F and OF̃ the ring of
integers of F̃ . For a field K that is an OF̃ [1/(NdF ), µN ]-algebra, MK = MK (c, N )
denotes the open connected Hilbert modular variety over K defined as a moduli
of c-polarized Hilbert–Blumenthal abelian varieties with 0(N )-structure. Then
M K = M K ,6 denotes the toroidal compactification associated to a collection 6 of
cone decompositions, ωk

=⊗iω
ki
i denotes the automorphic line bundle on M K of

weight k = (k1, . . . , kg)∈Z
g
≥0, and M∗ denotes the minimal compactification of M .

When k = (1, 1, . . . , 1), we write ω instead of ωk . Our main result is the following:

Theorem 1. Let N ≥ 3 be an integer, k = (k1, k2, . . . , kg) ∈ Z
g
≥0, c a nonzero inte-

gral ideal of F , K a field that is an OF̃ [1/(NdF ), µN ]-algebra (a Z[1/(NdF ), µN ]-
algebra if k is parallel), and S a nonempty finite set of irreducible components of
codimension 1 in M K \ MK . Let f be a c-polarized geometric Hilbert modular
form over K of weight k and level 0(N ), i.e., f ∈ H 0(MK (c, N ), ωk). Then

f 6≡ 0⇒min
E∈S
{ordE( f )}< κ

for

κ = κS = κS(k, N )= Cg−1
g∑

i=1

ki {(ω
(g−1)
·ωi )+ (I

(g−1)
·ωi )}(

I(g−1) ·
∑

E∈S E
) ,

where C is a positive integer independent of k and N , I is the inverse image of
the ideal sheaf defining M∗K \MK by π : M K → M∗K , and the dot ( · ) denotes the
intersection number (see Section 2.1).

The reason why we call Theorem 1 an “analogue” of Sturm’s theorem is that
the constant κ includes a strange constant C . When g = 2 and the canonical
divisor KM of M is nef (numerically effective), we may take an explicit constant
as κ (Theorem 16). Moreover, when the field K is of positive characteristic and
M is a minimal surface of general type, using Ekedahl’s result [1988, Chapter
III, Proposition 1.13], we may take a slightly better form of κ than Theorem 16
(Theorem 19). Applying Theorem 1 to classical Hilbert modular forms, we obtain
the more useful results for the complex case (Corollary 9) and the mod ` case
(Corollary 12). Corollary 9 gives another proof of [Baba et al. 2002, Theorem
3]. As another application of Theorem 1, we obtain a rough upper bound of the
dimension of vector space of Hilbert modular forms (Corollary 15). Because the
dimension for weight 1 is unknown, Corollary 15 is not trivial. We remark that
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we can also show the results for the congruence subgroup 01 by changing 0 in
the proofs to 01 and using theory of the arithmetic compactifications of Hilbert
modular varieties for 01 by Dimitrov [2004].

Theorem 1 is proved by a method extending Doi and Ohta’s algebraic geometric
one. To obtain an upper bound of the order of zeros of modular forms at cusps,
Doi and Ohta used Riemann–Roch’s theorem on modular curves over finite fields.
However, to obtain the bound for Hilbert modular forms, we use the positivity of
ample line bundles. The key point of the proof is the construction of a specific ample
line bundle on the toroidal compactification. To do this, we use the semiampleness
of the automorphic line bundle on the minimal compactification proved by Moret-
Bailly [1985, Chapter V, Theorem 2.1]. Combining the inverse image of the ample
line bundle onto a toroidal compactification with a certain relatively ample line
bundle, a specific ample line bundle on the toroidal compactification is constructed.

This article is organized as follows. In Section 2.1, the notation of intersection
numbers and the two facts of ampleness are explained. In Section 2.2, the definitions
and the properties of integral models of Hilbert modular varieties, these arithmetic
toroidal and minimal compactifications, and the geometric Hilbert modular forms
are recalled. In Section 3.1, for Hilbert modular forms associated to totally real
number fields that are not Q, Theorem 1 is proved. As consequences of Theorem 1,
Corollaries 9–15 are obtained. In Section 3.2, for the case that F is a real quadratic
field, we obtain more explicit forms for κ in Theorems 16 and 19.

2. Preliminaries

Notation and conventions.

• Let F denote a totally real number field and g = [F : Q] < ∞. Let OF ,
d= dF , and dF be the ring of integers of F , the different ideal of F/Q, and
the discriminant of F/Q, respectively. Furthermore, I = IF denotes the set of
the embeddings of F into R, and F∞ = F ⊗Q R.

• For a nonzero fractional ideal a of F , a∗ = a−1d−1, and (a)+ denotes the
subset of a consisting of the totally positive elements.

• Let Sch/R denote the category of the schemes over a ring R, R-Alg the category
of the R-algebras, and Sets the category of the sets.

• Let X be a normal variety. For a Cartier divisor D on X , [D] denotes the Weil
divisor associated to D. For a rational function f on X , div( f ) denotes the
divisor associated to f . A Q-Cartier divisor D on X is a divisor such that m D
is a Cartier divisor for a nonzero integer m.

• For two functions f, g : Rn
→ R≥0, f � g denotes that there is a positive

constant A such that f (x)≤ Ag(x) for all x ∈ Rn .
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2.1. Intersection numbers and ampleness. In this section, we recall some facts in
intersection theory [Fulton 1998, Chapter 2; Lazarsfeld 2004, Chapter 1].

Let d and n be positive integers such that d < n, K a field, and X a normal
proper variety of dimension n over K . For Cartier divisors D1, D2, . . . , Dd on X
and a d-dimensional irreducible closed subvariety V of X , the intersection number
of D1, D2, . . . , Dd and V , denoted (D1 · · · Dd · V ), is defined by several methods.
But it is unique [Hartshorne 1977, Appendix A]. If D = D1 = · · · = Dd , then we
write (D(d)

·V ) instead of (D1 · · · Dd ·V ). For a Cartier divisor E , the intersection
number (D1 · · · Dn−1 ·E) of D1, . . . , Dn−1 and E is defined by (D1 · · · Dn−1 · [E])
and linearity. If D= E = D1= · · · = Dn−1, we write (D(n)) instead of (D(n−1)

·D).
For line bundles Li ' OX (Di ) for 1≤ i ≤ n− 1 and L′ ' OX (E), the intersection
number (L1 · · ·Ln−1 ·L

′) is defined as (D1 · · · Dn−1 · E). For Q-Cartier divisors
D1, . . . , Dn−1 and a Q-Cartier divisor E , their intersection number (D1 · · · Dn−1·E)
is defined by (m1 D1 · · ·mn−1 Dn−1·mn E)/m1m2 · · ·mn , where mi are integers such
that mi Di and mn E are Cartier.

We recall a fact on the ampleness of line bundles:

Lemma 2 [Lazarsfeld 2004, Proposition 1.7.10]. Let X and Y be proper varieties,
f : X→ Y a proper morphism, L an f -ample line bundle on X , and M an ample
line bundle on Y . Then the line bundle ( f ∗M)⊗m

⊗L is ample on X for a sufficiently
large positive integer m.

We also recall that ampleness of line bundles is preserved by the pullback of
finite morphisms.

Lemma 3 [Lazarsfeld 2004, Proposition 1.2.13, Corollary 1.2.28]. Let X and Y be
two projective varieties, and let f : X→ Y be a finite morphism. If a line bundle L

on Y is ample, then f ∗L is ample. Moreover, when f is finite and surjective, a line
bundle L on Y is ample if and only if f ∗L is ample.

2.2. Hilbert modular varieties and geometric modular forms. Let c ⊂ F be a
fixed nonzero integral ideal, N a positive integer, and R a Z[1/(NdF )]-algebra. For
an R-algebra B, let A = (A, ι, λ, φN ) be a c-polarized Hilbert–Blumenthal abelian
variety with 0(N )-structure over B; i.e.,

(1) ρ : A→ Spec(B) is an abelian scheme,

(2) ι : OF ↪→ EndB(A) is an injective ring homomorphism taking 1 to the identity,

(3) λ is a c-polarization (see [Hida 2004, Section 4.1.1] for the definition),

(4) φN : A[N ] ' (OF/NOF )
2 is a 0(N )-structure (i.e., an isomorphism as OF -

modules), and

(5) ρ∗�1
A/Spec B is a locally free OF ⊗Z B-module of rank 1.
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A suitable rule defines the isomorphism on such schemes [Hida 2004, Section 4.1.1].
We consider the contravariant functor E=E(c, 0(N )) : Schop

/R→ Sets defined by

E(c, 0(N ))(B)= {(A, ι, λ, φN )/B/isom.}.

The functor E(c, 0(N )) admits a coarse moduli scheme over R. When N ≥ 3,
E(c, 0(N )) is representable by a scheme over R. Its fine moduli scheme is
denoted M = MR = MN = MR,N = M(c, 0(N )) = MR(c, 0(N )), and the uni-
versal object is denoted AU

→ MN . Remark that M is naturally defined over
R[µN ] = R[x]/(8N (x)) [Deligne and Rapoport 1973, Section 3.20], where 8N

is the N th cyclotomic polynomial. Furthermore, M is a smooth, geometrically
irreducible scheme of finite type and relative dimension g over R[µN ].

Next we define the cusps of MN . Let a and b be nonzero fractional ideals of F
such that c= ab−1, and let

φN : b⊕ a∗/N (b⊕ a∗)' (OF/NOF )
2

be an isomorphism as OF -modules. We set

0(N ; a, b)=
{(

a b
c d

)
∈ SL2(F)

∣∣∣∣ a, d ∈ 1+ NOF ,

b ∈ N (ab)∗, c ∈ N (abdF )

}
.

We define the action of γ ∈ 0(N ; a, b) on b⊕ a∗ by

γ =

(
a b
c d

)
: b⊕ a∗→ b⊕ a∗ : (α, β) 7→ (α, β)γ−1

= (dα− cβ,−bα+ aβ).

A cusp of M(c, 0(N )) is defined to be (a, b, φN ) mod BQ∩0(N ; a, b), where BQ

is the standard Borel subgroup of ResF
Q GL2.

Let6={6s} be a collection of0(N )-admissible polyhedral cone decompositions
[Hida 2004, Section 4.1.4], and M = M R = M R,N = M R,N ,6 denotes the toroidal
compactification of MR(c, 0(N )) associated to 6. Then M is normal over R[µN ].
We can take 6 such that M is smooth or projective over R[µN ] [Hida 2004,
Section 4.1.4].

Let F̃ be the Galois closure of F and OF̃ the ring of integers. Then, for an
OF̃ [1/(NdF ), µN ]-algebra R, we have the isomorphism

OF ⊗Z R '
g⊕

i=1

R : a⊗ b 7→ (σ1(a)b, σ2(a)b, . . . , σg(a)b).

For the structure morphism ρ : AU
→ MR(c, 0(N )), ω denotes the locally free

OF⊗Z OM -module ρ∗�1
A/R of rank 1. By the above isomorphism, ω is decomposed

ω'
⊕

i ωi , whereωi is the locally free OM -module of rank 1 corresponding to σi ∈ I .
For k= (k1, k2, . . . , kg)∈Zg, we define the line bundle ωk

R=ω
k
N ,R=⊗iω

⊗ki
i called
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by the automorphic line bundle of weight k. When the weight k= (k0, k0, . . . , k0) is
parallel, we can construct the automorphic line bundle ωk

R′= (
∧g

ω)⊗k0=det(ω)⊗k0

over every Z[1/(NdF ), µN ]-algebra R′.
A c-polarized holomorphic geometric Hilbert modular form (abbreviated as

GHMF) associated to F of weight k = (k1, k2, . . . , kg) and level 0(N ) defined
over R is an element of H 0(MR, ω

k
R).

There is the semiabelian scheme G over M R that is an extension of the universal
abelian scheme AU

→ MR . Thus, ωk is extended on M . When [F :Q] ≥ 2, by the
Koecher principle [Chai 1990, Section 4.3], we have

H 0(MR, ω
k
R)= H 0(M R, ω

k
R).

Let ρ : G→ M R be the structure morphism and ω = det(ρ∗�1
G/M R

).
By Moret-Bailly [1985, Chapter V, Theorem 2.1], ω is semiample; i.e., there

is a positive integer n0 such that ω⊗n0 is generated by global sections. Thus, the
canonical rational map

φω⊗n0 : M→ Pr
R, P 7→ (s0(P) : s1(P) : · · · : sr (P))

is a morphism, where s0, s1, . . . , sr ∈ H 0(M, ω⊗n0) are global sections gener-
ating ω⊗n0 . We set π = πN = φω⊗n0 . The minimal compactification, denoted
M∗ = M∗R = M∗R,N = M∗R(c, 0(N )), of M is defined to be the image of π , and

M∗ ' Proj
(⊕

n≥0
H 0(M, ω⊗n0n)

)
.

By the semiampleness of ω, the graded ring
⊕

n∈Z≥0
H 0(M, ω⊗n0n) is finitely

generated over R [Chai 1990, Section 4.4]; in particular, M∗ is of finite type over R.
And M is isomorphic to an open dense subscheme of M∗, also denoted M . When
g = [F : Q] ≥ 2, by the Koecher principle M∗ does not depend on the choice of
cone decompositions. And M∗ is also normal. The connected components M∗ \M
are in one-to-one correspondence with the cusps of M . The direct image π∗ω is
Q-Cartier; i.e., there is a positive integer n0 such that π∗ω⊗n0 is a line bundle. Then
π∗ω

⊗n0 is ample [Chai 1990, Section 4.3].
There is another useful definition equivalent to the above definition. We consider

the covariant functor P= PR(c, 0(N )) : R-Alg→ Sets with

P(B)=
{
(A, ω)/B/isom.

∣∣ A ∈ E(B), ρ : A→ Spec(B),

H 0(A, ρ∗�1
A/B)' (OF ⊗ B)ω

}
.

Then for every R-algebra B, TZ(B)= (OF⊗Z B)× acts on P(B), and P/TZ'E. If
E is representable, so is P. And M denotes the moduli scheme over R representing
P. Then M is a TZ-torsor over M . It is known that H 0(M, ωk) ⊂ H 0(M,OM)

[Dimitrov and Tilouine 2004, Remarque 4.5]. Thus, f ∈ H 0(M, ωk) is regarded as
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a function such that a pair (A, ω)/B , for every R-algebra B, associates an element
f ((A, ω)/B) ∈ B that satisfies the following:

(1) The value of f depends only on the isomorphism class of (A, ω).

(2) Given a base change map ρ : B→ B ′, f satisfies

ρ( f ((A, ω)/B))= f ((A, ω)/B ′).

(3) For every α ∈ (OF ⊗Z B)× = TZ(B),

f (A, αω)=
g∏

i=1

σi (α)
−ki f (A, ω).

Let R=OF̃ [1/(NdF ), µN ], and let B be an R-algebra and f a c-polarized GHMF
of weight k = (k1, k2, . . . , kg) and level 0(N ) defined over B. Let a and b⊂ F be
nonzero fractional ideals such that ab−1

= c, φN : (b⊕a
∗)/N (b⊕a∗)' (OF/NOF )

2

an isomorphism, s a cusp of 0(N ) parametrized by (a, b, φN ), and σ a cone in the
cone decomposition 6s . We set

Rσ (N )= R[qξ ]ξ∈N−1ab∩σ∨ and R0(N )= R[qξ ]ξ∈N−1(ab)+∪{0},

where σ∨ is the dual of σ . Let Sσ (N )= Spec Rσ (N ) and S0(N ) = Spec R0(N ).
Let Ŝσ (N ) be the formal completion of Sσ (N ) along S∞σ (N ) = Sσ (N ) \ S0(N ).
The formal scheme Ŝσ (N ) is affine, and we define R̂σ (N ) as its coordinate ring.
Then we can show that

R[[qξ ]]ξ∈N−1(ab)+∪{0} ↪→ R̂σ (N ).

The Tate object Tate(a,b)(q) corresponding to the cusp s is a Hilbert–Blumenthal
abelian variety defined over the quotient field Q(R̂σ (N )⊗R B). The q-expansion
of f at the cusp s is defined to be the value of f at the Tate object corresponding to s:

f (Tate(a,b)(q), φN , ω)= a0+
∑

ξ∈N−1ab∩σ∨

aξqξ ∈ Q(R̂σ (N )⊗R B),

where ω is the canonical nonvanishing differential form on Tate(a,b)(q).
The following fact is known as the q-expansion principle:

Lemma 4. Let B ′ be a subring of B such that B ′ is an R-algebra, and let f be as
above. Then f is defined over B ′ if and only if aξ ∈ B ′ for all ξ ∈ (ab)+ ∪ {0}.

Proof. See [Rapoport 1978, Theorem 6.7]. �

There is a correspondence between the classical Hilbert modular forms and the
geometric Hilbert modular forms defined over C. Let H=Hg be the g-tuple product
of the complex upper half-plane. Then the holomorphic function f : H→ C is a
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classical Hilbert modular form of weight k = (k1, . . . , kg) of level 0(N ; a, b) if f
satisfies the following equation:

f (γ z)=
∏
σi∈I

(σi (c)zi + σi (d))ki f (z) for all γ =
(

a b
c d

)
∈ 0(N ; a, b).

Here Mk(0(N ; a, b)) denotes the complex vector space of the classical Hilbert
modular forms of weight k and level 0(N ; a, b).

To show corollaries of our main result, we need the following lemma:

Lemma 5. As C-vector spaces, Mk(0(N ; a, b)) and H 0(MC(ab
−1, 0(N )), ωk

C
)

are canonically isomorphic.

Proof. See [Rapoport 1978, Lemme 6.12]. �

For f ∈ Mk(0(N ; a, b)), let f ′ ∈ H 0(MC, ω
k
C
) be the form corresponding

to f . We remark that replacing qξ by e2π i Tr(ξ z), the q-expansion of f ′ at a cusp s
corresponds to the Fourier expansion of f at the cusp s.

Remark 6. Let K be a field that is a Z[1/(NdF ), µN ]-algebra. For the open
Hilbert modular variety MK ⊂ M K , the Kodaira–Spencer isomorphism [Katz
1978, Section 1.0] gives ω⊗OF⊗OM ω '�

1
M/K . Therefore, ω⊗2

K = ωK ⊗OM ωK '

det(ω⊗OF⊗OM ω)'�
g
M/K . Observing the behaviors of sections at cusps, we have

ω⊗2
'�

g
M/K

(log D∞)' OM(KM + D∞),

where KM is the canonical divisor of M , and the Cartier divisor D∞ =
∑

E ,
where E runs over the irreducible components of codimension 1 in M K \MK .

3. Proofs of the main theorems

3.1. Main result. We assume g = [F :Q] ≥ 2 so that we use intersection theory.
Let N be a positive integer such that N ≥ 3, k = (k1, . . . , kg) ∈ Z

g
≥0, c a nonzero

integral ideal of F , and K a field that is a Z[1/(NdF ), µN ]-algebra if k is parallel
or an OF̃ [1/(NdF ), µN ]-algebra otherwise. Let MK = MK ,N = MK (c, 0(N ))
be the moduli scheme over K defined in Section 2.2. We choose a collection
of projective 0(N )-admissible polyhedral cone decompositions 6 = {6s}. Let
M K = M K ,N = M K ,N ,6 be the toroidal compactification of MK associated to 6,
M∗K = M∗K ,N the minimal compactification of MK , and π = πN : M K → M∗K the
canonical morphism defined in Section 2.2. We set D∞ =

∑
E , where E runs over

the irreducible components of codimension 1 in M K \MK . Let S be a nonempty
finite set of irreducible components of codimension 1 in M K \MK . For a closed
point P ∈ M∗K , IP denotes the ideal sheaf on M∗K defining P . And I= IN denotes
the inverse image ideal sheaf π−1

N (⊗P∈M∗K \MK IP) ·OM K
.

For convenience, we restate Theorem 1.
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Theorem 1. Retain the notation above and let f be a c-polarized geometric Hilbert
modular form over K of weight k and level 0(N ), i.e., f ∈ H 0(M K (0(N ), c), ωk).
Then, if f 6≡ 0, we have minE∈S{ordE( f )}< κ for

κ = κS = κS(k, N )= Cg−1
g∑

i=1

ki
{
(ω(g−1)

·ωi )+ (I
(g−1)
·ωi )

}(
I(g−1) ·

∑
E∈S E

) ,

where C is a positive integer which is independent of k or N.

Remark 6. If f is a cusp form, κ can be smaller. More generally, for a nonnegative
integer a, if f has zeros of order a at all irreducible components of codimension 1
in M \M , we may take κ as

κ = Cg−1
g∑

i=1

ki {(ω
(g−1)
·ωi )+ (I

(g−1)
·ωi )}(

I(g−1) ·
∑

E∈S E
) − a

(
(I(g−1)

· D∞)(
I(g−1) ·

∑
E∈S E

) − 1
)
.

Remark 7. When the weight is parallel, k = (k0, . . . , k0), we have∑
i

k0(I
(g−1)
·ωi )= k0(I

(g−1)
·ω)= 0

by the projection formula. This implies

κ =
k0Cg−1(ω(g))(

I(g−1) ·
∑

E∈S E
) .

By Hirzebruch’s proportionality theorem [Mumford 1977, Theorem 3.2], we have

(ω(g))= A vol(M)c1(�
1
P

g
C

)g = A′(−1)gζF (−1)[0(1; a, b) : 0(N ; a, b)],

where A and A′ are positive constants not depending on the level N . In this case,
we obtain

κ = k0Cg−1 A′(−1)gζF (−1)
[0(1; a, b) : 0(N ; a, b)](

I(g−1) ·
∑

E∈S E
) .

To prove Theorem 1, we introduce the following lemma:

Lemma 8. For a sufficiently large integer C , ω⊗C
⊗ I is ample on M K .

Proof. We know that π∗ω is Q-Cartier; i.e., π∗ω⊗k0 is a line bundle on M∗K for a
sufficiently large k0. Then this is ample [Chai 1990, Section 4.3]. Since M K is
the normalization of the blowing-up of M∗K along the ideal sheaf ⊗P∈M∗K \MK IP

[Ash et al. 1975, Chapter IV; Faltings and Chai 1990, Chapter V, Theorem 5.8], I
is π -ample.

Lemma 2 implies the line bundle (π∗π∗ω)⊗k0n
⊗I is ample for an integer n� 0.

Because ω is semiample, π∗π∗ω⊗k0 ' ω⊗k0 . Thus, ω⊗k0n
⊗I is also ample for n.

Replacing k0n with C , we obtain the lemma. �
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Proof of Theorem 1. We assume that f 6≡ 0 and set

ν =min
E∈S
{ordE( f )}.

Then f ∈ H 0(M K , ω
k(−ν

∑
E∈S E)). Thus,

OM K
(div( f ))⊂ ωk

(
−ν

∑
E∈S

E
)
,

and they are effective. By positivity of ample line bundles,(
(ω⊗C

⊗ I)(g−1)
·ωk

(
−ν

∑
E∈S

E
))

> 0

for the integer C in Lemma 8. Thus, we have

ν < Cg−1
g∑

i=1

ki {(ω
(g−1)
·ωi )+ (I

(g−1)
·ωi )}(

I(g−1) ·
∑

E∈S E
) .

The independence of C and k and N refers to Lemma 14. �

Next we apply Theorem 1 for classical Hilbert modular forms. For this purpose,
we start with a review of the relation between smooth cone decompositions and
local structures of M at cusps.

We assume that the cone decompositions in 6 are smooth. Let s be a cusp of
M(c, 0(N )) parametrized by (a, b, φN ), where a and b are two nonzero fractional
ideals such that ab−1

= c and φN :b⊕a
∗/N (b⊕a∗)' (OF/NOF )

2 is an isomorphism
(see Section 2.2). We can take the quotient

6s/UN =

g⋃
i=1

{σi, j }
ri
j=1,

where UN ={ ε∈O×F |ε≡1 mod N }, ri is a positive integer, and σi, j ≡σi, j mod UN

with an i-dimensional cone σi, j ∈ 6s . Let 1 ≤ d ≤ g and σ ∈ 6s be a smooth
d-dimensional cone. Since σ is smooth, we can take part of a Z-basis α1, . . . , αd of
N−1ab∩σ∨ such that N−1ab∩σ∨=Z≥0α1+· · ·+Z≥0αd+Zβd+1+· · ·+Zβg with
some part of a Z-basis βd+1, . . . , βg [Hida 2004, Section 4.1.4]. We regard 0 as a
cone in6s . Then 0∨= F∞= F⊗QR. We remark that 0∨=

⋃
σ∈6s

σ∨; in particular,
0∨ ⊃ σ∨. Thus, we have N−1ab∩ 0∨ = Zα1+ · · ·+Zαd +Zβd+1+ · · ·+Zβg for
the above Z-basis α1, . . . , βg.

For the above cone σ ∈6s and the ring R = Z[1/(NdF ), µN ], the ring R̂σ (N )
defined in Section 2.2 is the completion of Rσ (N ) by the principal ideal (qα1 · · · qαd ).
We set

R̂0
σ (N )= R̂σ (N )⊗Rσ (N ) R0(N ).
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It is easy to show that, if τ ∈6s is a face of σ , Spec(R̂τ (N ))⊂ Spec(R̂σ (N )). The
exceptional locus of π :M→M∗ is defined by gluing Spec(R̂σ (N ))\Spec(R̂0

σ (N ))
along 6s/UN by the above rule.

For one element αi of the basis, the divisor Ei associated to αi is defined by
the closed irreducible subvariety of codimension 1 in M that contains the affine
subvariety defined by {qαi = 0} in the exceptional locus.

For a GHMF f over a field K that is an OF̃ [1/(NdF ), µN ]-algebra and its
q-expansion

f =
∑

ξ∈N−1(ab)+∪{0}

aξqξ

at the cusp s, the order of f at Ei,K = Ei ×Spec(K ) is

ordEi,K ( f )=min{mi ∈ Z | am1α1+···+mgαg 6= 0 in K }.

Corollary 9. Let f ∈ Mk(0(N ; a, b)) and

f (z)=
∑

ξ∈N−1(ab)+∪{0}

aξe2π i Tr(ξ z)

be the Fourier expansion of f at cusp s. We fix a g-dimensional cone σ ∈ 6s .
Let {α1, . . . , αg} be a Z-basis of N−1(ab) corresponding to σ and Ei the divisor
associated to αi . For a fixed i ∈ {1, 2, . . . , g}, we set

κi = Cg−1
g∑

j=1

k j {(ω
(g−1)
·ω j )+ (I

(g−1)
·ω j )}

(I(g−1) · Ei,C)
,

Si =
{
ξ ∈ m1α1+ · · ·+mgαg ∈ N−1(ab)+ ∪ {0}

∣∣ 0≤ mi ≤ κi
}
,

where C is the integer in Theorem 1. Then, if aξ = 0 for every ξ ∈ Si , we have
aξ = 0 for every ξ ∈ N−1(ab)+ ∪ {0}.

Proof. By Lemma 5, f is regarded as a global section of H 0(MC, ω
k), and the

q-expansion of f at cusp s = (a, b, φN ) is

f (Tate(a,b), φN , ω)=
∑

ξ∈N−1(ab)+∪{0}

aξqξ ,

where ω is a nonvanishing differential form on Tate(a,b). Applying Theorem 1 for f
as K = C and S = {Ei,C}, the corollary is proved. �

Remark 10. We can easily show that the subset Si is a finite set. Indeed, by
Proposition 13 and an easy calculation, we have an upper bound

#Si �max{ki }
g N 3g2

.

Remark 11. Corollary 9 gives a different proof of the result of [Baba et al. 2002].
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Next we discuss the case of positive characteristic. The following corollary is an
analogue of Sturm’s theorem:

Corollary 12. Let f ∈ Mk(0(N ; a, b)) and

f (z)=
∑

ξ∈N−1(ab)+∪{0}

aξe2π i Tr(ξ z)

be the Fourier expansion of f at the cusp s= (a, b, φN ). We assume g=[F :Q] ≥ 2
and fix a g-dimensional cone σ ∈ 6s . Let {α1, . . . , αg} be a Z-basis of N−1(ab)

corresponding to σ and Ei the divisor associated to αi . Let L be a number field, OL

the ring of integers of L , and λ a prime ideal in OL such that λ - NdF OL . Assume
aξ ∈ OL for every ξ . For a fixed i ∈ {1, 2, . . . , g}, we set

κi = Cg−1
g∑

j=1

k j {(ω
(g−1)
·ω j )+ (I

(g−1)
·ω j )}

(I(g−1) · Ei,F)
,

where C is the integer in Theorem 1 and F is a finite extension of OL/λ (defined in
the proof ), and set Si to be same as in Corollary 9.

Then, if aξ ≡ 0 mod λ for every ξ ∈ Si , we have aξ ≡ 0 mod λ for every ξ in
N−1(ab)+ ∪ {0}.

Proof. Lemma 5 implies that f is regarded as an element of H 0(MC, ω
k). Let L̃

be the composition field of L and F̃ . By the assumption, all the Fourier coefficients
of f are in OL and thus in OL̃ [1/(NdF ), µN ]. Let λ′ be a maximal ideal of ring
OL̃ [1/(NdF ), µN ] such that λ′ | λOL̃ [1/(NdF ), µN ]. Remark that λ′ ∩OL = λ. By
Lemma 4 and the commutativity with base change maps of GHMF (see Section 2.2),
we regard f as a GHMF defined over the field OL̃ [1/(NdF ), µN ]/λ

′, and the q-
expansion of f at cusp s = (a, b, φN ) is

f (Tate(a,b), φN , ωcan)=
∑

ξ∈N−1(ab)+∪{0}

(aξ mod λ′)qξ .

Applying Theorem 1 for f as K = F = OL̃ [1/(NdF ), µN ]/λ
′ and S = {Ei,F}, if

f 6≡ 0 mod λ′, an integer mi such that 0≤ mi ≤ κi and am1α1+···+mgαg 6≡ 0 mod λ′

exists. Thus, am1α1+···+mgαg /∈ λ
′
∩OK = λ, and the contrapositive of the corollary

is proved. �

Next we examine the growth of κ=κ(k, N ) associated to weight k= (k1, . . . , kg)

and level N .

Proposition 13. We may take κ in Theorem 1 as

κ(k, N )�max
i
{ki }N 3g.

Let ωN be the automorphic line bundle on M N . To show Proposition 13, we
introduce the following lemma:
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Lemma 14. Let ` be the characteristic of K , N and N ′ two positive integers such
that N ≥ 3 and N | N ′ and ` - N ′, and C a positive integer. Then ω⊗C

N ⊗ IN is
ample if and only if ω⊗C

N ′ ⊗ IN ′ is ample.

Proof. We can take a finite étale morphism h :MN ′,K→MN ,K over Z[1/(N ′)] [Chai
1990, Section 2.2]. Let 6 be a collection of cone decompositions of level N and
M N ,K ,6 the toroidal compactification associated to 6. We define M N ′,K to be the
normalization of M N ,K in MN ′,K , and h̃ :M N ′,K→M N ,K denotes the normalization
morphism. Then the normalization M N ′,K is the toroidal compactification of MN ′,K

associated to 6 [Faltings and Chai 1990, Chapter IV, Theorem 6.7(1)]. Here 6 is
regarded as a collection of cone decompositions of level N ′. Remark that M N ′,K

may not be smooth. Then h̃ is an extension of h to toroidal compactifications
[Faltings and Chai 1990, Chapter IV, Theorem 6.7(2)]. In particular, h̃|MN ′,K

is étale.
We can show that h̃∗ω⊗2

N ' ω
⊗2
N ′ . Indeed by Remark 6,

ω⊗2
N ' OM N ,K

(KM N ,K
+ D∞,N ),

where D∞,N =
∑

E such that E runs over the irreducible components of codimen-
sion 1 in M N ,K \MN ,K . Since h̃|MN ′,K

is étale, the ramification of h̃ occurs only
at M N ,K \MN ,K . Thus, we can show that

h̃∗ω⊗2
N ' h̃∗OM N ,K

(KM N ,K
+ D∞,N )' OM N ′,K

(KM N ′,K
+ D∞,N ′)' ω⊗2

N ′ .

It is known that h̃∗IN ' IN ′ [Faltings and Chai 1990, Chapter V, proof of Corollary
5.14]. Assume that C is even and that ω⊗C

N ⊗ IN is ample. Since h̃ is finite and
surjective, ω⊗C

N ⊗IN is ample if and only if ω⊗C
N ′ ⊗IN ′ is ample by Lemma 3. �

Proof of Proposition 13. Let N and N ′ be positive integers such that N , N ′ ≥ 3 and
char(K ) - N N ′ and C a positive integer such that ω⊗C

N ⊗ IN is ample. According
to Lemma 14, ω⊗C

N N ′⊗IN N ′ is ample. Thus, ω⊗C
N ′ ⊗IN ′ is also ample. This implies

that we may take C independent of N . By Remark 7, we have

κ(k, N )= Cg−1
g∑

i=1

ki {(ω
(g−1)
·ωi )+ (I

(g−1)
·ωi )}(

I
(g−1)
N ·

∑
E∈S E

)
≤ Cg−1 max

i
{ki }(ω

(g))

= C (g−1)A max
i
{ki }ζF (−1)[0(1; a, b) : 0(N ; a, b)]

�max
i
{ki }N 3g. �

As a consequence of Theorem 1, Proposition 13, and Remark 10, we obtain an
upper bound for the dimension of the vector space of the Hilbert modular forms.
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Corollary 15. Let N be an integer such that N ≥3, k= (k1, . . . , kg)∈Z
g
≥0 a weight

vector, and K a field that is an OF̃ [1/(NdF ), µN ]-algebra (a Z[1/(NdF ), µN ]-
algebra if k is parallel). Then

dimK H 0(M K , ω
k)� (max

i
{ki })

g N 3g2
.

3.2. The case that F is a real quadratic field. In this section, for some special
situations, we investigate the strange constant C appearing in Theorem 1.

Assume that g = 2 and the canonical bundle KM K
is nef. For the invertible sheaf

IN in Theorem 1, we set

OM K

(
−

∑
i

ni Ei

)
= IN ,

where {Ei } are the exceptional curves of π :M K→M∗K and ni are positive integers.
We set nmax =maxi {ni }. Then we may take 2nmax as the constant C .

Theorem 16. In the above setting, we may take C = 2nmax. Thus, in this situation,
we may take

κ = 2nmax

∑2
j=1 k j {(ω ·ω j )− (

∑
i ni Ei ·ω j )}

−
(∑

i ni Ei ·
∑

E∈S E
) .

Proof. For our purpose, we need a line bundle L on M that is nef and (L ·E)> 0 for
all exceptional curves E . Thus, it is sufficient to prove that (ω⊗2nmax ⊗IN ·C)≥ 0
for every irreducible curve C in M K . In particular, it is not necessary to prove that
the line bundle is ample. First, assume that the curve C is exceptional. Then, by
the π -ampleness of IN , we have

(ω⊗2nmax ⊗ IN ·C)= (π
∗π∗ω

⊗2nmax ·C)+ (IN ·C)

= (π∗ω
⊗2nmax ·π∗C)+ (IN ·C)= (IN ·C) > 0.

Next assume C is an irreducible curve such that π(C) is an irreducible curve. Then

(ω⊗2nmax ⊗ IN ·C)=

(
OM K

(
nmaxKM K

+ nmax D∞−
∑

i

ni Ei

)
·C

)
= (nmaxKM K

·C)+

(∑
i

(nmax− ni )Ei ·C

)
≥ 0. �

We give an example for Theorem 16 in the setting of [Dieulefait et al. 2010,
Appendix B].

Example 17. Let F = Q(
√

5), N = 3, and k1 = k2 = 2k ∈ 2Z>0. Then there are
the exceptional curves Ei (i = 1, 2, . . . , 10) and the curve F1 defined in [van der
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Geer 1988, page 88]. These intersection numbers are as follows:

(Ei · E j )=

{
0 if i 6= j,
−4 if i = j,

(F1 · F1)=−60,

(Ei · F1)= 12 for i = 1, 2, . . . , 10.

We set

D′ = 1
5

( 10∑
i=1

Ei + 2F1

)
,

then D′ is nef and (D′ ·D′)= 8, and it is known that D′ equals the canonical divisor
KM . In particular, M is a minimal surface of general type. Then we may take 1 as
nmax because we may use O(−D∞) as the ideal sheaf I3, where D∞ =

∑10
i=1 Ei .

Thus, by easy calculation, we have κ = 12k. This estimate is the same as [Dieulefait
et al. 2010, Theorem B.3].

Next we consider a more particular case. Assume that the toroidal compactifi-
cation MF is a minimal surface of general type (i.e., the canonical divisor KMF

of
MF is nef and (KMF

· KMF
) > 0) over a field F of positive characteristic `. Under

the above assumption, we have:

Lemma 18 [Ekedahl 1988, Chapter III, Proposition 1.13]. Let F be a field of positive
characteristic, X a minimal surface of general type over F, and Z the fundamental
cycle on X. Then 2K X − Z is numerically positive.

Here the fundamental cycle of X is the fundamental cycle associated to the
canonical morphism φ = φmK X : X → Xcan with a sufficiently large integer m,
where Xcan is the canonical model of X . The Weil divisor Z is the fundamental
cycle of φ if Z is the smallest element in the set{

D =
∑

mi Ei

∣∣∣ Ei ∈ Ex(φ), mi > 0, (D · E)≤ 0 for all E ∈ Ex(φ)
}
,

where Ex(φ) is the set of the exceptional curves of φ (i.e., the irreducible curves
contracted by φ) on X . For an irreducible curve C⊂ X , C is contracted by φ if and
only if (K X ·C)= 0. If C'P1 and C is contracted by φ, by the adjunction formula

pa(C)= 1+ 1
2((C ·C)+ (K X ·C)),

we have (C ·C)=−2. Thus, Xcan is obtained by contracting all (−2)-curves on X .
Return to our case. Let π be the morphism MF→M∗F , φ=φmKMF

:MF→MF,can

with a sufficiently large integer m, and Ex(π) and Ex(φ) the sets of the exceptional
curves of π and φ, respectively. Then we have

Ex(φ)= { E ∈ Ex(π) | (E · E)=−2 }.
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We can take Z =
∑

E∈Ex(φ) E as the fundamental cycle of φ. Remark 6 implies

OMF
(2KMF

− Z)' ω⊗4
⊗OMF

(−2D∞− Z).

Thus, we obtain:

Theorem 19. Let N ≥ 3 be an integer, k = (k1, k2) ∈ Z2
≥0, ` an odd prime number

such that ` - NdF , c a nonzero integral ideal of F , and F a field of characteristic
`. Assume that KMF

is nef and (KMF
· KMF

) > 0. Let S be nonempty finite set of
exceptional curves of π : MF→ M∗F . Let f be a c-polarized geometric Hilbert
modular form over F of weight (k1, k2) and level 0(N ). Then, if f 6≡ 0, we have
minE∈S{ordE( f )}< κ . Here

κ =

2∑
i=1

ki {4(ω ·ωi )− ((2D∞+ Z) ·ω j )}(
(−2D∞− Z) ·

∑
E∈S E

) ,

where D∞ and Z are the above Weil divisors.

Remark 20. In the settings of Theorem 19, 2nmax = 6 if Ex(φ) is nonempty. Thus,
when the weight is parallel (k, k) and Ex(φ) is not empty, Theorem 16 implies

κ =
6k(ω ·ω)(

(−2D∞− Z) ·
∑

E∈S E
) .

But on the same assumptions, Theorem 19 implies

κ =
4k(ω ·ω)(

(−2D∞− Z) ·
∑

E∈S E
) .

Therefore, the estimate of κ in Theorem 19 is slightly better than in Theorem 16.

Remark 21. In the situation of Theorems 16 and 19, if f is a cusp form, we
can take a smaller bound as Remark 6. For example, under the assumption of
Theorem 16, for f having zeros of order a at all the irreducible components of
codimension 1 in M \M , the bound can be taken as

κ − a
(

(
∑

i ni Ei · D∞)(∑
i ni Ei ·

∑
E∈S E

) − 1
)
.
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