Derived invariants of irregular varieties and Hochschild homology

Luigi Lombardi

We study the behavior of cohomological support loci of the canonical bundle under derived equivalence of smooth projective varieties. This is achieved by investigating the derived invariance of a generalized version of Hochschild homology. Furthermore, using techniques coming from birational geometry, we establish the derived invariance of the Albanese dimension for varieties having nonnegative Kodaira dimension. We apply our machinery to study the derived invariance of the holomorphic Euler characteristic and of certain Hodge numbers for special classes of varieties. Further applications concern the behavior of particular types of fibrations under derived equivalence.

1. Introduction

It is now well-known that derived equivalent varieties share quite a few invariants. For instance, the dimension, the Kodaira dimension, the numerical dimension and the canonical ring are examples of derived invariants. By describing the behavior under derived equivalence of the Picard variety, Popa and Schnell [2011] establish the derived invariance of the number of linearly independent holomorphic one-forms. In this paper, we study the behavior under derived equivalence of other fundamental objects in the geometry of irregular varieties, i.e., those with positive irregularity $q(X) := h^0(X, \Omega^1_X)$, such as the cohomological support loci and the Albanese dimension. Applications of our techniques concern the derived invariance of the holomorphic Euler characteristic of varieties with large Albanese dimension and the derived invariance of some of the Hodge numbers of fourfolds again with large Albanese dimension. A further application concerns the behavior of fibrations of derived equivalent threefolds onto irregular varieties. This work is motivated by a well-known conjecture predicting the derived invariance of all Hodge numbers and by a conjecture of Popa (see Conjectures 1.2 and 1.3 and [Popa 2013]).
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The main tool we use to approach the problems described above is the comparison of the cohomology groups of twists by topologically trivial line bundles of the canonical bundles of the varieties in play. This is achieved by studying a generalized version of Hochschild homology that takes into account an important isomorphism due to Rouquier related to derived autoequivalences (see [Rouquier 2011, Théorème 4.18]). In this way, we obtain a theoretical result of independent interest in the study of derived equivalences of smooth projective varieties, which we now present. To begin with, we recall the Hochschild cohomology and homology of a smooth projective variety $X$:

$$HH^*(X) := \bigoplus_k \text{Ext}^k_{X \times X}(i_*\mathcal{O}_X, i_*\mathcal{O}_X),$$

$$HH_*(X) := \bigoplus_k \text{Ext}^k_{X \times X}(i_*\mathcal{O}_X, i_*\omega_X),$$

where $i : X \hookrightarrow X \times X$ is the diagonal embedding of $X$. The space $HH^*(X)$ has a structure of ring under composition of morphisms, and $HH_*(X)$ is a graded $HH^*(X)$-module with the same operation. Results of Căldăraru [2003, Theorem 8.1] and Orlov [2003, Theorem 2.1.8] show that the Hochschild cohomology and homology are derived invariants. More precisely, if $\Phi : \mathcal{D}(X) \to \mathcal{D}(Y)$ is an equivalence of derived categories of smooth projective varieties, then it induces an isomorphism of rings $HH^*(X) \cong HH^*(Y)$ and an isomorphism of graded modules $HH_*(X) \cong HH_*(Y)$ compatible with the isomorphism $HH^*(X) \cong HH^*(Y)$. We now present the generalization of Hochschild homology mentioned above. For a triple $(\varphi, L, m) \in \text{Aut}^0(X) \times \text{Pic}^0(X) \times \mathbb{Z}$, we define the graded $HH^*(X)$-module

$$HH_*(X, \varphi, L, m) := \bigoplus_k \text{Ext}^k_{X \times X}(i_*\mathcal{O}_X, (1, \varphi)_* (\omega_X^m \otimes L))$$

with module structure given by composition of morphisms. We think of these spaces as a “twisted” version of the Hochschild homology of $X$. Lastly, we recall that a derived equivalence $\mathcal{D}(X) \cong \mathcal{D}(Y)$ induces an isomorphism of algebraic groups, called Rouquier’s isomorphism

$$F : \text{Aut}^0(X) \times \text{Pic}^0(X) \to \text{Aut}^0(Y) \times \text{Pic}^0(Y).$$

(An explicit description of $F$ is given in (3) (see [Rouquier 2011, Théorème 4.18; Huybrechts 2006, Proposition 9.45; Rosay 2009, Theorem 3.1]; cf. [Popa and Schnell 2011, footnote, p. 531]).) The following theorem describes the behavior of the twisted Hochschild homology under derived equivalence. Its proof follows the general strategy of the proofs of Orlov and Căldăraru, but further technicalities appear due to the possible presence of nontrivial automorphisms of $X$ and $Y$; see Section 2 for its proof.

**Theorem 1.1.** Let $\Phi : \mathcal{D}(X) \to \mathcal{D}(Y)$ be an equivalence of derived categories of smooth projective varieties defined over an algebraically closed field, and let $m \in \mathbb{Z}$. 

If $F(\varphi, L) = (\psi, M)$ (where $F$ is the Rouquier isomorphism), then $\Phi$ induces an isomorphism of graded modules

$$HH_*(X, \varphi, L, m) \cong HH_*(Y, \psi, M, m)$$

compatible with the isomorphism $HH^*(X) \cong HH^*(Y)$.

We now move our attention to the main application of Theorem 1.1, namely, the behavior of cohomological support loci under derived equivalence. These loci are defined as

$$V^k(\omega_X) := \{ L \in \text{Pic}^0(X) \mid h^k(X, \omega_X \otimes L) > 0 \}$$

where $X$ is a smooth projective variety and $k \geq 0$ is an integer. From here on, we work over the field of the complex numbers. The $V^k(\omega_X)$’s have been studied for instance in [Green and Lazarsfeld 1987; 1991; Ein and Lazarsfeld 1997; Arapura 1992; Hacon 2004; Pareschi and Popa 2011]. They are one of the most important tools in the birational study of irregular varieties; roughly speaking, they control the geometry of the Albanese map and the fibrations onto lower-dimensional irregular varieties. The following conjecture, and its weaker variant, predicts the behavior of cohomological support loci under derived equivalence. As a matter of notation, we denote by $V^k(\omega_X)_0$ the union of the irreducible components of $V^k(\omega_X)$ passing through the origin.

**Conjecture 1.2** [Popa 2013, Conjecture 1.2]. If $X$ and $Y$ are smooth projective derived equivalent varieties, then

$$V^k(\omega_X) \cong V^k(\omega_Y) \text{ for all } k \geq 0.$$

**Conjecture 1.3** [Popa 2013, Variant 1.3]. Under the assumptions of Conjecture 1.2, there exist isomorphisms

$$V^k(\omega_X)_0 \cong V^k(\omega_Y)_0 \text{ for all } k \geq 0.$$

It is important to emphasize that for all the applications we are interested in (e.g., invariance of the Albanese dimension, invariance of the holomorphic Euler characteristic and invariance of Hodge numbers) it is in fact enough to verify Conjecture 1.3. We also remark that Conjecture 1.2 holds for varieties of general type since the cohomological support loci are birational invariants while derived equivalent varieties of general type are birational by [Kawamata 2002, Theorem 1.4]. Moreover, in [Popa 2013, §2], it has been shown that Conjecture 1.2 holds for surfaces as well.

In Section 3, we try to attack the above conjectures for varieties of arbitrary dimension. To begin with, we show that Theorem 1.1 implies the derived invariance of $V^0(\omega_X)$ (see Proposition 3.1). On the other hand, due to the possible presence of nontrivial automorphisms, the study of the derived invariance of the higher
cohomological support loci is more involved. Nonetheless, by using a version of the Hochschild–Kostant–Rosenberg isomorphism and Brion’s structural results on the actions of nonaffine groups on smooth varieties, we are able to show the derived invariance of $V^1(\omega_X)_0$ (see Corollary 3.4). The next theorem summarizes the main results on the derived invariance of these loci.

**Theorem 1.4.** Let $X$ and $Y$ be smooth projective derived equivalent varieties. Then the Rouquier isomorphism induces isomorphisms of algebraic sets

(i) $V^0(\omega_X) \cong V^0(\omega_Y)$,

(ii) $V^0(\omega_X) \cap V^1(\omega_X) \cong V^0(\omega_Y) \cap V^1(\omega_Y)$ and

(iii) $V^1(\omega_X)_0 \cong V^1(\omega_Y)_0$.

We note that (i) also holds if we consider arbitrary powers of the canonical bundle (see Proposition 3.1). We point out also that cases in which the Rouquier isomorphism induces the full isomorphism $V^1(\omega_X) \cong V^1(\omega_Y)$ occur for instance when either $X$ is of maximal Albanese dimension (see Corollary 5.2) or when the neutral component of the automorphism group, $\text{Aut}^0(X)$, is affine (see Remark 3.6); Theorem 1.4 is proved in Section 3.

Next we study Conjectures 1.2 and 1.3 for varieties of dimension three. In the process, we recover Conjecture 1.2 in dimension two as well, making the isomorphisms on cohomological support loci explicit. In the following theorem, we collect all results concerning the behavior of cohomological support loci of derived equivalent threefolds. We denote by $alb_X : X \to \text{Alb}(X)$ the Albanese map of $X$, and we say that $X$ is of maximal Albanese dimension if $\dim alb_X(X) = \dim X$, i.e., $alb_X$ is generically finite onto its image.

**Theorem 1.5.** Let $X$ and $Y$ be smooth projective irregular derived equivalent threefolds. Then:

(i) Conjecture 1.3 holds.

(ii) Conjecture 1.2 holds if one of the following hypotheses is satisfied:

(a) $X$ is of maximal Albanese dimension.

(b) $V^k(\omega_X) = \text{Pic}^0(X)$ for some $k \geq 0$ (for instance, by [Pareschi and Popa 2011, Theorem E], $V^0(\omega_X) = \text{Pic}^0(X)$ whenever $alb_X(X)$ is not fibered in subtori and $V^0(\omega_X) \neq \emptyset$).

(c) $\text{Aut}^0(X)$ is affine (for instance, by a theorem of Nishi [Matsumura 1963, Theorem 2], this again happens when $alb_X(X)$ is not fibered in subtori).

(iii) If $q(X) \geq 2$, then $\dim V^k(\omega_X) = \dim V^k(\omega_Y)$ for all $k \geq 0$.

Point (iii) brings evidence to a further variant of Conjecture 1.2 predicting the invariance of the dimensions of cohomological support loci [Popa 2013, Variant 1.4]; partial results for the case $q(X) = 1$ are described in Remark 6.10. Since the proofs
of Theorems 1.4 and 1.5 extend to analogous results regarding cohomological support loci of bundles of holomorphic $p$-forms, when possible, we will prove them in such generality. Please refer to Theorem 4.2 and Section 6 for the proof of Theorem 1.5.

Finally, we move our attention to applications of Theorems 1.4 and 1.5. The first regards the behavior of the Albanese dimension, $\dim \text{alb}_X(X)$, under derived equivalence. According to Conjecture 1.3, the Albanese dimension is expected to be preserved under derived equivalence as it can be read off from the dimensions of the $V^k(\omega_X)_0$’s (see (5)), which is the case in dimension three thanks to Theorem 1.5. In higher dimension, we establish this invariance for varieties having nonnegative Kodaira dimension $\kappa(X)$ by using the derived invariance of the irregularity and an extension of a result due to Chen, Hacon and Pardini [Hacon and Pardini 2002, Proposition 2.1; Chen and Hacon 2004, Corollary 3.6] on the study of the geometry of the Albanese map via the Iitaka fibration; see Section 5.

**Theorem 1.6.** Let $X$ and $Y$ be smooth projective derived equivalent varieties. If $\dim X \leq 3$, or if $\dim X > 3$ and $\kappa(X) \geq 0$, then

$$\dim \text{alb}_X(X) = \dim \text{alb}_Y(Y).$$

The second application concerns the holomorphic Euler characteristic. This is expected to be the same for arbitrary derived equivalent smooth projective varieties since the Hodge numbers are expected to be preserved (which is known to hold in dimension up to three [Popa and Schnell 2011, Corollary C]). We deduce this for varieties of large Albanese dimension as a consequence of the previous results and generic vanishing.

**Corollary 1.7.** Let $X$ and $Y$ be smooth projective derived equivalent varieties. If $\dim \text{alb}_X(X) = \dim X$, or if $\dim \text{alb}_X(X) = \dim X - 1$ and $\kappa(X) \geq 0$, then

$$\chi(\omega_X) = \chi(\omega_Y).$$

An immediate consequence is the derived invariance of two of the Hodge numbers for fourfolds satisfying the hypotheses of Corollary 1.7.

**Corollary 1.8.** Let $X$ and $Y$ be smooth projective derived equivalent fourfolds. If $\dim \text{alb}_X(X) = 4$, or if $\dim \text{alb}_X(X) = 3$ and $\kappa(X) \geq 0$, then

$$h^{0,2}(X) = h^{0,2}(Y) \quad \text{and} \quad h^{1,3}(X) = h^{1,3}(Y).$$

We remark that Popa and Schnell [2011, Corollary 3.4] establish the invariance of $h^{0,2}$ and $h^{1,3}$ under different hypotheses, namely, when $\text{Aut}^0(X)$ is not affine (we recall that $h^{0,4}$, $h^{0,3}$, $h^{0,1}$ and $h^{1,2}$ are always known to be invariant; see [Popa and Schnell 2011]). Corollaries 1.7 and 1.8 are proved in Section 7.
We now present our last application in a direction that is one of the main motivations for Conjectures 1.2 and 1.3 as explained in [Popa 2013]. From the classification of Fourier–Mukai equivalences for surfaces [Kawamata 2002; Bridgeland and Maciocia 2001], it is known that, if $X$ admits a fibration $f : X \to C$ onto a smooth curve of genus $\geq 2$, then any of its Fourier–Mukai partners admits a fibration onto the same curve. Here we use our analysis, and a theorem of Green and Lazarsfeld regarding the properties of positive-dimensional irreducible components of the cohomological support loci, to investigate the behavior of fibrations of derived equivalent threefolds onto irregular varieties. Recall that a smooth variety $X$ is called of Albanese general type if $\text{alb}_X$ is nonsurjective and generically finite onto its image. The proof of the next corollary is contained in Proposition 7.3 and Remark 7.4.

**Corollary 1.9.** Let $X$ and $Y$ be smooth projective derived equivalent threefolds. There exists a morphism $f : X \to W$ with connected fibers onto a normal variety $W$ of dimension $\leq 2$ such that any smooth model of $W$ is of Albanese general type if and only if $Y$ has a fibration of the same type. Moreover, there exists a morphism $f : X \to C$ with connected fibers onto a smooth curve $C$ of genus $\geq 2$ if and only if there exists a morphism $h : Y \to D$ with connected fibers onto a smooth curve $D$ of genus $\geq 2$.

To conclude, we remark that, while the approach in this paper relies in part on techniques of [Popa and Schnell 2011], the key new ingredient is their interaction with the twisted Hochschild homology, introduced and studied here. We are hopeful that this general method will find further applications in the future.

## 2. Derived invariance of the twisted Hochschild homology

In this section, we aim to prove Theorem 1.1. Its proof is based on a technical lemma extending previous computations carried out by Căldăraru [2003, Proposition 8.1] and Orlov [2003, Isomorphism (10)].

Let $X$ and $Y$ be smooth projective varieties defined over an algebraically closed field $K$, and let $p$ and $q$ be the projections from $X \times Y$ onto the first and second factor, respectively. We denote by $D(X) := D^b(\mathcal{coh}(X))$ the bounded derived category of coherent sheaves on a smooth projective variety $X$. When there is no possibility of ambiguity, we use the same symbol to denote a functor and its associated derived functor. An object $\mathcal{E}$ in $D(X \times Y)$ defines Fourier–Mukai functors with kernel $\mathcal{E}$ as

$$
\Phi_\mathcal{E} : D(X) \to D(Y), \quad \mathcal{F} \mapsto q_* (p^* \mathcal{F} \otimes \mathcal{E}),
$$

$$
\Psi_\mathcal{E} : D(Y) \to D(X), \quad \mathcal{G} \mapsto p_* (q^* \mathcal{G} \otimes \mathcal{E}).
$$

We say that $X$ and $Y$ are derived equivalent if there exists a $K$-linear exact equivalence of triangulated categories $\Phi : D(X) \to D(Y)$. By a fundamental result of
Orlov, any such equivalence is of Fourier–Mukai type; i.e., there exists an object $\mathcal{E}$ in $D(X \times Y)$ such that $\Phi \cong \Phi_{\mathcal{E}}$. Furthermore, the object $\mathcal{E}$ is unique up to isomorphism.

We recall that an equivalence $\Phi_{\mathcal{E}} : D(X) \rightarrow D(Y)$ induces an equivalence

$$\Phi_{\mathcal{E}}^* : D(X \times X) \rightarrow D(Y \times Y)$$

with kernel

$$\mathcal{E}^* \boxtimes \mathcal{E} := p_{13}^* \mathcal{E}^* \otimes p_{24}^* \mathcal{E},$$

where $\mathcal{E}^* := R\text{Hom}(\mathcal{E}, O_{X \times Y}) \otimes p^* \omega_X [\dim X]$ and $p_{rs}$ is the projection from $X \times X \times Y \times Y$ onto the $(r, s)$-factor [Orlov 2003, Proposition 2.1.7]. Moreover, for any automorphisms $\varphi \in \text{Aut}^0(X)$ and $\psi \in \text{Aut}^0(Y)$ (here the superscript 0 denotes the neutral component of the corresponding group), we define the embeddings 

$$(1, \varphi) : X \hookrightarrow X \times X, \ x \mapsto (x, \varphi(x))$$

and

$$(1, \psi) : Y \hookrightarrow Y \times Y, \ y \mapsto (y, \psi(y)).$$

Finally, we denote by $i$ and $j$ the diagonal embeddings of $X$ and $Y$, respectively.

**Lemma 2.1.** Let $X$ and $Y$ be smooth projective varieties defined over an algebraically closed field, and let $\Phi_{\mathcal{E}} : D(X) \rightarrow D(Y)$ be an equivalence. Denote by $F$ the induced Rouquier isomorphism (see (1)), and let $m \in \mathbb{Z}$. If $F(\varphi, L) = (\psi, M)$, then

$$\Phi_{\mathcal{E}}^* \boxtimes \mathcal{E} \left( (1, \varphi)_*(\omega_X^m \otimes L) \right) \cong (1, \psi)_*(\omega_Y^m \otimes M).$$

**Proof.** We denote by $t_r$ and $t_{rs}$ the projections from $Y \times X \times Y$ onto the $r$-th and $(r, s)$-th factors, respectively. Moreover, we define the morphism $\lambda : Y \times X \times Y \rightarrow X \times X \times Y \times Y$ as $(y_1, x, y_2) \mapsto (x, \varphi(x), y_1, y_2)$, and we look at the fiber product diagram

$$\begin{array}{ccc}
Y \times X \times Y & \xrightarrow{\lambda} & X \times X \times Y \times Y \\
\downarrow t_2 & & \downarrow p_{12} \\
X & \xrightarrow{(1, \varphi)} & X \times X 
\end{array}$$

so that, by base change and the projection formula, we get

$$\Phi_{\mathcal{E}}^* \boxtimes \mathcal{E} \left( (1, \varphi)_*(\omega_X^m \otimes L) \right) \cong p_{34*} \left( p_{12}^* (1, \varphi)_*(\omega_X^m \otimes L) \otimes (\mathcal{E}^* \boxtimes \mathcal{E}) \right)$$

$$\cong p_{34*} (\lambda_* t_2^* (\omega_X^m \otimes L) \otimes p_{13}^* \mathcal{E}^* \otimes p_{24}^* \mathcal{E})$$

$$\cong p_{34*} (\lambda_* (t_2^*(\omega_X^m \otimes L) \otimes \lambda^* p_{13}^* \mathcal{E}^* \otimes \lambda^* p_{24}^* \mathcal{E}))$$

$$\cong t_{13*} (t_2^*(\omega_X^m \otimes L) \otimes t_2^{* \mathcal{E}^*} \otimes t_3^{* \mathcal{E}} (\varphi \times 1)^* \mathcal{E}). \quad (2)$$

By [Orlov 2003, p. 535], the equivalence $\Phi_{\mathcal{E}}$ induces an isomorphism $\mathcal{E} \otimes p^* \omega_X \cong \mathcal{E} \otimes q^* \omega_Y$. Moreover, by [Popa and Schnell 2011, Lemma 3.1], the condition $F(\varphi, L) = (\psi, M)$ is equivalent to an isomorphism of objects in $D(X \times Y)$

$$\left( \varphi \times 1 \right)^* \mathcal{E} \otimes p^* L \cong (1 \times \psi)_* \mathcal{E} \otimes q^* M. \quad (3)$$
Therefore, we get an isomorphism of objects

\[ p^*(\omega_X^{\otimes m} \otimes L) \otimes (\varphi \times 1)^* \mathcal{E} \cong q^*(\omega_Y^{\otimes m} \otimes M) \otimes (1 \times \psi)_* \mathcal{E}, \]

and by pulling it back via \( t_{23} : Y \times X \times Y \to X \times Y \), we finally obtain

\[ t_2^*(\omega_X^{\otimes m} \otimes L) \otimes t_{23}^*(\varphi \times 1)^* \mathcal{E} \cong t_3^*(\omega_Y^{\otimes m} \otimes M) \otimes t_{23}^*(1 \times \psi)_* \mathcal{E}. \] (4)

At this point, we rewrite the morphism \( t_3 : Y \times X \times Y \to Y \) as \( t_3 = \sigma_2 \circ t_{13} \), where \( \sigma_2 : Y \times Y \to Y \) is the projection onto the second factor. Moreover, we denote by \( \rho : Y \times X \to X \times Y \) the inversion morphism \( (y, x) \mapsto (x, y) \). Then by (2) and (4), we obtain

\[
\Phi_{\mathcal{E} \times \mathcal{E}'}((1, \varphi)_*(\omega_X^{\otimes m} \otimes L)) \cong t_{13*}(t_3^*(\omega_Y^{\otimes m} \otimes M) \otimes t_{21}^* \mathcal{E}^* \otimes t_{23}^*(1 \times \psi)_* \mathcal{E})
\cong t_{13*}(t_{13*}^* \sigma_2^*(\omega_Y^{\otimes m} \otimes M) \otimes t_{21}^* \mathcal{E}^* \otimes t_{23}^*(1 \times \psi)_* \mathcal{E})
\cong \sigma_2^*(\omega_Y^{\otimes m} \otimes M) \otimes t_{13*}(t_{21}^* \mathcal{E}^* \otimes t_{23}^*(1 \times \psi)_* \mathcal{E})
\cong \sigma_2^*(\omega_Y^{\otimes m} \otimes M) \otimes t_{13*}(t_{12}^* \rho^* \mathcal{E}^* \otimes t_{23}^*(1 \times \psi)_* \mathcal{E}).
\]

Finally, by [Orlov 2003, Proposition 2.1.2], the object \( t_{13*}(t_{12}^* \rho^* \mathcal{E}^* \otimes t_{23}^*(1 \times \psi)_* \mathcal{E}) \) in \( D(Y \times Y) \) is the kernel of the composition

\[ \Phi_{(1 \times \psi)_* \mathcal{E}} \circ \Phi_{\rho^* \mathcal{E}^*} \cong \psi_* \circ \Phi_{\mathcal{E}} \circ \psi_{\mathcal{E}}^* \cong \psi_* \circ \text{id}_{D(Y)} \cong \psi_*, \]

where we used the fact that \( \psi_{\mathcal{E}}^* \) is the right adjoint to \( \Phi_{\mathcal{E}} \). On the other hand, since the kernel of the derived functor \( \psi_* : D(Y) \to D(Y) \) is the structure sheaf of the graph of \( \psi \), i.e., \( G_\psi \cong (1, \psi)_* \mathcal{O}_Y \) [Huybrechts 2006, Example 5.4], we have an isomorphism

\[ t_{13*}(t_{12}^* \rho^* \mathcal{E}^* \otimes t_{23}^*(1 \times \psi)_* \mathcal{E}) \cong (1, \psi)_* \mathcal{O}_Y \]

as the kernel of an equivalence is unique up to isomorphism. To recap,

\[
\Phi_{\mathcal{E} \times \mathcal{E}'}((1, \varphi)_*(\omega_X^{\otimes m} \otimes L)) \cong \sigma_2^*(\omega_Y^{\otimes m} \otimes M) \otimes (1, \psi)_* \mathcal{O}_Y
\cong (1, \psi)_*((1, \psi)^* \sigma_2^*(\omega_Y^{\otimes m} \otimes M))
\cong (1, \psi)_*((\psi^* \omega_Y^{\otimes m} \otimes M))
\cong (1, \psi)_*(\omega_Y^{\otimes m} \otimes M).
\]

The last isomorphism follows as the action of \( \text{Aut}^0(X) \) on \( \text{Pic}^0(X) \) is trivial [Popa and Schnell 2011, Footnote, p. 531].

**Proof of Theorem 1.1.** Let \( \mathcal{E} \) be the kernel of the equivalence \( \Phi \) so that \( \Phi \cong \Phi_{\mathcal{E}} \).

By Lemma 2.1, the equivalence \( \Phi_{\mathcal{E} \times \mathcal{E}} \) induces isomorphisms between the graded
components of $HH_\ast(X, \varphi, L, m)$ and $HH_\ast(Y, \psi, M, m)$ as follows:

$$\Ext^k_{X \times X}(i_* \mathcal{O}_X, (1, \varphi)_*(\omega^\otimes_X \otimes L))$$

$$\cong \Ext^k_{Y \times Y}(\Phi_{\mathcal{E} \otimes \mathcal{E}}(i_* \mathcal{O}_X), \Phi_{\mathcal{E} \otimes \mathcal{E}}((1, \varphi)_*(\omega^\otimes_X \otimes L)))$$

Moreover, since $\Phi_{\mathcal{E} \otimes \mathcal{E}}$ is a functor, it follows that it induces an isomorphism of graded modules.

Theorem 1.1 will be often used in the following weaker form:

**Corollary 2.2.** Let $X$ and $Y$ be smooth projective derived equivalent varieties defined over an algebraically closed field of characteristic zero. If $F(1, L) = (1, M)$, then for any integers $m$ and $k \geq 0$ there exist isomorphisms

$$\bigoplus_{q=0}^k H^{k-q}(X, \Omega^\mathrm{dim}_X X -q \otimes \omega^\otimes_X \otimes L) \cong \bigoplus_{q=0}^k H^{k-q}(Y, \Omega^\mathrm{dim}_Y Y -q \otimes \omega^\otimes_Y \otimes M).$$

**Proof.** The corollary is a consequence of Theorem 1.1 and of the general fact that the groups $\Ext^k_{X \times X}(i_* \mathcal{O}_X, i_* \mathcal{F})$ decompose as $\bigoplus_{q=0}^k H^{k-q}(X, \Omega^\mathrm{dim}_X X -q \otimes \omega^\otimes_X \otimes \mathcal{F})$ for any coherent sheaf $\mathcal{F}$ and for all $k \geq 0$ [Yekutieli 2003, Corollary 4.7; Swan 1996, Corollary 2.6].

3. Behavior of cohomological support loci under derived equivalence

In this section, we study the behavior of cohomological support loci under derived equivalence. Applications of our analysis will be provided in Section 7. From now on, we work over the field of the complex numbers.

3A. **Cohomological support loci.** Let $X$ be a complex smooth projective irregular variety. Given a coherent sheaf $\mathcal{F}$ on $X$, we define the cohomological support loci of $\mathcal{F}$ as

$$V^k_r(\mathcal{F}) := \{ L \in \Pic^0(X) | h^k(X, \mathcal{F} \otimes L) \geq r \}$$

for all integers $k \geq 0$ and $r \geq 1$. By semicontinuity, these loci are algebraic closed subsets in $\Pic^0(X)$. We set $V^k(\mathcal{F}) := V^k_1(\mathcal{F})$, and we denote by $V^k_\circ(\mathcal{F})$ the union of all the irreducible components of $V^k(\mathcal{F})$ passing through the origin of $\Pic^0(X)$. By following the work of Pareschi and Popa [2011], we say that $\mathcal{F}$ is a GV-sheaf if

$$\operatorname{codim}_{\Pic^0(X)} V^k(\mathcal{F}) \geq k \quad \text{for all } k > 0.$$

In the following, we study the behavior of the loci $V^k(\mathcal{F})$ under equivalence of derived categories where $\mathcal{F} = \omega_X, \omega^\otimes_X, \Omega^p_X \otimes \omega^\otimes_X$ with $m, p \in \mathbb{Z}$ and $p \geq 0$. We recall that the cohomological support loci $V^k(\omega_X)$ associated to the canonical bundle are invariant under birational modifications for all $k \geq 0$. Furthermore, they
detect the Albanese dimension of \( X \), namely, the dimension of the image of the Albanese map \( \text{alb}_X : X \to \text{Alb}(X) \), thanks to the following formula [Popa 2013, p. 7] deduced from results of [Green and Lazarsfeld 1987; Lazarsfeld and Popa 2010]:

\[
\dim \text{alb}_X (X) = \min_{k=0, \ldots, \dim X} \{ \dim X - k + \text{codim} V^k(\omega_X)_0 \}. \tag{5}
\]

Finally, we point out that, if \( \dim \text{alb}_X (X) = \dim X - k \), then there are inclusions

\[
V^k(\omega_X) \supset V^{k+1}(\omega_X) \supset \cdots \supset V^{\dim X}(\omega_X) = \{ \emptyset \}_X \tag{6}
\]

(see [Pareschi and Popa 2011, Proposition 3.14; Green and Lazarsfeld 1987, Theorem 1] or [Ein and Lazarsfeld 1997, Lemma 1.8] for the case \( k = 0 \)).

### 3B. Derived invariance of the zeroth cohomological support locus.

The following proposition proves and extends Theorem 1.4(i):

**Proposition 3.1.** Let \( X \) and \( Y \) be smooth projective varieties, and let \( \Phi : D(X) \to D(Y) \) be an equivalence. Denote by \( F \) the induced Rouquier isomorphism, and let \( m \) and \( r \) be integers such that \( r \geq 1 \). If \( L \in V^0_r(\omega_X^\otimes m) \) and \( F(1, L) = (\psi, M) \), then \( \psi = 1 \) and \( M \in V^0_r(\omega_Y^\otimes m) \). Moreover, \( F \) induces an isomorphism of algebraic sets

\[
V^0_r(\omega_X^\otimes m) \cong V^0_r(\omega_Y^\otimes m).
\]

**Proof.** Let \( L \) be a line bundle in \( V^0_r(\omega_X^\otimes m) \), and suppose that \( F(1, L) = (\psi, M) \) for some \( \psi \in \text{Aut}^0(Y) \) and \( M \in \text{Pic}^0(Y) \). By Theorem 1.1 and the adjunction formula, we have

\[
r \leq h^0(X, \omega_X^\otimes m \otimes L) = \dim \text{Hom}_{X \times X}(i_* \mathcal{O}_X, i_*(\omega_X^\otimes m \otimes L))
= \dim \text{Hom}_{Y \times Y}(j_* \mathcal{O}_Y, (1, \psi)_*(\omega_Y^\otimes m \otimes M))
= \dim \text{Hom}_Y((1, \psi)^* j_* \mathcal{O}_Y, \omega_Y^\otimes m \otimes M).
\]

Since \((1, \psi)^* j_* \mathcal{O}_Y\) is supported on the locus of fixed points of \( \psi \) (which is of codimension \( \geq 1 \) if \( \psi \neq 1 \)) and since there are no nonzero morphisms from a torsion sheaf to a locally free sheaf, we must have that \( \psi \) is the identity automorphism on \( Y \) and consequently that \( M \in V^0_r(\omega_Y^\otimes m) \). Therefore, we have an inclusion of algebraic sets \( F(1, V^0_r(\omega_X^\otimes m)) \subset (1, V^0_r(\omega_Y^\otimes m)) \).

In order to show the reverse inclusion, we consider the right adjoint \( \Psi_{\xi^*} \) to \( \Phi_\xi \) so that \( \Psi_{\xi^*} \circ \Phi_{\xi} \cong 1_{D(X)} \) and \( \Phi_\xi \circ \Psi_{\xi^*} \cong 1_{D(Y)} \). An easy computation shows that, if \( F' \) is the Rouquier isomorphism induced by \( \Psi_{\xi^*} \), then \( F' = F^{-1} \) [Lombardi 2013, Lemma 2.1.9]. Hence, by repeating the previous argument, we get an inclusion \( F^{-1}(1, V^0_r(\omega_Y^\otimes m)) \subset (1, V^0_r(\omega_X^\otimes m)) \) inducing the wanted isomorphism. \( \square \)
3C. Behavior of higher cohomological support loci under derived equivalence.
In this section, we establish the isomorphism $V^1(\omega_X)_0 \cong V^1(\omega_Y)_0$ of Theorem 1.4. It turns out that, by using the same techniques (i.e., invariance of twisted Hochschild homology and Brion’s results on actions of nonaffine groups), one can show a more general result involving cohomological support loci associated to bundles of holomorphic $p$-forms, which we now present.

**Theorem 3.2.** Let $X$ and $Y$ be smooth projective varieties of dimension $d$, and let $\Phi_\xi : D(X) \to D(Y)$ be an equivalence. Denote by $F$ be the induced Rouquier isomorphism, and let $m$ be an integer. If $L \in \bigcup_{p,q \geq 0} V^p(\Omega_X^q \otimes \omega_X^{\otimes m})_0$ and $F(1, L) = (\psi, M)$, then $\psi = 1$ and $M \in \bigcup_{p,q \geq 0} V^p(\Omega_Y^q \otimes \omega_Y^{\otimes m})_0$. Moreover, $F$ induces isomorphisms of algebraic sets

$$\bigcup_{k=0}^k V^{k-q}(\Omega_X^{d-q} \otimes \omega_X^{\otimes m})_0 \cong \bigcup_{k=0}^k V^{k-q}(\Omega_Y^{d-q} \otimes \omega_Y^{\otimes m})_0 \text{ for any } k \geq 0.$$

**Proof.** To begin with, we recall some notation and facts from [Popa and Schnell 2011, Theorem A]. Let $\alpha : \text{Pic}^0(Y) \to \text{Aut}^0(X)$ and $\beta : \text{Pic}^0(X) \to \text{Aut}^0(Y)$ be morphisms defined as

$$\alpha(M) = \text{pr}_1(F^{-1}(1, M)) \quad \text{and} \quad \beta(L) = \text{pr}_1(F(1, L))$$

($\text{pr}_1$ denotes the projection onto the first factor from the product $\text{Aut}^0(\cdot) \times \text{Pic}^0(\cdot)$). We denote by $A$ and $B$ the images of $\alpha$ and $\beta$, respectively. We recall that $A$ and $B$ are isogenous abelian varieties.

We first consider the case when $A$ is trivial. Then $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$, and by Corollary 2.2, we get inclusions

$$F(1, \bigcup_q V^{k-q}(\Omega_X^{d-q} \otimes \omega_X^{\otimes m}r)) \subset (1, \bigcup_q V^{k-q}(\Omega_Y^{d-q} \otimes \omega_Y^{\otimes m}r)) \text{ for any } k \geq 0.$$

In order to prove the reverse inclusions, we note that $B$ is trivial as well and that the Rouquier isomorphism induced by the right adjoint $\Psi_\xi^\ast$ to $\Phi_\xi$ is $F^{-1}$. Therefore, a second application of Corollary 2.2 yields inclusions

$$F^{-1}(1, \bigcup_q V^{k-q}(\Omega_Y^{d-q} \otimes \omega_Y^{\otimes m}r)) \subset (1, \bigcup_q V^{k-q}(\Omega_X^{d-q} \otimes \omega_X^{\otimes m})) \text{ for any } k \geq 0,$$

concluding the proof of this case.

We suppose now that both $A$ and $B$ are nontrivial. We first show the following:

**Claim 3.3.** There are inclusions $F(1, \bigcup_q V^{k-q}(\Omega_X^{d-q} \otimes \omega_X^{\otimes m})_0) \subset (1, \text{Pic}^0(Y))$ for all integers $m$ and $k \geq 0$.

**Proof.** Brion’s results on actions of nonaffine algebraic groups imply that $X$ is an étale locally trivial fibration $\xi : X \to A/H$ where $H$ is a finite subgroup of $A$ (the proof of this fact is analogous to the one of [Popa and Schnell 2011, Lemma 2.4];
see also [Brion 2010]). Let \( Z \) be the smooth and connected fiber of \( \xi \) over the origin of \( A/H \). Via base change, we get a commutative diagram

\[
\begin{array}{ccc}
A \times Z & \xrightarrow{g} & X \\
\downarrow & & \downarrow \\
A & \xrightarrow{\xi} & A/H
\end{array}
\]

where \( g(\phi, z) = \phi(z) \). Let \((z_0, y_0) \in Z \times Y\) be an arbitrary point, and let

\[
f = (f_1 \times f_2) : A \times B \to X \times Y
\]

be the orbit map \((\phi, \psi) \mapsto \phi(z_0), \psi(y_0))\). In [Popa and Schnell 2011, p. 533], it is shown that

\[
L \in (\text{Ker } f_1^*)_0 \implies F(1, L) = (1, M) \quad \text{for some } M \in \text{Pic}^0(Y)
\]

(here \((\text{Ker } f_1^*)_0\) denotes the neutral component of \( \text{Ker } f_1^* \)). So it is enough to show the inclusion

\[
\bigcup_q V^{k-q}(\Omega_{X}^{d-q} \otimes \omega_X^{\otimes m})_0 \subset (\text{Ker } f_1^*)_0 \quad \text{for any } k \geq 0. \quad (7)
\]

This is achieved by computing cohomology groups on \( A \times Z \) via the étale morphism \( g \) and by using the fact that these computations are straightforward on \( A \). Let \( p_1 \) and \( p_2 \) be the projections from the product \( A \times Z \) onto the first and second factors, respectively. By denoting by \( \nu : A \times \{z_0\} \hookrightarrow A \times Z \) the inclusion morphism, we have \( g \circ \nu = f_1 \). Moreover, via the isomorphism \( \text{Pic}^0(A \times Z) \cong \text{Pic}^0(A) \times \text{Pic}^0(Z) \), we obtain \( g^*L \cong p_1^*L_1 \otimes p_2^*L_2 \), where \( L_1 \in \text{Pic}^0(A) \) and \( L_2 \in \text{Pic}^0(Z) \). Note also that \( f_1^*L \cong \nu^*g^*L \cong L_1 \). Finally, for all \( L \in \bigcup_q V^{k-q}(\Omega_{X}^{d-q} \otimes \omega_X^{\otimes m}) \), there are inclusions

\[
0 \neq \bigoplus_{q=0}^k H^{k-q}(X, \Omega_X^{d-q} \otimes \omega_X^{\otimes m} \otimes L) \subset \bigoplus_{q=0}^k H^{k-q}(A \times Z, \Omega_{A \times Z}^{d-q} \otimes \omega_{A \times Z}^{\otimes m} \otimes g^*L) \quad (8)
\]

[Lazarsfeld 2004, Injectivity Lemma 4.1.14]. Therefore, thanks to Künnett’s formula, the sum on the right-hand side of (8) is nonzero only if \( f_1^*L \cong \mathcal{O}_A \), i.e., \( L \in \text{Ker } f_1^* \). This shows (7).

By Claim 3.3 and Corollary 2.2, we obtain that for any \( k \geq 0 \) the Rouquier isomorphism maps

\[
1 \times \bigcup_q V^{k-q}(\Omega_{X}^{d-q} \otimes \omega_X^{\otimes m})_0 \mapsto 1 \times \bigcup_q V^{k-q}(\Omega_{Y}^{d-q} \otimes \omega_Y^{\otimes m})_0.
\]

In complete analogy, one can also show that

\[
M \in \bigcup_q V^{k-q}(\Omega_{Y}^{d-q} \otimes \omega_Y^{\otimes m})_0 \implies F^{-1}(1, M) = (1, L) \quad \text{for some } L \in \text{Pic}^0(X).
\]
This concludes the proof since, by Corollary 2.2, $F^{-1}$ maps
\[ 1 \times \bigcup_q V^{k-q} (\Omega^d_q \otimes \omega^{\otimes m}_{X_0}) \mapsto 1 \times \bigcup_q V^{k-q} (\Omega^d_q \otimes \omega^{\otimes m}_{X_0}) \]
for any $k \geq 0$. \hfill \Box

The following corollaries yield the proofs of Theorem 1.4(iii) and (ii):

**Corollary 3.4.** Under the assumptions of Theorem 3.2, the Rouquier isomorphism $F$ induces isomorphisms of algebraic sets
\[ V^1_r (\omega_X)_0 \cong V^1_r (\omega_Y)_0 \text{ for any } r \geq 1. \]

*Proof.* Let $L \in V^1_r (\omega_X)_0$. By Theorem 3.2, we have $F(1, L) = (1, M)$ for some $M \in \text{Pic}^0(Y)$, and by Corollary 2.2, we get an isomorphism
\[ H^1(X, \omega_X \otimes L) \oplus H^0(X, \Omega^{d-1}_X \otimes L) \cong H^1(Y, \omega_Y \otimes M) \oplus H^0(Y, \Omega^{d-1}_Y \otimes M). \]

Moreover, by Serre duality and the Hodge linear-conjugate isomorphism, we obtain equalities
\[ h^0(X, \Omega^{d-1}_X \otimes L) = h^1(X, \omega_X \otimes L) \quad \text{and} \quad h^0(Y, \Omega^{d-1}_Y \otimes M) = h^1(Y, \omega_Y \otimes M). \]

Hence, $h^1(X, \omega_X \otimes L) = h^1(Y, \omega_Y \otimes M) \geq r$, and therefore, $F$ induces the wanted isomorphisms as in the proof of Theorem 3.2. \hfill \Box

**Corollary 3.5.** Under the assumptions of Theorem 3.2, and for any integers $l, m, r$ and $s$ with $r, s \geq 1$, the Rouquier isomorphism $F$ induces isomorphisms of algebraic sets
\[ V^0_r (\omega_X^{\otimes l}) \cap (\bigcup_q V^{k-q} (\Omega^d_q \otimes \omega^{\otimes m}_X)) \cong V^0_r (\omega_Y^{\otimes l}) \cap (\bigcup_q V^{k-q} (\Omega^d_q \otimes \omega^{\otimes m}_X)), \]
\[ V^0_r (\omega_X^{\otimes m}) \cap V^1_s (\omega_X) \cong V^0_r (\omega_Y^{\otimes m}) \cap V^1_s (\omega_Y). \]

*Proof.* In Proposition 3.1, we have seen that, if $L \in V^0_r (\omega_X^{\otimes m})$, then $F(1, L) = (1, M)$ for some $M \in V^0_r (\omega_Y^{\otimes m})$. We argue then as in the proofs of Theorem 3.2 and Corollary 3.4. \hfill \Box

**Remark 3.6.** It is important to note that, whenever $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$, the proofs of Theorem 3.2 and Corollary 3.4 yield full isomorphisms
\[ \bigcup_q V^{k-q} (\Omega^d_q \otimes \omega^{\otimes m}_X) \cong \bigcup_q V^{k-q} (\Omega^d_q \otimes \omega^{\otimes m}_Y) \quad \text{for any } k \geq 0, \]
\[ V^1_r (\omega_X) \cong V^1_r (\omega_Y). \]

By Theorem 3.2, this occurs either if $V^p (\Omega^q_X \otimes \omega^{\otimes m}_X) = \text{Pic}^0(X)$ for some $p, q \geq 0$ and $m \in \mathbb{Z}$ or if $\text{Aut}^0(X)$ is affine (since in this case the abelian variety $A$ in the proof of Theorem 3.2 is trivial).
4. Popa’s conjectures in dimensions two and three

In this section, we aim to prove Theorem 1.5(i). In other words, we show that Conjecture 1.3, predicting the derived invariance of cohomological support loci of type $V^k(\omega_X)_0$, holds in dimension three. The proofs of (ii) and (iii) of the same theorem are postponed to Section 6 since they use the derived invariance of the Albanese dimension, which will be proved in Section 5. Before starting with the proof of Theorem 1.5(i), we make a couple of considerations regarding the case of surfaces.

4A. The case of surfaces. In dimension two, Popa [2013, Theorem 2.1] proves the derived invariance of the full cohomological support loci $V^k(\omega_X)$. His proof is based on an explicit computation of cohomological support loci according to the classification of surfaces up to Fourier–Mukai equivalences [Bridgeland and Maciocia 2001]. As an application of Proposition 3.1 and Corollary 3.4, we recover this result by making the isomorphisms between cohomological support loci explicit. More precisely, if $F$ is the Rouquier isomorphism induced by an equivalence of derived categories, then $F(1, V^k_r(\omega_X)) = (1, V^k_r(\omega_Y))$ for all integers $k \geq 0$ and $r \geq 1$. Moreover, by using the same techniques, it is possible to show that $F$ induces further isomorphisms $V^1_r(\Omega^0_X) \cong V^1_r(\Omega^0_Y)$ for all $r \geq 1$ (see [Lombardi 2013, Theorem 5.1.2] for a detailed analysis).

Example 4.1 (Elliptic surfaces). Let $X$ be an elliptic surface of Kodaira dimension one and of maximal Albanese dimension (i.e., an isotrivial elliptic surface fibered onto a curve of genus $\geq 2$). By following [Beauville 1992], we recall an invariant attached to this type of surfaces. First of all, we note that $X$ admits a unique fibration $f : X \to C$ onto a curve of genus $\geq 2$ (see for instance [Popa 2013, p. 5]). We then denote by $G$ the general fiber of $f$ and by $\text{Pic}^0(X, f)$ the kernel of the pull-back of the inclusion $u : G \hookrightarrow X$

$$0 \to \text{Pic}^0(X, f) \to \text{Pic}^0(X) \xrightarrow{u^*} \text{Pic}^0(G).$$

In [Beauville 1992, (1.6)], it is shown that there exists a finite group $\Gamma^0(f)$ and an isomorphism $

\text{Pic}^0(X, f) \cong f^* \text{Pic}^0(C) \times \Gamma^0(f).

The group $\Gamma^0(f)$ is the invariant mentioned above; it is identified with the group of the connected components of $\text{Pic}^0(X, f)$.

We now consider another smooth projective surface $Y$ such that $D(X) \cong D(Y)$. Then, by [Bridgeland and Maciocia 2001, Proposition 4.4], $Y$ is an elliptic surface fibered onto $C$. Moreover, $Y$ is of maximal Albanese dimension as well. To see this, we observe that, since the cohomological support loci are derived invariant in dimension two, we have $\text{dim alb}_Y(Y) = \text{dim alb}_X(X) = 2$ thanks to (5). Hence, we
denote by $g : Y \to C$ the unique fibration of $Y$ and by $\Gamma^0(g)$ its invariant. Pham [2011, Theorem 5.2.7] proves that the invariant $\Gamma^0(\cdot)$ attached to this kind of surface is a derived invariant; in other words, he proves that

$$\Gamma^0(f) \cong \Gamma^0(g).$$

(9)

Here we note that (9) also follows from the derived invariance of the zeroth cohomological support locus. In fact, by results of Popa [2013, p. 5], we know that

$$V^0(\omega_X) = \text{Pic}^0(X, f) \cong f^* \text{Pic}^0(C) \times \Gamma^0(f)$$

and similarly for $V^0(\omega_Y)$. Therefore, Proposition 3.1 implies

$$f^* \text{Pic}^0(C) \times \Gamma^0(f) \cong V^0(\omega_X) \cong V^0(\omega_Y) \cong g^* \text{Pic}^0(C) \times \Gamma^0(g),$$

which in particular yields (9).

4B. Proof of Theorem 1.5(i).

**Theorem 4.2.** Let $X$ and $Y$ be smooth projective threefolds and $\Phi_\epsilon : D(X) \to D(Y)$ an equivalence, and let $F$ be the induced Rouquier isomorphism. Then $F$ induces isomorphisms of algebraic sets

$$V^p_r(\Omega^q_X)_0 \cong V^p_r(\Omega^q_Y)_0 \quad \text{for any } p, q \geq 0 \text{ and } r \geq 1.$$

**Proof.** The isomorphisms $V^0_r(\omega_X) \cong V^0_r(\omega_Y)$ and $V^1_r(\omega_X)_0 \cong V^1_r(\omega_Y)_0$ have been proved in Proposition 3.1 and Corollary 3.4, respectively. On the other hand, the isomorphisms $V^3_r(\omega_X) \cong V^r(\omega_Y)$ are trivial and follow by Serre duality. We now show the isomorphisms $V^2_r(\omega_X)_0 \cong V^2_r(\omega_Y)_0$. To begin with, we note that, by Claim 3.3, if $L \in V^2_r(\omega_X)_0$, then necessarily $F(1, L) = (1, M)$ for some line bundle $M \in \text{Pic}^0(Y)$. Moreover, for $k = 0, 1$, we have equalities $h^k(X, \omega_X \otimes L) = h^k(Y, \omega_Y \otimes M)$ whenever $L \in V^2_r(\omega_X)_0$ and $F(1, L) = (1, M)$ (see Corollary 2.2). Finally, since the holomorphic Euler characteristic is both a derived invariant in dimension three [Popa and Schnell 2011, Corollary C] and invariant under deformation, we have equalities $\chi(\omega_X \otimes L) = \chi(\omega_Y) = \chi(\omega_Y \otimes M)$, from which we easily deduce $h^2(X, \omega_X \otimes L) = h^2(Y, \omega_Y \otimes M)$. Thus, if $L \in V^2_r(\omega_X)_0$, then $M \in V^2_r(\omega_Y)_0$ and consequently $F$ induces inclusions $F(1, V^2_r(\omega_X)_0) \subset (1, V^2_r(\omega_Y)_0)$. Since $F^{-1}$ is the Rouquier isomorphism induced by the right adjoint $\Phi_\epsilon^*$ to $\Phi_\epsilon$, we can repeat the previous argument to obtain the reverse inclusions $F^{-1}(1, V^2_r(\omega_Y)_0) \subset (1, V^2_r(\omega_X)_0)$. This in turn yields isomorphisms $V^2_r(\Omega^q_X)_0 \cong V^2_r(\Omega^q_Y)_0$ thanks to Serre duality and the Hodge linear-conjugate isomorphism.

We now prove the isomorphisms $V^1_r(\Omega^q_X)_0 \cong V^1_r(\Omega^q_Y)_0$ for $q = 1, 2$. By Claim 3.3, we have $F(1, V^1_r(\Omega^q_X)_0) \subset (1, \text{Pic}^0(Y))$. By Serre duality and the Hodge linear-conjugate isomorphism, $h^0(X, \Omega^1_X \otimes L) = h^2(X, \omega_X \otimes L)$ and $h^0(Y, \Omega^1_Y \otimes M) = h^2(Y, \omega_Y \otimes M)$ for all line bundles $L \in \text{Pic}^0(X)$ and $M \in \text{Pic}^0(Y)$. Consequently, if
$L \in V^0(\Omega^1_X)_0$ and $F(1, L) = (1, M)$, then by Corollary 2.2 with $m = 0$ and $k = 2$ we have $h^1(X, \Omega^2_X \otimes L) = h^1(Y, \Omega^2_Y \otimes M)$. At this point, in order to prove the wanted isomorphisms, it is enough to proceed as before. In complete analogy, one can also prove the isomorphisms $V^1_r(\Omega^1_X)_0 \cong V^1_r(\Omega^1_Y)_0$, this time by using Corollary 2.2 with $m = 0$ and $k = 3$. □

5. Behavior of the Albanese dimension under derived equivalence

In this section, we prove Theorem 1.6. Our main tool is a generalization of a result due to Chen, Hacon and Pardini saying that, if $f : X \to Z$ is a nonsingular representative of the Iitaka fibration of a smooth projective variety $X$ of maximal Albanese dimension, then

$$q(X) - q(Z) = \dim X - \dim Z$$

[Hacon and Pardini 2002, Proposition 2.1; Chen and Hacon 2004, Corollary 3.6]. We generalize this fact in two ways: (i) we consider all possible values of the Albanese dimension of $X$, and (ii) we replace the Iitaka fibration with a more general class of morphisms.

**Lemma 5.1.** Let $X$ and $Z$ be smooth projective varieties and $f : X \to Z$ a surjective morphism with connected fibers. If the general fiber of $f$ is a smooth variety with surjective Albanese map, then

$$q(X) - q(Z) = \dim \text{alb}_X(X) - \dim \text{alb}_Z(Z).$$

**Proof.** We follow [Hacon and Pardini 2002, Proposition 2.1; Chen and Hacon 2004, Corollary 3.6]. Due to the functoriality of the Albanese map, we get a commutative diagram

$$
\begin{array}{ccc}
X & \xrightarrow{\text{alb}_X} & \text{Alb}(X) \\
\downarrow f & & \downarrow f_* \\
Z & \xrightarrow{\text{alb}_Z} & \text{Alb}(Z)
\end{array}
$$

where $f_*$ is surjective since $f$ is [Beauville 1996, Remark V.14]. Furthermore, $f_*$ has connected fibers. To see this, we denote by $K$ the connected component of $\text{Ker} f_*$ through the origin and set $A := \text{Alb}(X)/K$. Then the natural map $\nu : A \to \text{Alb}(Y)$ is étale and $f$ factors through the induced map $Y \times_{\text{Alb}(Y)} A \to Y$, which is étale of the same degree as $\nu$. Since $f$ has connected fibers, we see that $\nu$ is an isomorphism and $K = \text{Ker} f_*$. We now show that the image of a general fiber $P$ of $f$ via $\text{alb}_X$ is a translate of $\text{Ker} f_*$. Since $\text{alb}_X$ is surjective, the image of $P$ via $\text{alb}_X$ is a translate of a subtorus of $\text{Ker} f_*$. Furthermore, since $P$ moves in a continuous family, such images are all translates of a fixed subtorus $T \subset \text{Ker} f_*$. Our next step is to show $T = \text{Ker} f_*$. By
setting $B := \text{Alb}(X)/T$, we see that the induced morphism $X \to B$ maps a general fiber of $f$ to a point. Therefore, it induces a rational map $h : Z \dasharrow B$, which is a morphism since $B$ is an abelian variety. Furthermore, $h(Z)$ generates the abelian variety $B$ since the image of the Albanese map generates the Albanese variety. This leads to the inequality

$$\dim B \leq q(Z) = q(X) - \dim \text{Ker} f_*,$$

which in turn yields $\dim T \geq \dim \text{Ker} f_*$ as $\dim B = q(X) - \dim T$. For dimension reasons, we get then $T = \text{Ker} f_*$. In particular, this says that $\text{alb}_X(X)$ is fibered in tori of dimension $q(X) - q(Z)$ over $\text{alb}_Z(Z)$, and by the theorem on the dimension of the fibers of a morphism, we get the stated equality. \hfill \square

Proof of Theorem 1.6. We begin with the case $\dim X \leq 3$. In Sections 4A and 4B, we have seen that in dimension up to three the cohomological support loci associated to the canonical bundle around the origin are derived invariant, i.e., $V^k(\omega_X)_0 \cong V^k(\omega_Y)_0$ for all $k \geq 0$. Therefore, (5), in combination with the fact that derived equivalent varieties have the same dimension, immediately leads to

$$\dim \text{alb}_X(X) = \dim \text{alb}_Y(Y).$$

We now assume $\dim X > 3$ and $\kappa(X) \geq 0$. If $\kappa(X) = \kappa(Y) = 0$, then the Albanese maps of $X$ and $Y$ are surjective by [Kawamata 1981, Theorem 1]. Thus, the Albanese dimensions of $X$ and $Y$ are $q(X)$ and $q(Y)$, respectively, which are equal by work of Popa and Schnell [2011, Corollary B].

We now suppose $\kappa(X) = \kappa(Y) > 0$. Since the problem is invariant under birational modification, with a little abuse of notation, we consider nonsingular representatives $f : X \to Z$ and $g : Y \to W$ of the Iitaka fibrations of $X$ and $Y$, respectively [Mori 1987, (1.10)]. As the canonical rings of $X$ and $Y$ are isomorphic [Orlov 2003, Corollary 2.1.9], it turns out that $Z$ and $W$ are birational varieties (see [Mori 1987, Proposition 1.4] or [Toda 2006, p. 13]). By [Kawamata 1981, Theorem 1], the morphisms $f$ and $g$ satisfy the hypotheses of Lemma 5.1, which yields

$$q(X) - \dim \text{alb}_X(X) = q(Z) - \dim \text{alb}_Z(Z) = q(W) - \dim \text{alb}_W(W) = q(Y) - \dim \text{alb}_Y(Y).$$

We conclude as $q(X) = q(Y)$. \hfill \square

As an application of Theorem 1.6, we have the following:

**Corollary 5.2.** Let $X$ and $Y$ be smooth projective derived equivalent varieties with $X$ of maximal Albanese dimension. If $F$ denotes the induced Rouquier isomorphism and $F(1, L) = (\psi, M)$ with $L \in V^1_r(\omega_X)$, then $\psi = 1$ and $M \in V^1_r(\omega_Y)$. Moreover, $F$ induces isomorphisms of algebraic sets

$$V^1_r(\omega_X) \cong V^1_r(\omega_Y) \quad \text{for any } r \geq 1.$$
Proof. We have $\kappa(X) \geq 0$ since $X$ is of maximal Albanese dimension. Hence, Theorem 1.6 ensures that $Y$ is of maximal Albanese dimension as well. We apply then Corollary 3.5 after having noted the inclusions $V_r^1(\omega_X) \subset V^0(\omega_X)$ and $V_r^1(\omega_Y) \subset V^0(\omega_Y)$ (see (6)).

6. End of the proof of Theorem 1.5

6A. Proof of Theorem 1.5(ii). The following two propositions prove and extend Theorem 1.5(ii):

Proposition 6.1. Let $X$ and $Y$ be smooth projective derived equivalent threefolds, and let $F$ be the induced Rouquier isomorphism. Assume that either $\text{Aut}^0(X)$ is affine or that $V^p(\Omega^2_X \otimes \omega_X^m) = \text{Pic}^0(X)$ for some $m$, $p, q \in \mathbb{Z}$ with $p, q \geq 0$. Then $F$ induces isomorphisms of algebraic sets

$$V^p_r(\Omega^q_X) \cong V^p_r(\Omega^q_Y) \quad \text{for all } p, q \geq 0 \text{ and } r \geq 1.$$  

Proof. By Remark 3.6, we have $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$. The isomorphisms $V^0_r(\omega_X) \cong V^0_r(\omega_Y)$ and $V^1_r(\omega_X) \cong V^1_r(\omega_Y)$ hold by Proposition 3.1 and Remark 3.6, respectively. The isomorphisms $V^2_r(\omega_X) \cong V^2_r(\omega_Y)$ follow since in dimension three $\chi(\omega_X) = \chi(\omega_Y)$ [Popa and Schnell 2011, Corollary C].

We now establish the isomorphisms $V^1_r(\Omega^2_X) \cong V^1_r(\Omega^2_Y)$. Let $L \in V^1_r(\Omega^2_X)$ so that $F(1, L) = (1, M)$ for some $M \in \text{Pic}^0(Y)$. By Corollary 2.2 with $m = 0$ and $k = 2$, Serre duality and the Hodge linear-conjugate isomorphism, we get $h^1(X, \Omega^2_X \otimes L) = h^1(Y, \Omega^2_Y \otimes M)$. This shows that $F$ maps $1 \times V^1_r(\Omega^2_X) \mapsto 1 \times V^1_r(\Omega^2_Y)$, inducing the wanted isomorphisms as in Proposition 3.1. Finally, the isomorphisms $V^1_r(\Omega^1_X) \cong V^1_r(\Omega^1_Y)$ are deduced in the same way by using Corollary 2.2 with $m = 0$ and $k = 3$.

Proposition 6.2. Let $X$ and $Y$ be smooth projective derived equivalent threefolds, and let $F$ be the induced Rouquier isomorphism. If $X$ is of maximal Albanese dimension, then $F$ induces isomorphisms of algebraic sets

$$V^k_r(\omega_X) \cong V^k_r(\omega_Y) \quad \text{for all } k \geq 0 \text{ and } r \geq 1.$$  

Proof. Proposition 3.1 and Corollary 5.2 yield the isomorphisms $V^k_r(\omega_X) \cong V^k_r(\omega_Y)$ for any $k \neq 2$, so we only focus on the remaining case. Since $X$ is of maximal Albanese dimension, we obtain an inclusion $V^2_r(\omega_X) \subset V^0(\omega_X)$ (see (6)) leading to a further inclusion $F(1, V^2_r(\omega_X)) \subset (1, \text{Pic}^0(Y))$ thanks to Proposition 3.1. Hence, by Corollary 2.2, $h^k(X, \omega_X \otimes L) = h^k(Y, \omega_Y \otimes M)$ whenever $F(1, L) = (1, M)$ with $L \in V^2_r(\omega_X)$ and $k = 0, 1$. Moreover, we get $h^2(X, \omega_X \otimes L) = h^2(Y, \omega_Y \otimes M)$ since $\chi(\omega_X) = \chi(\omega_Y)$ [Popa and Schnell 2011, Corollary C]. Therefore, $F$ maps $1 \times V^2_r(\omega_X) \mapsto 1 \times V^2_r(\omega_Y)$, and by arguing as in Proposition 3.1, $F^{-1}$ maps $1 \times V^2_r(\omega_Y) \mapsto 1 \times V^2_r(\omega_X)$, finishing the proof.
6B. **Proof of Theorem 1.5(iii).** We show now the proof of Theorem 1.5(iii). Before jumping into technicalities, we first present the plan of its proof.

Thanks to Propositions 6.1 and 6.2, we can assume that $X$ is a threefold with $\text{dim alb}_X(X) \leq 2$ and $V^0(\omega_X) \subset \text{Pic}^0(X)$ and with nonaffine automorphism group $\text{Aut}^0(X)$. In particular, we can suppose that $X$ is not of general type and that $\chi(\omega_X) = 0$ [Popa and Schnell 2011, Corollary 2.6]. Thanks to Proposition 3.1, Theorem 1.6 and [Popa and Schnell 2011, Theorem A(1)], the Fourier–Mukai partner $Y$ of $X$ satisfies the same hypotheses as $X$. Hence, Theorem 1.5(iii) follows as soon as we classify $\text{dim } V^i(\omega_X)$ in terms of derived invariants. This classification is carried out in the following Propositions 6.5–6.9 where $\text{dim } V^1(\omega_X)$ and $\text{dim } V^2(\omega_X)$ are computed in terms of $\kappa(X)$, $q(X)$, $\text{dim alb}_X(X)$ and $\text{dim } V^0(\omega_X)$.

The main tools we use towards the proofs of Propositions 6.5–6.9 are generic vanishing theorems [Green and Lazarsfeld 1987, Theorem 1; Pareschi and Popa 2011, Theorem 5.8], Kollár’s result on higher direct images of the canonical bundle [Kollár 1986b, Theorem 3.1; 1986a, Theorem 2.1 and Proposition 7.6] and the classification of smooth projective surfaces (see for instance [Beauville 1996]). The following two lemmas will be useful to our analysis:

**Lemma 6.3.** Let $X$ and $Y$ be smooth projective varieties and $f : X \to Y$ be a surjective morphism with connected fibers. If $h$ denotes the dimension of the general fiber of $f$, then

$$f^*V^k(\omega_Y) \subset V^{k+h}(\omega_X) \quad \text{for any } k = 0, \ldots, \text{dim } Y.$$  

**Proof.** By [Kollár 1986a, Theorem 2.1 and Proposition 7.6], we have $R^h f_* \omega_X \cong \omega_Y$ and $R^k f_* \omega_X = 0$ for $k > h$. Moreover, by [Kollár 1986b, Theorem 3.1], we obtain decompositions

$$H^{k+h}(X, \omega_X \otimes f^* L) \cong H^k(Y, \omega_Y \otimes L) \oplus \bigoplus_{l \neq k} H^l(Y, R^{h+k-l} f_* \omega_X \otimes L)$$

for any $L \in \text{Pic}^0(Y)$. At this point, it is enough to note that the pull-back homomorphism $f^* : \text{Pic}^0(Y) \to \text{Pic}^0(X)$ is injective as the fibers of $f$ are connected.  

**Lemma 6.4.** Let $X$ be a smooth projective variety with $\kappa(X) = -\infty$. Then $V^0(\omega_X^{\otimes m}) = \emptyset$ for any $m > 0$.

**Proof.** Suppose that $L \in V^0(\omega_X^{\otimes m})$ for some $m > 0$. By [Chen and Hacon 2004, Theorem 3.2], we can assume that $L$ is a line bundle of finite order, say, of order $e$. If $C_X \to \omega_X^{\otimes m} \otimes L$ is a nonzero section of $\omega_X^{\otimes m} \otimes L$, then it induces a nonzero section $C_X \to \omega_X^{\otimes m e}$; this yields a contradiction as $\kappa(\omega_X) = -\infty$.  

**Proposition 6.5.** Let $X$ be a smooth projective threefold such that $\kappa(X) = 2$, $\text{dim alb}_X(X) = 2$, $\chi(\omega_X) = 0$ and $V^0(\omega_X) \subset \text{Pic}^0(X)$. If $q(X) = 2$, then we have (i) $\text{dim } V^2(\omega_X) = 0$, (ii) $\text{dim } V^1(\omega_X) = 1$ if and only if $\text{dim } V^0(\omega_X) = 1$ and...
(iii) $\dim V^1(\omega_X) = 0$ if and only if $\dim V^0(\omega_X) \leq 0$. If $q(X) > 2$, then we have $\dim V^1(\omega_X) = \dim V^2(\omega_X) = q(X) - 1$.

Proof. Since the problem is invariant under birational modification, with a little abuse of notation, we consider a nonsingular representative $f : X \to S$ of the Itaka fibration of $X$ [Mori 1987, (1.10)] so that $X$ and $S$ are smooth varieties and $f$ is an algebraic fiber space. We divide the proof into three cases according to the values of the Albanese dimension of $S$.

Case I: $\dim \text{alb}_S(S) = 2$. By the classification theory of smooth projective surfaces, $S$ is either a surface of general type, or birational to an abelian surface, or birational to an elliptic surface fibered onto a curve of genus $\geq 2$. Moreover, by Lemma 5.1, we have $q(X) = q(S)$.

If $S$ is of general type, then by Castelnuovo’s theorem [Beauville 1996, Theorem X.4] we have $\chi(\omega_S) > 0$ and hence $V^0(\omega_S) = \text{Pic}^0(S)$. Therefore, by Lemma 6.3, we get $V^1(\omega_X) = \text{Pic}^0(X)$, and consequently, $V^0(\omega_X) = \text{Pic}^0(X)$ since $\chi(\omega_X) = 0$ and $V^2(\omega_X) \subseteq \text{Pic}^0(X)$ (see (5)). This contradicts our hypotheses, and hence, this case does not occur.

If $S$ is birational to an abelian surface, then we have $q(X) = q(S) = 2$ and $f^* \text{Pic}^0(S) = \text{Pic}^0(X)$. By using [Kollár 1986b, Theorem 3.1], we obtain decompositions

$$H^2(X, \omega_X \otimes f^* L) \cong H^2(S, f_* \omega_X \otimes L) \oplus H^1(S, R^1 f_* \omega_X \otimes L)$$

for any $L \in \text{Pic}^0(S)$. Moreover, we note that $R^1 f_* \omega_X \cong \omega_S$ and $R^2 f_* \omega_X = 0$ [Kollár 1986a, Proposition 7.6 and Theorem 2.1]. Therefore, since by [Pareschi and Popa 2011, Theorem 5.8] $f_* \omega_X$ is a GV-sheaf on $S$ (i.e., $\text{codim}_{\text{Pic}^0(S)} V^k(f_* \omega_X) \geq k$ for $k > 0$), we get $\dim V^2(\omega_X) = 0$. At this point, the statements (ii) and (iii) of the proposition follow as $\chi(\omega_X) = 0$ and $\dim V^1(\omega_X) \geq 0$ (note that $\xi_X \in V^1(\omega_X)$ since $q(X) = 2$).

If $S$ is birational to an elliptic surface $h : S \to C$ fibered onto a curve $C$ of genus $g(C) = q(S) - 1 = q(X) - 1 \geq 2$, then $X$ is fibered onto $C$ as well. Therefore, we have $V^0(\omega_C) = \text{Pic}^0(C)$, and consequently, $V^2(\omega_X)$ is of codimension one in $\text{Pic}^0(X)$ by Lemma 6.3 and (5). Since $\chi(\omega_X) = 0$, $V^1(\omega_X)$ is of codimension one as well.

Case II: $\dim \text{alb}_S(S) = 1$. We have $q(X) = q(S) + 1$ by Lemma 5.1. Moreover, $\text{alb}_S$ has connected fibers, and by [Beauville 1996, Proposition V.15], $\text{alb}_S(S)$ is a smooth curve of genus $q(S)$. We distinguish two subcases: $q(S) = 1$ and $q(S) \geq 2$.

If $q(S) = 1$, then $q(X) = 2$ and $\text{alb}_X$ is surjective. Let $X \xrightarrow{b} Z \to \text{Alb}(X)$ be the Stein factorization of $\text{alb}_X$, and let $b' : X' \to Z'$ be a nonsingular representative of $b$. We note that $Z'$ is a smooth surface with $q(Z') = 2$ and of maximal Albanese dimension. Therefore, either $Z'$ is of general type or it is birational to an abelian surface. However, we have just seen that $Z'$ cannot possibly be of general type;
therefore, $Z'$ is birational to an abelian surface, and the same calculations of the previous case apply.

If $q(S) \geq 2$, then the Albanese map of $S$ induces a fibration of $S$ onto a smooth curve $C$ of genus $g(C) = q(S)$. Therefore, $X$ is fibered onto $C$ as well, and we conclude as in the previous case.

**Case III:** $\dim \text{alb}_S(S) = 0$. As we have seen in the proof of Lemma 5.1, the image of a general fiber of $f$ is mapped via $\text{alb}_X$ onto a fiber of the induced morphism $f_* : \text{Alb}(X) \to \text{Alb}(S)$. On the other hand, if $\dim \text{alb}_S(S) = 0$, then $\text{Alb}(S)$ is trivial. This yields a contradiction, and therefore, this case does not occur.

**Proposition 6.6.** Let $X$ be a smooth projective threefold such that $\kappa(X) = 2$, $\dim \text{alb}_X(X) = 1$, $\chi(\omega_X) = 0$ and $V^0(\omega_X) \subset \text{Pic}^0(X)$. If $q(X) = 1$, then we have $\dim V^1(\omega_X) \leq 0$ and $\dim V^2(\omega_X) = 0$. On the other hand, if $q(X) > 1$, then we have $V^1(\omega_X) = V^2(\omega_X) = \text{Pic}^0(X)$.

**Proof.** As in the previous proof, we denote by $f : X \to S$ a nonsingular representative of the Iitaka fibration of $X$. We distinguish two cases: $\dim \text{alb}_S(S) = 0$ and $\dim \text{alb}_S(S) = 1$.

If $\dim \text{alb}_S(S) = 0$, then we have $q(S) = 0$ and therefore $q(X) = 1$ by Lemma 5.1. Moreover, by [Ueno 1973, Lemma 2.11], $\text{alb}_X$ is surjective and has connected fibers. We set $E := \text{Alb}(X)$ and $a := \text{alb}_X$ and note that by [Kollár 1986a, Proposition 7.6] there is an isomorphism $R^2a_*\omega_X \cong \mathcal{O}_E$. Finally, by [Kollár 1986b, Theorem 3.1], we get isomorphisms

$$H^2(X, \omega_X \otimes a^*L) \cong H^1(E, R^1a_*\omega_X \otimes L) \oplus H^0(E, L)$$

for any $L \in \text{Pic}^0(E) \cong \text{Pic}^0(X)$. By [Hacon 2004, Corollary 4.2], $R^1a_*\omega_X$ is a GV-sheaf on $E$. Hence, $\dim V^2(\omega_X) = 0$, and consequently, $V^1(\omega_X)$ is either empty or zero-dimensional as $V^0(\omega_X) \subset \text{Pic}^0(X)$ and $\chi(\omega_X) = 0$.

We now suppose $\dim \text{alb}_S(S) = 1$. In this case, $\text{alb}_S$ has connected fibers and its image is a smooth curve $B$ of genus $g(B) = q(S) > 1$. Moreover, we have $q(X) = q(S)$ by Lemma 5.1. We distinguish two subcases: $q(S) = 1$ and $q(S) > 1$.

If $q(S) = 1$, then the image of $\text{alb}_X$ is an elliptic curve and the same argument of the previous case applies. If $q(S) = g(B) > 1$, then we get $V^0(\omega_B) = \text{Pic}^0(B)$ and $\text{Pic}^0(X) \cong \text{Pic}^0(S) \cong \text{Pic}^0(B)$. Hence, by Lemma 6.3, there are inclusions

$$\text{alb}_S^* \text{Pic}^0(B) = \text{alb}_S^* V^0(\omega_B) \subset V^1(\omega_S) \subset \text{Pic}^0(S)$$

leading to $V^1(\omega_S) = \text{Pic}^0(S)$. Moreover, a second application of Lemma 6.3 gives

$$f^*V^1(\omega_S) \subset V^2(\omega_X) \subset \text{Pic}^0(X),$$

showing that $V^2(\omega_X) = \text{Pic}^0(X)$. Finally, we also have $V^1(\omega_X) = \text{Pic}^0(X)$ as $\chi(\omega_X) = 0$.\qed
Proposition 6.7. Let $X$ be a smooth projective threefold such that $\kappa(X) = 1$, $\chi(\omega_X) = 0$ and $V^0(\omega_X) \subsetneq \text{Pic}^0(X)$.

(i) Assume $\dim \text{alb}_X(X) = 2$. If $q(X) = 2$, then we have (i) $\dim V^2(\omega_X) = 0$, (ii) $\dim V^1(\omega_X) = 1$ if and only if $\dim V^0(\omega_X) = 1$ and (iii) $\dim V^1(\omega_X) = 0$ if and only if $\dim V^0(\omega_X) \leq 0$. If $q(X) \geq 3$, then we have $\dim V^1(\omega_X) = \dim V^2(\omega_X) = q(X) - 1$.

(ii) Assume $\dim \text{alb}_X(X) = 1$. If $q(X) = 1$, then we have $\dim V^1(\omega_X) \leq 0$ and $\dim V^2(\omega_X) = 0$. If $q(X) \geq 2$, then we obtain $\dim V^1(\omega_X) = V^2(\omega_X) = \text{Pic}^0(X)$.

Proof. We start with the case $\dim \text{alb}_X(X) = 2$. Let $f : X \to C$ be a nonsingular representative of the Itaka fibration of $X$ where $C$ is a smooth curve.

If $g(C) \geq 2$, then by Lemma 5.1 we have $q(X) = g(C) + 1 \geq 3$, and by Lemma 6.3, we obtain a series of inclusions $f^* \text{Pic}^0(C) = f^* V^0(\omega_C) \subset V^2(\omega_X) \subset \text{Pic}^0(X)$. We conclude that

$$\dim V^2(\omega_X) = q(X) - 1$$

since $V^2(\omega_X) \subsetneq \text{Pic}^0(X)$ by (5). Therefore, we see that $V^1(\omega_X) \subsetneq \text{Pic}^0(X)$ as $\chi(\omega_X) = 0$ and $V^0(\omega_X) \subsetneq \text{Pic}^0(X)$. Finally, thanks to the inclusion $V^1(\omega_X) \supseteq V^2(\omega_X)$ of (6), we obtain $\dim V^1(\omega_X) = q(X) - 1$.

If $g(C) \leq 1$, then $q(X) = 2$ and $a := \text{alb}_X$ is surjective. Let $b : X' \to Z'$ be a nonsingular representative of the Stein factorization of $a$. Then, as we have seen in the proof of Proposition 6.5, $Z'$ is birational to an abelian surface, and therefore, $\dim V^2(\omega_X) = 0$. Since $\mathcal{O}_X \in V^1(\omega_X)$, we obtain the statements (ii) and (iii) of part (i).

We now study the case $\dim \text{alb}_X(X) = 1$. If $g(C) \geq 2$, then $q(X) = g(C)$ and $f^* \text{Pic}^0(C) = \text{Pic}^0(X)$. Therefore, by Lemma 6.3, we get $V^2(\omega_X) = \text{Pic}^0(X)$, and hence, we have $V^1(\omega_X) = \text{Pic}^0(X)$. On the other hand, if $g(C) \leq 1$, then $q(X) = 1$ and $\text{alb}_X : X \to \text{Alb}(X)$ is an algebraic fiber space onto an elliptic curve. We conclude then as in the proof of Proposition 6.6. □

Proposition 6.8. Let $X$ be a smooth projective threefold such that $\kappa(X) = 0$ and $\chi(\omega_X) = 0$. If $\dim \text{alb}_X(X) = 2$, then we have $\dim V^1(\omega_X) = \dim V^2(\omega_X) = 0$. On the other hand, if $\dim \text{alb}_X(X) = 1$, then we have $\dim V^1(\omega_X) \leq 0$ and $\dim V^2(\omega_X) = 0$.

Proof. We recall that, by [Chen and Hacon 2002, Lemma 3.1], $V^0(\omega_X)$ consists of at most one point. We start with the case $\dim \text{alb}_X(X) = 2$. By [Kawamata 1981, Theorem 1], $\text{alb}_X$ is surjective and has connected fibers. Therefore, we have $q(X) = h^2(X, \omega_X) = 2$ and hence $\mathcal{O}_X \in V^1(\omega_X)$ since $\chi(\omega_X) = 0$. We set $a := \text{alb}_X$, and we note that, by [Hacon 2004, Corollary 4.2], $a_* \omega_X$ is a GV-sheaf, i.e.,

$$\text{codim} V^1(a_* \omega_X) \geq 1 \quad \text{and} \quad \text{codim} V^2(a_* \omega_X) \geq 2.$$
By using that $R^1a_\ast\omega_X \cong \Omega_{\text{Alb}(X)}$ and $R^2a_\ast\omega_X = 0$ [Kollár 1986a, Proposition 7.6 and Theorem 2.1] and by using [Kollár 1986b, Theorem 3.1], we get isomorphisms

$$H^1(X, \omega_X \otimes a^*L) \cong H^1(\text{Alb}(X), a_\ast\omega_X \otimes L) \oplus H^0(\text{Alb}(X), L)$$

for any $L \in \text{Pic}^0(\text{Alb}(X)) \cong \text{Pic}^0(X)$. Therefore, we have

$$\text{codim} V^1(\omega_X) \geq 1 \quad \text{and} \quad \text{codim} V^2(\omega_X) \geq 2,$$

and consequently, the hypothesis $\chi(\omega_X) = 0$ implies $\text{dim} V^1(\omega_X) = 0$.

If $\text{dim} \text{alb}_X(X) = 1$, then as in the previous case we have $\text{dim} V^2(\omega_X) = 0$. Therefore, $V^1(\omega_X)$ is either empty or of dimension zero since $\chi(\omega_X) = 0$. □

**Proposition 6.9.** Let $X$ be a smooth projective threefold such that $\kappa(X) = -\infty$ and $\chi(\omega_X) = 0$.

(i) Suppose $\text{dim} \text{alb}_X(X) = 2$. If $q(X) = 2$, then $V^1(\omega_X) = V^2(\omega_X) = \{0\}$. If $q(X) > 2$, then we obtain $\text{dim} V^1(\omega_X) = \text{dim} V^2(\omega_X) = q(X) - 1$.

(ii) Suppose $\text{dim} \text{alb}_X(X) = 1$. If $q(X) = 1$, then we have $\text{dim} V^1(\omega_X) \leq 0$ and $\text{dim} V^2(\omega_X) = 0$. If $q(X) > 1$, then we obtain $V^1(\omega_X) = V^2(\omega_X) = \text{Pic}^0(X)$.

**Proof.** We start with the case $\text{dim} \text{alb}_X(X) = 2$. Let $a : X \to S \subset \text{Alb}(X)$ be the Albanese map of $X$ and $b : X \to S'$ be the Stein factorization of $a$, and let $c : X' \to S''$ be a nonsingular representative of $b$. We can easily check that $q(X') = q(S'')$ and $\text{dim} \text{alb}_S(S) = 2$ and hence that $\kappa(S'') \geq 0$. Furthermore, we have $c_\ast\omega_{X'} = 0$. To see this, we point out that by [Pareschi and Popa 2011, Theorem 5.8] $c_\ast\omega_{X'}$ is a GV-sheaf on $S''$ and moreover that, by Lemma 6.4, $V^0(c_\ast\omega_{X'}) = V^0(\omega_{X'}) = V^0(\omega_X) = \emptyset$. This immediately implies $c_\ast\omega_{X'} = 0$ as a GV-sheaf $F$ is nonzero if and only if $V^0(F) \neq \emptyset$. We distinguish now three cases according to the values of $\kappa(S'')$.

If $\kappa(S'') = 0$, then $S''$ is birational to an abelian surface. This forces $q(X') = q(S'') = 2$ and $c_\ast \text{Pic}^0(S'') = \text{Pic}^0(X')$. By [Kollár 1986b, Theorem 3.1; 1986a, Theorem 2.1 and Proposition 7.6], we obtain isomorphisms

$$H^2(X', \omega_{X'} \otimes c_\ast L) \cong H^1(S'', \omega_{S''} \otimes L) \quad \text{and} \quad H^1(X', \omega_{X'} \otimes c_\ast L) \cong H^0(S'', \omega_{S''} \otimes L)$$

for any $L \in \text{Pic}^0(S'')$. Therefore, we have $V^2(\omega_X) \cong V^2(\omega_{X'}) = c_\ast V^1(\omega_{S''}) = \{0\}$ and $V^1(\omega_X) \cong V^1(\omega_{X'}) = c_\ast V^0(\omega_{S''}) = \{0\}$.

If $\kappa(S'') = 1$, then $S''$ is birational to an elliptic surface of maximal Albanese dimension fibered onto a curve of genus $g(C) \geq 2$. Thus, $X$ is fibered onto $C$ as well and $q(X') = q(S'') = g(C) + 1$. By Lemma 6.3 and (5), we deduce $\text{dim} V^2(\omega_{X'}) = g(C) = q(X') - 1$, and therefore, we get $\text{dim} V^1(\omega_{X'}) = q(X') - 1$ as $\chi(\omega_{X'}) = 0$ and $V^0(\omega_{X'}) = \emptyset$.

If $\kappa(S'') = 2$, then by Castelnuovo’s theorem we have $\chi(\omega_{S''}) > 0$, which immediately yields $V^0(\omega_{S''}) = \text{Pic}^0(S'')$. By using Lemma 6.3, we see that $\text{dim} V^0(\omega_{X'}) > 0$. This contradicts Lemma 6.4, and hence, this case does not occur.
We now suppose \( \dim \text{alb}_X(X) = 1 \). Let \( a : X \to C \subset \text{Alb}(X) \) be the Albanese map of \( X \) where \( C := \text{Im} \, a \). Then \( a \) has connected fibers and \( q(X) = g(C) \) by [Ueno 1973, Lemma 2.11]. As in the previous case, we note that \( a_*\omega_X = 0 \). Moreover, by [Kollár 1986b, Theorem 3.1; 1986a, Proposition 7.6], we obtain isomorphisms
\[
H^1(X, \omega_X \otimes a^*L) \cong H^0(C, R^1a_*\omega_X \otimes L),
\]
\[
H^2(X, \omega_X \otimes a^*L) \cong H^1(C, R^1a_*\omega_X \otimes L) \oplus H^0(C, \omega_C \otimes L)
\]
for any \( L \in \text{Pic}^0(C) \). At this point, we distinguish two cases: \( g(C) = 1 \) and \( g(C) > 1 \).

If \( g(C) = q(X) > 1 \), then we have \( V^0(\omega_C) = \text{Pic}^0(C) \), and by Lemma 6.3, we get \( V^2(\omega_X) = V^1(\omega_X) = \text{Pic}^0(X) \). On the other hand, if \( g(C) = q(X) = 1 \), then by [Hacon 2004, Corollary 4.2] \( R^1a_*\omega_X \) is a GV-sheaf on \( C = \text{Alb}(X) \). Hence, we obtain \( \dim V^2(\omega_X) = 0 \), and consequently, we see that \( \dim V^1(\omega_X) \leq 0 \) since \( \chi(\omega_X) = 0 \) and \( V^0(\omega_X) = \emptyset \).

**Remark 6.10.** In the case \( q(X) = 1 \), the previous propositions yield the following statement: for each \( k \), \( \dim V^k(\omega_X) = 1 \) if and only if \( \dim V^k(\omega_Y) = 1 \). In general, we have not been able to show that, if a locus \( V^k(\omega_X) \) is empty or of dimension zero, then the corresponding locus \( V^k(\omega_Y) \) is empty or of dimension zero, respectively. This ambiguity is mainly caused by the possible presence of nontrivial automorphisms.

An application of a sheafified version of the derivative complex [Ein and Lazarsfeld 1997, Theorem 3; Lazarsfeld and Popa 2010] can be shown to yield Conjecture 1.2 for threefolds having \( q(X) = 2 \) [Lombardi 2013, Proposition 5.2.15].

### 7. Applications

In this final section, we prove Corollaries 1.7, 1.8 and 1.9. Moreover, we present a further result regarding the invariance of the Euler characteristic of powers of the canonical bundle for derived equivalent smooth minimal varieties of maximal Albanese dimension.

#### 7A. Holomorphic Euler characteristic and Hodge numbers.

**Proof of Corollary 1.7.** Let \( d := \dim X = \dim Y \). We begin with the case \( \dim \text{alb}_X(X) = d \). By Theorem 1.6, \( Y \) is of maximal Albanese dimension, and by (5), we get inequalities
\[
\text{codim} \, V^1(\omega_X) \geq 1 \quad \text{and} \quad \text{codim} \, V^1(\omega_Y) \geq 1.
\]

We distinguish two cases: \( V^0(\omega_X) \subsetneq \text{Pic}^0(X) \) and \( V^0(\omega_X) = \text{Pic}^0(X) \). If \( V^0(\omega_X) \subsetneq \text{Pic}^0(X) \), then we also have \( V^0(\omega_Y) \subsetneq \text{Pic}^0(Y) \) by Proposition 3.1. Moreover, there are inclusions \( \text{Pic}^0(X) \supsetneq V^0(\omega_X) \supset V^1(\omega_X) \supset \cdots \supset V^d(\omega_X) = \{0_X\} \) and similarly for the loci \( V^k(\omega_Y) \) (see (6)). Therefore, if \( L \notin V^0(\omega_X) \) and \( M \notin V^0(\omega_Y) \), then...
$h^k(X, \omega_X \otimes L) = h^k(Y, \omega_Y \otimes M) = 0$ for all $k \geq 0$. Since the holomorphic Euler characteristic is invariant under deformation, we finally obtain

$$\chi(\omega_X) = \chi(\omega_X \otimes L) = \chi(\omega_X \otimes L) = 0 = \chi(\omega_Y \otimes M) = \chi(\omega_Y).$$

On the other hand, if $V^0(\omega_X) = \text{Pic}^0(X)$, then, by Proposition 3.1, $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$, and thus,

there exists $L_0 \in V^0(\omega_X) \setminus \left( \bigcup_{k=1}^d V^k(\omega_X) \right)$

such that $F(1, L_0) = (1, M_0)$ with $M_0 \in V^0(\omega_Y) \setminus \left( \bigcup_{k=1}^d V^k(\omega_Y) \right)$.

Hence, by using Corollary 2.2 with $m = k = 0$, we have

$$\chi(\omega_X) = \chi(\omega_X \otimes L_0) = h^0(X, \omega_X \otimes L_0) = h^0(Y, \omega_Y \otimes M_0) = \chi(\omega_Y \otimes M_0) = \chi(\omega_Y).$$

We suppose now $\dim \mathcal{alb}_X(X) = d - 1$ and $\kappa(X) \geq 0$. By Theorem 1.6, we have $\dim \mathcal{alb}_Y(Y) = d - 1$, and therefore, there are inclusions $V^1(\omega_X) \supset V^2(\omega_X) \supset \cdots \supset V^d(\omega_X)$ and $V^1(\omega_Y) \supset V^2(\omega_Y) \supset \cdots \supset V^d(\omega_Y)$. We distinguish four cases.

The first case is when $V^0(\omega_X) = V^1(\omega_X) = \text{Pic}^0(X)$. By Proposition 3.1 and Corollary 3.4, it turns out that $V^0(\omega_Y) = V^1(\omega_Y) = \text{Pic}^0(Y)$ as well. We claim that

there exists $C_X \neq L_1 \in V^0(\omega_X) \setminus V^2(\omega_X)$

such that $F(1, L_1) = (1, M_1)$ with $M_1 \in V^0(\omega_Y) \setminus V^2(\omega_Y)$.

In fact, the Rouquier isomorphism maps $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$ by Remark 3.6, and therefore, it is enough to choose the image under $F^{-1}$ of a generic element $(1, M)$ with $M \notin V^2(\omega_Y)$. By using Corollary 2.2 twice, first with $k = 0$ and then with $k = 1$, we obtain

$$\chi(\omega_X) = \chi(\omega_X \otimes L_1) = h^0(X, \omega_X \otimes L_1) - h^1(X, \omega_X \otimes L_1)$$

$$= h^0(Y, \omega_Y \otimes M_1) - h^1(Y, \omega_Y \otimes M_1) = \chi(\omega_Y \otimes M_1) = \chi(\omega_Y).$$

The second case is when $V^0(\omega_X) = \text{Pic}^0(X)$ and $V^1(\omega_X) \subsetneq \text{Pic}^0(X)$. By Proposition 3.1 and Corollary 3.4, $V^0(\omega_Y) = \text{Pic}^0(Y)$ and $V^1(\omega_Y) \subsetneq \text{Pic}^0(Y)$. As before, $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$, and hence, we can pick an element

$C_X \neq L_2 \in V^0(\omega_X) \setminus V^1(\omega_X)$

such that $F(1, L_2) = (1, M_2)$ with $M_2 \in V^0(\omega_Y) \setminus V^1(\omega_Y)$.

Hence, equalities $\chi(\omega_X) = \chi(\omega_X \otimes L_2) = h^0(X, \omega_X \otimes M_2) = h^0(Y, \omega_Y \otimes M_2) = \chi(\omega_Y \otimes M_2) = \chi(\omega_Y)$ hold.

The third case is when $V^0(\omega_X) \subsetneq \text{Pic}^0(X)$ and $V^1(\omega_X) = \text{Pic}^0(X)$. By using Proposition 3.1 and Corollary 3.4, it is easy to see that $V^0(\omega_Y) \subsetneq \text{Pic}^0(Y)$ and
$V^1(\omega_Y) = \text{Pic}^0(Y)$. Moreover, Remark 3.6 yields $F(1, \text{Pic}^0(X)) = (1, \text{Pic}^0(Y))$. Therefore, similarly to the previous cases, there exists a pair $(L_3, M_3) \neq (\mathcal{O}_X, \mathcal{O}_Y)$ such that

$$F(1, L_3) = (1, M_3) \text{ with } L_3 \notin V^0(\omega_X) \cup V^2(\omega_X) \text{ and } M_3 \notin V^0(\omega_Y) \cup V^2(\omega_Y),$$

and by Corollary 2.2, we have $\chi(\omega_X) = \chi(\omega_X \otimes L_3) = -h^1(X, \omega_X \otimes L_3) = -h^1(Y, \omega_Y \otimes M_3) = \chi(\omega_Y \otimes M_3) = \chi(\omega_Y).

The last case is when both $V^0(\omega_X)$ and $V^1(\omega_X)$ are proper subvarieties of $\text{Pic}^0(X)$. Then $V^0(\omega_Y)$ and $V^1(\omega_Y)$ are proper subvarieties as well, and hence, $\chi(\omega_X) = \chi(\omega_Y) = 0$.

**Proof of Corollary 1.8.** By the derived invariance of Hochschild homologies $HH_0(X) \cong HH_0(Y)$ and $HH_1(X) \cong HH_1(Y)$, we have $h^0(X, \omega_X) = h^0(Y, \omega_Y)$ and $h^1(X, \omega_X) = h^1(Y, \omega_Y)$. Therefore, Corollary 1.7 implies $h^{0,2}(X) = h^{0,2}(Y)$ since $h^3(X, \omega_X) = q(X) = q(Y) = h^3(Y, \omega_Y)$ and $h^4(X, \omega_X) = 1 = h^4(Y, \omega_Y)$.

For the second equality, we apply Corollary 2.2 with $(L, M) = (\mathcal{O}_X, \mathcal{O}_Y)$ and $k = 2$ so that $h^2(X, \omega_X) + h^1(X, \Omega^3_X) + h^0(X, \Omega^2_X) = h^2(Y, \omega_Y) + h^1(Y, \Omega^3_Y) + h^0(Y, \Omega^2_Y)$. Therefore, we obtain $h^{1,3}(X) = h^{1,3}(Y)$ since Serre duality and the Hodge linear-conjugate isomorphism yield equalities $h^2(X, \omega_X) = h^0(X, \Omega^3_X)$ and $h^2(Y, \omega_Y) = h^0(Y, \Omega^3_Y)$.

By using a result in [Pareschi and Popa 2011], we can also derive a consequence about pluricanonical bundles.

**Corollary 7.1.** Let $X$ and $Y$ be smooth projective derived equivalent varieties with $X$ of maximal Albanese dimension and minimal. Then

$$\chi(\omega_X^{\otimes m}) = \chi(\omega_Y^{\otimes m}) \text{ for all } m \geq 2.$$

**Proof.** By [Pareschi and Popa 2011, Corollary 5.5], $\omega_X^{\otimes m}$ and $\omega_Y^{\otimes m}$ are GV-sheaves on $X$ and $Y$, respectively, for any $m \geq 2$. In particular, this implies that codim $V^1(\omega_X^{\otimes m}) \geq 1$ and codim $V^1(\omega_Y^{\otimes m}) \geq 1$. At this point, we argue as in the first part of the proof of Corollary 1.7 after having noted the inclusions $V^0(\omega_X^{\otimes m}) \supset V^1(\omega_X^{\otimes m})$ and $V^0(\omega_Y^{\otimes m}) \supset V^1(\omega_Y^{\otimes m})$ [Pareschi and Popa 2011, Proposition 3.14].

**7B. Fibrations.** In this subsection, we study the behavior of particular types of fibrations under derived equivalence. We begin by recalling some terminology from [Catanese 1991; Lazarsfeld and Popa 2010].

A smooth projective variety $X$ is of Albanese general type if it is of maximal Albanese dimension and has nonsurjective Albanese map. An irregular fibration or a higher irrational pencil is a surjective morphisms with connected fibers $f : X \to Z$.

---

\^{1}The minimality condition is necessary; see [Pareschi and Popa 2011, Example 5.6].
onto a normal variety $Z$ with $0 < \dim Z < \dim X$ and such that any smooth model of $Z$ is of maximal Albanese dimension or Albanese general type, respectively.

Popa [2013, Corollary 3.4] observes that a consequence of Conjecture 1.3 is that, if $X$ admits a fibration onto a variety having nonsurjective Albanese map, then any Fourier–Mukai partner of $X$ admits an irregular fibration. With Theorem 1.4 at hand, we can verify this statement under an additional hypothesis on $X$.

**Proposition 7.2.** Let $X$ and $Y$ be smooth projective derived equivalent varieties with $\dim \operatorname{alb} X(X) \geq \dim X - 1$. If $X$ admits a surjective morphism $f : X \to Z$ with connected fibers onto a normal variety $Z$ having nonsurjective Albanese map and such that $\dim X > \dim Z$, then $Y$ admits an irregular fibration.

**Proof.** Let $Z \xrightarrow{f'} Z' \to \operatorname{alb} Z(Z)$ be the Stein factorization of $\operatorname{alb} Z$. By taking a nonsingular representative of $f'$, we can assume $Z'$ smooth. We can easily check that $Z'$ is of maximal Albanese dimension (so that $\mathcal{O}_{Z'} \in V^0(\omega_{Z'})$) and that $\operatorname{alb} Z'$ is not surjective. Hence, by [Ein and Lazarsfeld 1997, Proposition 2.2], there exists a positive-dimensional irreducible component $V$ of $V^0(\omega_{Z'})$ passing through the origin. Moreover, by Lemma 6.3, we have $(f \circ f')^* V \subset V^k(\omega_X)_0$ where $k = \dim X - \dim Z'$, and by (5), we get $(f \circ f')^* V \subset V^k(\omega_X)_0 \subset V^1(\omega_X)_0$. Finally, by Theorem 1.4(iii), there exists a positive-dimensional irreducible component $V' \subset V^1(\omega_Y)_0$ We conclude then by applying [Green and Lazarsfeld 1991, Theorem 0.1]. □

We point out that, thanks to Theorem 1.5, we can remove the hypothesis “$\dim \operatorname{alb} X(X) \geq \dim X - 1$” from the above proposition in the case of threefolds. The following proposition, together with the subsequent remark, provides the proof of Corollary 1.9:

**Proposition 7.3.** Let $X$ and $Y$ be smooth projective derived equivalent threefolds. Fix $k$ to be either 1 or 2. Then $X$ admits a higher irrational pencil $f : X \to Z$ with $0 < \dim Z \leq k$ if and only if $Y$ admits a higher irrational pencil $g : Y \to W$ with $0 < \dim W \leq k$.

**Proof.** We start with the case $k = 1$, and therefore, we consider a higher irrational pencil $f : X \to Z$ onto a smooth curve $Z$ of genus $g(Z) \geq 2$. By Lemma 6.3, we have $f^* V^0(\omega_Z) = f^* \operatorname{Pic}^0(Z) \subset V^2(\omega_X)_0$, and by Theorem 1.5(i), there exists a component $T \subset V^2(\omega_Y)_0$ such that

$$\dim T \geq q(Z) \geq 2.$$  \hspace{1cm} (10)

Moreover, by [Green and Lazarsfeld 1991, Theorem 0.1] or by [Beauville 1992, Corollaire 2.3], there exists an irrational fibration $g : Y \to W$ onto a smooth curve $W$ such that $T \subset g^* \operatorname{Pic}^0(W) + \gamma$ for some $\gamma \in \operatorname{Pic}^0(Y)$. Therefore, we obtain the inequality

$$q(W) = g(W) \geq \dim T \geq 2$$  \hspace{1cm} (11)
ensuring that \( g \) is a higher irrational pencil.

We suppose now \( k = 2 \), and we consider a higher irrational pencil \( f : X \to Z \) onto a surface. It is a general fact that, by possibly replacing \( Z \) with a lower-dimensional variety, one can furthermore assume \( \chi(\omega_Z) > 0 \) for any smooth model \( Z' \) of \( Z \) (see [Pareschi and Popa 2009, p. 271]). If \( \dim Z = 1 \), then we apply the argument of the previous case. On the other hand, if \( \dim Z = 2 \) then by Lemma 6.3 we get

\[
f^* V^0(\omega_Z) = f^* \text{Pic}^0(Z) \subset V^1(\omega_X).
\]

Moreover, by Theorem 1.5, there exists a component \( T \subset V^1(\omega_Y) \) such that \( \dim T \geq q(Z') \geq 3 \), and by [Green and Lazarsfeld 1991, Theorem 0.1], there exists an irregular fibration \( g : Y \to W \) such that \( T \subset g^* \text{Pic}^0(W) + \gamma \) for some \( \gamma \in \text{Pic}^0(Y) \). Therefore, \( q(W) \geq \dim T \geq 3 \) and \( g \) is a higher irrational pencil.

\[\square\]

**Remark 7.4.** We can slightly improve the statement of Proposition 7.3 in the case of fibrations onto curves. In fact, by going back to the proof of Proposition 7.3 in the case \( k = 1 \), we see that from the inequalities (10) and (11) we obtain the inequality \( q(W) \geq q(Z) \). Then the following holds. Fix an integer \( g \geq 2 \). The variety \( X \) admits a higher irrational pencil \( f : X \to C \) onto a curve of genus \( g(C) \geq g \) if and only if \( Y \) admits a higher irrational pencil \( h : Y \to D \) onto a curve of genus \( g(D) \geq g \).
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Sato–Tate distributions of twists of $y^2 = x^5 - x$ and $y^2 = x^6 + 1$

Francesc Fité and Andrew V. Sutherland

We determine the limiting distribution of the normalized Euler factors of an abelian surface $A$ defined over a number field $k$ when $A$ is $\overline{\mathbb{Q}}$-isogenous to the square of an elliptic curve defined over $k$ with complex multiplication. As an application, we prove the Sato–Tate conjecture for Jacobians of $\mathbb{Q}$-twists of the curves $y^2 = x^5 - x$ and $y^2 = x^6 + 1$, which give rise to 18 of the 34 possibilities for the Sato–Tate group of an abelian surface defined over $\mathbb{Q}$. With twists of these two curves, one encounters, in fact, all of the 18 possibilities for the Sato–Tate group of an abelian surface that is $\overline{\mathbb{Q}}$-isogenous to the square of an elliptic curve with complex multiplication. Key to these results is the twisting Sato–Tate group of a curve, which we introduce in order to study the effect of twisting on the Sato–Tate group of its Jacobian.

1. Introduction

Let $A$ be an abelian variety of dimension $g$, defined over a number field $k$. The generalized Sato–Tate conjecture predicts that the Haar measure of a certain compact subgroup $G$ of the unitary symplectic group $\text{USp}(2g)$ governs the distribution of the normalized Euler factors $\overline{L}_p(A, T)$ as $p$ varies over the primes of $k$ where $A$ has good reduction. The normalized Euler factor at a prime $p$ is the polynomial $\overline{L}_p(A, T) = L_p(A, T/q^{1/2})$, where $q = \|p\|$ is the norm of $p$ and

$$L_p(A, T) = \prod_{i=1}^{2g} (1 - \alpha_i T)$$


Keywords: Sato–Tate, hyperelliptic curves, abelian surfaces, twists.
is the \textit{L-polynomial} of \( A \) at \( p \). The polynomial \( L_p(A, T) \) has the defining property that for each positive integer \( n \),

\[
\#A(F_{q^n}) = \prod_{i=1}^{2g} (1 - \alpha_i^n).
\]

In order to give a precise statement of the Sato–Tate conjecture, we need to specify the group \( G \) and to define what it means for \( G \) to “govern” the distribution of the polynomials \( L_p(A, T) \). Serre [2012] defined, in terms of \( \ell \)-adic monodromy groups, a compact real Lie subgroup of \( \text{USp}(2g) \) associated to the abelian variety \( A \), denoted by \( \text{ST}(A) \) and called the \textit{Sato–Tate group} of \( A \), satisfying the following property: for each prime \( p \) at which \( A \) has good reduction, there exists a conjugacy class \( s(p) \) of \( \text{ST}(A) \) whose characteristic polynomial equals \( \tilde{L}_p(A, T) := \sum_{i=0}^{2g} a_i(A)(p) T^i \). For \( i = 0, 1, \ldots, 2g \), let \( I_i \) denote the interval

\[
I_i = \left[-\left(\frac{2g}{i}\right), \left(\frac{2g}{i}\right)\right],
\]

and consider the map

\[
\Phi_i : \text{ST}(A) \subseteq \text{USp}(2g) \rightarrow I_i \subseteq \mathbb{R}
\]

that sends an element of \( \text{ST}(A) \) to the \( i \)-th coefficient of its characteristic polynomial. Let \( \mu(\text{ST}(A)) \) denote the Haar measure of \( \text{ST}(A) \) and let \( \Phi_{i,*}(\mu(\text{ST}(A))) \) denote its image on \( I_i \) by \( \Phi_i \). We can now state the generalized Sato–Tate conjecture.

\begin{conjecture}
For \( i = 0, 1, \ldots, 2g \), the \( a_i(A)(p) \) are equidistributed\(^2\) on \( I_i \) with respect to \( \Phi_{i,*}(\mu(\text{ST}(A))) \).
\end{conjecture}

The original Sato–Tate conjecture addresses the case where \( A \) is an elliptic curve \( E/\mathbb{Q} \) without complex multiplication (CM), in which case \( g = 1 \) and \( \text{ST}(A) = \text{USp}(2) = \text{SU}(2) \). This case of the conjecture has recently been proved; see [Serre 2012, p. 105] for a complete list of references. For elliptic curves \( E/k \) with complex multiplication, there are two cases, depending on whether the CM field \( M \) is contained in \( k \) or not. In the former case, \( \text{ST}(E) \) is isomorphic to the unitary group \( U(1) \) (embedded in \( \text{SU}(2) \)), and in the latter case, \( \text{ST}(E) \) is isomorphic to the normalizer of \( U(1) \) in \( \text{SU}(2) \). Both cases follow from classical results that we recall in Section 3B.

In all three cases arising for \( g = 1 \), it is easy to see that the Sato–Tate group of \( E \) is invariant under twisting: if \( E' \) is isomorphic to \( E \) over \( \overline{\mathbb{Q}} \), then \( \text{ST}(E') \) is

\begin{footnotesize}
\begin{enumerate}
\item See also [Fité et al. 2012, §2] for a brief summary of this construction; there the Sato–Tate group of \( A \) is denoted by \( \text{ST}_A \), rather than \( \text{ST}(A) \).
\item When we make equidistribution statements, we sort primes in increasing order by norm.
\item There is a slightly stronger form of Conjecture 1.1 which asserts that in fact the conjugacy classes \( s(p) \) are equidistributed with respect to the projection of \( \mu(\text{ST}(A)) \) on the set of conjugacy classes of \( \text{ST}(A) \); see [Fité et al. 2012, Conjecture 1.1].
\end{enumerate}
\end{footnotesize}
isomorphic to $\text{ST}(E)$. However, when $g > 1$, this is no longer true.

In this article we study the possibilities for the Sato–Tate group of the Jacobians of twists of genus-2 curves defined over $\mathbb{Q}$ with many automorphisms (these arise for curves whose Jacobians are $\overline{\mathbb{Q}}$-isogenous to the square of an elliptic curve with complex multiplication), and to prove that in these cases Conjecture 1.1 is true.$^4$

The curves we consider give rise to 18 of the 34 Sato–Tate groups that can occur for an abelian surface defined over $\mathbb{Q}$, yet they all lie in one of the two $\overline{\mathbb{Q}}$-isomorphism classes corresponding to the curves listed in the title of this article. This makes apparent the importance of understanding the effect of twisting on the Sato–Tate group.

In the remainder of this section, we describe the two points in the moduli space of genus-2 curves that are the object of our study, and state our main result (Theorem 1.4). We also describe the numerical computations used to obtain explicit examples that realize all the possibilities permitted by our main theorem.

Let us first fix some notation. Throughout this paper, $\overline{\mathbb{Q}}$ denotes a fixed algebraic closure of $\mathbb{Q}$ that is assumed to include the number field $k$ and all of its algebraic extensions. Let $G_k = \text{Gal}(\overline{\mathbb{Q}}/k)$ denote the absolute Galois group of $k$. For any algebraic variety $X$ defined over $k$ and any extension $L/k$, we use $X_L$ to denote the algebraic variety defined over $L$ obtained from $X$ by the base change $k \hookrightarrow L$. For abelian varieties $A$ and $B$ defined over $k$, we write $A \sim B$ to indicate that there is an isogeny between $A$ and $B$ that is defined over $k$. We may write $A \sim_k B$ to emphasize the field of definition, but this is redundant (to indicate an isogeny defined over an extension $L/k$, we write $A_L \sim B_L$).

1A. Genus-2 curves with many automorphisms. Let $C$ be a curve of genus $g \leq 3$ defined over $k$. In Section 2, we define the twisting Sato–Tate group $\text{ST}_{\text{Tw}}(C)$ of $C$, a compact Lie group with the property that the Sato–Tate group of the Jacobian of any twist of $C$ is isomorphic to a subgroup of $\text{ST}_{\text{Tw}}(C)$. There is a well-known bijection between the set of twists of $C$ up to $k$-isomorphism and the cohomology group $H^1(G_k, \text{Aut}(C_{\overline{\mathbb{Q}}}))$, given by associating to a twist $C'$ of $C$ the class of the cocycle $\xi(\tau) := \phi(\tau)^{-1}$, where $\phi$ is an isomorphism from $C'_{\overline{\mathbb{Q}}}$ to $C_{\overline{\mathbb{Q}}}$. Thus the group $\text{Aut}(C_{\overline{\mathbb{Q}}})$ is a good measure of how complicated the twists of $C$ can be.

For the rest of Section 1, we let $k = \mathbb{Q}$ and $g = 2$. The automorphism group $\text{Aut}(C_{\overline{\mathbb{Q}}})$ is then one of the following seven groups:

$$C_2, D_2, D_4, D_6, C_{10}, 2D_6, \tilde{S}_4.$$  

Here $C_n$ denotes the cyclic group of $n$ elements, $D_n$ the dihedral group of order $2n$, and $S_n$ the symmetric group on $n$ letters. The groups $2D_6$ and $\tilde{S}_4$ are 2-coverings of

$^4$Using the techniques of this article, one can obtain analogous results for genus-3 curves with many automorphisms, such as the Fermat and Klein quartics; see [Fité et al. ≥ 2014].
D_6 and S_4, isomorphic to C_3 \times D_4 (with action kernel V_4) and GL_2(\mathbb{F}_3), respectively. In the generic case, Aut(C_{\mathbb{Q}}) is isomorphic to C_2. This implies that every twist C' of C is quadratic, and we have ST(Jac(C')) = ST(Jac(C)) = ST_{Tw}(C).

We are interested in the opposite situation: the two exotic cases where Aut(C_{\mathbb{Q}}) is as large as possible: \tilde{S}_4 and 2D_6. All genus-2 curves C with Aut(C_{\mathbb{Q}}) isomorphic to \tilde{S}_4 (resp. 2D_6) are isomorphic to

\[
y^2 = x^5 - x \quad \text{(resp. } y^2 = x^6 + 1),
\]

and thus they constitute a single \mathbb{Q}-isomorphism class \mathcal{C}_2 (resp. \mathcal{C}_3) of curves.

We shall choose representative curves \(C^0_2\) and \(C^0_3\) for \mathcal{C}_2 and \mathcal{C}_3 that are defined over \mathbb{Q} and have particularly nice arithmetic properties. We write \(C^0\) (resp. \(\mathcal{C}\)) to denote either \(C^0_2\) or \(C^0_3\) (resp. either \(\mathcal{C}_2\) or \(\mathcal{C}_3\)). The key arithmetic property we require of \(C^0\) is that its Jacobian be \mathbb{Q}-isogenous to \(E^2\), where \(E\) is an elliptic curve defined over \mathbb{Q} (with CM). This applies only to the curve \(y^2 = x^6 + 1\) listed in (1-2), which we take as our representative \(C^0_3\) for the class \mathcal{C}_3, but it also applies to the curve

\[
y^2 = x^6 - 5x^4 - 5x^2 + 1, \quad (1-3)
\]

which we take as a better representative \(C^0_2\) for the class \mathcal{C}_2 of \(y^2 = x^5 - x\).

The classification in [Fité et al. 2012] gives an explicit description of each of the 52 Sato–Tate groups that can and do arise in genus 2, as subgroups of USp(4), of which 32 have identity component (isomorphic to) U(1). The two curves listed in (1-2) both appear in [Fité et al. 2012], where they are shown to have Sato–Tate groups with identity component U(1). It follows that if \(C\) is a twist of either of these curves, then ST(Jac(C)) also has identity component U(1). In fact, the representative curves for all 32 of the U(1) cases listed in [Fité et al. 2012] are actually twists of one of the two curves in (1-2) (possibly using an extended field of definition).

Among the 32 genus-2 Sato–Tate groups with identity component U(1), two are maximal. The first has component group \(S_4 \times C_2\) and is denoted by \(J(O)\), while the second has component group \(D_6 \times C_2\) and is denoted by \(J(D_6)\). We will prove that \(ST_{Tw}(C^0_2) = J(O)\) and \(ST_{Tw}(C^0_3) = J(D_6)\), and, as a consequence, that the Sato–Tate group of any twist of \(C^0_2\) (resp. \(C^0_3\)) is isomorphic to a subgroup of \(J(O)\) (resp. \(J(D_6)\)). Conversely, we will show that every Sato–Tate group that can occur over \(\mathbb{Q}\) and is isomorphic to a subgroup of \(J(O)\) (resp. \(J(D_6)\)) arises for some \(\mathbb{Q}\)-twist \(C\) of \(C^0_2\) (resp. \(C^0_3\)), by giving explicit examples in each case.\(^5\) Most of the Sato–Tate groups \(G\) with identity component U(1) are actually subgroups of both \(J(O)\) and \(J(D_6)\). In such cases we exhibit \(\mathbb{Q}\)-twists of both \(C^0_2\) and \(C^0_3\) that have Sato–Tate group \(G\).

---

\(^5\)We call \(C\) a \(\mathbb{Q}\)-twist of \(C^0\) if \(C\) is defined over \(\mathbb{Q}\) and \(C_{\overline{\mathbb{Q}}} \simeq C^0_{\overline{\mathbb{Q}}}\).
1B. **Main result.** Recall that $C^0$ denotes either $C_2^0$ or $C_3^0$. These are both genus-2 curves defined over $\mathbb{Q}$ whose Jacobians are $\mathbb{Q}$-isogenous to the square of an elliptic curve $E/\mathbb{Q}$ with CM by an imaginary quadratic field $M$ equal to $\mathbb{Q}(\sqrt{-2})$ or $\mathbb{Q}(\sqrt{-3})$, respectively. Our main result is that Conjecture 1.1 holds for the Jacobians of the $\mathbb{Q}$-twists $C$ of $C^0$.

In order to state the theorem more precisely, we introduce some notation.

**Definition 1.2.** For any $\mathbb{Q}$-twist $C$ of $C^0$, let $K/\mathbb{Q}$ (resp. $L/\mathbb{Q}$) denote the minimal extension over which all endomorphisms of $\text{Jac}(C)_{\overline{\mathbb{Q}}}$ (resp. homomorphisms from $\text{Jac}(C)_{\overline{\mathbb{Q}}}$ to $E_{\overline{\mathbb{Q}}}$) are defined. Then we write $T(C)$ for the isomorphism class

$$[\text{Gal}(L/\mathbb{Q}), \text{Gal}(K/\mathbb{Q}), \text{Gal}(L/M)].$$

We say that two triples of groups $(H_1, H_2, H_3)$ and $(H'_1, H'_2, H'_3)$ are isomorphic if $H_i \cong H'_i$ for $i = 1, 2, 3$. We write $[H_1, H_2, H_3]$ for the isomorphism class of $(H_1, H_2, H_3)$, which we regard as a triple of abstract groups.

**Definition 1.3.** For any finite group $H$ with a subgroup $H_0$ and a normal subgroup $N$, and any positive integers $r$ and $s$ with $r \mid s$, let $o(s, r)$ (resp. $\bar{o}(s, r)$) count the elements in $H_0$ (resp. $H \setminus H_0$) of order $s$ whose projection in $H/N$ has order $r$. Let $z(H, N, H_0)$ denote the vector $[z_1, z_2]$, where

$$z_1 = [o(1, 1), o(2, 1), o(2, 2), o(3, 3), o(4, 2), o(6, 3), o(6, 6), o(8, 4), o(12, 6)],$$

$$z_2 = [\bar{o}(2, 2), \bar{o}(4, 2), \bar{o}(6, 6), \bar{o}(8, 4), \bar{o}(12, 6)].$$

For any $\mathbb{Q}$-twist $C$ of $C^0$, write

$$z(C) := [z_1(C), z_2(C)] := z(\text{Gal}(L/\mathbb{Q}), \text{Gal}(L/K), \text{Gal}(L/M)).$$

We also define $o(r) = \sum_s o(s, r)$ and $\bar{o}(s) = \sum_r \bar{o}(s, r)$. We note that in the cases of interest, $z(H, N, H_0)$ is $z(C)$ for some $\mathbb{Q}$-twist $C$ of $C^0$. In this situation, $o(r)$ is the number of elements in $\text{Gal}(L/M)$ whose projection to $\text{Gal}(K/M)$ has order $r$, and $\bar{o}(s)$ is the number of elements of order $s$ in $\text{Gal}(L/\mathbb{Q})$ that are not in $\text{Gal}(L/M)$. Clearly

$$\sum_{r,s} o(s, r) = \sum_{r,s} \bar{o}(s, r) = \frac{|\text{Gal}(L/\mathbb{Q})|}{2}.$$ 

Moreover, we prove in Proposition 4.9 that the only pairs $(s, r)$ for which $o(s, r)$ or $\bar{o}(s, r)$ can be nonzero are those that appear in the vectors $z_1$ and $z_2$.

Finally, let $L_p(C, T)$ denote the Euler factor of $C$ at a prime $p$ of good reduction. We may write the normalized Euler factor $\tilde{L}_p(C, T) = L_p(C, T/p^{1/2})$ as

$$\tilde{L}_p(C, T) = T^4 + a_1(C)(p)T^3 + a_2(C)(p)T^2 + a_1(C)(p)T + 1.$$ 

We are now ready to state our main theorem.
Theorem 1.4. Let $C$ be a $\mathbb{Q}$-twist of $C^0$.

(i) There are exactly 20 possibilities for $T(C)$ if $C^0 = C^2_2$, and 21 if $C^0 = C^3_3$.

(ii) The triple $T(C)$ and the vector $z(C)$ uniquely determine each other.

(iii) The triple $T(C)$ (or $z(C)$) determines the Sato–Tate group $\text{ST} (\text{Jac}(C))$.

(iv) For $i = 1, 2$, the $a_i(C)(p)$ are equidistributed on $I_i = \left[-\left(\frac{3}{4}\right), \left(\frac{4}{4}\right)\right]$ with respect to a measure $\mu(a_i(C))$ that is uniquely determined by the vector $z(C)$. More precisely, the density function of $\mu(a_i(C))$ is continuous up to a finite number of points, and it is therefore uniquely determined by its moments:

\[ M_n[\mu(a_1(C))] = \frac{1}{[L : \mathbb{Q}]} (o(1)2^n + o(3) + o(4)2^{n/2} + o(6)3^{n/2})b_{0,n}, \]

\[ M_n[\mu(a_2(C))] = \frac{1}{[L : \mathbb{Q}]} (o(1)b_{4,n} + o(2)b_{0,n} + o(3)b_{1,n} + o(4)b_{2,n} + o(6)b_{3,n} + \bar{o}(2)2^n + \bar{o}(4)(-2)^n + \bar{o}(6)(-1)^n + \bar{o}(12)). \]

Here $b_{m,n}$ denotes the coefficient\(^6\) of $X^n$ in $(X^2 + mX + 1)^n$.

(v) Conjecture 1.1 holds for $C$.

We actually prove statement (iv) in greater generality, for an abelian surface $A$ defined over a number field $k$ with $A_{\mathbb{Q}} \sim E_k^2$, where $E$ is an elliptic curve defined over $k$ with CM by a quadratic imaginary field $M$. This is accomplished in Section 3 via Corollary 3.12, whose proof relies on a study of the structure of $\text{Hom}(E_L, A_L) \otimes_M \mathbb{Q}$ as a Galois $\mathbb{Q}(\text{Gal}(L/M))$-module and a refined equidistribution statement of Frobenius elements of a CM elliptic curve when restricted to certain Galois conjugacy classes (see Corollary 3.8). We compute the moments

\[ M_n[a_i(C)] := \lim_{x \to \infty} \frac{1}{\pi(x)} \sum_{p \leq x} a_i(C)(p)^n, \]

where $p$ varies over primes of good reduction, and prove equidistribution of the $a_i(C)(p)$ with respect to a measure $\mu(a_i(C))$. It follows that $M_n[\mu(a_1(C))] = M_n[a_1(C)]$. We devote Section 4 to the proofs of assertions (i), (ii), and (iii), which follow from Corollary 4.18, Proposition 4.16, and Proposition 4.17, respectively. The final assertion (v) follows from (iii) and (iv): it is enough to check that for each of the 41 possibilities of $T(C)$, the formulas obtained for $\mu(a_i(C))$ coincide with the ones obtained for $\Phi_{t,n}(\mu(\text{ST}(\text{Jac}(C))))$ in [Fité et al. 2012]. In fact, it has very recently been shown that the generalized Sato–Tate conjecture (in its strong form) holds in general for abelian surfaces with potential complex multiplication; see [Johansson 2013].

\(^6\)For $m = 0, 1, 2, 3, 4$, the $b_{m,n}$ form the sequences A126869, A0002426, A000984, A026375, A081671, respectively, in the Online Encyclopedia of Integer Sequences [OEIS 2011].
1C. Numerical computations. In Section 5, we show that all 41 of the possible triples \( T(C) \) determined in Section 4 actually arise for some \( \mathbb{Q} \)-twist \( C \) of \( C^0 \) by exhibiting a provable example of each case. The example curves \( C \) were obtained by an extensive search that was made feasible by part (ii) of Theorem 1.4; it is computationally much easier to approximate \( z(C) \) than it is to explicitly compute \( T(C) \), which requires computing the Galois groups of number fields of fairly large degree (48 or 96 in the most typical cases).

For an elliptic curve \( E \) with CM, the values \( a_1(E)(p) \) can be computed very quickly, and we show how to compute \( a_1(C)(p) \) and \( a_2(C)(p) \) from \( a_1(E)(p) \) using the fact that \( \text{Jac}(C) \) is \( \mathbb{Q} \)-isogenous to \( E^2 \) (see Proposition 4.9). This allows us to efficiently compute an approximation of \( z(C) \) (using again Proposition 4.9) of precision sufficient to provisionally identify \( T(C) \) (via part (ii) of Theorem 1.4). Many curves were analyzed (tens of thousands) in order to obtain 41 candidate examples, one for each possible triple \( T(C) \). For each of these 41 candidates, we then proved that the provisional identification of \( T(C) \) is correct by explicitly computing the Galois groups \( \text{Gal}(L/\mathbb{Q}) \), \( \text{Gal}(K/\mathbb{Q}) \), and \( \text{Gal}(L/M) \).

2. The twisting Sato–Tate group of a curve

In this section we define the twisting Sato–Tate group, which is our main object of study. We do so in terms of the algebraic Sato–Tate group defined by Banaszak and Kedlaya [2011]. Let \( A \) be an abelian variety of dimension \( g \leq 3 \) defined over a number field \( k \), and fix an embedding of \( k \) into \( \mathbb{C} \). Fix a polarization on \( A \) and a symplectic basis for the singular homology group \( H_1(A_{\text{top}}^C, \mathbb{Q}) \). Use it to equip this space with an action of \( \text{GSp}_{2g}(\mathbb{Q}) \). For each \( \tau \in G_k \), define

\[
L(A, \tau) := \{ \gamma \in \text{Sp}_{2g}^c : \gamma^{-1} \alpha \gamma = \tau \alpha \text{ for all } \alpha \in \text{End}(A_{\mathbb{C}}) \otimes \mathbb{Q} \}. \tag{2-1}
\]

Here we view \( \alpha \) as an endomorphism of \( H_1(A_{\text{top}}^C, \mathbb{Q}) \). The algebraic Sato–Tate group of \( A \) is defined by

\[
\text{AST}(A) := \bigcup_{\tau \in G_k} L(A, \tau).
\]

The Sato–Tate group \( \text{ST}(A) \) is a maximal compact subgroup of \( \text{AST}(A) \otimes_{\mathbb{Q}} \mathbb{C} \); see [Banaszak and Kedlaya 2011, Theorems 6.1 and 6.10].

Remark 2.1. As noted in the introduction, \( \text{ST}(A) \) is invariant under twisting when \( g = 1 \). This does not hold for \( g > 1 \); however, \( \text{ST}(A) \) is invariant under quadratic twisting. For \( g \leq 3 \), this follows easily from the definitions above. Indeed, let \( \chi : G_k \to \mathbb{C} \) be a quadratic character. For every \( \tau \in G_k \), one has \( L(A \otimes \chi, \tau) = L(A, \tau) \otimes \chi(\tau) \) (see (2-2) for a more general relation). Invariance under quadratic twisting follows from the fact that \( L(A, \tau) \otimes \chi(\tau) = L(A, \tau) \). For \( A \) of arbitrary
Let $\alpha \in \text{Aut}(C_{\overline{\mathbb{Q}}})$, we have

$$\gamma_1 \gamma_2^{-1} \gamma_1^{-1} \gamma_2^{-1} = \gamma_1 (\gamma_2^{-1}) \gamma_2^{-1} (\alpha \gamma_2^{-1} (\alpha \gamma_2^{-1})).$$

We will make the notational convention that the $\tau_i$ are such that $\gamma_{i} \in L(A, \tau_{i})$ until the end of the section. Now let $C'$ be a twist of $C$, a curve defined over $k$ for which $C'_L \cong C_L$ for some finite Galois extension $L/k$. Let $\phi : C'_L \to C_L$ be a fixed isomorphism. It is easy to check that

$$L(Jac(C'), \tau) = \phi^{-1} L(Jac(C), \tau)(\tau' \phi). \quad (2-2)$$

Here $\phi$ is seen as a homomorphism from $H_1(Jac(C')_{\overline{\mathbb{Q}}}, \mathbb{Q})$ to $H_1(Jac(C)_{\overline{\mathbb{Q}}}, \mathbb{Q})$.

**Lemma 2.3.** Let $\gamma' \in L(Jac(C'), \tau) \subset AST(Jac(C'))$. Write $\gamma'$ as $\phi^{-1} \gamma' (\tau' \phi)$ with $\gamma$ in $L(Jac(C), \tau)$ as in (2-2). The map

$$\Delta_{\phi} : AST(Jac(C')) \to AST_{Tw}(C), \quad \Delta_{\phi} (\gamma') = \gamma' (\tau' \phi) \phi^{-1}$$

is a (well-defined) monomorphism of groups.

**Proof.** Let $\gamma'_1 = \phi^{-1} \gamma_1 (\tau_1 \phi)$ and $\gamma'_2 = \phi^{-1} \gamma_2 (\tau_2 \phi)$ be elements of $L(Jac(C'), \tau_1)$ and $L(Jac(C'), \tau_2)$, respectively. Then

$$\Delta_{\phi} (\gamma'_1, \gamma'_2) = \Delta_{\phi} (\phi^{-1} \gamma_1 \gamma_2^{-1} [(\tau_1 \phi)(\tau_2 \phi)^{-1}] \gamma_2 (\tau_2 \phi))$$

$$= \Delta_{\phi} (\phi^{-1} \gamma_1 \gamma_2 (\tau_2 \phi)(\tau_2 \phi)^{-1} (\tau_2 \phi))$$

$$= \Delta_{\phi} (\phi^{-1} \gamma_1 \gamma_2 (\tau_2 \phi)) = \gamma_1 \gamma_2 (\tau_2 \phi) \phi^{-1}$$

$$= \gamma_1 \gamma_2 [(\tau_2 \phi)(\tau_2 \phi)^{-1}] \gamma_2^{-1} \gamma_2 (\tau_2 \phi) \phi^{-1}$$

$$= \gamma_1 (\tau_2 \phi) \phi^{-1} \gamma_2 (\tau_2 \phi) \phi^{-1} = \Delta_{\phi} (\gamma'_1, \Delta_{\phi}(\gamma'_2)).$$

It is clear that $\Delta_{\phi}$ is both well-defined and injective: $\Delta_{\phi}(\gamma'_1) = \Delta_{\phi}(\gamma'_2)$ if and only if $\gamma'_1 = \gamma'_2$. \qed

We now define the *twisting Sato–Tate group* $ST_{Tw}(C)$ of $C$. 

---
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**Definition 2.4.** The *twisting Sato–Tate group* \( \text{ST}_{\text{Tw}}(C) \) of \( C \) is a maximal compact subgroup of \( \text{AST}_{\text{Tw}}(C) \otimes \mathbb{C} \).

**Remark 2.5.** It follows from the previous lemma that for any twist \( C' \) of \( C \), the Sato–Tate group \( \text{ST}(\text{Jac}(C)) \) is isomorphic to a subgroup of \( \text{ST}_{\text{Tw}}(C) \). We also note that the component groups of \( \text{ST}_{\text{Tw}}(C) \) and \( \text{AST}_{\text{Tw}}(C) \otimes \mathbb{C} \) must be isomorphic, and the identity components of \( \text{ST}_{\text{Tw}}(C) \) and \( \text{ST}(\text{Jac}(C)) \) are equal.

Our next goal is to study the component group of \( \text{ST}_{\text{Tw}}(C) \) when \( C \) is a hyperelliptic curve (of genus \( g \leq 3 \)). Consider the group\(^7\)

\[
(\text{Aut}(C_\mathbb{C}) \rtimes \text{AST}(\text{Jac}(C))) / Z,
\]

where \( Z \) is the normal subgroup of \( \text{Aut}(C_\mathbb{C}) \rtimes \text{AST}(\text{Jac}(C)) \) consisting of the pairs \((\alpha, \gamma)\) with \( \alpha = \gamma \), where \( \alpha \in \text{Aut}(C_\mathbb{C}) \) and \( \gamma \in \text{AST}(\text{Jac}(C)) \).

**Lemma 2.6.** The map

\[
\Phi : \text{AST}_{\text{Tw}}(C) \rightarrow (\text{Aut}(C_\mathbb{C}) \rtimes \text{AST}(\text{Jac}(C))) / Z, \quad \Phi(\gamma \alpha) = (\alpha^{-1}, \gamma)
\]

is a (well-defined) isomorphism.

**Proof.** For any \( \gamma_1, \gamma_2 \in \text{AST}(\text{Jac}(C)) \) and \( \alpha_1, \alpha_2 \in \text{Aut}(C_\mathbb{C}) \), we have

\[
\Phi(\gamma_1 \alpha_1 \gamma_2 \alpha_2) = \Phi(\gamma_1 \gamma_2 (\tau^2 \alpha_1) \alpha_2) = (\alpha_2^{-1} (\tau^2 \alpha_1)^{-1}, \gamma_1 \gamma_2)
\]

\[
= (\alpha_1^{-1}, \gamma_1) (\alpha_2^{-1}, \gamma_2) = \Phi(\gamma_1 \alpha_1) \Phi(\gamma_2 \alpha_2).
\]

The surjectivity of \( \Phi \) is clear. It remains to prove that \( \Phi(\gamma_1 \alpha_1) = \Phi(\gamma_2 \alpha_2) \) if and only if \( \gamma_1 \alpha_1 = \gamma_2 \alpha_2 \). On the one hand, \( \Phi(\gamma_1 \alpha_1) = \Phi(\gamma_2 \alpha_2) \) if and only if

\[
Z \ni (\alpha_1^{-1}, \gamma_1) (\alpha_2^{-1}, \gamma_2) = (\alpha_1^{-1} \alpha_2^{-1}, \gamma_1 \gamma_2^{-1}).
\]

On the other hand, \( \gamma_1 \alpha_1 = \gamma_2 \alpha_2 \) if and only if \( \alpha_1 \alpha_2^{-1} = \gamma_1 \gamma_2^{-1} \), or equivalently, \( \tau^{-1} (\alpha_1 \alpha_2^{-1}) = \gamma_2 \gamma_1^{-1} \). But then \( (\tau^{-1} (\alpha_1 \alpha_2^{-1}), \gamma_2 \gamma_1^{-1}) \in Z \). \(\square\)

We now assume \( C \) is a hyperelliptic curve (of genus \( g \leq 3 \)). As an endomorphism of \( H_1(\text{Jac}(C))_{\text{top}}, \mathbb{Q} \), the hyperelliptic involution \( u \) of \( C \) corresponds to the matrix \(-1 \in \text{Sp}_{2g}(\mathbb{Q})\). Recall that \( \text{AST}(\text{Jac}(C)) \) contains the matrix \(-1\). Thus \((-1, -1) \in Z\), and Lemma 2.6 implies that \( \text{AST}_{\text{Tw}}(C) \) is isomorphic to a subgroup of

\[
(\text{Aut}(C_\mathbb{C}) \rtimes \text{AST}(\text{Jac}(C))) / \langle (-1, -1) \rangle.
\]

Let \( K / k \) denote the minimal field extension over which all the endomorphisms of \( \text{Jac}(C) \) are defined. Then, since the component group of \( \text{ST}(\text{Jac}(C)) \) is isomorphic to \( \text{Gal}(K / k) \) (see [Banaszak and Kedlaya 2011, Remark 6.4, Theorem 6.10]), and\(^7\) the product of elements \((\alpha_1, \gamma_1)\) and \((\alpha_2, \gamma_2)\) in \( \text{Aut}(C_\mathbb{C}) \rtimes \text{AST}(\text{Jac}(C)) \) is defined to be \((\alpha_2 \gamma_2^{-1} \alpha_1, \gamma_1 \gamma_2) = (\alpha_2, \tau^2 \alpha_1, \gamma_1 \gamma_2)\), where \( \gamma_2 \in \text{L}(A, \tau_2) \subset \text{AST}(\text{Jac}(C)) \).
the identity component of $\text{ST} (\text{Jac}(C))$ contains the matrix $-1$, the component group of $\text{ST}_{\text{Tw}}(C)$ is isomorphic to a subgroup of
\[
\text{Aut}(C_{\mathbb{Q}})/ \langle w \rangle \rtimes \text{Gal}(K/k).
\]

By Lemma 2.3, for any twist $C'$ of $C$, there exists a monomorphism of groups
\[
\tilde{\sigma} : \text{Gal}(K/k) \to \text{Aut}(C_{\mathbb{Q}})/ \langle w \rangle \rtimes \text{Gal}(K/k).
\]  
(2-3)

It follows that if there exists a twist $\tilde{C}$ of $C$ such that
\[
|\text{Gal}(\tilde{K}/k)| = |\text{Aut}(C_{\mathbb{Q}})| \cdot |\text{Gal}(K/k)|/2,
\]  
(2-4)

where $\tilde{K}/k$ is the minimal extension over which all the endomorphisms of $\text{Jac}(\tilde{C})$ are defined, then $\text{ST}_{\text{Tw}}(C) = \text{ST} (\text{Jac}(\tilde{C}))$, and for every twist $C'$ of $\tilde{C}$, the Sato–Tate group $\text{ST} (\text{Jac}(C'))$ is a subgroup of $\text{ST} (\text{Jac}(\tilde{C}))$.

**Remark 2.7.** Let $C_2^0$ and $C_3^0$ be the two curves defined in Section 1A. If $\tilde{C}$ is a twist of $C_2^0$ (resp. $C_3^0$) such that $\text{ST} (\tilde{C}) = J(O)$ (resp. $J(D_6)$), then (2-4) is satisfied. It follows that $\text{ST}_{\text{Tw}}(C_2^0) = J(O)$ and $\text{ST}_{\text{Tw}}(C_3^0) = J(D_6)$.

### 3. Squares of CM elliptic curves

We shall work in the category of abelian varieties up to isogeny, so we call the elements of $\text{Hom}(A, B) \otimes \mathbb{Q}$ homomorphisms, the elements of $\text{End}(A) \otimes \mathbb{Q}$ endomorphisms, and the surjective elements in $\text{Hom}(A, B) \otimes \mathbb{Q}$ isogenies.

We henceforth assume that $A$ is an abelian variety over $k$ such that $A_{\mathbb{Q}} \sim E_{\mathbb{Q}}^2$, where $E$ is an elliptic curve defined over $k$ with CM by an imaginary quadratic field $M$ (except in Section 3D, where we do not assume $E$ has CM). Let $L/k$ be the minimal extension over which all the homomorphisms from $E_{\mathbb{Q}}$ to $A_{\mathbb{Q}}$ are defined, and let $K/k$ be the minimal extension over which all the endomorphisms of $A_{\mathbb{Q}}$ are defined. We note that $kM \subseteq K \subseteq L$, and we have $\text{Hom}(E_{\mathbb{Q}}, A_{\mathbb{Q}}) \cong \text{Hom}(E_L, A_L)$ and $A_L \sim E_L^2$.

**3A. The Galois modules $\text{Hom}(E_L, A_L)$ and $\text{End}(A_L)$.** Let $\sigma$ and $\overline{\sigma}$ denote the two embeddings of $M$ into $\overline{\mathbb{Q}}$. Consider

\[
\text{Hom}(E_L, A_L) \otimes_{M, \sigma} \overline{\mathbb{Q}} \quad \text{and} \quad \text{End}(A_L) \otimes_{M, \sigma} \overline{\mathbb{Q}},
\]

where the tensor products are taken via the embedding $\sigma : M \hookrightarrow \overline{\mathbb{Q}}$. If we let $\text{Gal}(L/kM)$ act trivially on $\overline{\mathbb{Q}}$ and naturally on $\text{Hom}(E_L, A_L)$, these products become $\overline{\mathbb{Q}}[\text{Gal}(L/kM)]$-modules of dimensions 2 and 4, respectively, over $\overline{\mathbb{Q}}$, and similarly for $\overline{\sigma}$.

**Definition 3.1.** Let $\theta := \theta_{M, \sigma}(E, A)$ (resp. $\theta_{M, \sigma}(A)$) denote the representation afforded by the module $\text{Hom}(E_L, A_L) \otimes_{M, \sigma} \overline{\mathbb{Q}}$ (resp. $\text{End}(A_L) \otimes_{M, \sigma} \overline{\mathbb{Q}}$), and similarly
Thus we first show the following properties of the representation afforded by the \( \mathbb{Q}[\text{Gal}(L/k)] \)-module \( \text{Hom}(E_L, A_L) \otimes \mathbb{Q} \) (resp. \( \text{End}(A_L) \otimes \mathbb{Q} \)).

For each \( \tau \in \text{Gal}(L/kM) \), we write
\[
\det(1 - \theta(\tau)T) = 1 + a_1(\theta) \langle \tau \rangle T + a_2(\theta) \langle \tau \rangle^2 T^2,
\]
where \( a_1(\theta) = \text{Tr} \theta \) and \( a_2(\theta) = \det(\theta) \) are elements of \( M \). Observe that
\[
\text{Tr} \theta(\tau) = \text{Tr}_{M/\mathbb{Q}} \theta(\tau) \quad \text{if} \quad \tau \in \text{Gal}(L/kM).
\]
(3-1)

For \( z \in M \), let \( |z| := \sqrt{\sigma(z) \bar{\sigma}(z)} \).

**Proposition 3.2.** There is an isomorphism of \( \mathbb{Q}[\text{Gal}(L/kM)] \)-modules
\[
\text{End}(A_L) \otimes_{M, \sigma} \mathbb{Q} \cong \left( \text{Hom}(E_L, A_L) \otimes_{M, \sigma} \mathbb{Q} \right)^* \otimes \text{Hom}(E_L, A_L) \otimes_{M, \sigma} \mathbb{Q}.
\]
Thus \( \text{Tr} \theta_{M, \sigma}(A) = \text{Tr} \theta_{M, \sigma}(E, A) \cdot \text{Tr} \theta_{M, \sigma}(E, A) = |\text{Tr}(\theta)|^2 \in \mathbb{Q} \), and therefore \( \theta_{M, \sigma}(A) \cong \theta_{M, \sigma}(A) \).

**Proof.** Consider the natural inclusion of \( \mathbb{Q}[\text{Gal}(L/kM)] \)-modules
\[
\text{End}(A_L) \otimes_{M, \sigma} \mathbb{Q} \hookrightarrow \text{Hom}_\mathbb{Q}(\text{Hom}(E_L, A_L) \otimes_{M, \sigma} \mathbb{Q}, \text{Hom}(E_L, A_L) \otimes_{M, \sigma} \mathbb{Q}),
\]
which sends an element \( \psi \) in \( \text{End}(A_L) \otimes_{M, \sigma} \mathbb{Q} \) to the linear map of \( \mathbb{Q} \)-vector spaces that sends \( f \) in \( \text{Hom}(E_L, A_L) \otimes_{M, \sigma} \mathbb{Q} \) to \( \psi \circ f \) in \( \text{Hom}(E_L, A_L) \otimes_{M, \sigma} \mathbb{Q} \). Both spaces have dimension 4 over \( \mathbb{Q} \), and thus must be isomorphic as \( \mathbb{Q}[\text{Gal}(L/kM)] \)-modules.

Let \( \pi : \text{Gal}(L/kM) \rightarrow \text{Gal}(K/kM) \) be the natural projection. For each \( \tau \) in \( \text{Gal}(L/kM) \), let \( s = s(\tau) \) denote the order of \( \tau \) and let \( r = r(\tau) \) denote the order of \( \pi(\tau) \) in \( \text{Gal}(K/kM) \). The possible values of \( r \) are 1, 2, 3, 4, and 6; see [Fité et al. 2012, §4.5].

**Proposition 3.3.** Suppose \( \tau \in \text{Gal}(L/k) \) does not lie in \( \text{Gal}(L/kM) \). Then the eigenvalues of \( \theta_{\mathbb{Q}}(E, A)(\tau) \) are as follows:

- \( s = 2: \ -1, -1, 1, 1 \)
- \( s = 4: \ i, i, -i, -i \)
- \( s = 6: \ \zeta_3, \zeta_3^2, \zeta_6, \zeta_6^5 \)

Here, \( \zeta_r \) stands for an \( r \)-th root of unity.

**Proof.** We can assume that \( kM/k \) is quadratic; otherwise there is nothing to prove. We first show the following properties of \( \theta_{\mathbb{Q}}(E, A) \):

(i) The least common multiple of the orders of the eigenvalues of \( \theta_{\mathbb{Q}}(E, A)(\tau) \) is equal to \( s \).
(ii) If $\tau \in \text{Gal}(L/k) \setminus \text{Gal}(L/kM)$, then $\text{Tr} \theta_L(E, A)(\tau) = 0$.

It follows from the definition of $L/k$ that the representation $\theta_L(E, A)$ is faithful, which implies (i). Let $\chi$ be the quadratic character of $\text{Gal}(L/k)$ associated to the quadratic extension $kM/k$. Then $E \otimes \chi \sim_k E$ (and, in fact, $A \otimes \chi \sim_k A$), which implies that $\text{Hom}(E_L, A_L) = \text{Hom}(E_L, A_L) \otimes \chi$ (by [Mazur et al. 2007, Proposition 1.6], for example). This proves (ii).

For $s = 2, 6, 8, 12$, the proposition follows from (i) and (ii). For $s = 4$, (i) implies that $i$ is an eigenvalue of $\theta_L(E, A)(\tau)$, and (ii) leaves just two possibilities for the four eigenvalues: $i, -i, 1, -1$, or $i, -i, i, -i$. We now show that only the latter can arise. The eigenvalues of $\theta_L(E, A)(\tau)$ are quotients of roots of $L_p(E, T)$ and roots of $L_p(A, T)$, where $p$ is a prime of $k$, inert in $kM$, of good reduction for $A$ and $E$. We can further assume that $p$ has absolute degree 1. Then $L_p(E, T) = 1 + T^2$, and the polynomial $L_p(A, T)$ is one of the following:

$$(1 - T^2)^2, \quad 1 - T^2 + T^4, \quad 1 + T^4, \quad 1 + T^2 + T^4, \quad (1 + T^2)^2. \quad (3-2)$$

In no case can both 1 and $i$ arise as quotients of a root of $L_p(E, T) = 1 + T^2$ and roots of $L_p(A, T)$. \hfill $\square$

In view of Proposition 3.2, we write $\theta_M(A)$ for $\theta_{M, \sigma}(A) \simeq \theta_M, \bar{\pi}(A)$.

**Proposition 3.4.** For each $\tau \in \text{Gal}(L/kM)$, we have

$$\text{Tr} \theta_M(A)(\tau) = 2 + \zeta_r + \bar{\zeta}_r.$$  

**Proof.** It follows from [Fité et al. 2012, Proposition 9] that the eigenvalues of $\theta_L(A)(\tau)$ are $1, 1, 1, 1, \zeta_r, \bar{\zeta}_r$. Equation (3-1) leaves three possibilities for the eigenvalues of $\theta_M(A)$: they must be either $1, 1, \zeta_r, \bar{\zeta}_r$, or $1, 1, \zeta_r, \bar{\zeta}_r$, or $1, 1, \bar{\zeta}_r, \zeta_r$. By Proposition 3.2, $\text{Tr} \theta_M(A)$ is rational, so only the first possibility can occur. \hfill $\square$

**3B. Equidistribution for Frobenius conjugacy classes.** We first recall the well-known notion of equidistribution on a compact topological space $X$ (see [Serre 1998, Chapter 1]). Let $C(X)$ denote the Banach space of continuous, complex valued functions $f$ on $X$, with norm $\|f\| = \sup_{x \in X} |f(x)|$. Let $\mu$ be a Radon measure on $X$, a continuous linear form on $C(X)$. Let $\{x_i\}_{i \geq 1}$ be a sequence of points of $X$. The sequence $\{x_i\}_{i \geq 1}$ is said to be equidistributed with respect to $\mu$ if for every $f \in C(X)$, we have

$$\mu(f) = \lim_{m \to \infty} \frac{1}{m} \sum_{i=1}^{m} f(x_i).$$

Note that if $\{x_i\}_{i \geq 1}$ is equidistributed with respect to $\mu$, then $\mu$ is positive and has total mass 1. We are particularly interested in the case where $X$ is an interval $I$ of $\mathbb{R}$. In this case, the $n$-th moment $M_n[\mu]$ of $\mu$ is the value $\mu(\varphi_n)$, where $\varphi_n$ is
the function of \( \mathcal{E}(I) \) defined by \( \varphi_n(z) = z^n \). Analogously, the \( n \)-th moment of a sequence \( \{x_i\}_{i \geq 1} \) on \( I \), if it exists, is defined by

\[
M_n[\{x_i\}_{i \geq 1}] = \lim_{m \to \infty} \frac{1}{m} \sum_{i=1}^{m} x_i^n.
\]

Thus if the sequence \( \{x_i\}_{i \geq 1} \) is equidistributed with respect to \( \mu \) on \( I \), then its \( n \)-th moment exists and is equal to \( M_n[\mu] \).

Let \( F/k \) be a field extension, and let \( P_{E_F} \) denote the set of primes of \( F \) at which the elliptic curve \( E_F \) has good reduction. We write the normalized \( L \)-polynomial for \( E_F \) at a prime \( p \) of \( P_{E_F} \) as

\[
\overline{L}_p(E_F, T) = 1 + a_1(E_F)(p)T + T^2.
\]

Choose an ordering by norm \( \{p_i\}_{i \geq 1} \) of \( P_{E_F} \), that is, an ordering for which \( \|p\|_i \leq \|p\|_j \) for all \( 1 \leq i \leq j \), and let \( a_1(E_F) \) denote the sequence

\[
\{a_1(E_F)(p_i)\}_{i \geq 1}
\]

of real numbers in the interval \([-2, 2]\). Equidistribution statements about \( a_1(E_F) \) do not depend on the particular ordering by norm we have chosen.

Until the end of this section, we assume that \( F \) contains \( kM \). We begin by recalling classical results of Hecke and Deuring that yield equidistribution for \( a_1(E_F) \) with respect to the measure

\[
\mu_{\text{cm}} = \frac{1}{\pi} \frac{dz}{\sqrt{4 - z^2}},
\]

supported on \([2, -2]\). Here \( dz \) denotes the restriction of the Lebesgue measure on \( \mathbb{R} \) to the interval \([-2, 2]\). The measure \( \mu_{\text{cm}} \) is uniquely characterized by the fact that it is continuous and its \( n \)-th moment is \( b_n := b_{0,n} \) (as in Theorem 1.4).

We actually require a slightly stronger equidistribution statement than the one above. Let \( c \) be a Frobenius conjugacy class of an arbitrary finite Galois extension \( F'/F \), and let \( P_c \) denote the set of primes in \( P_{E_F} \) that are unramified in \( F' \) and whose Frobenius conjugacy class is \( c \). We will show that the subsequence \( a_{1,c}(E_F) \) of \( a_1(E_F) \) obtained by restricting to the primes in \( P_c \) is also equidistributed with respect to \( \mu_{\text{cm}} \).

**Remark 3.5.** Henceforth, for a compact group \( G \), let \( \mu(G) \) denote its Haar measure. In terms of the (generalized) Sato–Tate conjecture, the measure \( \mu_{\text{cm}} \) is seen as \( \Phi_1(\mu(\text{ST}(E_F))) \), where \( \Phi_1 \) is the trace map defined in (1-1) and \( \text{ST}(E_F) = \text{U}(1) \). Recall that the Sato–Tate group \( \text{ST}(E) \) of an elliptic curve \( E \) defined over \( k \) with CM by \( M \) is \( \text{U}(1) \) (embedded in \( \text{SU}(2) \)) if \( M \) is contained in \( k \), and the normalizer of \( \text{U}(1) \) in \( \text{SU}(2) \) if \( M \) is not contained in \( k \).
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We follow the presentation in [Gross 1980, Chapter 1]. Let \( p \) be a prime of \( F \) of good reduction for \( E_F \). Let \( \overline{F}_p \) denote the algebraic closure of the residue field of \( F \) at \( p \). The image of the injection
\[
\text{End}(E_{\overline{F}}) \otimes \mathbb{Q} \hookrightarrow \text{End}(E_{\overline{F}_p}) \otimes \mathbb{Q}
\]
contains the Frobenius endomorphism \( \text{Fr}_p : E_{\overline{F}_p} \rightarrow E_{\overline{F}_p} \), which acts on a point by raising its coordinates to the \( q \)-th power, where \( q = \|p\| \). Let \( \alpha(p) := \alpha(E_F)(p) \in M^* \) denote the preimage of \( \text{Fr}_p \) under this injection. Since the characteristic polynomial of \( \text{Fr}_p \) is reciprocal to the \( L \)-polynomial of \( E_F \) at \( p \), we have
\[
a_1(E_F)(p) = -\frac{1}{\|p\|^{1/2}}(\sigma(\alpha(p)) + \overline{\sigma}(\alpha(p))). \tag{3-3}
\]

For any place \( v \) of \( F \), let \( F_v \) denote the completion of \( F \) at \( v \) and let \( \mathcal{O}_v \) denote the ring of integers of \( F_v \). Let \( I_F = \prod_v F_v \) denote the group of idèles of \( F \). Here the product runs over all places \( v \) of \( F \), and the prime means that if \( s = (s_v) \) belongs to \( I_F \), then \( s_v \) is in \( \mathcal{O}_v^* \) for all but finitely many \( v \). We write \( v_p \) for the valuation associated to a finite prime \( p \) of \( F \). We then attach to \( E_F \) the group homomorphism
\[
\chi_{E_F} : I_F \rightarrow M^*
\]
uniquely characterized by the following three properties:

(i) \( \ker(\chi_{E_F}) \) is an open subgroup of \( I_F \).

(ii) If \( s = (a) \) is a principal idèle \( (a \in F^*) \), then \( \chi_{E_F}(s) = N_{F/M}(a) \).

(iii) If \( s = (s_v) \) is an idèle with \( s_v = 1 \) at all infinite places of \( F \) and at those finite places where \( E_F \) has bad reduction, then
\[
\chi_{E_F}(s) = \prod_{v \mid p} \alpha(p)^{v_p(s_p)}.
\]

3B1. The 1-dimensional \( \ell \)-adic representation attached to \( E_F \). Fix a prime \( \ell \) different from the characteristic of \( \overline{F}_p \) and an embedding of \( \overline{\mathbb{Q}} \) into \( \overline{\mathbb{Q}}_\ell \), and let \( V_\ell(E_F) \) denote the (rational) \( \ell \)-adic Tate module of \( E_F \). Define
\[
V_\sigma(E) := V_\ell(E_F) \otimes_{M,\sigma} \overline{\mathbb{Q}}_\ell, \tag{3-4}
\]
where the tensor product is taken via the embedding \( M \hookrightarrow \overline{\mathbb{Q}}_\ell \) induced by \( \sigma \). Similarly define \( V_{\overline{\sigma}}(E) \). We then have an isomorphism of \( \overline{\mathbb{Q}}_\ell[G_F] \)-modules:
\[
V_\ell(E_F) \otimes \overline{\mathbb{Q}}_\ell \simeq V_\sigma(E) \oplus V_{\overline{\sigma}}(E). \tag{3-5}
\]
Let \( \rho_{\ell,\sigma} : G_F \rightarrow \text{Aut}(V_\sigma(E)) \) denote the \( \ell \)-adic character corresponding to the action of \( G_F \) on \( V_\sigma(E) \). If \( \text{Frob}_p \) is an arithmetic Frobenius at \( p \) in \( G_F \), then the
value of $Q_{\ell,\sigma}(\text{Frob}_p)$ is $\sigma(\alpha(p))$. Define

$$
\psi_{\ell,\sigma}: I_F \to (M \otimes_{M,\sigma} \mathbb{Q}_\ell)^*, \quad \psi_{\ell,\sigma}(s) = \chi_{E_\ell}(s) \otimes (N_{F/M}(s^{-1}))_{\ell},
$$

where for an idèle $s$ in $I_F$, the component of the idèle $N_{F/M}(s)$ in $I_M$ corresponding to the place $w$ is $\prod_{v|w} N_{F_v/M_v}(s_v)$, where the product runs over all places $v$ of $F$ lying over $w$. We then have $\psi_{\ell,\sigma}(F^*) = 1$, by property (ii). Thus $\psi_{\ell,\sigma}$ is a continuous character on the group $C_F = I_F/F^*$ of classes of idèles. Since its image is totally disconnected, it is a character of $C_F/C_F^0$, where $C_F^0$ is the identity component of $C_F$. Artin reciprocity yields an isomorphism $\text{Rec} : G^\text{ab}_F \to C_F/C_F^0$. Property (iii) then implies that $\psi_{\ell,\sigma} \circ \text{Rec}(\text{Frob}_p) = \sigma(\alpha(p))$, and thus

$$
\psi_{\ell,\sigma} \circ \text{Rec}(\text{Frob}_p) = Q_{\ell,\sigma}
$$

as $\ell$-adic characters of $G_F$.

3B2. The Hecke character attached to $E_F$. A Hecke character of $F$ is a continuous homomorphism $\psi : I_F \to \mathbb{C}^*$ such that $\psi(F^*) = 1$. For primes $p$ where $\psi$ is unramified, let $\psi(p)$ denote $\psi(s)$, where $s_p$ is a uniformizer of $\mathcal{O}_p$ and $s_v = 1$ for $v \neq p$, and let $\psi(p) = 0$ when $\psi$ is ramified at $p$. The $L$-function of $\psi$ is defined as

$$
L(\psi, s) := \prod_p (1 - \psi(p) ||p||^{-s})^{-1}.
$$

Hecke [1920] showed that if $\psi$ is nontrivial and takes values in $\text{U}(1)$, then $L(\psi, s)$ is a nonzero holomorphic function for $\Re(s) \geq 1$. Let us fix an embedding of $\mathbb{Q}$ into $\mathbb{C}$, so that we may view $\sigma$ and $\overline{\sigma}$ as embeddings of $M$ into $\mathbb{C}$. Define

$$
\psi_{\infty,\sigma}: I_F \to (M \otimes_{M,\sigma} \mathbb{C})^*, \quad \psi_{\infty,\sigma}(s) = \chi_{E_\ell}(s) \otimes (N_{F/M}(s^{-1}))_{\infty},
$$

where $\infty$ denotes the only infinite place of $M$. Property (ii) of $\chi_{E_\ell}$ implies that $\psi_{\infty,\sigma}$ is a Hecke character. It is unramified at the primes of good reduction for $E_F$, and we note that $\overline{\psi}_{\infty,\sigma} = \psi_{\infty,\sigma}$. Let $|z|$ denote the absolute value of a complex number $z$ and define

$$
\psi_{\infty,\sigma}^1: I_F \to \text{U}(1), \quad \psi_{\infty,\sigma}^1(s) = \frac{\psi_{\infty,\sigma}(s)}{|\psi_{\infty,\sigma}(s)|}.
$$

For every prime $p$ of good reduction for $E_F$, let

$$
\alpha_1(p) := \alpha_1(E_F)(p) := \psi_{\infty,\sigma}^1 \circ \text{Rec}(\text{Frob}_p) = \sigma(\alpha(p))||p||^{1/2}.
$$

Let $\alpha_1$ denote the sequence $\{\alpha_1(p_i)\}_{i \geq 1}$.

3B3. Equidistribution statements. For a finite Galois extension $F'/F$ and a conjugacy class $c$ of $\text{Gal}(F'/F)$, let $P_c$ be as above. Let $\alpha_{1,c} := \alpha_{1,c}(E_F)$ denote the subsequence of $\alpha_1$ obtained by restricting to the primes of $P_c$. Our goal is to prove the following proposition.
Proposition 3.6. Let $c$ be any conjugacy class of $\text{Gal}(F'/F)$. Then $\alpha_{1,c}$ is equidistributed with respect to $\mu(\text{U}(1))$.

We first recall a theorem of Serre. Let $G$ be a compact group and $X$ the set of its conjugacy classes. Let $P$ be an infinite subset of the primes of $F$, and let $\{p_i\}_{i \geq 1}$ be an ordering by norm of $P$. Assume that each prime $p$ in $P$ has been assigned a corresponding element $x_p$ in $X$.

Theorem 3.7 [Serre 1998, p. I-23]. The sequence $\{x_{p_i}\}_{i \geq 1}$ is equidistributed over $X$ with respect to the image on $X$ of the Haar measure of $G$ if and only if $L(\varphi, s)$ is holomorphic and nonzero for $\Re(s) \geq 1$ for every irreducible and nontrivial representation $\varphi$ of $G$. Here $L(\varphi, s)$ stands for the infinite product

$$\prod_{p \in P} \det(1 - \varphi(x_p)\|p\|^{-s})^{-1}.$$

We now use Theorem 3.7 to prove Proposition 3.6.

Proof. We first reduce to the case that $F'/F$ is abelian (in fact, cyclic). Let $\tau$ be an element of $c$, and let $f$ denote its order. Define

$$I(\tau) = \{i \in \{0, 1, \ldots, f - 1\} \mid \tau^i = c\}.$$

Let $H$ be the subfield of $F'$ fixed by $\langle \tau \rangle$. The residue degree over $F$ of a prime $\mathfrak{P}$ of $H$ lying over $p \in P_c$ is 1, and thus $\alpha_1(E_H)(\mathfrak{P}) = \alpha_1(E_F)(p)$. Then $\alpha_{1,c}(E_F)$ is the disjoint union

$$\bigsqcup_{i \in I(\tau)} \alpha_{1,\tau^i}(E_H),$$

where we identify $\tau^i$ with its conjugacy class in the cyclic group $\text{Gal}(F'/H)$. To show that $\alpha_{1,c} = \alpha_{1,c}(E_F)$ is $\mu(\text{U}(1))$-equidistributed, it suffices to show that all its subsequences $\alpha_{1,\tau^i}(E_H)$ are (any sequence that can be partitioned into a finite set of subsequences that are all equidistributed with respect to a fixed common measure is clearly equidistributed with respect to the same measure), and if we assume the proposition holds for abelian extensions, then this is true.

So suppose that $F'/F$ is abelian, and define $G := \text{U}(1) \times \text{Gal}(F'/F)$ and $x_p := \alpha_1(p) \times \text{Frob}_p$ for each prime in $P_{EF}$ unramified in $F'/F$. Since for such a prime, $x_p \in \text{U}(1) \times \{c\}$ if and only if $p \in P_c$, proving the proposition is equivalent to showing that $\{x_{p_i}\}_{i \geq 1}$ is equidistributed over the set $X$ of conjugacy classes of $G$ with respect to the measure induced by the Haar measure of $G$. The irreducible characters of $G$ are of the form $\phi_a \otimes \chi$, where $\phi_a : \text{U}(1) \to \mathbb{C}^*$ is a character of $\text{U}(1)$, which is of the form $\phi_a(z) = z^a$ for some integer $a$, and $\chi$ is an irreducible character of $\text{Gal}(F'/F)$, which is 1-dimensional since $\text{Gal}(F'/F)$ is abelian. By
Theorem 3.7, it is enough to show that if \( \phi_a \otimes \chi \) is nontrivial, then
\[
L(\phi_a \otimes \chi, s) = \prod_p \left( 1 - \psi_1^{\psi_{\infty, \sigma}}(p)^a \chi(p) \|p\|^{-s} \right)^{-1}
\]
is holomorphic and nonzero for \( \Re(s) \geq 1 \). Via Artin reciprocity, we may view \( (\psi_1^{\psi_{\infty, \sigma}}) \otimes \chi \) as a Hecke character (with values in \( U(1) \)), and then \( L(\phi_a \otimes \chi, s) \) is equal, up to a finite number of factors, to the Hecke \( L \)-function \( L((\psi_1^{\psi_{\infty, \sigma}}) \otimes \chi, s) \), which is holomorphic and nonzero for \( \Re(s) \geq 1 \). \( \square \)

Recalling that
\[
\mu_{\text{cm}} = \frac{1}{\pi} \frac{dz}{\sqrt{4 - z^2}}
\]
supported on \([-2, 2] \) is the image by \( \Phi_1 \) of the Haar measure of \( U(1) \), we obtain the following.

**Corollary 3.8.** Let \( E \) be an elliptic curve defined over \( k \) with CM by an imaginary quadratic field \( M \). Let \( F \) be any field containing \( kM \), let \( F'/F \) be a finite Galois extension, and let \( c \) be a conjugacy class of \( \text{Gal}(F'/F) \). Then:

(i) The sequence \( a_{1,c}(E_F) \) is equidistributed with respect to the measure \( \mu_{\text{cm}} \).

(ii) \( M_n[a_{1,c}(E_F)] = M_n[a_1(E_F)] \).

**3C. Equidistribution of \( a_1(A) \) and \( a_2(A) \).** As in Section 3A, \( A \) is an abelian surface defined over \( k \) with \( A_{\overline{\mathbb{Q}}} \sim E_{\overline{\mathbb{Q}}}^2 \), where \( E \) is an elliptic curve defined over \( k \) with CM by \( M \), and we have the tower of fields \( kM \subseteq K \subseteq L \), where \( L/k \) is the minimal extension over which all the homomorphisms from \( A_{\overline{\mathbb{Q}}} \) to \( E_{\overline{\mathbb{Q}}} \) are defined, and \( K/k \) is the minimal extension over which all the endomorphisms of \( A_{\overline{\mathbb{Q}}} \) are defined.

For any field extension \( F/k \), let \( P_{A_F} \) denote the set of primes of \( F \) at which \( A_F \) has good reduction. For \( p \) in \( P_{A_F} \), we write the normalized \( L \)-polynomial for \( A_F \) at \( p \) as
\[
\tilde{L}_p(A_F, T) = 1 + a_1(A_F)(p)T + a_2(A_F)(p)T^2 + a_1(A_F)(p)T^3 + T^4.
\]

Let \( P \) be the set of primes lying in \( P_{A_F} \) and \( P_{E_F} \) that are unramified in \( FL \). Choose an ordering by norm \( \{p_i\}_{i \geq 1} \) of \( P \), and let \( a_1(A_F) \) and \( a_2(A_F) \) denote the sequences
\[
\{a_1(A_F)(p_i)\}_{i \geq 1}, \quad \{a_2(A_F)(p_i)\}_{i \geq 1},
\]
respectively. In this section, we use the results in Sections 3A and 3B to prove equidistribution for \( a_1(A) \) and \( a_2(A) \).

**Lemma 3.9.** Let \( p \) be a prime of good reduction for \( A \) and \( E \) that splits in \( kM \) and is unramified in \( L \).
(i) With \( u_1 = \text{Re} \ a_1(\theta)(\text{Frob}_p) \) and \( u_2 = \text{Im} \ a_1(\theta)(\text{Frob}_p) \), we have
\[
a_1(A)(p) = u_1a_1(E)(p) \pm u_2\sqrt{4 - a_1(E)(p)^2}.
\]

(ii) With \( v_1 = \text{Re} \ a_2(\theta)(\text{Frob}_p) \) and \( v_2 = \text{Im} \ a_2(\theta)(\text{Frob}_p) \), we have
\[
a_2(A)(p) = v_1a_1(E)(p)^2 - 2v_1 + |a_1(\theta)(\text{Frob}_p)|^2 \mp v_2a_1(E)(p)\sqrt{4 - a_1(E)(p)^2}.
\]

**Proof.** Define \( V_\sigma(A) \) and \( V_\tau(A) \) as in (3-4). We then have the following isomorphism of \( \mathbb{Q}_\ell[G_{kM}] \)-modules:
\[
V_\ell(A_{kM}) \otimes \overline{\mathbb{Q}_\ell} \simeq V_\sigma(A) \oplus V_\tau(A).
\]
By arguments analogous to those in [Fité 2013, Theorem 3.1], we have
\[
V_\sigma(A) \simeq \theta_{M,\sigma}(E, A) \otimes V_\sigma(E), \quad V_\tau(A) \simeq \theta_{M,\pi}(E, A) \otimes V_\tau(E).
\]
Thus there is an isomorphism of \( \mathbb{Q}_\ell[G_{kM}] \)-modules:
\[
V_\ell(A) \otimes \overline{\mathbb{Q}_\ell} \simeq \theta_{M,\sigma}(E, A) \otimes V_\sigma(E) \oplus \theta_{M,\pi}(E, A) \otimes V_\tau(E). \tag{3-8}
\]
To shorten notation, we write \( \alpha_1(p) \) for \( \alpha_1(E_{kM})(p) = \sigma(\alpha(E_{kM})(p))/\|p\|^{1/2} \), as defined in (3-7). Then \( \overline{\alpha_1(p)} = \overline{\sigma(\alpha(E_{kM})(p))} / \|p\|^{1/2} \), and (3-8) implies that
\[
a_1(A_{kM})(p) = -a_1(p)\overline{\alpha_1(p)} - a_1(p)a_1(p),
\]
\[
a_2(A_{kM})(p) = a_2(p)\overline{\alpha_1(p)}^2 + a_2(p)a_1(p)^2 + a_1(p)a_1(p), \tag{3-9}
\]
where \( a_i(p) \) denotes \( a_i(\theta)(\text{Frob}_p) \). The proposition then follows from the fact that \( a_1(E_{kM})(p) = -a_1(p) - \overline{\alpha_1(p)} \).

**Proposition 3.10.** For \( \tau \in \text{Gal}(L/kM) \), let \( u(\tau) = |a_1(\theta)(\tau)| \). Then \( a_1(A_{kM}) \) and \( a_2(A_{kM}) \) are equidistributed with respect to the measures
(i) \( \mu(a_1(A_{kM})) := \frac{1}{[L:kM] \pi} \sum \frac{dz}{\sqrt{4u(\tau)^2 - z^2}} 1_{[-2u(\tau), 2u(\tau)]} \)

(ii) \( \mu(a_2(A_{kM})) := \frac{1}{[L:kM] \pi} \sum \frac{dz}{\sqrt{4 - (u(\tau)^2 - z^2)^2}} 1_{[u(\tau)^2 - 2u(\tau)^2 + 2]} \)

whose support lies in the intervals \( I_1 = [-4, 4] \) and \( I_2 = [-6, 6] \), respectively. In each sum, \( \tau \) ranges over \( \text{Gal}(L/kM) \) and \( 1_{[a,b]} \) is the characteristic function of the interval \([a, b] \subseteq \mathbb{R} \). Moreover, we have
(i) \( M_n[a_1(A_{kM})] = \frac{1}{[L:kM]} \sum \tau b_{0,n} u(\tau)^n \)

(ii) \( M_n[a_2(A_{kM})] = \frac{1}{[L:kM]} \sum \tau b_{u(\tau)^2,n} \)

where the integer \( b_{m,n} \) is the coefficient of \( X^n \) in \((X^2 + mX + 1)^n \).
Proof. We can rewrite the equations in (3-9) as follows:

\[ a_1(A_{kM})(p) = |a_1(p)| \left( \frac{-a_1(p)}{|a_1(p)|} \alpha_1(p) + \frac{|a_1(p)|}{a_1(p)} \alpha_1(p) \right), \]

\[ a_2(A_{kM})(p) = |a_2(p)| \left( \frac{a_2(p)^{1/2}}{|a_2(p)|^{1/2}} \alpha_1(p) + \frac{|a_2(p)|^{1/2}}{a_2(p)} \alpha_1(p) \right)^2 - 2|a_2(p)| + |a_1(p)|^2 \]

\[ = \left( a_2(p)^{1/2} \alpha_1(p) + \frac{|a_2(p)|^{1/2}}{a_2(p)} \alpha_1(p) \right)^2 - 2 + |a_1(p)|^2, \]

where \( a_i(p) \) denotes \( a_i(\theta)(\text{Frob}_p) \), and we have used \( |a_2(p)| = 1 \). The equidistribution statements now follow from the Chebotarev density theorem and two facts:

1. For any \( z \in U(1) \) and any conjugacy class \( c \) of \( \text{Gal}(L/kM) \), the sequence \( z\alpha_{1,c} \) is \( \mu(U(1))-\text{equidistributed} \) on \( U(1) \). Indeed, Proposition 3.6 ensures equidistribution of \( \alpha_{1,c} \), and invariance under translations is in fact the defining property of the Haar measure. Thus the sequence \( z\alpha_{1,c} + \overline{z}\alpha_{1,c} \) is \( \mu_{\text{cm}} \)-equidistributed on \( I_1(E_{kM}) = [-2, 2] \).

2. If a sequence \( \beta = \{\beta_i\}_{i \geq 1} \) is \( \mu_{\text{cm}} \)-equidistributed on \([-2, 2] \), then for \( u \in \mathbb{R}_{>0} \):

- The sequence \( u\beta \) is equidistributed on \([-2u, 2u] \) with respect to the measure

\[ \frac{1}{\pi} \frac{dz}{\sqrt{4u^2 - z^2}}. \]

- The sequence \( \{\beta_i^2 - 2 + u^2\}_{i \geq 1} \) is equidistributed on \([u^2 - 2, u^2 + 2] \) with respect to the measure

\[ \frac{1}{\pi} \frac{dz}{\sqrt{4 - (u^2 - z)^2}}. \]

Regarding the moments, the Chebotarev density theorem implies that

\[ M_n[a_1(A_{kM})] = \frac{1}{[L:kM]} \sum_{\tau} \left| a_1(\theta)(\tau) \right|^n \cdot M_n[z([\tau])\alpha_1 + \overline{z([\tau])}\alpha_1 \mid P_{[\tau]}], \]

where \( z([\tau]) = -a_1(\theta)(\tau)/|a_1(\theta)(\tau)| \). But now (1) implies that

\[ M_n[z([\tau])\alpha_1 + \overline{z([\tau])}\alpha_1 \mid P_{[\tau]}] = b_{0,n}. \]

The same argument is used to compute

\[ M_n[a_2(A_{kM})] = \frac{1}{[L:kM]} \sum_{\tau} \sum_{i=0}^{n} \binom{n}{i} \binom{2i}{i} (|a_1(\theta)(\tau)|^2 - 2)^n - i. \]
One then applies
\[ \sum_{i=0}^{n} \binom{n}{i} \binom{2i}{i} (m - 2)^{n-i} = [X^n](X + 1)^2 + (m - 2)X]^n \]
\[ = [X^n](X^2 + mX + 1)^n = b_{m,n}, \]
where \([X^n]f(X)\) denotes the coefficient of \(X^n\) in the polynomial \(f(X)\). \(\square\)

We now generalize the definitions of \(o(r)\) and \(\bar{o}(s)\) given in Section 1B for \(k = \mathbb{Q}\).

**Definition 3.11.** Let \(o(r)\) count the elements in \(\text{Gal}(L/kM)\) whose projection in \(\text{Gal}(K/kM)\) has order \(r\). Let \(\bar{o}(s)\) count the elements in \(\text{Gal}(L/k) \setminus \text{Gal}(L/kM)\) of order \(s\).

If \(k = kM\), the sequence \(a_i(A)\) is equidistributed with respect to \(\mu(a_i(A_{kM}))\) and \(M_n[a_i(A_{kM})] = M_n[a_i(A_{kM})]\), for \(i = 1, 2\).

**Corollary 3.12.** Suppose \(k \neq kM\). Then \(a_1(A)\) and \(a_2(A)\) are equidistributed with respect to the measures

(i) \(\mu(a_1(A)) := \frac{1}{2} \mu(a_1(A_{kM})) + \frac{1}{2} \delta_0\).

(ii) \(\mu(a_2(A)) := \frac{1}{2} \mu(a_1(A_{kM})) + \frac{1}{2[L:kM]}(\bar{o}(2)\delta_2 + \bar{o}(4)\delta_{-2} + \bar{o}(6)\delta_{-1} + \bar{o}(12)\delta_1)\),

whose support lies in the intervals \(I_1 = [-4, 4]\) and \(I_2 = [-6, 6]\), respectively. Here \(\delta_z\) denotes the Dirac measure at \(z\). We also have

(i) \(M_n[a_1(A)] = \frac{1}{[L:k]}(\alpha(1)2^n + \alpha(3) + \alpha(4)2^{n/2} + \alpha(6)3^{n/2})b_{0,n}\),

(ii) \(M_n[a_2(A)] = \frac{1}{[L:k]}(\alpha(1)b_{4,n} + \alpha(2)b_{0,n} + \alpha(3)b_{1,n} + \alpha(4)b_{2,n} + \alpha(6)b_{3,n} + \bar{o}(2)2^n + \bar{o}(4)(-2)^n + \bar{o}(6)(-1)^n + \bar{o}(12))\).

**Proof.** We focus on the proof of the statements about the moments, since the arguments involved suffice to deduce the statements about the measures. Statement (i) follows from Propositions 3.2, 3.4, and 3.10, and the equality

\[ M_{2n}[a_1(A_{kM})] = 2 \cdot M_{2n}[a_1(A)], \]

which follows from the fact that if \(p\) is a prime of \(k\), where \(A\) has good reduction and \(p\) is inert in \(kM\), then \(A\) is supersingular at \(p\) and \(a_1(A)(p) = 0\).

For (ii), let \(v\) denote the nontrivial conjugacy class of \(\text{Gal}(kM/k)\). Note that

\[ M_n[a_2(A)] = \frac{1}{2} M_n[a_2(A) | P_1] + \frac{1}{2} M_n[a_2(A) | P_v]. \]
To compute $M_n[a_2(A) \mid P_1] = M_n[a_2(A_{kM})]$, we apply Proposition 3.10. We then claim that

$$M_n[a_2(A) \mid P_v] = \frac{1}{[L : kM]}(\overline{\sigma}(2)2^n + \overline{\sigma}(4)(-2)^n + \overline{\sigma}(6)(-1)^n + \overline{\sigma}(12)).$$

We may restrict to primes $p$ of $k$ that are inert in $kM$, of absolute residue degree 1, and of good reduction for both $A$ and $E$. The polynomial $\tilde{L}_p(A, T)$ must then be one of the five listed in (3-2).

We now consider the Rankin–Selberg polynomial $\tilde{L}_p(E, \theta_Q(E, A), T)$, whose roots are all products of roots of $\tilde{L}_p(E, T) = 1 + T^2$, and all roots of the polynomial $\det(1 - \theta_Q(E, A)(\text{Frob}_p)T)$. More explicitly, if $s$ is the order of $\text{Frob}_p$ in $\text{Gal}(L/k)$, one may apply Proposition 3.3 to compute $\tilde{L}_p(E, \theta_Q(E, A), T)$. This yields:

$s = 2: \quad (1 + T^2)^4 \quad s = 6: \quad (1 - T^2 + T^4)^2 \quad s = 12: \quad (1 + T^2 + T^4)^2$

$s = 4: \quad (1 - T^2)^4 \quad s = 8: \quad (1 + T^4)^2$

By arguments analogous to those of [Fité 2013, Theorem 3.1], there is an inclusion of $\mathbb{Q}_\ell[G_k]$-modules

$$V_\ell(A) \subseteq V_\ell(E) \otimes \theta_Q(E, A).$$

This implies that $\tilde{L}_p(A, T)$ divides $\tilde{L}_p(E, \theta_Q(E, A), T)$. It immediately follows that $\tilde{L}_p(A, T)$ is

$s = 2: \quad (1 + T^2)^2 \quad s = 6: \quad 1 - T^2 + T^4 \quad s = 12: \quad 1 + T^2 + T^4$

$s = 4: \quad (1 - T^2)^2 \quad s = 8: \quad 1 + T^4$

Finally, we observe that the condition $\tilde{L}_p(A, T)$ divides $\tilde{L}_p(E, \theta_Q(E, A), T)$ implies that $s$ can not attain any value other than the ones considered.

3D. Additional remarks. As noted in the introduction, all 32 of the genus-2 Sato–Tate groups with identity component isomorphic to $U(1)$ can arise as the Sato–Tate group of an abelian variety $A$ defined over $k$ with $A_{\overline{\mathbb{Q}}} \sim E_{\overline{\mathbb{Q}}}^2$, where $E$ is an elliptic curve defined over $k$ (with CM).

However, not all 10 of the genus-2 Sato–Tate groups with identity component isomorphic to $SU(2)$ can arise as the Sato–Tate group of an abelian variety $A$ defined over $k$ such that $A_{\overline{\mathbb{Q}}} \sim E_{\overline{\mathbb{Q}}}^2$, where $E$ is an elliptic curve defined over $k$ (without CM). The Sato–Tate groups for which this is not true are the four whose component group contains an element of order 4 or 6. Indeed, recall that $\theta_Q(E, A)$ and $\theta_Q(A)$ are the representations afforded by $\text{Hom}(E_L, A_L) \otimes \mathbb{Q}$ and $\text{End}(A_L) \otimes \mathbb{Q}$. As in the proof of Proposition 3.2, one can then show that $\theta_Q(A) = \theta_Q(E, A) \otimes 2$,  

---

All Sato–Tate groups with identity component $SU(2)$ can occur for an $A$ over $k$ such that $A_{\overline{\mathbb{Q}}} \sim E_{\overline{\mathbb{Q}}}^2$ for some elliptic curve $E$, but this curve need not be defined over $k$. 

---
that is, \( a_1(\theta \mathbb{Q}(A)) = a_1(\theta \mathbb{Q}(E, A))^2 \). But if \( \tau \in \text{Gal}(K/k) \) has order 4 or 6, then \( a_1(\theta \mathbb{Q}(A)) (\tau) = 2 \) or 3, which are not squares in \( \mathbb{Q} \).

We end this section by computing the density \( z_1(A_k) \) of zero traces of an abelian variety \( A \) defined over \( k \) such that \( A_{\mathbb{Q}} \sim E_{\mathbb{Q}}^2 \) for some elliptic curve \( E \) defined over \( \mathbb{Q} \).

**Lemma 3.13.** Let \( A \) be an abelian variety defined over \( k \) such that \( A_{\mathbb{Q}} \sim E_{\mathbb{Q}}^2 \), where \( E \) is an elliptic curve defined over \( \mathbb{Q} \) (not necessarily over \( k \)). Let \( M \) denote the CM field if \( E \) has CM, and let \( M = \mathbb{Q} \) otherwise. Then

\[
z_1(A_k) = \begin{cases} 
\frac{o(2)}{|\text{Gal}(L/kM)|} & \text{if } [kM:k] = 1, \\
\frac{1}{2} + \frac{1}{2} \frac{o(2)}{|\text{Gal}(L/kM)|} & \text{if } [kM:k] = 2.
\end{cases}
\]

**Proof.** Except for a set of density zero, any prime \( p \) of \( k \) that does not split in \( kM \) is supersingular, in which case \( a_1(A)(p) = 0 \). This gives density 0 in the first case and density \( \frac{1}{2} \) in the second case. Among the primes that split in \( kM \), we wish to show that exactly the proportion \( o(2)/|\text{Gal}(L/kM)| \) have trace 0. Among these primes, the density of the supersingular primes is zero. Let \( p \) be a nonsupersingular prime of good reduction for \( A \) that splits in \( kM \). From Remark 4.8 in [Fité et al. 2012] in the non-CM case, and from Proposition 3.4 in the CM case, the roots of \( L_p(A, T) \) are \( \alpha, \bar{\alpha}, \zeta_r\alpha, \bar{\zeta}_r\bar{\alpha} \), where \( r \) is the order of \( \text{Frob}_p \) in \( \text{Gal}(K/k) \) and where \( \alpha/\bar{\alpha} \) is not a root of unity. It follows that \( \alpha + \bar{\alpha} + \zeta_r\alpha + \bar{\zeta}_r\bar{\alpha} = 0 \) if and only if \( r = 2 \). One then applies the Chebotarev density theorem. \( \square \)

4. **Twists of \( y^2 = x^5 - x \) and \( y^2 = x^6 + 1 \)**

In this section, we strengthen the results of Section 3 in the particular case that \( k = \mathbb{Q} \) and \( A \sim \mathbb{Q} \text{Jac}(C) \), where \( C \) is a twist of the curve \( y^2 = x^5 - x \) or \( y^2 = x^6 + 1 \). We first introduce some convenient notation. Let \( C_2^0 \) and \( C_3^0 \) denote the curves defined over \( \mathbb{Q} \) by the equations

\[
C_2^0: \quad y^2 = x^6 - 5x^4 - 5x^2 + 1, \quad C_3^0: \quad y^2 = x^6 + 1.
\]

The curve \( C_2^0 \) is a twist of \( y^2 = x^5 - x \), as one may verify by computing their respective Igusa invariants, as defined in [Igusa 1960]. As shown below, the Jacobian of \( C_2^0 \) is \( \mathbb{Q} \)-isogenous to the square of an elliptic curve defined over \( \mathbb{Q} \), a property that the curve \( y^2 = x^5 - x \) does not enjoy. We also note that the minimal field of definition of the endomorphisms of the Jacobian of \( C_2^0 \) is \( \mathbb{Q}(\sqrt{-2}) \), but for \( y^2 = x^5 - x \) it is \( \mathbb{Q}(i, \sqrt{-2}) \).

Let \( E_2^0 \) and \( E_3^0 \) denote the elliptic curves defined over \( \mathbb{Q} \) by the equations

\[
E_2^0: \quad Y^2 = X^3 - 5X^2 - 5X + 1, \quad E_3^0: \quad Y^2 = X^3 + 1.
\]
We note that \( j(E_0^0) = 2^6 3^3 \) and \( j(E_3^0) = 0 \), and thus \( E_2^0 \) has CM by \( \mathbb{Q}(\sqrt{-2}) \) and \( E_3^0 \) has CM by \( \mathbb{Q}(\sqrt{-3}) \).

To simplify notation, throughout this section \( d \) denotes either 2 or 3, and we write \( C_0^d \) for \( C_0^d \), \( E_0^d \) for \( E_0^d \), and \( M \) for \( \mathbb{Q}(\sqrt{-d}) \). We use \( C \) to denote a twist of \( C_0^d \) defined over \( \mathbb{Q} \). In the context of Section 3, we are specializing \( A_{\mathbb{Q}} \sim E_{\mathbb{Q}}^2 \) to the case where \( A = \text{Jac}(C) \) and \( E = E_0^0 \), as we now show.

4A. Fields of definition of isomorphisms.

Lemma 4.1. \( \text{Jac}(C_0^d) \) is \( \mathbb{Q} \)-isogenous to \( (E_0^d)^2 \).

Proof. We proceed as in the proof of Lemma 4.1 in [Fité and Lario 2013]. The quotient of \( C_0^d \) by the nonhyperelliptic involution \( \alpha(x, y) = (-x, y) \) is precisely the elliptic curve \( E_0^d \), and thus \( \text{Jac}(C_0^d) \sim \mathbb{Q} E_0^d \times E \), where \( E \) is also an elliptic curve defined over \( \mathbb{Q} \). The automorphism \( \gamma(x, y) = (1/x, y/x^3) \) does not commute with \( \alpha \), which implies that \( \text{End}(\text{Jac}(C_0^d)) \) is nonabelian, and therefore \( \text{Jac}(C_0^d) \sim \mathbb{Q} (E_0^d)^2 \).

Lemma 4.2. The minimal number field over which all the automorphisms of \( C_{\mathbb{Q}}^d \) are defined coincides with the minimal number field over which all the endomorphisms of \( \text{Jac}(C)_{\mathbb{Q}} \) are defined.

Proof. Let \( K_a \) (resp. \( K_e \)) denote the minimal number field over which all the automorphisms of \( C_{\mathbb{Q}}^d \) (resp. all the endomorphisms of \( \text{Jac}(C)_{\mathbb{Q}} \)) are defined. The fact that \( \text{Aut}(C_{K_a}) \) is nonabelian and contains a nonhyperelliptic involution implies that \( \text{Jac}(C)_{K_a} \sim E^2 \), where \( E \) is an elliptic curve defined over \( K_a \). Since \( E \) has CM by \( M \), it follows that \( K_e = K_a M \). But [Cardona 2001, Proposition 7.3.1] asserts that \( M = \mathbb{Q}(\sqrt{-3}) \) is already contained in \( K_a \) if \( C \) is a twist of \( C_3^0 \), whereas [Cardona 2006, Proposition 8] states that \( M = \mathbb{Q}(\sqrt{-2}) \) is already contained in \( K_a \) if \( C \) is a twist of \( C_2^0 \).

We use \( K \) to denote the field given by Lemma 4.2. We note that \( K \) is a Galois extension of \( \mathbb{Q} \), and we have \( M \subseteq K \), with equality in the case \( C = C^0 \).

Lemma 4.3. Let \( \phi \) be an isomorphism from \( C_{\mathbb{Q}}^0 \) to \( C_{\mathbb{Q}}^0 \). The following number fields coincide:

(i) the minimal field over which all isomorphisms from \( C_{\mathbb{Q}}^0 \) to \( C_{\mathbb{Q}}^0 \) are defined;
(ii) the compositum of \( K \) (or even just \( M \)) and the minimal field \( L_\phi \) over which \( \phi \) is defined;
(iii) the minimal field over which all homomorphisms from \( \text{Jac}(C^0)_{\mathbb{Q}} \) to \( \text{Jac}(C)_{\mathbb{Q}} \) are defined;
(iv) the minimal field over which all homomorphisms from \( E_{\mathbb{Q}}^0 \) to \( \text{Jac}(C)_{\mathbb{Q}} \) are defined.
Proof. Let $L_1$, $L_2$, $L_3$, and $L_4$ denote the fields defined by (i), (ii), (iii), and (iv), respectively. Any isomorphism $\psi$ from $C_{\overline{\mathbb{Q}}}^0$ to $C_{\overline{\mathbb{Q}}}$ can be written as $\psi = \alpha \circ \phi$ and $\phi \circ \alpha^0$ for some $\alpha \in \text{Aut}(C_K)$ and some $\alpha^0 \in \text{Aut}(C_{M}^0)$. This implies that $L_1 \subseteq ML_{\phi} \subseteq K\alpha \subseteq L_2$. Conversely, for any $\alpha^0 \in \text{Aut}(C_{M}^0)$ and $\alpha \in \text{Aut}(C_K)$, the compositions $\alpha \circ \phi$ and $\phi \circ \alpha^0$ are isomorphisms from $C_{\overline{\mathbb{Q}}}^0$ to $C_{\overline{\mathbb{Q}}}$. It follows that $L_2 \subseteq L_1$. Thus we have shown $L_1 = ML_{\phi} = K\alpha = L_2$.

The isomorphism from $C_{L_\phi}^0$ to $C_{L_\phi}$ induces an isogeny $\text{Jac}(C_0)_{L_\phi} \sim \text{Jac}(C)_{L_\phi}$, which we also denote by $\phi$. Any homomorphism from $\text{Jac}(C_0)_{\overline{\mathbb{Q}}}$ to $\text{Jac}(C)_{\overline{\mathbb{Q}}}$ can be written as $\psi \circ \phi$ for some $\psi \in \text{End}(\text{Jac}(C)_{\overline{\mathbb{Q}}}) \otimes \mathbb{Q}$. This implies that $L_3 \subseteq L_\phi K$, $L_\phi M = L_2$. Conversely, it is clear that $L_1$ is contained in $L_3$.

Any endomorphism $\phi$ from $\text{Jac}(C_{0})_{\overline{\mathbb{Q}}}$ to $\text{Jac}(C)_{\overline{\mathbb{Q}}}$ can be written as $\phi_2 \circ \phi_1$, where $\phi_1 \in \text{Hom}(\text{Jac}(C_0), (C_{0})^2) \otimes \mathbb{Q}$ and $\phi_2 \in (\text{Hom}(C_{L_4}^0, \text{Jac}(C)_{L_4}) \otimes \mathbb{Q})^2$. Thus $L_3 \subseteq L_4$. Conversely, any homomorphism from $E_{0}^0$ to $\text{Jac}(C)_{\overline{\mathbb{Q}}}$ can be written as $\phi_2 \circ \phi_1$, where $\phi_1 \in \text{Hom}(E_0^0, \text{Jac}(C_0)) \otimes \mathbb{Q}$ and $\phi_2$ is an element of $\text{Hom}(\text{Jac}(C_0)_{L_3}, \text{Jac}(C)_{L_3}) \otimes \mathbb{Q}$. Thus $L_4 \subseteq L_3$. □

We use $L$ to denote the field given by Lemma 4.3, and we note that $L$ is a Galois extension of $\mathbb{Q}$ that contains $K$.

Remark 4.4. If $A$ is the abelian three-fold $E_0^0 \times \text{Jac}(C)$, we observe that $L$ coincides with the minimal field over which all the endomorphisms of $A_{\overline{\mathbb{Q}}}$ are defined. It follows that the component group of $\text{ST}(A)$ is isomorphic to $\text{Gal}(L/\mathbb{Q})$.

4B. The Galois module $\text{Hom}(E_0^0, \text{Jac}(C)_L)$. We now compute $\theta_{M,\sigma}(E_0^0, \text{Jac}(C))$, strengthening Lemma 3.9 in the case where $A \sim_{\mathbb{Q}} \text{Jac}(C)$. We take advantage of the following fact: the group $\text{Gal}(L/\mathbb{Q})$ is isomorphic to a subgroup of $G_{C_0} := \text{Aut}(C_{M}^0) \rtimes \text{Gal}(M/\mathbb{Q})$. Here the action of $\text{Gal}(M/\mathbb{Q})$ on $\text{Aut}(C_{M}^0)$ is the natural one (see [Fité and Lario 2013, §2]).

More precisely, let $\phi : C_L \to C_{L_\phi}^0$ be an isomorphism. Then

$$
\lambda_{\phi} : \text{Gal}(L/\mathbb{Q}) \hookrightarrow G_{C_0}, \quad \lambda_{\phi}(\sigma) = (\phi(\sigma \phi)\^{-1}, \pi_{L/M}(\sigma))
$$

is a monomorphism of groups, where $\pi_{L/M} : \text{Gal}(L/\mathbb{Q}) \to \text{Gal}(M/\mathbb{Q})$ is the natural projection, as in [Fité and Lario 2013, Lemma 2.1]. Now let

$$
\text{Res}_{M}^{\mathbb{Q}} \lambda_{\phi} : \text{Gal}(L/M) \hookrightarrow \text{Aut}(C_{M}^0)
$$

be the restriction of $\lambda_{\phi}$ at $\text{Gal}(L/M)$. Consider the 2-dimensional $M$-rational representation

$$
\theta_{E_0^0, C_0} : \text{Aut}(C_{M}^0) \to \text{Aut}_{\mathbb{Q}}(\text{Hom}(E_0^0, \text{Jac}(C)_{M}) \otimes M, \sigma_{\mathbb{Q}})
$$

defined by $\theta_{E_0^0, C_0}(\alpha)(\psi) = \alpha \circ \psi$. As in [Fité and Lario 2013, Theorem 2.1], one then has

$$
\theta_{E_0^0, C_0} \circ \text{Res}_{M}^{\mathbb{Q}} \lambda_{\phi} \simeq \theta_{M,\sigma}(E_0^0, \text{Jac}(C)),
$$

(4-1)
where $\theta_{M,\sigma}(E^0, \text{Jac}(C))$ is the representation of $\text{Gal}(L/M)$ in Definition 3.1.

**Lemma 4.5.** Let $C$ be a twist of $C^0$. Then

$$\text{Tr} \theta_{E^0, C^0} = \begin{cases} \chi_4 \text{ or } \chi_5 & \text{if } C^0 = C^0_2 \text{ (see Table 1)}, \\ \chi_8 \text{ or } \chi_9 & \text{if } C^0 = C^0_3 \text{ (see Table 2)}. \end{cases}$$

**Proof.** A glance at Tables 1 and 2 tells us that any $M$-rational faithful representation of degree 2 must have trace $\chi_4$ or $\chi_5$ when $C^0 = C^0_2$, or trace $\chi_8$ or $\chi_9$ when $C^0 = C^0_3$. The two possibilities in each case correspond to the two different embeddings of $M$ into $\overline{\mathbb{Q}}$. \hfill \Box

**Proposition 4.6.** The index of $K$ in $L$ is at most 2.

**Proof.** As in Lemma 4.1, let $\alpha$ be the nonhyperelliptic involution $\alpha(x, y) = (-x, y)$ of $C^0$. Let $E$ be the elliptic curve $C_K / (\phi^{-1} \alpha \phi)$ defined over $K$ (note that $\phi^{-1} \alpha \phi$ is an automorphism of $C$, all of which are defined over $K$). The isomorphism $\phi : C_L \to C^0_L$ induces an isomorphism $\tilde{\phi} : E_L \to E^0_L$. Thus $E$ is a $K$-twist of $E^0$. 

<table>
<thead>
<tr>
<th>Class</th>
<th>1a</th>
<th>2a</th>
<th>2b</th>
<th>3a</th>
<th>4a</th>
<th>6a</th>
<th>8a</th>
<th>8b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\chi_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_2$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$\chi_3$</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\chi_4$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>$\sqrt{-2}$</td>
<td>$-\sqrt{-2}$</td>
</tr>
<tr>
<td>$\chi_5$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>$-\sqrt{-2}$</td>
<td>$\sqrt{-2}$</td>
</tr>
<tr>
<td>$\chi_6$</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$\chi_7$</td>
<td>3</td>
<td>3</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_8$</td>
<td>4</td>
<td>-4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 1.** Character table of $\text{Aut}((C^0_2)_M) \simeq \langle 48, 29 \rangle$.

<table>
<thead>
<tr>
<th>Class</th>
<th>1a</th>
<th>2a</th>
<th>2b</th>
<th>2c</th>
<th>3a</th>
<th>4a</th>
<th>6a</th>
<th>6b</th>
<th>6c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$\chi_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_3$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_4$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_5$</td>
<td>2</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$\chi_6$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td>$\chi_7$</td>
<td>2</td>
<td>-2</td>
<td>2</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$\chi_8$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>$-\sqrt{-3}$</td>
<td>$\sqrt{-3}$</td>
<td>1</td>
</tr>
<tr>
<td>$\chi_9$</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$\sqrt{-3}$</td>
<td>$-\sqrt{-3}$</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 2.** Character table of $\text{Aut}((C^0_3)_M) \simeq \langle 24, 8 \rangle$. 


From characterization (iii) of $L$ in Lemma 4.3, it is clear that $L$ is the compositum of $K$ and the minimal field $L_\tilde{\phi}$ over which $\tilde{\phi}$ is defined.

When $C^0 = C^0_2$, we have $j(E) \neq 0, 1728$, and by [Silverman 2009, p. 304], it follows that $\tilde{\phi}$ is then defined over a quadratic extension of $K$ and $[L : K] \leq 2$. When $C^0 = C^0_3$, we have $j(E) = 0$, and in this case $L = K(\sqrt[3]{\gamma})$, for some $\gamma \in K$. Let $L_0 = K(\sqrt[3]{\gamma})$. It suffices to show that $\sqrt[3]{\gamma} \in L_0$.

Suppose for the sake of contradiction that $\sqrt[3]{\gamma} \notin L_0$. Then $Gal(L/L_0) \cong C_3$. Lemma 4.5 then implies that if $\tau$ is a nontrivial element of $Gal(L/L_0)$, then $Tr_{L/L_0}(E^0, Jac(C))(\tau) = -1$. Therefore, the restriction of the representation afforded by the $Gal(L/M)$-module $Hom(E^0_L, Jac(C)_L) \otimes_{M, \sigma} \overline{Q}$ to $Gal(L/L_0)$ is

$$Res_{L_0}^M \theta_{M, \sigma}(E^0, Jac(C)) \simeq \chi \oplus \overline{\chi},$$

where $\chi$ is any of the two nontrivial characters of $Gal(L/L_0)$. As in [Fité 2013, Theorem 3.1], we have

$$Res_{L_0}^M \theta_{M, \sigma}(E^0, Jac(C)) \otimes V_\sigma(E^0) \simeq V_\sigma(Jac(C)),$$

as $\overline{Q}_\ell[G_{L_0}]$-modules. This implies that

$$V_\sigma(Jac(C)) \simeq (\chi \otimes V_\sigma(E^0)) \oplus (\overline{\chi} \otimes V_\sigma(E^0)), \quad (4-2)$$

as $\overline{Q}_\ell[G_{L_0}]$-modules. However, as seen in Lemma 4.2, $Jac(C)_{L_0} \sim E^2_{L_0}$, which implies the following isomorphism of $\overline{Q}_\ell[G_{L_0}]$-modules:

$$V_\sigma(Jac(C)) \simeq V_\sigma(E)^{2\oplus}. \quad (4-3)$$

But now (4-2) and (4-3) together imply $V_\sigma(E^0) \simeq \chi \otimes V_\sigma(E^0)$, which is impossible. (We remark that if $Res_{L_0}^M \theta_{M, \sigma}(E^0, Jac(C)) \simeq \chi^{2\oplus}$, one does not reach a contradiction; see Example 4.12.)

Proposition 4.7. Let $w$ be the hyperelliptic involution of $C^0$. Then $[L : K] = 2$ if and only if $(w, 1) \in G_{C^0}$ lies in the image of $\lambda_\phi$. If $[L : K] = 2$, then the preimage of $(w, 1)$ by $\lambda_\phi$ is the nontrivial element $\omega$ of $Gal(L/K)$.

Proof. We first suppose that $[L : K] = 2$. Observe that for both $C^0_2$ and $C^0_3$, if $\alpha \in Aut(C^0_M)$ and $Tr_{E^0, C^0}(\alpha) = -2$, then $\alpha = w$. In view of the isomorphism in (4-1), it thus suffices to prove that $\theta_{M, \sigma}(E^0, Jac(C))(\omega) = -2$. From the proof of Proposition 4.6, we know that $Jac(C)_K \sim E^2$, where $E$ is an elliptic curve defined over $K$ with CM by $M$. Fix an isomorphism $\psi_1 : E^0_L \rightarrow E_L$. Fix an isogeny $\psi_2 : E_K \times E_K \rightarrow Jac(C)_K$. For $i = 1, 2$, let $\iota_i : E_K \rightarrow E_K \times E_K$ denote the natural injection to the $i$-th factor. Then $\psi_2 \circ \iota_1 \circ \psi_1$ and $\psi_2 \circ \iota_2 \circ \psi_1$ constitute a basis of the $\overline{Q}[Gal(L/M)]$-module $Hom(E^0_L, Jac(C)_L) \otimes_{M, \sigma} \overline{Q}$. The claim follows from the fact that $\omega \psi_1 = -\psi_1$, $\omega \psi_2 = \psi_2$, and $\omega \iota_i = \iota_i$. 
Now suppose that $[L : K] = 1$. Recall the monomorphism

$$\tilde{\lambda}_\phi : \text{Gal}(K/\mathbb{Q}) \hookrightarrow \text{Aut}(C^0_M)/(w) \rtimes \text{Gal}(M/\mathbb{Q})$$

of (2-3). The commutativity of the diagram

\[
\begin{array}{ccc}
\text{Gal}(L/\mathbb{Q}) & \xrightarrow{\lambda_\phi} & \text{Gal}(K/\mathbb{Q}) \\
\downarrow & & \downarrow \tilde{\lambda}_\phi \\
\text{Gal}(C^0/\langle (w, 1) \rangle) & \xrightarrow{\lambda_\phi} & \text{Gal}(C^0/\langle (w, 1) \rangle)
\end{array}
\]

implies that $(w, 1)$ does not lie in the image of $\lambda_\phi$. \hfill \Box

**Remark 4.8.** Let $H_0 := \lambda_\phi(\text{Gal}(L/M))$. If $(1, \tau)$ lies in the image of $\lambda_\phi$, then $\lambda_\phi(\text{Gal}(L/\mathbb{Q})) = H_0 \rtimes ((1, \tau))$; indeed, $H_0$ is normal in $\lambda_\phi(\text{Gal}(L/\mathbb{Q}))$, since its index is 2, and $H_0 \cap ((1, \tau))$ is trivial. In this case, $H_0$ is stable under the action of $\text{Gal}(M/\mathbb{Q})$. However, it is not true in general that $\text{Gal}(L/\mathbb{Q}) \simeq H_0 \rtimes ((1, \tau))$ or that $H_0$ is stable under the action of $\text{Gal}(M/\mathbb{Q})$.

**Proposition 4.9.** For $\tau$ in $\text{Gal}(L/\mathbb{Q})$, let $s = s(\tau), r = r(\tau)$, and $t = t(\tau)$ denote the orders of $\tau$, the projection of $\tau$ on $\text{Gal}(K/\mathbb{Q})$, and the projection of $\tau$ on $\text{Gal}(M/\mathbb{Q})$, respectively. The following hold:

(i) The triple $(s, r, t)$ is one of the 13 triples listed in Table 3.

(ii) If $\tau$ fixes $M$, then the triple $(s, r, 1)$ determines, up to sign, the quantities

\begin{align*}
    a_1(\theta)(\tau) &= \text{Tr} \theta_{M, \sigma}(E^0, \text{Jac}(C))(\tau), \quad (4-4) \\
    a_2(\theta)(\tau) &= \det \theta_{M, \sigma}(E^0, \text{Jac}(C))(\tau), \quad (4-5)
\end{align*}

as specified in Table 3.

(iii) For each triple $(s, r, t)$, let $F_{(s,r,t)} : [-2, 2] \to [-4, 4] \times [-2, 6]$ be the map defined in Table 3. For every prime $p > 3$ unramified in $L$ of good reduction for both $\text{Jac}(C)$ and $E^0$, there exists a unique triple $(s, r, t)$ such that

\[
F_{(s,r,t)}(a_1(E^0)(p)) = (u \cdot a_1(\text{Jac}(C))(p), a_2(\text{Jac}(C))(p)),
\]

with $u = \pm 1$ (in fact, $u = 1$ for $(s, r, t) \neq (6, 6, 1)$ and $(8, 4, 1)$). Moreover, the unique triple $(s, r, t)$ for which (4-6) holds is $(f_L(p), f_K(p), f_M(p))$, where $f_F(p)$ is the residue degree of $p$ in $F$.

**Remark 4.10.** For a prime $p$ unramified in $L$ such that $f_M(p) = 1$, we have

\[
a_2(\text{Jac}(C))(p) = a_2(\theta)(\text{Frob}_p) \cdot a_1(E^0)(p)^2 + |a_1(\theta)(\text{Frob}_p)|^2 - 2a_2(\theta)(\text{Frob}_p),
\]

where $a_2(\theta)(\text{Frob}_p) = \pm 1$. It follows that for any two twists $C$ and $C'$ of $C^0$, we have

\[
\hat{a}_2(\text{Jac}(C))(p) \equiv \pm \hat{a}_2(\text{Jac}(C'))(p) \pmod{p},
\]
where $\hat{a}_i(A)(p) = p^{i/2}a_i(A)(p)$ is the integer that appears as the coefficient of $T^i$ in the (unnormalized) $L$-polynomial $L_p(A, T)$.

**Proof.** For assertion (i), assume first that $t = 1$. Observe that $s$ is the order of $\lambda_\phi(\tau)$ in $\text{Aut}(C^0_M)$, and $r$ is the order of the projection of $\lambda_\phi(\tau)$ in $\text{Aut}(C^0_M)/\langle \omega \rangle$. Let $c$ denote the conjugacy class of $\lambda_\phi(\tau)$ in $\text{Aut}(C^0_M)$. One finds that the pairs $(s, r)$ are determined by the conjugacy class of $\tau$ as follows:

\[
\begin{array}{lllllllll}
\text{(s, r, t)} & F_{(s, r, t)}(x) & a_1(\theta)(\tau) & a_2(\theta)(\tau) \\
(1, 1, 1) & (2x, x_2 + 2) & 2 & 1 \\
(2, 1, 1) & (-2x, x_2 + 2) & -2 & 1 \\
(2, 2, 1) & (0, -x_2 + 2) & 0 & -1 \\
(3, 3, 1) & (-x, x_2 - 1) & -1 & 1 \\
(4, 2, 1) & (0, x_2 - 2) & 0 & 1 \\
(6, 3, 1) & (x, x_2 - 1) & 1 & 1 \\
(6, 6, 1) & (\sqrt{3(4-x_2^2)}, -x_2 + 5) & \pm \sqrt{3} & -1 \\
(8, 4, 1) & (\sqrt{2(4-x_2^2)}, -x_2 + 4) & \pm \sqrt{2} & -1 \\
(2, 2, 2) & (0, 2) & - & - \\
(4, 2, 2) & (0, -2) & - & - \\
(6, 6, 2) & (0, -1) & - & - \\
(8, 4, 2) & (0, 0) & - & - \\
(12, 6, 2) & (0, 1) & - & - \\
\end{array}
\]

**Table 3.** The triples for $(s, r, t)$ associated to $\tau \in \text{Gal}(L/\mathbb{Q})$ (as defined in Proposition 4.9), and corresponding values of $F_{(s, r, t)}(x)$, $a_1(\theta)(\tau)$, and $a_2(\theta)(\tau)$.

(see Tables 2 and 1 for the names of the conjugacy classes). Assertion (ii) now follows immediately by applying the isomorphism in (4-1) and Lemma 4.5. If $t = 2$, then $r$ must be 2, 4, or 6, and the fact that $[L : K] \leq 2$ limits $(s, r, t)$ to either one of the last 5 triples in Table 3, or $(4, 4, 2)$. The latter possibility is ruled out by Proposition 3.3: if $s = 4$, then for every prime $p$ for which $\text{Frob}_p$ lies in the same conjugacy class of $\tau$ in $\text{Gal}(L/\mathbb{Q})$, we have $\tilde{L}_p(\text{Jac}(C), T) = (1 - T^2)^2$, and the only quotients of roots of this polynomial are 1 and $-1$. This implies that $\theta_M(\text{Jac}(C))(\tau)$ has order 2, and since $\theta_M(\text{Jac}(C))$ is faithful, we must have $r = r(\tau) = 2$, not 4.

For $t = 1$, the existence statement in (iii) follows from combining Lemma 3.9 with statement (ii), and for $t = 2$, it follows from the proof of Corollary 3.12.
The uniqueness of the map \( F_{(s,r,t)} \) satisfying (4-6) at a prime \( p > 3 \) may be verified by noting that the graphs of the 13 functions \( F_{(s,r,t)} \) intersect in only finitely many points in \( \mathbb{R}^3 \), none of which corresponds to a possible value of \( (a_1(E^0)(p), a_1(Jac(C))(p), a_2(Jac(C))(p)) \) for any prime \( p > 3 \). Finally, we note that if \( \tau = \text{Frob}_p \), then \( (s(\tau), r(\tau), t(\tau)) = (f_L(p), f_K(p), f_M(p)) \). \( \square \)

We now give two examples of abelian varieties \( A \) such that \( A \cong (E^0/Q)^2 \) for which the conclusions of Propositions 4.6 and 4.9 do not hold because \( A \) is not \( Q \)-isogenous to the Jacobian of a twist of \( C^0 \). In the two examples below, we use the elliptic curve
\[
E_3^0: \quad y^2 = x^3 + 2
\]
defined over \( Q \), which is a twist of \( E^0_3 \).

**Example 4.11.** Let \( A = E^0_3 \times \tilde{E}_3^0 \). Then \( K = L = Q(\sqrt{2}, \zeta_3) \). If \( \tau \in \text{Gal}(L/M) \) and \( s(\tau) = 3 \), then \( a_1(\theta)(\tau) = 1 + \zeta_3 \) or \( 1 + \bar{\zeta}_3 \) and \( a_2(\theta)(\tau) = \zeta_3 \) or \( \bar{\zeta}_3 \), which do not lie in \( Q \). Thus by Proposition 4.9, \( A \) is not \( Q \)-isogenous to the Jacobian of any \( Q \)-twist of \( C^0_3 \). Moreover, for \( p = 7 \), one can compute that \( \hat{\alpha}_2(A)(7) = 30 \), while \( \hat{\alpha}_2((E^0_3)^2)(7) = \hat{\alpha}_2(\text{Jac}(C^0_3))(7) = 18 \). Thus
\[
\hat{\alpha}_2(A)(7) \neq \pm \hat{\alpha}_2(\text{Jac}(C^0_3))(7) \quad (\text{mod } 7).
\]

**Example 4.12.** Let \( A = (\tilde{E}_3^0)^2 \); then \( L = Q(\sqrt{2}, \zeta_3) \) and \( K = Q(\zeta_3) \); we have \([L : K] = 6\), and, by Proposition 4.6, \( A \) is not \( Q \)-isogenous to the Jacobian of any \( Q \)-twist of \( C^0_3 \). In the context of the proof of Proposition 4.6, \( L_0 = Q(\sqrt{2}, \zeta_3) \) and \( \text{Res}_{L_0}^Q \theta(\tilde{E}^0, A) \simeq \chi^{2 \oplus} \), rather than \( \text{Res}_{L_0}^Q \theta(E^0, A) \simeq \chi \oplus \bar{\chi} \), which avoids the contradiction used in the proof. Moreover, for \( A \) we may have \( s(\tau) = 3 \) and \( r(\tau) = 1 \), which gives a pair \((s, r)\) that cannot occur for the Jacobian of any \( Q \)-twist of \( C^0_3 \), by part (ii) of Proposition 4.9.

**4C. The triples \( T(C) \).** We determine the possible values of the triple \( T(C) \), which denotes the isomorphism class \([\text{Gal}(L/Q), \text{Gal}(K/Q), \text{Gal}(L/M)]\). To specify triples explicitly, we use identifiers from the Small Groups Library \([\text{Besche et al. 2002}]\) found in computer algebra systems such as GAP and Magma. These identifiers consist of a pair of positive integers \((n, m)\), where \( n \) is the order of the group and \( m \) distinguishes the group from other groups of order \( n \) but otherwise has no meaning.

We also recall from Section 4B the embeddings
\[
\begin{align*}
\lambda_\phi : \text{Gal}(L/Q) & \hookrightarrow G_{C^0}, \\
\text{Res } \lambda_\phi : \text{Gal}(L/M) & \hookrightarrow \text{Aut}(C^0_M), \\
\bar{\lambda}_\phi : \text{Gal}(K/Q) & \hookrightarrow G_{C^0}/\langle(w, 1)\rangle, \\
\text{Res } \bar{\lambda}_\phi : \text{Gal}(K/M) & \hookrightarrow \text{Aut}(C^0_M)/\langle w \rangle,
\end{align*}
\]
where \( w \) denotes the hyperelliptic involution of \( C^0 \).

**Lemma 4.13.** The groups \( G_{C^0}, G_{C^0}/\langle(w, 1)\rangle, \text{Aut}(C^0_M), \text{and } \text{Aut}(C^0_M)/\langle w \rangle \) are as follows:
\[
\begin{array}{cccc}
C^0 & G_{C^0} & G_{C^0}/\langle(w, 1)\rangle & \text{Aut}(C^0_M) \\
C_2^0 & \langle 96, 193 \rangle & \langle 48, 48 \rangle & \langle 48, 29 \rangle \\
C_3^0 & \langle 48, 38 \rangle & \langle 24, 14 \rangle & \langle 24, 8 \rangle \\
\end{array}
\]

Remark 4.14. We note that \(\langle 48, 29 \rangle \simeq S_4 \simeq \text{GL}_2(F_3)\) and \(\langle 24, 8 \rangle \simeq 2D_6 \simeq C_3 \rtimes D_4\) are the two automorphism groups mentioned in the introduction, with quotients \(\langle 24, 12 \rangle \simeq S_4\) and \(\langle 12, 4 \rangle \simeq D_6\), respectively. The group \(\langle 24, 14 \rangle\) is isomorphic to \(D_6 \times C_2\), while the groups \(\langle 48, 38 \rangle\) and \(\langle 48, 48 \rangle\) are both degree-3 extensions of \(D_4 \times C_2\) and \(\langle 96, 193 \rangle\) is a degree-3 extension of \(C_8 \rtimes \text{Aut}(C_8)\).

Let \(\tilde{T}(C)\) denote the triple
\[
(\lambda_\phi(\text{Gal}(L/\mathbb{Q})), \lambda_\phi(\text{Gal}(L/M)), \lambda_\phi(\text{Gal}(L/M)))
\]
in \(G^0 \times G^0 \times G^0\). Since \(\lambda_\phi\) is injective, the conjugacy class of \(\tilde{T}(C)\) determines \(T(C)\) and \(z(C)\), where \(z(C)\) is the vector in Definition 1.3. In order to bound the number of possibilities for \(T(C)\) and \(z(C)\), we first bound the number of possible triples \(\tilde{T}(C)\), up to conjugation.

Proof. We show how to compute \(G_{C^0}\) and \(\text{Aut}(C^0_M)\); the respective quotients are then easily obtained. Recall that if \(C/\mathbb{Q}\) is a genus-2 curve, given by a hyperelliptic equation \(y^2 = f(x)\), where \(f(x) \in \mathbb{Q}[x]\), then for any \(\alpha \in \text{Aut}(C_{\overline{\mathbb{Q}}}^0)\), there exist \(m, n, p, q \in \mathbb{Q}\) such that
\[
\alpha(x, y) = \left(\frac{mx + n}{px + q}, \frac{mq - np}{(px + q)^3}y\right);
\]
see, for example, \([\text{Cardona 2006}]\). Let
\[
\iota(\alpha) := \left(\begin{array}{c}
m & n \\
p & q
\end{array}\right).
\]
The map \(\iota : \text{Aut}(C_{\overline{\mathbb{Q}}}^0) \rightarrow \text{GL}_2(\overline{\mathbb{Q}})\) that sends \(\alpha\) to \(\iota(\alpha)\) is a \(\mathbb{Q}\)-equivariant monomorphism. For \(d = 2, 3\), we have \(\text{Aut}((C_{d,M}^0) = \langle U_d, V_d \rangle\), where
\[
\begin{align*}
U_2 &= \frac{1}{2}\begin{pmatrix}
\sqrt{-2}-1 & 1 \\
1 & 1+\sqrt{-2}
\end{pmatrix}, & V_2 &= \frac{1}{2}\begin{pmatrix}
1 & -\sqrt{-2}+1 \\
-1-\sqrt{-2} & 1
\end{pmatrix}, \\
U_3 &= \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}, & V_3 &= \frac{1}{2}\begin{pmatrix}
0 & -1+\sqrt{3} \\
1+\sqrt{3} & 0
\end{pmatrix}.
\end{align*}
\]
One can readily check that \(U_d\) and \(V_d\) represent automorphisms of \((C_{d,M}^0)\), and that they generate a group of order 48 if \(d = 2\) and of order 24 if \(d = 3\), which are known to be the orders of \(\text{Aut}((C_{d,M}^0)\). With this explicit representation, the isomorphism type of \(\langle U_d, V_d \rangle\) is then easily determined by a computer algebra system. The group \(G_{C^0_d}\) is then determined by explicitly computing the semidirect product \(\langle U_d, V_d \rangle \rtimes \text{Gal}(\mathbb{Q}(\sqrt{-d})/\mathbb{Q})\).

\(\square\)
Lemma 4.15. Let $H$, $N$, and $H_0$ be subgroups of $G_{C^0}$. If $\tilde{T}(C) = (H, N, H_0)$, then the following conditions must be satisfied:

(i) $H_0$ and $H \cap \text{Aut}(C_M^0) \times \langle 1 \rangle$ coincide and have order $|H|/2$.

(ii) $N$ and $\langle (w, 1) \rangle \cap H_0$ coincide.

Proof. Let $\text{Gal}(M/\mathbb{Q}) = \{1, \tau\}$. Then

$$H_0 = \lambda_\phi(\text{Gal}(L/M)) \subseteq (\text{Aut}(C_M^0) \times \{1\}) \cap H,$$

$$H_1 := \lambda_\phi(\text{Gal}(L/\mathbb{Q}) \setminus \text{Gal}(L/M)) \subseteq (\text{Aut}(C_M^0) \times \{\tau\}) \cap H.$$

The injectivity of $\lambda_\phi$ implies that $|H_0| = |H_1| = |H|/2$, and (i) follows from the fact that $H = H_0 \cup H_1$.

Proving (ii) is equivalent to showing that $(w, 1)$ lies in the image of $\lambda_\phi$ if and only if $[L : K] = 2$. But this has already been proved; see Proposition 4.7. $\square$

Proposition 4.16. Let $H$, $N$, and $H_0$ be subgroups of $G_{C^0}$ that satisfy conditions (i) and (ii) of Lemma 4.15.

(i) For $C^0 = C_2^0$ (resp. $C^0 = C_3^0$), there are 27 (resp. 38) possibilities for the conjugacy class of $(H, N, H_0)$ in $G_{C^0} \times G_{C^0} \times G_{C^0}$.

(ii) For $C^0 = C_2^0$ (resp. $C^0 = C_3^0$), the 27 (resp. 38) possibilities for the conjugacy class of $(H, N, H_0)$ give rise to the 23 (resp. 23) isomorphism classes $[H, H/N, H_0]$ and vectors $z(H, N, H_0)$ listed in the top (resp. bottom) half of Table 4. Moreover, $[H, H/N, H_0]$ and $z(H, N, H_0)$ determine each other uniquely.

(iii) For $C^0 = C_2^0$ (resp. $C^0 = C_3^0$), the triple $T(C)$ and the vector $z(C)$ must be among those listed in the corresponding half of Table 4, and $T(C)$ and $z(C)$ determine each other uniquely.

Proof. For (i), recall that $G_{C_3^0} \simeq \langle 48, 38 \rangle$ and $\text{Aut}(\langle C_3^0 \rangle_M) \simeq \langle 24, 8 \rangle$. The following three facts permit us to work with $G_{C_3^0}$ and $\text{Aut}(\langle C_3^0 \rangle_M)$ as abstract groups. First, there are exactly two subgroups $A_1$ and $A_2$ of $\langle 48, 38 \rangle$ isomorphic to $\langle 24, 8 \rangle$. Second, there is a unique nontrivial central involution $\hat{w}$ in $\langle 48, 38 \rangle$, and it lies in both $A_1$ and $A_2$. Third, consider the two lists of triples of groups, up to conjugation,

$$\mathcal{L}_i = \{(H, (\hat{w}) \cap H, H \cap A_i) \mid H \subseteq \langle 48, 38 \rangle, |H \cap A_i| = |H|/2 \} / ~, \quad i = 1, 2,$$

where $(H, (\hat{w}) \cap H, H \cap A_i) \sim (H', (\hat{w}) \cap H', H' \cap A_i)$ if $H$ and $H'$ are conjugated in $\langle 48, 38 \rangle$. Then the lists $\mathcal{L}_1$ and $\mathcal{L}_2$ coincide; write $\mathcal{L}$ for this list. For $C^0 = C_2^0$, the three previous facts can be checked to hold \textit{verbatim} when replacing $\langle 48, 38 \rangle$ and $\langle 24, 8 \rangle$ by $\langle 96, 193 \rangle$ and $\langle 48, 29 \rangle$, respectively. For $C^0 = C_3^0$, $\mathcal{L}$ has 38 elements and, for $C^0 = C_2^0$, it has 27 elements.
For (ii), for each of $C_0^0$ and $C_3^0$, we enumerate the triples $(H, N, H_0)$ in $L$ and explicitly compute $[H, H/N, H_0]$ and $z(H, N, H_0)$ in each case using a computer algebra system (we used Magma), obtaining the values listed in Table 4. One then checks that $[H, H/N, H_0] = [H', H'/N', H'_0]$ if and only if $z(H, H/N, H_0) = z(H', H'/N', H'_0)$.

Statement (iii) follows immediately from (ii) and Lemma 4.15. □

**Proposition 4.17.** The vector $z(C)$ and the triple $T(C)$ both uniquely determine the Sato–Tate group $ST(Jac(C))$.

**Proof.** The 18 Sato–Tate groups $G$ that can occur over $\mathbb{Q}$ with $G^0 \simeq U(1)$ (see [Fité et al. 2012, Theorem 4.3]) are uniquely determined by the combination of:

(a) the isomorphism classes of the groups $G/G^0$ and $G^{ns}/G^{ns,0}$,

(b) the vector $z_2(G) = (z_{2,2}(G), z_{2,-2}(G), z_{2,-1}(G), z_{2,0}(G), z_{2,1}(G))$,\(^9\)

where $G^{ns}$ is the index-2 subgroup of $G$ obtained by removing from $G$ those components all of whose elements have a constant characteristic polynomial.

On the one hand, the isomorphism classes of the groups $G/G^0$ and $G^{ns}/G^{ns,0}$ are determined by $T(C)$, since $G/G^0 \simeq Gal(K/\mathbb{Q})$ and $G^{ns}/G^{ns,0} \simeq Gal(K/M)$. On the other hand, $z_2(G)$ is determined by $z(C)$; indeed, it follows from the construction of the Sato–Tate group in terms of the image of the $\ell$-adic representation attached to $Jac(C)$ and from assertion (iii) of Proposition 4.9, that $z_2(G) \cdot [L : K] = z_2(C)$. □

**Corollary 4.18.** For each triple $[H, H/N, H_0]$ in Table 4, there exists a twist $C$ of $C^0$ such that $T(C) = [H, H/N, H_0]$ if and only if the corresponding row in the table is not marked with an asterisk. Thus, for $C^0 = C_2^0$ (resp. for $C^0 = C_3^0$) there are exactly 20 (resp. 21) possibilities for $T(C)$.

**Proof.** Observe that the triples marked with an asterisk in Table 4 correspond to Sato–Tate groups (equivalently, Galois types) that cannot arise for abelian surfaces defined over $\mathbb{Q}$ (see [Fité et al. 2012, Proposition 4.11]). For each of the triples $[H, H/N, H_0]$ that is not marked with an asterisk, a curve $C$ with $T(C) = [H, H/N, H_0]$ is exhibited in Tables 5 and 6 (for details on how the curves have been found, see Section 5A; for details on how $T(C)$ is computed for each of the curves, see Section 5C.) □

**Remark 4.19.** If the triple $[H, H, H_0]$ appears in either half of Table 4, then so does the triple $[H \times C_2, H, H_0 \times C_2]$. In other words, if there exists a twist $C$ of $C^0$ such that $Gal(L/\mathbb{Q}) = Gal(K/\mathbb{Q})$, then there exists a twist $C'$ of $C^0$ such that $Gal(K'/\mathbb{Q}) = Gal(K/\mathbb{Q})$ and $Gal(L'/\mathbb{Q}) \simeq Gal(K/\mathbb{Q}) \times C_2$. Here $K'$ (resp. $L'$) is

\(^9\)Following the notation of [Fité et al. 2012], recall that $z_{2,i}(G)$ denotes the number of connected components of $G$ all of whose elements have a constant characteristic polynomial, for which the coefficient of the quadratic term is equal to $i$. Note that the components of the vector $z_2(G)$ have been permuted with respect to the definition of $z_2(G)$ given in [Fité et al. 2012].
the minimal field over which all the automorphisms of $C'$ (resp. all the isomorphisms between $C'$ and $C^0$) are defined. Indeed, if $C$ is given by the hyperelliptic equation $y^2 = f(x)$, let $C'$ be the curve given by $dy^2 = f(x)$, where $d \in \mathbb{Q}^*$ is not a square in $K$. We will use this remark in Section 5 for the computation of some of the curves.

**Remark 4.20.** Among the 18 Sato–Tate groups with identity component $U(1)$ that can occur over $\mathbb{Q}$, there are 13 that are subgroups of $J(O)$ and 11 that are subgroups of $J(D_6)$ (6 are subgroups of both). From Table 6, we see that the 13 that are subgroups of $J(O)$ can all occur as $\mathbb{Q}$-twists of $C^0_2$, and the 11 that are subgroups of $J(D_6)$ can all occur as $\mathbb{Q}$-twists of $C^0_3$.

5. Numerical computations

We now describe the methods used to obtain the example curves $C$ listed in Tables 5 and 6. As in Section 4, each curve $C$ is a $\mathbb{Q}$-twist of $C^0 = C^0_d$, for $d = 2, 3$, where $\text{Jac}(C^0_d) \sim (E^0_d)^2$ and $E^0_d$ is an elliptic curve with CM by $M = \mathbb{Q}(\sqrt{-d})$. For $d = 2$, we list 20 curves $C$ that are $\mathbb{Q}$-twists of the curve $C^0_2$ defined by $y^2 = x^6 - 5x^4 - 5x^2 + 1$, realizing every possible triple

$$T(C) = [\text{Gal}(L/\mathbb{Q}), \text{Gal}(K/\mathbb{Q}), \text{Gal}(L/M)]$$

that can occur when $C$ is a $\mathbb{Q}$-twist of $C^0_2$. Recall that the fields $K$ and $L$ are the minimal fields of definition $\text{End}(\text{Jac}(C)/\mathbb{Q})$ and $\text{Hom}(\text{Jac}(C)/\mathbb{Q}, E_{\mathbb{Q}})$, respectively, as in Definition 1.2. Similarly, for $d = 3$, we list 21 curves $C$ that are twists of the curve $C^0_3$ defined by $y^2 = x^6 + 1$, realizing every possible triple $T(C)$ that can occur when $C$ is a $\mathbb{Q}$-twist of $C^0_3$.

For each of the two curves $C^0$, we followed the procedure outlined below:

1. Generate a large set $S$ of $\mathbb{Q}$-twists of $C^0$.
2. For each $C \in S$, compute a provisional value of the triple $T(C)$.
3. Select a single representative $C$ for each distinct triple $T(C)$ and then verify the provisional value of $T(C)$ by explicitly computing the fields $K$ and $L$ and the triple $T(C) = [\text{Gal}(L/\mathbb{Q}), \text{Gal}(K/\mathbb{Q}), \text{Gal}(L/M)]$.

The purpose of the “provisional” computation of $T(C)$ in step (2) is to avoid computing the fields $K$ and $L$ for all of the curves in $S$, which would have been infeasible. Explicit computation of the fields $K$ and $L$ (and their Galois groups) for even a single curve $C$ can be quite time-consuming, taking hours or even days of computer time, and the sets $S$ that we used contained tens of thousands of curves.

In the rest of this section we fill in some of the details of the three steps listed above.
5A. Generating twists of $C^0$. Explicit parametrizations of the families of twists of $C^0_2$ and $C^0_3$ are given in [Cardona 2001; 2006]. One can easily obtain a large set $S$ using these parametrizations. However, the resulting curves tend to have large coefficients, making the computation of $K$ and $L$ more difficult, and the vast majority of curves in $S$ are likely to represent the generic case, where $\text{Gal}(K/\mathbb{Q})$ and $\text{Gal}(L/\mathbb{Q})$ are as large as possible. In principle, one can control the isomorphism type of $\text{Gal}(K/\mathbb{Q})$ by placing appropriate constraints on the input parameters, but this is not enough to determine the Sato–Tate group, and it gives no control over $\text{Gal}(L/\mathbb{Q})$.

We instead adapted the search method used in [Fité et al. 2012], generating $S$ by enumerating all curves of the form $y^2 = \sum_{i=0}^{6} c_i x^i$ satisfying coefficient bounds $|c_i| \leq B_i$. To quickly identify curves $C$ that are twists of $C^0$, we first compute $a_1(C)(p)$ for a handful of small primes $p$ that are inert in $M$, and immediately discard $C$ if $a_1(C)(p) \neq 0$ for any such $p$. We then compute the absolute Igusa invariants of $C$, and compare them to the corresponding values for $C^0$. With the bounds $B_i$ chosen to encompass some $2^{50}$ curves with small coefficients, we obtain a set $S$ containing tens of thousands of twists of $C^0$ in each case.

After applying the method in Section 5B below to all of the curves in $S$, we had several candidate curves $C$ for every possible triple $T(C)$ that can arise when $C$ is defined over $\mathbb{Q}$ (the triples listed in Table 4 that are not marked with an asterisk). We then selected a single representative $C$ for each triple and computed $K$ and $L$ for each of these $C$, as described in Section 5C, and then computed the Galois groups $\text{Gal}(L/\mathbb{Q})$, $\text{Gal}(K/\mathbb{Q})$, and $\text{Gal}(L/M)$, using the Magma computer algebra system, to obtain the true value of the triple $T(C)$. As expected, this computation confirmed the provisional value in every case. Indeed, in all but the most time-consuming cases we were able to repeat the computations using several different candidate curves $C$ and always obtained the expected value of $T(C)$.

Remark 5.1. The computation of the triple $T(C)$ in Magma is completely independent of the calculations used to obtain a provisional value for $T(C)$, which were performed using the smalljac software library [Sutherland 2011]; the purpose of the provisional computations was simply to obtain a set of candidate curves that is much smaller than the initial set $S$. The fact that in every case we obtained the same value for $T(C)$ using two completely different methods gives us a high degree of confidence in our numerical computations.

5B. Provisional computation of $T(C)$. To provisionally identify the triple $T(C)$, we compute an approximation of the vector $z(C)$ (see Definition 1.3), which, by Theorem 1.4, uniquely determines $T(C)$. To do this, it suffices to determine the triples $(s, r, t)$ of residue degrees $(f_L(p), f_K(p), f_M(p))$ for a sample set of primes $p$ (say, primes $p \leq 2^{16}$ of good reduction for $C$), and then count how often each triple appears. The components $o(s, r)$ and $\bar{o}(s, r)$ of the vector $z(C)$ may be
approximated by computing the relative frequencies of the triples \((s, r, 1)\) and \((s, r, 2)\), respectively, and normalizing so that \(o(1, 1) = 1\).

We can easily compute \(t = f_M(p) \in \{1, 2\}\) by checking whether \(p\) splits in \(M\), but we also need to compute \(r = f_K(p)\) and \(s = f_L(p)\), and we would like to do so without knowing \(K\) or \(L\). This can be achieved as follows: we first compute \(a_1(E^0)(p)\) and the values \(a_1(C)(p)\) and \(a_2(C)(p)\), as described in Section 5B1, and then determine the unique map \(F_{(s, r, t)}\) from Proposition 4.9 for which

\[
F_{(s, r, t)}(a_1(E^0)(p)) = (\pm a_1(C)(p), a_2(C)(p)).
\]

### 5B1. Computation of \(a_1(C)(p)\) and \(a_2(C)(p)\)

For an arbitrary genus-2 curve, efficient computation of \(a_1(C)(p)\) and \(a_2(C)(p)\) is addressed in [Kedlaya and Sutherland 2008], but in the special case of interest here, where \(C\) is a \(\mathbb{Q}\)-twist of \(C^0\), we use a faster approach. The Jacobian of \(C^0\) is \(\mathbb{Q}\)-isogenous to the square of \(E^0\), an elliptic curve defined over \(\mathbb{Q}\). Because \(E^0\) has complex multiplication, we can very efficiently determine \(a_1(E)(p)\). Taking \(C_2^0\) as an example, \(E_2^0\) is defined by the Weierstrass equation \(y^2 = x^3 - 5x^2 - 5x + 1\). This curve has CM by \(M = \mathbb{Q}(\sqrt{-2})\), and for any prime \(p > 2\) we may compute \(a = a_1(E_2^0)(p)\) as follows: \(a = 0\) if \(p\) is inert in \(M\) and otherwise \(a = 4x/\sqrt{p}\), where the integer \(x\) satisfies \(p = x^2 + 2y^2\) for some integer \(y\). The positive integer \(z = |x|\) may be determined via Cornacchia’s algorithm, and then \(x = (-1)^{\epsilon}z\), where \(\epsilon = (z - 1)/2 + (p - 1)(p + 5)/16\); see [Rubin and Silverberg 2010] for details. The computation for \(C_3^0\) is similar: in this case \(E_3^0\) is defined by \(y^2 = x^3 + 1\), with CM by \(M = \mathbb{Q}(\sqrt{-3})\).

With \(a_1(E^0)(p)\) computed, there are only a handful of pairs \((a_1, a_2)\) that are compatible with (5-1), that is, for which there exists a triple \((s, r, t)\) such that \(F_{(s, r, t)}(a_1(E^0)(p)) = (\pm a_1, a_2)\). Taking into account whether \(C\) is a twist of \(C_2^0\) or \(C_3^0\), whether \(p\) splits in \(M\) or not, and that the sign of \(a_1\) is actually ambiguous in only 2 cases, there are at most 8 possibilities. Each compatible pair \((a_1, a_2)\) determines an integer

\[
n = p^2 + p^{3/2}a_1 + pa_2 + p^{1/2}a_1 + 1,
\]

one of which is equal to \(\#\text{Jac}(C)(\mathbb{F}_p)\). In most cases, if we pick a random point \(P \in \text{Jac}(C)(\mathbb{F}_p)\), the equation \(nP = 0\) will hold for exactly one \(n\) and uniquely determine \(a_1\) and \(a_2\). Even when this is not the case, after factoring the integers \(n\), we can determine the order of any point \(P\) in \(\text{Jac}(C)(\mathbb{F}_p)\), using just \(\tilde{O}(\log p)\) operations in \(\mathbb{F}_p\); see [Sutherland 2007, Chapter 7]. This allows us to compute the order of \(\text{Jac}(C)(\mathbb{F}_p)\) using a probabilistic generic group algorithm (of Las Vegas type) that runs in \(O(p^{1/4})\) expected time; see [Sutherland 2007; Kedlaya and Sutherland 2008, Proposition 1].\(^{10}\) This compares to an \(O(p^{3/4})\) expected running time.

\(^{10}\)The \(O(p^{1/4})\) bound is a worst-case estimate; it is faster than this for most \(p\).
time for an arbitrary genus-2 curve using a generic group algorithm.\textsuperscript{11}

Having computed $L_p(C, 1) = \# \text{Jac}(C)(\mathbb{F}_p)$, we use the same method to determine $L_p(C, -1) = \# \text{Jac}(\tilde{C})(\mathbb{F}_p)$, where $\tilde{C}$ is any nontrivial quadratic twist of $C$ over $\mathbb{F}_p$, and these two values uniquely determine $a_1$ and $a_2$.

The algorithm described above is included in the most recent version of the smalljac software library, whose source code is available at \[Sutherland 2011\].

5C. Computation of $K$ and $L$. In this section, we describe the procedure used to compute the fields $K$ and $L$ for the curves $C$ listed in Tables 5 and 6.

For the field $K$, its characterization in Lemma 4.2 as the minimal field over which all the automorphisms of $C$ are defined turns out to be the most computationally effective. For all 41 curves $C: y^2 = f(x)$ listed in Tables 5 and 6, one readily checks that $\text{Aut}(C^0_\mathfrak{p}) \simeq \text{Aut}(C_\mathfrak{Q}) = \text{Aut}(C_F(\zeta_{24}))$, where $F$ is the splitting field of $f(x)$ (see Remark 5.2 below). It is then a finite problem to identify the minimal subfield $K$ of $F(\zeta_{24})$ for which $\text{Aut}(C_K) = \text{Aut}(C_F(\zeta_{24}))$.

Having computed $K$, we determine $L$ as follows. For any nonhyperelliptic involution $\beta \in \text{Aut}(C^0_M)$, the elliptic quotient $C^0/\langle \beta \rangle$ is defined over $M$. If $\beta_1$ and $\beta_2$ are conjugate in $\text{Aut}(C^0_M)$, then $C^0/\langle \beta_1 \rangle \simeq C^0/\langle \beta_2 \rangle$. For $C^0_3$ there is just one conjugacy class of nonhyperelliptic involutions; hence in this case every elliptic quotient $C^0/\langle \beta \rangle$ is isomorphic to $E^0_M$. For $C^0_2$ there are two conjugacy classes of nonhyperelliptic involutions, of size 2 and 6 (see Table 2). The first corresponds to the $M$-isomorphism class of $E^0_3$, and the second corresponds to the $M$-isomorphism class of the elliptic curve $y^2 = x^3 - 15x + 22$.

Since we know $K$ explicitly, we can compute $\text{Aut}(C_K)$ and enumerate all the nonhyperelliptic involutions $\alpha$ (there are 12 when $d = 2$ and 8 when $d = 3$). For $d = 2$ we pick any $\alpha$, and for $d = 3$ we pick $\alpha$ from the conjugacy class of size 2. Define $\tilde{E} := E_K/\langle \alpha \rangle$ and $\tilde{E}^0 := C^0_M/\langle \phi \alpha \phi^{-1} \rangle$. The isomorphism $\phi$ induces an isomorphism $\tilde{\phi}: \tilde{E}_L \to \tilde{E}^0_L$. As in the proof of Proposition 4.6, $L$ is the compositum of $K$ and the minimal field over which $\tilde{\phi}$ is defined. Our choice of $\alpha$ ensures that $\tilde{E}^0 \simeq E^0_M$; thus $\tilde{E}_L \simeq E^0_L$.

By applying \[Cardona et al. 1999, Lemma 2.2\], we can compute an explicit Weierstrass equation for $\tilde{E}$ of the form

$$\tilde{E}: \ Y^2 = X^3 + AX + B, \quad \text{with } A, B \in K.$$  

Writing $E^0$ in the form $Y^2 = X^3 + UX + V$, there then exists $\gamma \in L$ such that $U = \gamma^4 A$ and $V = \gamma^6 B$, and $\gamma$ generates $L$ as an (at most quadratic) extension of $K$. We can easily derive $\gamma$ from the coefficients $A, B, U$, and $V$.

\textsuperscript{11} As noted in \[Kedlaya and Sutherland 2008\], the asymptotically faster polynomial-time algorithm of Pila [1990] is not practically useful in the range of $p$ relevant to the computations considered here.
Remark 5.2. In fact, it is true in general that for any twist \( C \) of \( C_2 \) (resp. \( C_3 \)), the field \( K \) is contained in \( F(\sqrt{-2}) \) (resp. \( F(\sqrt{-3}, i) \)). We thank J. Quer for kindly providing the following argument.

Let \( \text{Aut}(C_\mathbb{Q})^* \) denote the subgroup of \( \text{Aut}(C_\mathbb{Q}) \) generated by those elements \( \alpha \) such that \( \text{Trace}(\iota(\alpha)) \) is nonzero. We claim that

\[
\text{Aut}(C_\mathbb{Q})^* = \text{Aut}(C_{FM})^*.
\]

Let \( WP(C) \) denote the set of Weierstrass points of \( C \) and let \( \sigma \) be an element of \( G_{FM} \). It suffices to show that \( \sigma \alpha = \alpha \) for every \( \alpha \) in \( \text{Aut}(C_\mathbb{Q})^* \) such that \( \text{Trace}(\iota(\alpha)) \) is nonzero. Observe that for every \( P \) in \( WP(C) \), one has \( \sigma P = P \). Then, writing \( Q = \alpha^{-1}(P) \), we have

\[
\sigma \alpha \circ \alpha^{-1}(P) = (\sigma \alpha)(Q) = \sigma(\alpha(Q)) = \sigma P = P,
\]

which implies that \( \sigma \alpha \) is either \( \alpha \) or \( w \alpha \), since the action of \( \text{Aut}(C_\mathbb{Q})/\langle w \rangle \) on \( WP(C) \) is faithful. Provided that \( \text{Trace}(\iota(\alpha)) \) is in \( M \), the latter option is not possible, since otherwise we would have

\[
\text{Trace}(\iota(\alpha)) = \sigma \text{Trace}(\iota(\alpha)) = \text{Trace}(\iota(w \alpha)) = -\text{Trace}(\iota(\alpha)),
\]

contradicting the fact that \( \text{Trace}(\iota(\alpha)) \) is nonzero. Since \( \text{Aut}(C_\mathbb{Q}) \) and \( \text{Aut}(C_\mathbb{Q}^0) \) are conjugated, the groups \( \text{Aut}(C_\mathbb{Q})^* \) and \( \text{Aut}(C_\mathbb{Q}^0)^* \) are isomorphic. It is straightforward to check that

\[
\text{Aut}((C_2)_\mathbb{Q})^* \simeq \tilde{S}_4 \quad \text{and} \quad \text{Aut}((C_3)_\mathbb{Q})^* \simeq C_2 \times C_6.
\]

Thus, for every twist \( C \) of \( C_2 \), the field \( K \) is contained in \( F(\sqrt{-2}) \); but for a twist \( C \) of \( C_3 \), the order of \( \text{Aut}((C_3)_\mathbb{Q})_{F(\sqrt{-3})} \) can be 12 or 24. By considering the parametrizations given in [Cardona 2001, Proposition 7.4.1] of all the twists \( C \) of \( C_3 \) as well as of the corresponding embeddings \( \iota(\text{Aut}(C_\mathbb{Q})) \) in \( \text{GL}_2(\overline{\mathbb{Q}}) \), one may explicitly verify that \( K \) is always contained in \( F(\sqrt{-3}, i) \).

5C1. An example. Consider the twist \( C \) of \( C_3 \) defined by the hyperelliptic equation

\[
y^2 = f(x) = x^6 + 15x^4 + 20x^3 + 30x^2 + 18x + 5
\]

over \( \mathbb{Q} \). This curve is listed in Table 6 for the triple \( \{24, 5\}, \{12, 4\}, \{12, 1\} \). Let us prove that this is in fact the triple \( T(C) = [\text{Gal}(L/\mathbb{Q}), \text{Gal}(K/\mathbb{Q}), \text{Gal}(L/M)] \).

We first compute \( K \). Let \( F \) denote the splitting field of \( f(x) \). One checks (via Magma) that \( |\text{Aut}(C_{MF})| = 24 \), where \( M = \mathbb{Q}(\sqrt{-3}) \), and therefore \( K \subseteq MF \) (since we know \textit{a priori} that \( |\text{Aut}(C_K)| = |\text{Aut}((C_3)_\mathbb{Q})| = 24 \)). By enumerating the various subfields of \( MF \), we find that the minimal subfield \( K \) of \( MF \) for which \( |\text{Aut}(C_K)| = 24 \) is \( K = M(\sqrt{5}a) \), where \( a^3 + 3a - 1 = 0 \).
To compute $L$, we choose the nonhyperelliptic involution $\alpha$ of $\text{Aut}(C_K)$ whose image under the map $\iota : \text{Aut}(C_{\overline{\mathbb{Q}}}) \to \text{GL}_2(\overline{\mathbb{Q}})$ defined in (4-7) is

$$\iota(\alpha) = \frac{1}{5} \left( \begin{array}{cc} \sqrt{5} & -2\sqrt{5} \\ -2\sqrt{5} & -\sqrt{5} \end{array} \right).$$

Applying [Cardona et al. 1999, Lemma 2.2] yields a Weierstrass equation for $\tilde{E} = C/\langle \alpha \rangle$:

$$\tilde{E} : \quad y^2 = x^3 + B,$$

with $B = -\frac{11}{97656250} \sqrt{5} + \frac{1}{3906250}$. Since $E^0$ is the curve $y^2 = x^3 + 1$, we have $U = 0$ and $V = 1$, so $\gamma^6 = 1/B$. This implies that

$$y^2 - \left( \frac{125}{2} \sqrt{5} + \frac{375}{2} \right) a^2 + \left( \frac{125}{2} \sqrt{5} + \frac{125}{2} \right) a - 125\sqrt{5} - 375 = 0,$$

and one finds that $L = K(\sqrt{2\sqrt{5} + 10})$.

Having explicitly computed the fields $K$ and $L$, it is then straightforward to verify that $\text{Gal}(L/\mathbb{Q}) \simeq (24, 5)$, $\text{Gal}(K/\mathbb{Q}) \simeq (12, 4)$, and $\text{Gal}(L/M) \simeq (12, 1)$ using Magma.

### 6. Tables

This section contains the remaining tables described earlier, whose definitions we briefly recall. Remember that $C^0$ is one of the two curves $C^0_2 : y^2 = x^6 - 5x^4 - 5x^2 + 1$ (in which case $M = \mathbb{Q}(\sqrt{-2})$) or $C^0_3 : y^2 = x^6 + 1$ (in which case $M = \mathbb{Q}(\sqrt{-3})$). Table 4 lists (up to isomorphism) the possible values of the triples $T(C)$ that can arise when $C$ is a $\mathbb{Q}$-twist of the curve $C^0$.

Section 4C describes the computation of these tables. Each triple $[H, H/N, H_0]$ is a possible value for $T(C) = [\text{Gal}(L/\mathbb{Q}), \text{Gal}(K/\mathbb{Q}), \text{Gal}(L/M)]$, and is determined by a subgroup $H \subset G_{C^0}$ whose intersection with $\text{Aut}(C^0_M)$ is an index-2 subgroup $H_0$ of $H$, where $N = H \cap Z(G_{C^0})$.

For each triple $T(C)$ we list the corresponding Sato–Tate group $G$ and its matching Galois type, as defined in [Fité et al. 2012], as well as the vector $z(C)$ given by Definition 1.3, all of which are uniquely determined by $T(C)$, by Theorem 1.4. As proven in [Fité et al. 2012], the Sato–Tate groups $J(C_1)$, $J(C_3)$, and $C_{4,1}$ cannot arise for a genus-2 curve defined over $\mathbb{Q}$, and the corresponding rows in Table 4 are marked with an asterisk.

In Tables 5 and 6, we list representative curves that realize every triple $T(C)$ that can occur when $C$ is defined over $\mathbb{Q}$. For each curve, we also give an explicit description of the fields $K$ and $L$, where $K$ is the minimal field for which $\text{Aut}(C_K) = \text{Aut}(C_{\overline{\mathbb{Q}}})$, and $L$ is the minimal extension of $K$ over which $C$ is isomorphic to $C^0$. 

---

**Table 4**

<table>
<thead>
<tr>
<th>Triple</th>
<th>Sato–Tate Group</th>
<th>Galois Type</th>
<th>Vector $z(C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[H, H/N, H_0]$</td>
<td>$J(C)$</td>
<td>$G_{C^0}$</td>
<td>$z(C)$</td>
</tr>
</tbody>
</table>

---

**Table 5**

<table>
<thead>
<tr>
<th>Curve</th>
<th>Field $K$</th>
<th>Extension $L$</th>
<th>$\text{Gal}(L/\mathbb{Q})$</th>
</tr>
</thead>
</table>

---

**Table 6**

<table>
<thead>
<tr>
<th>Curve</th>
<th>Field $K$</th>
<th>Extension $L$</th>
<th>$\text{Gal}(L/\mathbb{Q})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>$H$</td>
<td>$H/N$</td>
<td>$H_0$</td>
</tr>
<tr>
<td>------</td>
<td>-------</td>
<td>--------</td>
<td>-------</td>
</tr>
<tr>
<td>$J(C_1)$</td>
<td>(4, 1)</td>
<td>(2, 1)</td>
<td>(2, 1)</td>
</tr>
<tr>
<td>$J(C_2)$</td>
<td>(8, 2)</td>
<td>(4, 2)</td>
<td>(4, 1)</td>
</tr>
<tr>
<td>$J(C_2)$</td>
<td>(8, 3)</td>
<td>(4, 2)</td>
<td>(4, 2)</td>
</tr>
<tr>
<td>$J(C_3)$</td>
<td>(12, 2)</td>
<td>(6, 2)</td>
<td>(6, 2)</td>
</tr>
<tr>
<td>$J(C_4)$</td>
<td>(16, 6)</td>
<td>(8, 2)</td>
<td>(8, 1)</td>
</tr>
<tr>
<td>$J(D_2)$</td>
<td>(16, 11)</td>
<td>(8, 5)</td>
<td>(8, 3)</td>
</tr>
<tr>
<td>$J(D_2)$</td>
<td>(16, 13)</td>
<td>(8, 5)</td>
<td>(8, 4)</td>
</tr>
<tr>
<td>$J(D_3)$</td>
<td>(24, 6)</td>
<td>(12, 4)</td>
<td>(12, 4)</td>
</tr>
<tr>
<td>$J(D_4)$</td>
<td>(32, 43)</td>
<td>(16, 11)</td>
<td>(16, 8)</td>
</tr>
<tr>
<td>$J(T)$</td>
<td>(48, 33)</td>
<td>(24, 13)</td>
<td>(24, 3)</td>
</tr>
<tr>
<td>$J(O)$</td>
<td>(96, 193)</td>
<td>(48, 48)</td>
<td>(48, 29)</td>
</tr>
</tbody>
</table>

Table 4. Triples for twists of $C^0_2$ (top) and $C^0_3$ (bottom).
Table 5. Twists of $C_2^0$: $y^2 = x^6 - 5x^4 - 5x^2 + 1$ realizing each triple.
Table 6. Twists of $C_J^0$: $y^2 = x^6 + 1$ realizing each triple.
The methods used to obtain these curves and the computation of $K$ and $L$ are described in Section 5.
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The algebraic dynamics of generic endomorphisms of $\mathbb{P}^n$

Najmuddin Fakhruddin

We investigate some general questions in algebraic dynamics in the case of generic endomorphisms of projective spaces over a field of characteristic zero. The main results that we prove are that a generic endomorphism has no nontrivial preperiodic subvarieties, any infinite set of preperiodic points is Zariski-dense and any infinite subset of a single orbit is also Zariski-dense, thereby verifying the dynamical “Manin–Mumford” conjecture of Zhang and the dynamical “Mordell–Lang” conjecture of Denis and Ghioca and Tucker in this case.

1. Introduction

The goal of this article is to study some aspects of the algebraic dynamics of generic endomorphisms$^1$ of $\mathbb{P}^n$ of degree $d > 1$ over a field $K$ of characteristic zero. Properties of algebraic varieties, for example smooth projective curves or abelian varieties, are often easier to derive for generic varieties than for arbitrary varieties, the main reason being that one has a great deal of freedom in choosing specialisations. It is natural to expect that the same holds for algebraic dynamical systems; we show that this is indeed the case for generic endomorphisms of $\mathbb{P}^n$. We prove three results for such endomorphisms: two of them have analogues expected to hold much more generally, though at present this is far from being known.

Our main result is:

**Theorem 1.1.** Let $f : \mathbb{P}^n_K \to \mathbb{P}^n_K$ be a generic endomorphism of degree $d > 1$ over an algebraically closed field $K$ of characteristic zero. For each $x \in \mathbb{P}^n(K)$, every infinite subset of $O_f(x)$, the $f$-orbit of $x$, is Zariski-dense in $\mathbb{P}^n_K$.

This implies the dynamical “Mordell–Lang” conjecture of [Denis 1994; Ghioca and Tucker 2009] for generic endomorphisms. This conjecture has been proved for étale endomorphisms of arbitrary varieties by Bell, Ghioca and Tucker [Bell et al.]
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$^1$The precise meaning of generic endomorphism is given in Definition 3.1, but we note here that when $K = \mathbb{C}$ this means we consider endomorphisms in the complement of a countable union of proper subvarieties of the natural parameter variety of endomorphisms of degree $d$. 
2010], but there are only a few other cases where it is known. The proof of this theorem is based on two other results. The first is:

**Theorem 1.2.** Let $f : \mathbb{P}^n_K \to \mathbb{P}^n_K$ be a generic endomorphism of degree $d > 1$ over an algebraically closed field $K$ of characteristic zero. If $X \subset \mathbb{P}^n_K$ is an irreducible subvariety such that $f^r(X) = X$ for some $r > 0$, then $X$ is a point or $X = \mathbb{P}^n_K$.

This is a rather straightforward consequence of the transitivity of the monodromy action on the set of periodic points of a fixed period of a generic endomorphism, which we prove (Proposition 3.3) using a result of Bousch [1992], Lau and Schleicher [1994] and Morton [1998] for polynomials in one variable of the form $z \mapsto z^d + c$.

We then extend Proposition 3.3 to prove transitivity of the monodromy action on the set of *preperiodic* points of fixed period and preperiod of a generic endomorphism (Proposition 4.6); this does not hold for the 1-parameter family of polynomials mentioned above, and we use a 2-parameter family containing this. This allows us to prove Zhang’s “Manin–Mumford” conjecture [Ghioca et al. 2011] in the case of generic endomorphisms in the following strong form:

**Theorem 1.3.** For $f : \mathbb{P}^n_K \to \mathbb{P}^n_K$ a generic endomorphism of degree $d > 1$ over an algebraically closed field $K$ of characteristic zero, any infinite subset of $\mathbb{P}^n(K)$ consisting of $f$-preperiodic points is Zariski-dense in $\mathbb{P}^n_K$.

We prove Theorem 1.1 by combining Theorems 1.2 and 1.3 with some $p$-adic as well as mod $p$ arguments. Note that the statement does not involve (pre)periodic points in any way. However, using a lifting argument for periodic points, we show that any subvariety $Y$ containing an infinite subset of $O_f(x)$ must contain infinitely many periodic points, or $x$ can be specialised in such a way that one may apply the $p$-adic interpolation argument used in [Bell et al. 2010] to prove the conjecture for étale endomorphisms. Theorems 1.3 and 1.2 then force $Y$ to be equal to $\mathbb{P}^n_K$ in either of these cases.

2. Preliminaries

Let $X$ be a set and $f : X \to X$ any map. By $f^n$, we shall mean the $n$-fold composite of $f$ with itself. For $x \in X$, we denote by $O_f(x)$ its orbit under $f$, i.e., the set $\{f^n(x)\}_{n \geq 0}$. A point $x \in X$ is said to be *$f$-periodic* if $f^n(x) = x$ for some $n > 0$. The smallest such integer is called the *period* of $x$. We denote the set of all periodic points of period $b$ by $\text{Per}_f(b)$. A point $x \in X$ is said to be *$f$-preperiodic* if $O_f(x)$ is finite. The *preperiod* of $f$ is the smallest nonnegative integer $a$ such that $f^a(x)$ is periodic, and the *period* of $x$ is the period of any periodic point in its orbit. We denote by $\text{Pre}_f(a, b)$ the set of all such points. Let $\text{Or}_f(b)$ denote the set of orbits of $f$-periodic points of period $b$. If this is finite, then $|\text{Per}_f(b)| = b \cdot |\text{Or}_f(b)|$. We drop $f$ from any of the notation introduced above if there is no scope for confusion.
If $X$ is an algebraic variety over a field $K$ and $f : X \to X$ is a morphism over $K$, we use the same notation as above for the induced map on the set of $L$-rational points of $X$ for any extension field $L$ of $K$.

Let $S$ be a smooth irreducible variety over a field $k$, and let $g : Z \to S$ be a finite flat morphism. By the monodromy or Galois action of $g$, we shall mean the action of $\text{Gal}(k(S)/k(S))$ on (the points of) a geometric generic fibre of $g$. If $g$ is generically smooth — this is always true if $\text{char}(k) = 0$ and $Z$ is reduced — there is a Zariski open subset $U$ of $S$ such that $g$ induces a finite étale morphism $g^{-1}(U) \to U$, and then the monodromy may be interpreted as an action of $\pi_1^\text{ét}(U, \ast)$, where $\ast$ is a geometric point of $U$. If $k = \mathbb{C}$, it may be interpreted as an action of $\pi_1^\text{top}(U, \ast)$.

The monodromy action is transitive if and only if $Z$ is irreducible. If $Z$ is generically smooth, this is equivalent to $Z^0$, the smooth locus of $Z$, being connected or, if $k = \mathbb{C}$, path-connected.

**Definition 2.1.** Let $\pi : \mathcal{X} \to S$ be a projective morphism and $f : \mathcal{X} \to \mathcal{X}$ a surjective morphism over $S$. We say that $f$ is quasipolarised if there exists a line bundle $\mathcal{L}$ on $\mathcal{X}$ such that $f^*(\mathcal{L}) \otimes \mathcal{L}^{-1}$ is $S$-ample.

For any morphism $\pi : \mathcal{X} \to S$ and $f : \mathcal{X} \to \mathcal{X}$ a morphism over $S$, we denote by $\Gamma_f$ the graph of $f$ in $\mathcal{X} \times_S \mathcal{X}$. Let $P_f(n)$ be the closed subscheme of $\mathcal{X}$ defined by the intersection of $\Gamma_f^n$ with the diagonal. A geometric point of the fibre of $P_f(n)$ over any point $s \in S$ is a periodic point of period dividing $n$ of the map $f_s$ of $\mathcal{X}_s$ induced by $f$. Similarly, let $P_f(m, n)$ be the intersection of $\Gamma_f^m$ and $\Gamma_f^n$, which we view as a subscheme of $\mathcal{X}$ via the first projection.

**Lemma 2.2.** Let $\pi : \mathcal{X} \to S$ be a smooth projective morphism with $S$ a regular irreducible finite-dimensional scheme, and let $f : \mathcal{X} \to \mathcal{X}$ be a finite quasipolarised morphism. Then:

1. For any $m, n \geq 0, m \neq n$, $P_f(m, n)$ is finite and flat over $S$.
2. For any $s_1$ and $s_2$ in $S$ with $s_2$ a specialisation of $s_1$, any element of $\text{Prep}_{f_{s_2}}(a, b)$ can be lifted to an element of $\text{Prep}_{f_{s_1}}(a, b)$.

**Proof.** Since $f$ is proper, $P_f(m, n)$, being a closed subscheme of $\mathcal{X}$, is also proper over $S$. The dimension of each irreducible component of $P_f(m, n)$ is at least equal to $\dim(S)$ since the codimension of $\Gamma_f$ in $\mathcal{X} \times_S \mathcal{X}$ is the relative dimension of $\mathcal{X}$ over $S$. To prove $P_f(m, n)$ is finite over $S$, it suffices to show that the fibres of this map are finite since proper quasifinite morphisms are finite. Furthermore, the finiteness of the fibres implies that the dimension of each component of $P_f(m, n)$ is exactly $\dim(S)$: hence, $P_f(m, n)$ is a local complete intersection in $\mathcal{X} \times_S \mathcal{X}$ that is regular, which implies that $P_f(m, n)$ is Cohen–Macaulay. Since the dimension of each irreducible component of $P_f(m, n)$ is at least $\dim(S)$, each such component
dominates $S$ if all the fibres are finite. It then follows from the fibrewise flatness criterion that all of (1) is a consequence of the finiteness of the fibres.

Let $\mathcal{L}$ be a line bundle on $\mathcal{X}$ so that $M = f^*(\mathcal{L}) \otimes \mathcal{L}^{-1}$ is ample. Then $(f^n)^*(\mathcal{L}) = \mathcal{L} \otimes M \otimes f^*(M) \otimes \cdots \otimes (f^{m-1})^*(M)$ and similarly for $n$. By the construction of $P_f(m, n)$, $(f^n)^*(\mathcal{L})$ and $(f^m)^*(\mathcal{L})$ restrict to the same line bundle on it, so assuming $m > n$ without loss of generality, we get that $(f^{m-1})^*(M) \otimes \cdots \otimes (f^n)^*(M)$ is trivial on $P_f(m, n)$. But $M$ is ample; hence, so is $(f^i)^*(M)$ for all $i \geq 0$ since $f$ is finite. There is at least one factor in the above tensor product of line bundles, so this is only possible if all the fibres are finite.

If $x \in \text{Prep}_f(a, b)$, then $x$ occurs in the fibre of $P_f(a+b, a)$ over $s_1$ and does not occur in the fibre of any $P_f(m, n)$ for $m < a+b$ or $n < a$. By (1), there is a point $\tilde{x}$ in the fibre of $P_f(a+b, a)$ specialising to $x$. By the definition of $P_f(m, n)$, it follows that $f^a_{x+b}(\tilde{x}) = f^a_{x}(\tilde{x})$, so $\tilde{x}$ is preperiodic with preperiod $\leq a$ and period $\leq b$. Since neither the preperiod nor the period can increase under specialisation and $\tilde{x}$ specialises to $x$, (2) follows.

\[ \square \]

3. Periodic points and periodic subvarieties

Let $\text{Mor}_{n, d}$ be the scheme over $\mathbb{Z}$ representing morphisms of $\mathbb{P}^n_{\mathbb{Z}}$ to itself of algebraic degree $d$. Its $k$-valued points, for any field $k$, consist of $(n+1)$-tuples of homogeneous polynomials of degree $d$ over $k$ without common zeros in $\mathbb{P}^n_k$ up to a scalar. It is smooth and of finite type over $\mathbb{Z}$ and has geometrically irreducible fibres. For any field $L$, we denote $\text{Mor}_{n, d} \times_{\text{Spec}(\mathbb{Z})} \text{Spec}(L)$ by $\text{Mor}_{n, d/L}$.

**Definition 3.1.** If $K$ is an algebraically closed field, we say that an endomorphism $f$ of $\mathbb{P}^n_K$ is \textit{generic} if the image of the induced map $\text{Spec}(K) \to \text{Mor}_{n, d}$ corresponding to some conjugate of $f$ by an element of $\text{PGL}_{n+1}(K) = \text{Aut}(\mathbb{P}^n_K)$ is the generic point of a fibre of the structure morphism $\text{Mor}_{n, d} \to \text{Spec}(\mathbb{Z})$.

If $K = \mathbb{C}$, the set of points in $\text{Mor}_{n, d}(\mathbb{C})$ corresponding to generic morphisms is the complement of a countable union of proper subvarieties.

We recall the theorem of Bousch [1992, Chapitre 3, Théorème 4], Lau and Schleicher [1994, Theorem 4.1] and Morton [1998, Theorem D] alluded to earlier; the statement below is [Morton 1998, Theorem 10] except that we have replaced the field $\mathbb{Q}$ there by $k$.

**Theorem 3.2.** Let $k$ be a field of characteristic zero, and let $f(z) = z^d + t$ with $t$ transcendental over $k$ and $d \geq 2$. For any $b \geq 1$, the Galois group of the polynomial $f^b(z) - z$ over $k(t)$ is the direct product $\prod_{e|b}(\mathbb{Z}/e\mathbb{Z} \wr S_e)$, where $wr$ denotes the wreath product and $e \cdot r_e$ is the number of periodic points of period $e$ over $k(t)$.

The theorem can be interpreted as saying that the Galois action is as large as possible given that it must commute with the action of $f$. One may expect that a
similar result holds for generic endomorphisms of projective spaces of arbitrary dimension; however, the following proposition, for the proof of which we will use only the transitivity of the Galois action in the above theorem, suffices for our applications:

**Proposition 3.3.** Let $k$ be a field of characteristic zero, and let $k_{n,d}$ be the function field of $\text{Mor}_{n,d}/k$. Let $f_{n,d}$ be the endomorphism of $\mathbb{P}^n_{k_{n,d}}$ corresponding to the generic point of $\text{Mor}_{n,d}/k$, and let $b$ be any positive integer. Then $\text{Gal}(k_{n,d}/k_{n,d})$ acts transitively on $\text{Per}_{f_{n,d}}(b)$.

For a field $k$ and any element $\lambda \in k$, let $\phi_\lambda : \mathbb{A}_k^1 \to \mathbb{A}_k^1$ be the map given by $z \mapsto z^d + \lambda$; the integer $d$ will be assumed to be fixed whenever we use this notation. The periodic points of $\phi_0$ are 0 and the roots of unity of order prime to $d$: if $\zeta$ is a primitive $n$-th root of unity with $(n, d) = 1$, then the period of $\zeta$ is the order of $d$ in $(\mathbb{Z}/n\mathbb{Z})^\times$.

We shall need the following simple lemma for the proof of Proposition 3.3:

**Lemma 3.4.** Let $d > 1$ and $m, m' \geq 1$ be integers such that $(m, d) = (m', d) = 1$. Assume that the highest powers of 2 dividing $m$ and $m'$ are unequal or are both equal to 1. Let $a$ and $a'$ be the orders of $d$ in $(\mathbb{Z}/m\mathbb{Z})^\times$ and $(\mathbb{Z}/m'\mathbb{Z})^\times$, respectively.

1. The order of $d$ in $(\mathbb{Z}/\text{lcm}(m, m')\mathbb{Z})^\times$ is divisible by $\text{lcm}(a, a')$.

2. There exist roots of unity $\zeta$ and $\zeta'$ of orders $m$ and $m'$, respectively, so that $\zeta^{a'-1}$ is of order $\text{lcm}(m, m')$.

3. For $\zeta$ and $\zeta'$ as above, there exists a primitive $\text{lcm}(m, m')$-th root of unity $\eta$ so that $\eta \zeta$ is a primitive $\text{lcm}(m, m')$-th root of unity.

**Proof.** The natural quotient maps from $\mathbb{Z}/\text{lcm}(m, m')\mathbb{Z}$ to $\mathbb{Z}/m\mathbb{Z}$ and $\mathbb{Z}/m'\mathbb{Z}$ induce group homomorphisms from $(\mathbb{Z}/\text{lcm}(m, m')\mathbb{Z})^\times$ to $(\mathbb{Z}/m\mathbb{Z})^\times$ and $(\mathbb{Z}/m'\mathbb{Z})^\times$, respectively. This implies that the order of $d$ in $(\mathbb{Z}/\text{lcm}(m, m')\mathbb{Z})^\times$ is divisible by $\text{lcm}(a, a')$.

To prove (2) and (3), we may reduce to the case that $m$ and $m'$ are powers of the same prime $p$. Let $P \subset \mathbb{Z}/p^r\mathbb{Z}$ be the set of generators, so $|P| = p^r - p^{r-1}$. If $p > 2$, then $|P| > p^{r-1}$, so the translate of $P$ by any element of $\mathbb{Z}/p^r\mathbb{Z}$ has a nonempty intersection with $P$. If $p = 2$, the claim follows from the extra condition since the translate of $P$ by an element not in $P$ always intersects $P$ nontrivially. □

**Proof of Proposition 3.3.** If $n = 1$ and $b > 1$, the proposition follows immediately from Theorem 3.2. If $b = 1$, a much simpler version of the argument below shows transitivity; since we do not use this later, we leave the details to the reader.

We now assume $n > 1$. Consider the morphism $g_{n,d} : \mathbb{P}^n_k \to \mathbb{P}^n_k$ given by $[x_0, \ldots, x_n] \mapsto [x_0^d, \ldots, x_n^d]$. The set $\text{Per}_{g_{n,d}}(b)$ consists of points that have a representative $[\xi_0, \xi_1, \ldots, \xi_n]$ with each $\xi_i$ equal to 0 or a $(d^b - 1)$-th root of unity.
The standard affine charts of $\mathbb{P}^n_k$ given by the locus where a fixed coordinate is nonzero are preserved by $g_{n,d}$. A simple computation on each such chart shows that the eigenvalues of the differential of $g^{b}_{n,d}$ at a fixed point are equal to $d^b \xi$, where $\xi$ is a root of unity or 0. This is never equal to 1 since $d > 1$, so $\Gamma_{g^{b}_{n,d}}$ and the diagonal intersect transversely in $\mathbb{P}^n_k \times \mathbb{P}^n_k$ for all $b > 0$. Consequently, all periodic points of $g_{n,d}$ have multiplicity 1, so we may use $g_{n,d}$ as a basepoint in $\text{Mor}_{n,d}$ in order to compute the Galois action on $\text{Per}_{f_{n,d}}$.

For $0 \leq i \leq n$, consider the family of endomorphisms $f_i : \mathbb{P}^n_k \times A^n_k \to \mathbb{P}^n_k \times A^n_k$ given by

$$f_i(([x_0, \ldots, x_i, \ldots, x_n], (c_1, c_2, \ldots, c_n))) = ([x_0^d + c_1 x_i^d, \ldots, x_{i-1}^d + c_i x_i^d, x_i^d, x_{i+1}^d + c_{i+1} x_i^d, \ldots, x_n^d + c_n x_i^d], (c_1, c_2, \ldots, c_n)).$$

On the open affine $U_i$ given by $x_i \neq 0$, $f_i$ is the product of the $n$ polynomials $\phi_{c_j}$. On the complement of this affine, i.e., on the subvariety given by $x_i = 0$ (which is also preserved by $f_i$), the maps do not depend on $c_j$, so the monodromy action of this family on the periodic points in this locus is trivial. Let $G_i$ be the subgroup of the monodromy group acting on $\text{Per}_{g_{n,d}}$ corresponding to this family; by applying Theorem 3.2, one gets a complete description of this group. We let $G$ be the subgroup of the monodromy group generated by all the $G_i$.

Let $P = [\xi, 1, \ldots, 1, 1]$ where $\xi$ is in $\text{Per}_{\phi_0}(b)$, and let $Q = [\xi_0, \xi_1, \ldots, \xi_n]$ be any other element of $\text{Per}_{g_{n,d}}(b)$. We may assume that some $\xi_i = 1$, so each $\xi_j \in \text{Per}_{\phi_0}(b')$ for some $b' | b$, and also the lcm of the periods of all the $\xi_j$ is $b$. We prove the transitivity of the monodromy action by showing that there exists an element in the monodromy that sends $P$ to $Q$.

From the transitivity of the Galois action in Theorem 3.2, it follows that for $\xi_j \in \text{Per}_{\phi_0}(b')$, as long as some $\xi_i = 1$ with $i \neq j$, we can find an element of $G$ that fixes all coordinates of $Q$ except that it replaces $\xi_j$ with any other $\xi_j' \in \text{Per}_{\phi_0}(b')$. Since $0, 1 \in \text{Per}_{\phi_0}(0)$, we may use this to assume that all $\xi_i \neq 0$ and then also, by dividing through by $\xi_n$, that $\xi_n = 1$.

We now show that we may also assume that $\xi_0 \in \text{Per}_{\phi_0}(b)$. Suppose $\xi_0$ is a primitive $m$-th root of unity, $\xi_1$ is a primitive $m'$-th root of unity and $\xi_0 \in \text{Per}_{\phi_0}(a)$ and $\xi_1 \in \text{Per}_{\phi_0}(a')$. By using the action of $G$, we may change $\xi_0$ and $\xi_1$ so that $m = d^a - 1$ and $m' = d^{a'} - 1$. If the highest powers of 2 dividing $m$ and $m'$ are equal and greater than 1, we may change $\xi_0$ to a primitive $(d^a - 1)/2$-th root of unity; the period $a$ remains unchanged. By Lemma 3.4, we may then assume that $\xi_0 \xi_1^{-1}$ is a primitive $\text{lcm}(m, m')$-th root of unity. We multiply all coordinates of $Q$ by $\xi_1^{-1}$, so the zeroth coordinate becomes $\xi_0 \xi_1^{-1}$, and the second becomes 1. Using the action of $G$, we then replace the zeroth coordinate by $\eta$ as in Lemma 3.4 while keeping all other coordinates fixed. We then multiply all coordinates by $\xi_1$. The resulting point
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has all coordinates except for the zeroth equal to the corresponding coordinates of $Q$ while the zeroth coordinate is now in $\text{Per}_{\phi_0}(\text{lcm}(a, a'))$. Repeating this procedure with $\xi_1$ replaced by $\xi_2$, then $\xi_3$ and so on, since the lcm of the periods of all the $\xi_i$ is $\eta$, it follows that eventually we have that $\xi_0 \in \text{Per}_{\phi_0}(b)$.

We now inductively transform $P$ into $Q$ using the action of $G$. If $\xi_i$ has period $a_i$ as an element of $\text{Per}_{\phi_0}$, we may use the action of $G$ to replace it by a primitive $(d_{a_i}^n - 1)$-th root of unity. If the highest power of 2 dividing $d_{a_i}^n - 1$ is equal to the highest power of 2 dividing $d^b - 1$ and $d$ is odd, then we use a primitive $(d_{a_i}^n - 1/2)$-th root of unity instead if $i > 0$.

Let $P_0 = P$, and suppose we have constructed $P_i = [\xi_{0,i}, \xi_{1,i}, \ldots, \xi_{n-1,i}, 1]$ in $\text{Per}_{\phi_0}(b)$ by induction, with the following properties:

1. $\xi_{0,i} \in \text{Per}_{\phi_0}(b)$.
2. $\xi_{j,i} = \xi_j$ for $0 < j \leq i$.
3. $\xi_{j,1} = 1$ for $j > i$.

Clearly $P_0$ satisfies these properties; we will show that given $P_i$ with $i < n$ we can find an element of $G$ that transforms it into a point $P_{i+1}$ with the required properties.

So suppose $P_i$ has been constructed. By Lemma 3.4, there exists $\eta \in \text{Per}_{\phi_0}(b)$ so that $\eta^{-1}\xi_{i+1} \in \text{Per}_{\phi_0}(b)$. Since $\xi_{0,i} \in \text{Per}_{\phi_0}(b)$, we may use the action of $G$ to replace $\xi_{0,i}$ with $\eta$ while keeping the other coordinates fixed. We then multiply all coordinates by $\eta^{-1}$, so the zeroth coordinate becomes 1, and the $(i+1)$-th coordinate becomes $\eta^{-1}$. Since $\eta^{-1}\xi_{i+1} \in \text{Per}_{\phi_0}(b)$, we may use the action of $G$ to replace the $(i+1)$-th coordinate by $\eta^{-1}\xi_{i+1}$ while keeping all the other coordinates fixed. If we now multiply all coordinates by $\eta$, we obtain a point $P_{i+1}$ with the property that all coordinates except the zeroth and $(i+1)$-th of $P_i$ and $P_{i+1}$ are equal, the zeroth coordinate is $\eta \in \text{Per}_{\phi_0}(b)$ and the $(i+1)$-th is $\xi_{i+1}$, so fulfilling the requirements.

We thus obtain a point $P_n$ with the property that all coordinates of $P_n$ and $Q$ are equal except possibly for the first. Since the zeroth coordinate of both is in $\text{Per}_{\phi_0}(b)$ and the $n$-th is 1, we may use an element of $G$ to transform $P_n$ into $Q$. It follows that the action of $G$, hence of the full monodromy group, is transitive on $\text{Per}_{\phi_0}(b)$. 

**Corollary 3.5.** No preperiodic point of $f_{n,d}$ lies in the ramification locus.

**Proof.** The ramification locus of $f_{n,d}$ is defined over $k_{n,d}$; thus, if one preperiodic point lies in the ramification locus, so must its entire Galois orbit.

The Galois orbit must map onto the Galois orbit of the corresponding periodic point, i.e., the periodic point $y$ such that $f_{n,d}^r(x) = y$ and $f_{n,d}^s(x)$ is not periodic for any $s < r$. But this orbit consists of all periodic points of a fixed period $b$ by Proposition 3.3. By specialisation to the $d$-power map $g_{n,d}$, we see that this is not possible:
The original “Manin–Mumford” conjecture of Zhang asserted that, for any polarised endomorphism $f$ of a projective variety $X$ over a field $K$ of characteristic 0, any subvariety $Y$ of $X$ containing a Zariski-dense set of preperiodic points is preperiodic.
This was known for abelian varieties and the multiplication-by-
$m$ maps but was later shown to be false in general, even if $X = \mathbb{P}^n_K$, by Ghioca and Tucker. Ghioca,
Tucker and Zhang then proposed a modified conjecture that takes into account the
action of $f$ on the tangent space; see the article [Ghioca et al. 2011] for a discussion
of the history, the statement of the modified version and some positive results.\footnote{It seems reasonable to expect the modified conjecture to hold even for quasipolarised endo-
morphisms.}

The following theorem implies that Zhang’s conjecture, in its original form,
holds for generic endomorphisms of $\mathbb{P}^n_K$:

**Theorem 4.1.** For $f : \mathbb{P}^n_K \to \mathbb{P}^n_K$ a generic endomorphism of degree $d > 1$ over
an algebraically closed field $K$ of characteristic zero, any infinite subset of $\mathbb{P}^n(K)$
consisting of $f$-preperiodic points is Zariski-dense in $\mathbb{P}^n_K$.

As in the other results of this paper, one of the key ingredients of the proof is
the Galois action on the set of periodic points. However, Proposition 3.3 alone
does not suffice since we also need the transitivity of the monodromy action on
the set of preperiodic points. It turns out that transitivity does not hold for the
monodromy action on $\text{Pre}_f(a, b)$ for $f$ as in Theorem 3.2 and $d > 2$. Nevertheless,
by considering a larger family of polynomials, we prove in Proposition 4.6 that the
monodromy action on $\text{Pre}_{f_n, d}(a, b)$ is indeed transitive for all $a$ and $b$. This then
allows us to use a specialisation argument to prove Theorem 4.1.

Fix $d > 1$. For $b > 0$, consider the polynomial $P_b(c) = \phi_c^b(0)$. The roots of $P_b(c)$
are exactly the parameters $c$ so that $0$ is a periodic point of period dividing $b$ for
the polynomial $\phi_c(z)$.

**Lemma 4.2 (Gleason).** All roots of $P_b$ are multiplicity-free.

**Proof.** The proof given in [Douady and Hubbard 1985, Lemma 19.1] for $d = 2$
goes through for general $d$ simply by replacing $2$ by $d$. \hfill $\square$

**Lemma 4.3.** Fix $d > 1$. For $(c, \epsilon) \in \mathbb{A}^2$, let $\phi_{c, \epsilon} : \mathbb{A}^1 \to \mathbb{A}^1$ be given by $\phi_{c, \epsilon}(z) =
(z - \epsilon)^{d-1} + c$. Then the monodromy action on $\text{Pre}_{\phi_{c, \epsilon}}(1, b)$ is transitive for all
$b > 0$.

**Proof.** It follows from Theorem 3.2 that the monodromy action on $\text{Per}_{\phi_{c, \epsilon}}(b)$
is transitive for all $b > 0$, so it suffices to prove that for any $b > 0$ there exists
$x \in \text{Per}_{\phi_{c, \epsilon}}(b)$ and an element $\gamma$ of the monodromy so that $\gamma(x) = x$ and $\gamma$ cyclically
permutes the $d - 1$ elements of $\phi_{c, \epsilon}^{-1}(x)$ (so if $d = 2$, there is nothing to prove).

By Lemma 4.2 and a simple counting argument, it follows that, for any $b > 0$, there exists $c_b \in \mathbb{C}$ so that $0 \in \text{Per}_{\phi_{c_b}}(b)$. Since $0$ is a critical point of $\phi_{c_b}$, it is of
multiplicity 1 as an element of $\text{Per}_{\phi_{c_b}}(b)$. It follows that, for $|\epsilon| \ll 0$, there exists $c_{b, \epsilon}$
close to $c_b$ so that $0$ is a periodic point of $\text{Per}_{\phi_{c_{b, \epsilon}}} (b)$ of multiplicity 1. By the
definition of $\phi_{c,\epsilon}$, it then follows that $\epsilon$ is the unique element of $\text{Prep}_{\phi_{c,\epsilon}}(1, b)$ that is mapped to $\phi_{c,\epsilon}(0) = c_{b,\epsilon}$ by $\phi_{c,\epsilon}$.

We now consider the 1-parameter family of maps $\phi_{c,\epsilon}$ with $\epsilon$ such that $|\epsilon| \ll 0$ fixed. In a neighbourhood of $c_{b,\epsilon}$, the element $c_{b,\epsilon} \in \text{Per}_{\phi_{c,\epsilon}}(b)$ deforms uniquely as an element of $\text{Per}_{\phi_{c,\epsilon}}(b)$. However, since the critical points of $\phi_{c,\epsilon}$ are independent of $c$, it follows that the element $\epsilon \in \text{Prep}_{\phi_{c,\epsilon}}(1, b)$ deforms to $d - 1$ distinct elements of $\text{Prep}_{\phi_{c,\epsilon}}(1, b)$ that are all mapped to the deformed periodic point above by $\phi_{c,\epsilon}$.

We claim that the monodromy action of a small loop around $c_{b,\epsilon}$ gives us the required element $\gamma$. Since $c_{b,\epsilon}$ deforms uniquely as a periodic point, the monodromy action of $\gamma$ on this point is trivial as required. To prove that the second condition is satisfied, let $C \subset \mathbb{A}^2$ be the curve consisting of all points $(z, c)$ so that $z$ is a preperiodic point of preperiod 1 and period $b$ of $\phi_{c,\epsilon}$ (with $\epsilon$ fixed as above). It suffices to prove that $C$ is smooth at the point $(\epsilon, c_{b,\epsilon})$.

To see this, we consider the explicit equation for $C$. It is given in a neighbourhood of $(\epsilon, c_{b,\epsilon})$ by

$$\phi_{c,\epsilon}^{b+1}(z) - \phi_{c,\epsilon}(z) = 0. \quad (4-1)$$

To see that it is smooth at $(c_{b,\epsilon}, \epsilon)$, it suffices to substitute $\epsilon$ for $z$ and check that the resulting polynomial in $c$, $\phi_{c,\epsilon}^{b+1}(\epsilon) - \phi_{c,\epsilon}(\epsilon)$, has $c_{b,\epsilon}$ as a root of multiplicity 1. However, from the definition of $\phi_{c,\epsilon}$ it follows that

$$\phi_{c,\epsilon}^{b+1}(\epsilon) - \phi_{c,\epsilon}(\epsilon) = \phi_{c,\epsilon}^{b+1}(0) - \phi_{c,\epsilon}(0),$$

so we may replace $\epsilon$ by 0. In a neighbourhood of the point $(0, c_{b,\epsilon})$, the curve given by (4-1) is smooth since it parametrises periodic points of period $b$ and the periodic point 0 of $\phi_{c,\epsilon}$ is of multiplicity 1. To show that the multiplicity of $c_{b,\epsilon}$ as a root of $\phi_{c,\epsilon}^{b+1}(0) - \phi_{c,\epsilon}(0)$ is 1, we may then specialise $\epsilon$ to 0, so it suffices to consider the multiplicity of $c_{b}$ as a root of the polynomial $P_b(c) = \phi_{c}^{b}$. By Lemma 4.2, this multiplicity is indeed 1 as required.

To prove the transitivity of the monodromy action on $\text{Prep}_{\phi_{c,\epsilon}}(a, b)$ for $a > 1$, we shall need some results about Misiurewicz points. We refer the reader to [Lau and Schleicher 1994; Eberlein 1999] for the basic facts that we use below, which generalise results proved in [Douady and Hubbard 1984] in the case $d = 2$. Recall that $c_0 \in \mathbb{C}$ is called a Misiurewicz point if $c_0$ is a strictly preperiodic point of the map $\phi_{c_0}$. By the results of [op. cit.], for any strictly preperiodic angle $\theta \in \mathbb{Q}/\mathbb{Z}$, there is a Misiurewicz point $c_0$ such that the parameter ray with angle $\theta$ lands at $c_0$. By [Eberlein 1999, Lemma 8.3], the preperiod of $\theta$ (with respect to multiplication by $d$) is equal to the preperiod of $c_0$ (with respect to $\phi_{c_0}$) and the period of the kneading sequence of $\theta$, $K(\theta)$, is equal to the period of $c_0$ (with respect to $\phi_{c_0}$). For $\theta = 1/(d^a \cdot (d^b - 1))$, $a, b > 0$, the preperiod of $\theta$ is $a$ and the period of $K(\theta)$ is $b$, so there exists a Misiurewicz point with any preperiod $a > 0$ and period $b$.  

A point \( \lambda \in \mathbb{C} \) is called parabolic of period \( b \) if it is the landing point of a parameter ray with angle \( \theta \) that is periodic of period \( b \). By results from [Douady and Hubbard 1984; Eberlein 1999], a parabolic point is never a Misiurewicz point.

To prove the transitivity of the monodromy action for \( a > 1 \), we shall need the following analogue of Lemma 4.2, due to Douady and Hubbard:

**Lemma 4.4.** For a Misiurewicz point \( c_0 \) as above, the equation \( \phi_c^{a+1+b}(0) - \phi_c^{a+1}(0) = 0 \) has a simple root at \( c = c_0 \).

**Proof.** The lemma is formulated and proved for \( d = 2 \) as Corollary 8.5 of [Douady and Hubbard 1984]; however, Proposition 8.5 of the same work holds for general \( d \), and so the proof goes through if we substitute Theorems 8.1 and 8.2 of [Eberlein 1999] for Douady and Hubbard’s Theorem 8.2. \( \square \)

**Lemma 4.5.** The monodromy action of the 2-dimensional family of polynomials \( \phi_{c,\epsilon} \) on \( \text{Prep}_{\phi_{c,\epsilon}}(a, b) \) is transitive for all \( a, b > 0 \).

**Proof.** We already know transitivity if \( a = 1 \). Thus, by induction, we may assume \( a > 1 \), and then it suffices to prove that for the 1-dimensional family of polynomials \( \phi_c \), there exists \( x \in \text{Per}_{\phi_c}(a - 1, b) \) and an element \( \gamma \) of the monodromy such that \( \gamma(x) = x \) and \( \gamma \) induces a cyclic permutation on the \( d \) elements of \( \text{Per}_{\phi_c}(a - 1, b) \) comprising \( \phi_c^{-1}(x) \).

Since \( 0 \) and \( \infty \) are the only critical points of \( \phi_c \), the preperiodic points for general \( \lambda \) are multiplicity-free. Let \( c \) be a Misiurewicz point of preperiod \( a - 1 \) and period \( b \), and consider a small loop \( \gamma \) in the parameter plane around \( c \) such that all parabolic points of period \( b \) and all Misiurewicz points of preperiod \( a \) and period \( b \) are outside this loop. We note that the preperiodic points of \( \phi_c \) of preperiod \( \leq a \) and period \( b \) are multiplicity-free since none of them are critical values and a Misiurewicz point is never a parabolic point. This remains true in a neighbourhood of \( c \), so we may assume that this holds in a neighbourhood \( U \) of \( \gamma \) containing its interior; in particular, \( c \) deforms uniquely as a preperiodic point \( c_\lambda \in \text{Prep}_{\phi_\lambda}(a, b) \) as \( \lambda \) varies in this neighbourhood.

Since \( \phi_c \) is totally ramified at \( 0, 0 \) is the unique element of \( \text{Prep}_{\phi_c}(a, b) \) mapping to \( c \) by \( \phi_c \). By construction, for any other \( \lambda \in U \), there are \( d \) points of \( \text{Prep}_{\phi_\lambda}(a, b) \) mapping to \( c_\lambda \) and these points all come together at \( 0 \) as \( \lambda \to c \). The set of these points in a neighbourhood of \( (c, 0) \) is exactly the zero locus \( D \) of the polynomial \( \phi_c^{a+1+b}(z) - \phi_c^{a+1}(z) \). By Lemma 4.4, the multiplicity of this after setting \( z = 0 \) is 1 at \( (c, 0) \), so it follows that \( D \) must be smooth at this point. Since the inverse image of \( c \) in \( D \) is a single point, it follows that the map induced by the projection to the first factor is totally ramified of degree \( d \) at \( (c, 0) \). Consequently, the monodromy around \( \gamma \) induces a cyclic permutation of order \( d \) on \( \phi_\lambda^{-1}(c_\lambda) \). We may thus take \( x = c_\lambda \) for any \( \lambda \) with \( |\lambda| \ll 0 \) to complete the proof. \( \square \)
**Proposition 4.6.** The Galois action on $\text{Prep}_{f_{n,d}}(a, b)$ is transitive for all $a, b > 0$.

**Proof.** Since $f_{n,d}$ is defined over $k_{n,d}$, the Galois action on $\text{Prep}_{f_{n,d}}(a, b)$, $a, b \geq 1$, is compatible with the natural surjections

$$\text{Prep}_{f_{n,d}}(a + 1, b) \xrightarrow{f_{n,d}} \text{Prep}_{f_{n,d}}(a, b).$$

Thus, by induction on $a$, it suffices to show that for any $a > 0$, there exists an element $x \in \text{Prep}_{f_{n,d}}(a - 1, b)$ such that, for any $y, y' \in \text{Prep}_{f_{n,d}}(a, b)$ with $f_{n,d}(y) = f_{n,d}(y')$, there exists an element $\gamma$ of the monodromy such that $\gamma(y) = y'$.

If $n = 1$, the claim follows immediately from Lemma 4.5, so in the following, we shall assume $n > 1$.

As before, we may assume that $k = \mathbb{C}$. The proof of transitivity is similar to that for the case of periodic points except that we replace the use of the maps $\phi_i$ by $\phi_{i,e}$. So for $0 \leq i \leq n$, consider the family of endomorphisms $f_i : \mathbb{P}^n \times \mathbb{A}_{\mathbb{C}}^{2n} \rightarrow \mathbb{P}^n \times \mathbb{A}_{\mathbb{C}}^{2n}$ defined by

$$f_i(((x_0, \ldots, x_n), (c_1, \ldots, c_n, \epsilon_1, \ldots, \epsilon_n))) = \left(\left[x_0(x_0 - \epsilon_1 x_i)^{d_i} + c_1 x_i^d, \ldots, x_{i-1}(x_{i-1} - \epsilon_i x_i)^{d_i} + c_i x_i^d, x_i x_{i+1}(x_{i+1} - \epsilon_{i+1} x_i)^{d_i} + c_{n-1} x_i x_n(x_n - \epsilon_n x_i)^{d_i} + c_n x_i^d\right], (c_1, \ldots, c_n, \epsilon_1, \ldots, \epsilon_n)\right).$$

On the open affine $U_i$ given by $x_i \neq 0$, $f_i$ is the product of the $n$ polynomials $\phi_{c_j, \epsilon_j}$.

Let $g_{n,d}$ be the $d$-power map as before. Contrary to the case of periodic points, the map from the locus of preperiodic points to the base is not étale at preperiodic points of $g_{n,d}$ contained in its ramification locus. However, the map is étale at preperiodic points all of whose coordinates are nonzero, and this will suffice (except when $d = 2$) for our needs (compare the discussion of monodromy on page 589).

Suppose $a = 1$. Let $\xi$ be a primitive $(d^b - 1)$-th root of unity, and let $x' \in \text{Per}_{g_{n,d}}(b)$ be the point $[\xi, 1, \ldots, 1, 1]$, and let $x = g_{n,d}(x')$. The preperiodic points $y$ such that $g_{n,d}(y) = x$ are of the form $[\xi \xi_1, \xi_2, \ldots, \xi_n, 1]$, where all the $\xi_i$ are $d$-th roots of unity and at least one of them is not equal to 1.

We now also assume that $d > 2$. Using the monodromy action of the family $f_n$ and Lemma 4.3, it follows that we may assume that $\xi_i = \xi$, where $\xi$ is a fixed $d$-th root of unity or $\xi_i = 1$.

Since $d > 1$, there exists a $d$-th root of unity $\xi'$ such that $\xi' \neq 1, \xi$. Let $y = [\xi \xi, 1, \ldots, 1]$ and $y' = [\xi \xi, \xi, \ldots, \xi, 1, \ldots, 1]$, where there are $n_1$ $\xi'$’s and $n_2$ 1’s with $n_1, n_2 > 0$. Each step of the following sequence of transformations is given either by multiplying through by a constant or by applying the monodromy of $f_i$ for some $i$ such that the $i$-th coordinate is equal to 1:
We then have a similar sequence of transformations:

\[ y = [\xi, 1, \ldots, 1] \rightarrow [1, \xi^{-1}, \ldots, \xi^{-1}] \]
\[ \rightarrow [1, \xi^{-1} \xi^{-1}, \ldots, \xi^{-1}] \]
\[ \rightarrow [\xi \xi, \xi \xi^{-1}, \ldots, \xi \xi^{-1}, 1, \ldots, 1] \]
\[ \rightarrow [\xi \xi, \xi, \ldots, 1, 1, 1] = y'. \]

In the last transformation, we also use the fact that \( \xi \xi^{-1} \) is a \( d \)-th root of unity not equal to 1 so, like \( \xi \) and \( \xi' \), an element of \( \text{Prep}_{\phi_0}(1, 1) \).

Let \( y'' = [\xi, \xi', \ldots, 1, 1, 1] \), where there are \( n_1 \) \( \xi \)'s and \( n_2 \) 1's with \( n_1, n_2 > 0 \) as before. Since \( d > 2 \), there exists \( \xi' \in \text{Per}_{\phi_0}(b) \) such that \( \xi \xi^{-1} \) also has period \( b \). We then have a similar sequence of transformations:

\[ y' = [\xi, \xi', \ldots, 1, 1, 1] \rightarrow [1, \xi^{-1}, \ldots, \xi^{-1}] \]
\[ \rightarrow [1, \xi^{-1} \xi^{-1}, \ldots, \xi^{-1}] \]
\[ \rightarrow [\xi \xi, \xi \xi^{-1}, \ldots, \xi \xi^{-1}, 1, \ldots, 1] \]
\[ \rightarrow [\xi \xi, \xi, \ldots, 1, 1, 1] \]
\[ \rightarrow [\xi \xi (\xi \xi^{-1})^{-1}, 1, \ldots, 1, (\xi \xi^{-1})^{-1}, \ldots, (\xi \xi^{-1})^{-1}] \]
\[ \rightarrow [\xi (\xi \xi^{-1})^{-1}, 1, \ldots, 1, (\xi \xi^{-1})^{-1}, \ldots, (\xi \xi^{-1})^{-1}] \]
\[ \rightarrow [\xi, \xi \xi^{-1}, \ldots, \xi \xi^{-1}, 1, \ldots, 1] \]
\[ \rightarrow [1, \xi^{-1} \xi^{-1}, \ldots, \xi^{-1} \xi^{-1}, \xi^{-1}, \ldots, \xi^{-1}] \]
\[ \rightarrow [1, \xi^{-1}, \ldots, \xi^{-1}, \xi^{-1}, \ldots, \xi^{-1}] \]
\[ \rightarrow [\xi, \xi', \ldots, 1, 1, 1] = y''. \]

Here we have used that \( \xi, \xi', \xi \xi^{-1} \) and their inverses are in \( \text{Per}_{\phi_0}(b) \) and each one of these multiplied by \( \xi, \xi', \xi \xi^{-1} \) or any of their inverses is an element of \( \text{Prep}_{\phi_0}(1, b) \). By symmetry, we then conclude that the desired transitivity holds in this case.

Now suppose \( d = 2 \). In this case, \( \text{Prep}_{\phi_0}(1, 1) = \{-1\} \), a singleton, so the above argument breaks down, and we will need to consider paths passing through elements of \( \text{Prep}_{\phi_d}(1, 1) \), one of whose coordinates is 0. This is justified by Lemma 4.7 below.

As before, let \( y = [-\zeta, \ldots, -\zeta, 1] \) with \( \zeta \) a primitive \( (2^b - 1) \)-th root of unity and \( y' = [-\zeta, \ldots, -\zeta, \ldots, 1] \), where there is at least one \(-\zeta\) and one \( \zeta \). We need to consider the cases \( b = 1 \) and \( b > 1 \) separately.

First suppose \( b = 1 \), so \( \zeta = 1 \). We then have the sequence of transformations

\[ y = [-1, \ldots, -1, 1] \rightarrow [1, \ldots, 1, -1] \rightarrow [1, \ldots, 1, 0, -1] \]
\[ \rightarrow [-1, \ldots, -1, 0, 1] \rightarrow [-1, \ldots, -1, 1, 1]. \]
Repeating this procedure, we see that we can connect $y$ to $y'$, and by symmetry, the transitivity follows in this case.

Now suppose $b > 1$, so there exists $\zeta' \in \text{Per}_{\phi_0}(b)$ so that, as before, $\zeta \zeta'^{-1} \in \text{Per}_{\phi_0}(b)$. We then have a sequence of transformations

$$y = [-\zeta, \ldots, -\zeta, 1] \rightarrow [1, \ldots, 1, -\zeta^{-1}] \rightarrow [1, \ldots, 1, 0, -\zeta^{-1}]$$

$$\rightarrow [-\zeta, \ldots, -\zeta, 0, 1] \rightarrow [-\zeta, \ldots, -\zeta, 1, 1]$$

$$\rightarrow [1, \ldots, 1, -\zeta^{-1}, -\zeta^{-1}] \rightarrow [1, \ldots, 1, -\zeta^{-1}, -\zeta^{-1}]$$

$$\rightarrow [-\zeta^{-1}, \ldots, -\zeta^{-1}, \zeta'^{-1}, 1] \rightarrow [-\zeta^{-1}, \ldots, -\zeta^{-1}, \zeta, 1].$$

Repeating this procedure, we see that we can connect $y$ to $y'$, and then by symmetry, transitivity follows.

Finally, suppose $a > 1$. By induction, we can choose $x$ to be an arbitrary point of preperiod $a - 1$ and period $b$, so we let $x' = [\zeta, \zeta, \ldots, \zeta, 1]$ where $\zeta$ is an element of $\text{Pre}_{\phi_0}(a, 1)$ and $x = g_{n,d}(x)$. The points in $g_{n,d}^{-1}(x)$ are of the form $[\zeta \xi_1, \ldots, \zeta \xi_n, 1]$ where $\xi_1$ is a $d$-th root of 1, so $\zeta \xi_i \in \text{Pre}_{\phi_0}(a, 1)$. One sees that the monodromy acts transitively on $g_{n,d}^{-1}(x)$ simply by considering the monodromy of the family of maps $f_n$ and applying Lemma 4.5.

Let $F : \mathbb{P}^n_k \times \text{Mor}_{n,d/k} \rightarrow \mathbb{P}^n_k \rightarrow \text{Mor}_{n,d/k}$ be the universal morphism of degree $d$, and consider $P_F(b + 1, b) \subset \text{Mor}_{n,d/k}$ (the notation is defined just before Lemma 2.2). The fibre of the projection map from $P_F(b + 1, b)$ to $\text{Mor}_{n,d/k}$ over any point $f \in \text{Mor}_{n,d/k}$ consists of $f$-preperiodic points of preperiod at most 1 and period dividing $b$.

\textbf{Lemma 4.7.} If $d = 2$ and $\text{char}(k) \neq 2$, then $P_F(b + 1, b)$ is smooth at any preperiodic point of $g_{n,2}$ of preperiod 1 and period $b$.

\textit{Proof.} We have $F(P_F(b + 1, b)) = P_F(b)$. As we have already seen, $P_F(b)$ is smooth at all periodic points of $g_{n,d}$. Moreover, $F$ is analytically locally at any point of $P_{g_{n,d}}(1, b)$ with exactly one coordinate equal to 0, a cyclic cover of degree 2. Thus, to prove smoothness, it suffices to show that the discriminant of $F$ intersects $P_F(b)$ transversely at any point of $\text{Per}_{g_{n,d}}(b)$ with exactly one coordinate equal to 0.

To prove transversality, it then suffices to restrict to any subvariety of $\text{Mor}_{n,d}$ and prove transversality for the induced subvarieties. By considering, say, the family $f_i$ as in the proof of Proposition 3.3, where $i$ is such that the $i$-th coordinate of the point under consideration is nonzero, we reduce to the case of the one parameter $\phi_c$, $c \in \mathbb{A}^1_c$, and we need to prove transversality at the point $(z, c) = (0, 0)$. The discriminant locus is given by $z = 0$ (since $d = 2$) and the locus of fixed points by $z^2 + c - z = 0$, so the lemma follows. \qed
Proof of Theorem 4.1. Let $X$ be the Zariski closure of an infinite subset of preperiodic points. By Lemma 2.2(1), all preperiodic points of a quasipolarised map are defined over the algebraic closure of the base field, so we may assume without loss of generality that $K$ is the algebraic closure of $k_{n,d}$ and $X$ is defined over a finite extension of $k_{n,d}$. By replacing $X$ by the union of its Galois conjugates, we may then assume that $X$ is defined over $k_{n,d}$.

Since $\text{Prep}_{f_{n,d}}(a, b)$ is finite for all $a$ and $b$, there exists an infinite sequence of tuples $(a_i, b_i)$, with $a_i \geq 0$ and $b_i > 0$, so that $X$ contains a point $x_i \in \text{Prep}_{f_{n,d}}(a_i, b_i)$ for all $i$. Since $X$ is defined over $k_{n,d}$, it follows from Propositions 3.3 and 4.6 that $\text{Prep}_{f_{n,d}}(a_i, b_i) \subset X$ for all $i$. We let $X'$ be the Zariski closure of the specialisations, over the point in $\text{Mor}_{d,n}$ corresponding to $g_{n,d}$, of the preperiodic points in $X(K)$. Since all preperiodic points lift to the generic fibre by Lemma 2.2, it follows that $X' \subset \mathbb{P}_{k}^n$ has the same properties as $X$ but with respect to $\text{Per}_{g_{n,d}}$.

For any $i$, the set of points in $\mathbb{P}_{k}^n$ of the form $[\xi_0, \ldots, \xi_{n-1}, 1]$ with $\xi_i \in \text{Prep}_{\phi_0}(a_i, b_i)$ is contained in $\text{Prep}_{g_{n,d}}(a_i, b_i)$ and hence in $X'$. As in the proof of Theorem 3.6, it then follows that $X' = \mathbb{P}_{k}^n$, so $X = \mathbb{P}_{k_{n,d}}^n$. \qed

Remark 4.8. Note that we do not use the full strength of the genericity hypothesis in the proofs of this section or of the previous one. It suffices to assume that the morphism under consideration corresponds to the generic point of an irreducibility subvariety of $\text{Mor}_{d,n}/k$ that contains all the families $f_{c,e}$ and is smooth at $g_{n,d}$. Since all the $f_{c,e}$ are smooth and have dimension $2n$, there exist such subvarieties for all $n$ with dimension independent of $d$.

5. The dynamical “Mordell–Lang” conjecture for generic endomorphisms

Let $(X, f)$ be an algebraic dynamical system over a field $K$ of characteristic 0; i.e., $X$ is an algebraic variety and $f : X \to X$ is a morphism. The conjecture of Ghioca and Tucker [2009] asserts that, if $x \in X(K)$ and $Y$ a subvariety of $X$ are such that $O_f(x) \cap Y(K)$ is infinite, then there is a periodic subvariety $Z$ of $X$ with $Z \subset Y$ and $Z(K) \cap O_f(x) \neq \emptyset$. It has been proved when $f$ is étale by Bell et al. [2010] and in a few other cases. It is not known in general if $X = \mathbb{P}_K^n$ and $\deg(f) > 1$; this was the original case investigated by Denis [1994], who proved the assertion under the assumption that $O_f(x) \cap Y(K)$ is large in a suitable sense.

For $(X, f) = (\mathbb{P}_K^n, f)$, with $f$ a generic endomorphism, by Theorem 3.6, there are no nontrivial $f$-periodic subvarieties contained in $\mathbb{P}_K^n$, so the conjecture in this case is equivalent to the following:

Theorem 5.1. Let $f : \mathbb{P}_K^n \to \mathbb{P}_K^n$ be a generic endomorphism of degree $d > 1$ over an algebraically closed field $K$ of characteristic zero. For each $x \in \mathbb{P}_K^n(K)$, every infinite subset of $O_f(x)$ is Zariski-dense in $\mathbb{P}_K^n$. 
The idea of the proof is as follows. We first use specialisation to reduce to the case that $K$ is a finite extension of $k_{n,d}$. We then show using a $p$-adic argument, for a prime $p$ dividing $d$, that any $Y$ such that $O_f(x)\cap Y$ is infinite must contain infinitely many periodic points, or there exists a prime $q$ not dividing $d$, such that $x$ and $f$ have specialisations $\bar{x}$ and $\bar{f}$ over $\mathbb{F}_q$ with $\bar{f}$ étale on the orbit of $\bar{x}$. Both these conditions lead to the conclusion that $Y = \mathbb{P}^n_{K}$, the first from Theorem 4.1 and second by using a result of Bell, Ghioca and Tucker, which we recall:

**Lemma 5.2.** Let $L/\mathbb{Q}_p$ be a finite extension, $\pi : X \to \text{Spec}(R)$ a smooth scheme of finite type over the ring of integers $R$ of $L$ and $f : X \to X$ a morphism over $\text{Spec}(R)$. Suppose $x \in X(R)$ is such that $f$ is étale on the orbit of $x$. If $Y \subset X$ is any closed subscheme with $Y \cap O_f(x)$ infinite, then $Y_L$ contains a positive-dimensional periodic subvariety of $X_L$.

**Proof.** If $L = \mathbb{Q}_p$, this is an immediate consequence of the results in [Bell et al. 2010]. For general $L$, it follows from the methods in the same work, if one replaces Theorem 3.3 therein by Theorem 7 of [Amerik 2011].

**Lemma 5.3.** Theorem 5.1 for arbitrary extensions $K$ of $k_{n,d}$ follows from the case of finite extensions.

**Proof.** Without loss of generality, we may assume that $k = \mathbb{Q}$ and $K$ is a finitely generated extension of $k_{n,d}$. Let $x \in \mathbb{P}^n(K)$, and let $Y$ be a subvariety of $\mathbb{P}^n_K$ such that $O_f(x)\cap Y(K)$ is infinite.

Since $K$ is finitely generated, there exists a smooth irreducible scheme $M$ of finite type over $\mathbb{Z}$ with function field $K$ and a dominant morphism $\pi : M \to \text{Mor}_{n,d}$ inducing the inclusion $k_{n,d} \subset K$ on function fields. Let $f : M \times \mathbb{P}^n \to M \times \mathbb{P}^n$ be the pullback of the universal morphism from $\text{Mor}_{n,d} \times \mathbb{P}^n$, so $f$ restricted to the generic fibre of the first projection is equal to $f$. Let $x$ and $Y$ be the Zariski closures of $x$ and $Y$, respectively, in $M \times \mathbb{P}^n$. By shrinking $M$ if necessary, we may assume that $x$ and $Y$ are flat over $M$.

Since $p$ is a dominant finite-type morphism, there exists a point $f'$ of $M$ (which we think of as an endomorphism of $\mathbb{P}^n$ using $\pi$) mapping to the generic point of $\text{Mor}_{n,d}$ and so that the residue field $K'$ at $f'$ is a finite extension of $k_{n,d}$. Let $x'$ and $Y'$ denote the fibres of $x$ and $Y$, respectively, over $f'$. If $O_{f'}(x')$ is infinite, then so is $O_{f'}(x') \cap Y'$; hence, by the condition on $K'$, it would follow that $Y' = \mathbb{P}^n_{K'}$, which (by flatness) implies $Y = \mathbb{P}^n_K$.

If $O_{f'}(x')$ is finite, then $x'$ is $f'$-preperiodic. Since $f'$ is generic, it follows from Corollary 3.5 that $O_{f'}(x')$ does not intersect the ramification locus of $f'$. Let $|O_{f'}(x')| = n$, and let $Z$ denote the Zariski closure of $\{x, f(x), \ldots, f^{n-1}(x)\}$ in $M \times \mathbb{P}^n$. Let $R \subset M \times \mathbb{P}^n$ be the ramification locus of $f$, and consider the closed subset $R \cap Z$ of $M \times \mathbb{P}^n$. By the above, the fibre of this subset over $f'$ is empty, so
by the properness of \( \mathbb{P}^n \), its projection in \( M \) is a proper closed subset. Replacing \( M \) by the complement of this subset, we may assume that \( R \cap Z = \emptyset \).

Now let \( f'' \) be any closed point (which we again think of as an endomorphism) of \( M \) that lies in the closure of \( f' \). Since \( M \) is of finite type over \( \mathbb{Z} \), the residue field of \( f'' \) is a finite field \( F \). Let \( x'' \) and \( Y'' \) denote the fibres of \( x \) and \( Y \), respectively, over \( f'' \). Since \( f'' \) is in the closure of \( f' \), \( x'' \) is in the closure of \( x' \); hence, \( |O_{f''}(x'')| \leq n \). Since \( R \cap Z = \emptyset \), it follows that \( f'' \) is unramified at all points of \( O_{f''}(x'') \). Let \( W(F) \) be the ring of Witt vectors of \( F \). Since \( M \) is smooth over \( \mathbb{Z} \), by Hensel’s lemma, the set of points in \( M(W(F)) \) that specialise to \( f'' \) is in bijection (after choosing local coordinates) with \( W(F)^n \). The subset consisting of points that lie in a proper closed subscheme of \( M \) is a countable union of nowhere dense (in the adic topology) subsets. It follows by Baire’s theorem that there exists a point in \( M(W(F)) \) specialising to \( f'' \) and not lying in any proper closed subscheme. Letting \( L \) be the quotient field of \( W(K) \), it follows that the image of the induced map from \( \text{Spec}(L) \) to \( M \) must be the generic point. We thus get an inclusion of \( K \) into \( L \), and we may apply Lemma 5.2 with \( R = W(K) \) and \( X = \text{Spec}(W(F)) \times \mathbb{P}^n \) to the base change of \( f \), \( x \) and \( Y \) via the morphism \( \text{Spec}(W(F)) \to M \) to conclude using Theorem 3.6(1) that \( Y = \mathbb{P}^n_K \). \( \square \)

**Lemma 5.4.** Let \( p \) be a prime and \( g_{n,d,p} \) denote the endomorphism of \( \mathbb{P}^n_{\mathbb{F}_p} \) given by raising each coordinate to its \( d \)-th power. Let \( X \subset \mathbb{P}^n_{\mathbb{F}_p} \) be a positive-dimensional subvariety. Then the set \( \bigcup_{r \geq 0} g_{n,d,p}^r(X(\mathbb{F}_p)) \) contains periodic points of infinitely many distinct periods.

**Proof.** Since \( g_{n,d,p} \) preserves the standard decomposition of \( \mathbb{P}^n \) as a disjoint union of affine spaces, by projecting to a suitable coordinate, we reduce to the statement for \( n = 1 \), in which case the statement is obvious. \( \square \)

**Remark 5.5.** We expect that the lemma holds with \( g_{n,d,p} \) replaced by an arbitrary quasipolarised morphism — or even more generally with some extra conditions on \( X \) — defined over a finite field, but this seems much harder to prove. However, for endomorphisms of abelian varieties the corresponding statement can indeed be proved.

**Lemma 5.6.** Let \( d > 1 \) be an integer and \( p \) a prime such that \( p \mid d \). Let \( \phi \) be the morphism \( \mathbb{A}^2 \to \mathbb{A}^2 \) given by \( \phi(x, c) = (x^d + c, c) \) over the field \( \mathbb{F}_p \).

(a) For \( c \in \mathbb{F}_p \), the monodromy action on the set of fixed points of \( \phi_c \) is transitive.

(b) Let \( X \subset \mathbb{A}^2 \) be an irreducible subvariety of dimension 1, mapping dominantly to \( \mathbb{A}^1 \) via the second projection \( p_2 \). Assume that the intersection of \( X \) with the generic fibre of \( p_2 \) is not a preperiodic point of \( \phi \). Then the \( \phi \)-periods of the points in \( X(\mathbb{F}_p) \) (which are all preperiodic) are unbounded.
Proof. We will use elementary intersection theory on $\mathbb{P}^1 \times Y$ with $Y$ a smooth projective curve.

Let $X_n = \phi^n(X)$ for $n \geq 0$. By replacing $X$ by $\phi^r(X)$ for some $r \geq 0$, we assume that the map $p_2 : X_n \to \mathbb{P}^1$ has degree $e$ for all $n$.

For any integer $b > 0$, let $P_b$ be the locus of points in $\mathbb{A}^2$ that are $\phi$-periodic of period $b$. Since $p \mid d$, $\phi$ is inseparable on the fibres of $p_2$, so the graph of $\phi^b|_{\mathbb{P}^1 \times \{c\}}$ intersects the diagonal in $\mathbb{A}^2$ transversely for all $c \in A^1$ and all $b$. It follows that $P_b$ is a finite étale cover of $\mathbb{A}^1$ via $p_2$ and $P_b \cap P_{b'} = \emptyset$ for $b \neq b'$.

Let $\overline{P}_b$ be the closure of $P_b$ in $\mathbb{P}^1 \times \mathbb{P}^1 \supset A^1 \times A^1 = \mathbb{A}^2$, and let $\overline{X}_n$ be the closure of $X_n$ in $\mathbb{P}^1 \times \mathbb{P}^1$. The curve $P_b$ is a subcurve of the curve $Q_b$ in $\mathbb{A}^2$ with equation

$$(\ldots ((x^d + c)^d + c)^d \ldots )^d + c - x = 0,$$

where we have $b$ pairs of brackets. Replacing $c$ by $1/c'$ in the above equation and multiplying through by $c' \cdot d^{(b-1)}$, we get the equation

$$(\ldots ((c'x^d + 1)^d + c' \cdot d^{b-1} - d^{b-2}) \ldots )^d + c' \cdot d^{b-1} - c' \cdot d^{b-1} = 0.$$

It follows that the only point on all the $\overline{P}_b$ intersecting the fibre over $c = \infty$ is the point at infinity on this fibre and the support of $\overline{P}_b \cap \overline{P}_{b'}$ is equal to this point if $b \neq b'$. When $b = 1$, the equation is

$c'x^d + 1 - c'x = 0$.

One then sees that $\overline{P}_1$ is irreducible since the equation shows that it is smooth at the point $(\infty, \infty)$ and the closure in $\mathbb{P}^1 \times \mathbb{P}^1$ of any irreducible component of $P_1$ must contain this point; this proves (a).

If the $\phi$-periods of all points in $X(\mathbb{F}_p)$ are bounded, then there must exist some $b > 0$ so that $|\overline{X}_n \cap \overline{P}_b| \to \infty$ as $n \to \infty$ and, by assumption, $\overline{X}_n \not\subseteq \overline{P}_b$ for all $b$. Writing $|\overline{X}_n| = e[0] \times [\mathbb{P}^1] + a_n([\mathbb{P}^1 \times \{0\}]$ in $\text{NS}(\mathbb{P}^1 \times \mathbb{P}^1)$, it follows that $a_n \to \infty$ as $n \to \infty$.

Let $\overline{X}'$ be the normalisation of $\overline{X}$, and denote by $\eta : \overline{X}' \to \mathbb{P}^1$ the composition of the normalisation map and the projection $p_2$. Let $x_1, x_2, \ldots, x_r$ be the points in $\overline{X}$ mapping to the point $(\infty, \infty)$ in $\mathbb{P}^1 \times \mathbb{P}^1$. If $r = 0$, it follows that $X \cap P_b \neq \emptyset$ for all $b$, so we may assume that $r > 0$. Let $b_1, b_2, \ldots, b_{r+1}$ be any distinct integers, and let $\gamma : Y \to \overline{X}'$ be a Galois cover such that there are components $S_i$ of $(\text{id} \times \eta \gamma)^{-1}(\overline{P}_{b_i})$ in $\mathbb{P}^1 \times Y$ that map isomorphically to $Y$ via the second projection. Let $Z$ be the section of this projection induced by the tautological section of $\mathbb{P}^1 \times \overline{X}'$, and let $Z_n = \psi^n(Z)$, where $\psi$ is the map of $\mathbb{P}^1 \times Y$ induced by $\phi$. We may write $[S_i] = [\ast \times \{\ast\}] + s_i[\mathbb{P}^1 \times \ast]$ and $[Z_n] = [\ast \times \{\ast\}] + a_n[\mathbb{P}^1 \times \ast]$ in $\text{NS}(\mathbb{P}^1 \times Y)$ where $s_i \geq 0$ and $\ast$ denotes any point. It follows that the intersection number $s_i \cdot Z_n = s_i + a_n \to \infty$ as $n \to \infty$ for all $i = 1, 2, \ldots, r$. 


Now consider the local intersection multiplicity $I_y(S_i, Z_n)$ of $S_i$ and $Z_n$ at a point $x \times y$, where $y \in Y$ is such that $y = x_j$ for some $j$. If this is bounded for all such $y$ and all $n$, since $S_i \cdot Z_n \to \infty$, it would follow that for large $n$, $S_i$ and $Z_n$ must intersect in a point $(z, y')$ such that $\eta \gamma(y') \in \mathbb{A}^1 \subset \mathbb{P}^1$, which implies that $X_n \cap P_{b_i} \neq \emptyset$.

Suppose this is not the case, so $I_y(S_i, Z_{n_i}) \to \infty$ for some infinite sequence $n_i \to \infty$. Since the $S_i$ are all distinct smooth curves and there are only finitely many of them, it follows that $I_y(T, Z_{n_i})$ must remain bounded as $n_i \to \infty$, where $T$ runs over all $S_i$, for $i' \neq i$ and all of their Galois conjugates. Up to Galois conjugation, there are only $r$ points $y$ as above, so it follows that we must have that, for all large $n_i$, there exists $i_{n_i} \in \{1, 2, \ldots, r + 1\}$ so that $I_y(S_{n_i}, Z_{n_i})$ is bounded by an integer independent of $n_i$ for all $y$ as above. It follows that we must have $X_{n_i} \cap P_{b_{n_i}} \neq \emptyset$.

By choosing infinitely many disjoint sets of $r + 1$ distinct integers $\{b_1, b_2, \ldots, b_{r+1}\}$ as above, we see that $X_{n_b} \cap P_b \neq \emptyset$ for infinitely many distinct integers $b$ (and $n_b$ depending on $b$). Since all the $P_i$ are disjoint, it follows that $X$ contains preperiodic points of infinitely many distinct periods. □

**Remark 5.7.** We also expect this lemma to hold in much greater generality, e.g., for any 1-parameter family of maps defined over $\mathbb{F}_p$.

The following lemma is the key to our construction of a periodic point in $Y$ under the assumption that $O(x) \cap Y(K)$ is infinite:

**Lemma 5.8.** Let $L/\mathbb{Q}_p$ be a finite extension, $\pi : X \to \text{Spec}(R)$ a smooth projective scheme over the ring of integers $R$ of $L$ and $f : X \to X$ a quasipolarised morphism over $\text{Spec}(R)$. Assume that the differential of $f$, $df$, is 0 on the special fibre of $X$. For any $x \in X(L) = X(R)$, let $b$ be the period of the reduction $\bar{x}$ of $x$ in the special fibre of $X$. Then for any integer $a \geq 0$, the sequence of points $f^{a+bn}(x)$ converges to a periodic point of $X(L)$ of period $b$.

**Proof.** Replacing $f$ by $f^n$ and $x$ by $f^{a'}(x)$, for any integer $a'$ greater than the preperiod of $\bar{x}$, we may assume that $\bar{x}$ is a fixed point of $f$, and we then need to prove that $f^n(x)$ converges to a fixed point.

Since $f$ is quasipolarised, by Lemma 2.2(2), $\bar{x}$ lifts to a fixed point $y$ of $f$ defined over a finite extension of $L$; by replacing $L$ by this extension, we may assume that $y \in X(L)$.

Let $A$ be the completion of the local ring of $\bar{x}$ on $X$. Since $\pi$ is smooth, $A \cong R[[z_1, z_2, \ldots, z_n]]$, where $n + 1 = \dim(X)$. Using any such isomorphism, the set of points of $X(L)$ that specialise to $\bar{x}$ is identified with the set $(m_R)^n$, where $m_R$ is the maximal ideal of $R$. We fix such an isomorphism, which we also assume identifies $y$ with $(0, \ldots, 0) \in (m_R)^n$.

Since $\bar{x}$ is a fixed point of $f$, $f$ induces an endomorphism of $A$ that, with respect to the chosen isomorphism, is given by an $n$-tuple of elements $(f_1, f_2, \ldots, f_n)$ in
the maximal ideal of the local ring \( R[\z_z, \z_2, \ldots, \z_n] \). Moreover, since \( f \) fixes \( y \), it follows that the constant term of each \( f_i \) is 0. Since \( df \) is assumed to be zero on the special fibre of \( X \), it follows that the coefficients of the linear term of each \( f_i \) lies in \( m_R \). For any \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \in (m_R)^n \), let \( |\lambda| = \max_i \{|\lambda_i|\} \).

The conditions on the \( f_i \) imply that, for any such \( \lambda \), \( |f(\lambda)| < |\lambda| \) if \( \lambda \neq (0, \ldots, 0) \). Since \( R \) is a discrete valuation ring, it follows that for any such \( \lambda \) we have that \( f^n(\lambda) \to (0, 0, \ldots, 0) \) as \( n \to \infty \); hence, \( f^n(x) \to y \) as \( n \to \infty \). \( \square \)

**Proof of Theorem 5.1.** By Lemma 5.3, we may assume that \( K \) is a finite extension of \( k_{n,d} \). Furthermore, we may assume without loss of generality that our base field \( k = \mathbb{Q} \).

Let \( x \in \mathbb{P}^n(K) \), and assume that \( Y \) is a subvariety defined over \( K \) such that \( I = O(x) \cap Y(K) \) is infinite. Let \( X \) be the Zariski closure of the image of \( x \) in \( \text{Mor}_{n,d} \times \mathbb{P}^n_\mathbb{Z} \), and let \( \chi \) denote the map \( X \to \text{Mor}_{n,d} \) induced by projection to the first factor.

Let \( p \) be a prime dividing \( d \). Since \( \text{Mor}_{n,d} \) is smooth over \( \text{Spec}(\mathbb{Z}) \), there is a map \( g : \text{Spec}(\mathbb{Z}_p) \to \text{Mor}_{n,d} \) such that the generic point of \( \text{Spec}(\mathbb{Z}_p) \) maps to the generic point of \( \text{Mor}_{n,d} \) and the closed point maps to the point corresponding to \( g_{d,n,p} \), the \( d \)-power map over \( \mathbb{F}_p \). Since \( p \mid d \), the differential of the endomorphism of \( \mathbb{P}^n_\mathbb{Z}_p \) corresponding to \( g \), which we also denote by \( g \), is zero on the special fibre. Suppose the fibre \( X_{g_{d,n,p}} \) of \( \chi \) over \( g_{d,n,p} \) is infinite. By Lemma 5.4, the set \( \bigcup_{r \geq 0} g_{d,n,p}(X_{g_{d,n,p}(\mathbb{F}_p)}) \) contains infinitely many periodic points. By applying Lemma 5.8, we can lift all these periodic points to periodic points of \( f_{n,d} \) contained in \( Y \). It then follows from Theorem 4.1 that \( Y = \mathbb{P}^n_K \). Thus, we may assume from now on that \( \chi \) is finite over an open neighbourhood of \( g_{n,d,p} \).

By replacing \( x \) by \( f^r(x) \) for some large \( r \), we may assume that \( X_{g_{d,n,p}} \) contains a periodic point \( x' = [x'_0, x'_1, \ldots, x'_n] \) with \( x'_i \in \mathbb{F}_p \). Since \( \chi \) is finite in a neighbourhood of \( g_{n,d,p} \), \( \text{Mor}_{n,d} \) is smooth, hence normal, and \( X \) is irreducible, it follows from the going-down theorem that if none of the \( x'_i = 0 \) then the fibre \( X_{g_{n,d}} \) of \( \chi \) over \( g_{n,d} \) contains a point \( \tilde{x}' \) lifting \( x' \). By specialisation, it follows that for all large primes \( q \) the fibre of \( \chi \) over \( g_{n,d,q} \) contains a point all of whose coordinates are nonzero or, equivalently, not contained in the ramification locus of \( g_{n,d,q} \). Since this locus is invariant under \( g_{n,d,q} \), we may apply Lemma 5.2 to conclude the existence of a positive-dimensional periodic subvariety of \( Y \), which, by Theorem 3.6, implies \( Y = \mathbb{P}^n_K \).

We now use Lemma 5.6 to show that such an \( x' \) must exist, at least after replacing \( x \) by a Galois conjugate, or \( Y \) must contain infinitely many periodic points, both cases leading to the conclusion that \( Y = \mathbb{P}^n_K \). Let \( x' \) be as above, and suppose that \( x'_0 = 0 \). Some other coordinate must be nonzero, so by symmetry, we may assume that \( x'_n \neq 0 \), and then by multiplying through by a scalar, we may assume \( x'_n = 1 \).
Consider the family of endomorphisms \( \psi_c \) of \( \mathbb{P}^n_{\mathbb{F}_p} \) parametrised by \( \mathbb{A}^1 \) given by

\[
\psi_c([x_0, x_1, \ldots, x_n]) = [x_0^d + c x_n^d, x_1^d, \ldots, x_n^d],
\]

so \( \psi_0 = g_{n,d,p} \). Note that, on the affine space given by the locus with \( x_n \neq 0 \), \( \psi_c \) is given in affine coordinates by \( (z_0, z_1, \ldots, z_{n-1}) \mapsto (z_0^d + c, z_1^d, \ldots, z_{n-1}^d) \).

Let \( S \subset \text{Mor}_{n,d} \) be the subscheme corresponding to the family \( \psi_c \). By the going-down theorem, there is an irreducible component \( T \) of \( \chi^{-1}(S) \) mapping onto \( S \) and containing the point \( (g_{n,d,p}, x') \). Let \( T' \) be the image of \( T \) in \( \mathbb{P}^n_{\mathbb{F}_p} \) under the projection of \( X \) to \( \mathbb{P}^n \). Since \( x'_n = 1 \), \( T' \) is not contained in the locus given by \( x_n = 0 \), so by projecting to the first \( n \) coordinates, we get a rational map \( \rho \) from \( T \) to \( \mathbb{A}^n \).

Suppose the composition of \( \rho \) with the \( i \)-th projection is nonconstant for some \( i \), \( 0 < i \leq n - 1 \). Since the action of \( \psi_c \) on the \( i \)-th coordinate doesn’t depend on \( c \), it follows that \( T(\mathbb{F}_p) \) must contain preperiodic points of arbitrarily large period. By Lemma 5.8 as before, we obtain infinitely many periodic points in \( Y \), forcing \( Y = \mathbb{P}^n_K \).

So suppose \( \rho \) composed with all the \( i \)-th projections are constant for \( i > 0 \), and let \( \sigma : T \to \mathbb{A}^1 \times S \) be given by \( (\pi_0 \rho, \chi) \). By applying Lemma 5.6(b), it follows that if the image of \( T \) is not contained inside a preperiodic curve for the map \( \phi \) (using the identification of \( S \) with \( \mathbb{A}^1 \)) there must be \( \phi \) preperiodic points in the image with unbounded period. By the construction of \( \psi_d \), it follows that there are preperiodic points on \( T \) of unbounded period. As before, this implies that \( Y = \mathbb{P}^n \).

The last case we need to consider is when the image of \( T \) lies in a preperiodic curve. By replacing \( x \) by an element in its orbit if necessary, we may assume that this image lies in the periodic locus. Now 0 is a fixed point of the map \( z \mapsto z^d \), and the point \( (0, 0) \) is contained in the image of \( T \) by construction. By Lemma 5.6(a), it follows that the point \( (0, 1) \) is also in the image of \( T \). We conclude that \( X_{g d,n,p} \) contains the periodic point \( x'' = [1, x'_1, \ldots, x'_{n-1}, 1] \). By replacing \( x' \) with \( x'' \) and repeating the above argument if necessary, we conclude that \( Y \) contains infinitely many periodic points, in which case it must be \( \mathbb{P}^n_K \), or \( X_{g d,n,p} \) contains a periodic point \( x' = [x'_0, x'_1, \ldots, x'_n] \) with \( x'_i \neq 0 \) for all \( i \). As we have already seen, this also implies that \( Y = \mathbb{P}^n_K \), concluding the proof.

**Remark 5.9.** Note that a statement similar to Remark 4.8 holds: it suffices to consider generic points of irreducible subschemes of \( \text{Mor}_{d,n} \) that contain all the families \( f_i \) and are smooth at the point \( g_{n,d,p} \) for some prime \( p \) dividing \( d \).
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The tame-wild principle for discriminant relations for number fields

John W. Jones and David P. Roberts

Consider tuples \((K_1, \ldots, K_r)\) of separable algebras over a common local or global number field \(F\), with the \(K_i\) related to each other by specified resolvent constructions. Under the assumption that all ramification is tame, simple group-theoretic calculations give best possible divisibility relations among the discriminants of \(K_i/F\). We show that for many resolvent constructions, these divisibility relations continue to hold even in the presence of wild ramification.

1. Overview

Let \(G\) be a finite group and let \(\phi_1, \ldots, \phi_r\) be permutation characters of \(G\). We say that a tuple \((K_1, \ldots, K_r)\) of separable algebras over a common ground field \(F\) has type \((G, \phi_1, \ldots, \phi_r)\) if for a joint splitting field \(K_{\text{gal}}\) one can identify \(\text{Gal}(K_{\text{gal}}/F)\) with a subgroup of \(G\) such that the action of \(\text{Gal}(K_{\text{gal}}/F)\) on \(\text{Hom}_F(K_i, K_{\text{gal}})\) has character \(\phi_i\).

When \(F\) is a local or global number field, one has discriminants \(D_{K_i/F}\) which are ideals in the ring of integers \(O_F\) of \(F\). One can ask for the strongest divisibility relations among these discriminants which hold as \((K_1, \ldots, K_r)/F\) varies over all possibilities of a given type \((G, \phi_1, \ldots, \phi_r)\). This question has a simple group-theoretic answer if one restricts attention to tuples for which all ramification in each \(K_i/F\) is tame.

This paper focuses on the following phenomenon: for many \((G, \phi_1, \ldots, \phi_r)\), the divisibility relations for tame \((K_1, \ldots, K_r)/F\) of type \((G, \phi_1, \ldots, \phi_r)\) hold also for arbitrary \((K_1, \ldots, K_r)/F\) of type \((G, \phi_1, \ldots, \phi_r)\). In this case, we say that the tame-wild principle holds for \((G, \phi_1, \ldots, \phi_r)\). Our terminology “tame-wild principle” is intended to be reminiscent of the standard terminology “local-global principle”: we are showing in this paper that simple tame computations can often solve a complicated wild problem, just as simple local computations can often solve a complicated global problem.
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Section 2 provides an introductory example. Section 3 reviews some ramification theory centering on Artin characters, placing it in a framework which will be convenient for us. Section 4 states the tame-wild principle and gives two simple methods for proving instances of it.

If the tame-wild principle holds for a fixed $G$ and any $(\phi_1, \ldots, \phi_r)$ then we say it holds universally for $G$. Section 5 proves that the tame-wild principle holds universally for $G$ in a small class of groups we call U-groups. Section 6 considers the remaining groups, called N-groups, finding that the tame-wild principle usually does not hold universally for them.

Sections 7 and 8 return to the more practical situation where one is given not only $G$ but also a small list of naturally arising $\phi_i$. Our theme is that the tame-wild principle is likely to hold, despite the negative results on N-groups. Section 7 focuses on comparing an arbitrary algebra $K/F$ with its splitting field $K^{\text{gal}}/F$, proving that one of the two divisibility statements coming from the tame-wild principle holds for arbitrary $G$. Section 8 gives a collection of examples exploring the range of $(G, \phi_1, \ldots, \phi_r)$ for which the tame-wild principle holds.

This paper is written with applications to tabulating number fields of small discriminant in mind. The topics in Section 2B, Section 7E, and Section 8A all relate to this application. Moreover, as we will make clear, the theory we present here still applies when permutation characters $\phi_i$ are replaced by general characters $\chi_i$, and discriminants are correspondingly generalized to conductors. Applications to Artin $L$-functions of small conductor will be presented elsewhere.

### 2. An introductory example

In Section 2A, we provide an introductory instance of the tame-wild principle that we will revisit later to provide simple illustrations of general points. In Section 2B, we illustrate how this instance of the tame-wild principle gives an indirect but efficient way of solving a standard problem in tabulating number fields.

#### 2A. The tame-wild principle for $(S_5, \phi_5, \phi_6)$.

**The Cayley–Weber type.** For our introductory example, we take the type $(S_5, \phi_5, \phi_6)$, where $\phi_5$ is the character of the given degree five permutation representation, and $\phi_6$ is the character of the degree six representation $S_5 \cong \text{PGL}_2(5) \subset S_6$. A pair of algebras $(K_5, K_6)$ has type $(S_5, \phi_5, \phi_6)$ exactly when $K_6$ is the Cayley–Weber resolvent of $K_5$ (see [Jensen et al. 2002, §2.3], for instance, for this notion). An explicit example over $\mathbb{Q}$ is given by $K_n = \mathbb{Q}[x]/f_n(x)$ with

$$f_5(x) = x^5 - 2x^4 + 4x^3 - 4x^2 + 2x - 4, \quad D_5 = 2^83^45^1, \quad (2-1)$$

$$f_6(x) = x^6 - 2x^5 + 4x^4 - 4x^3 + 2x^2 - 4x - 6, \quad D_6 = 2^{10}3^45^3. \quad (2-2)$$
Figure 1. The complete list of pairs \((a, b) \neq (0, 0)\) which occur as \((a_p, b_p)\) for \((S_5, \phi_5, \phi_6)\) over \(\mathbb{Q}\). The pairs labeled T can occur with tame ramification, while the others can only occur for wild \(p\)-adic ramification as indicated.

In this example, the Galois group is all of \(S_5\), discriminants \(D_{K_n/\mathbb{Q}} = (D_n)\) are as indicated, and ramification is wild at 2 and tame at 3 and 5. We are concerned with exponent pairs \((a_p, b_p)\) on discriminants. Here \((a_2, b_2) = (8, 10), (a_3, b_3) = (4, 4), (a_5, b_5) = (1, 3)\), and otherwise \((a_p, b_p) = (0, 0)\).

All possibilities for \((a_p, b_p)\). Figure 1 gives all nonzero possibilities for \((a_p, b_p)\) over \(\mathbb{Q}\). The fact that the tame list is complete is immediate from the general formalism of the next section. A brute force proof that the wild list is complete goes as follows: there are 113, 57, and 51 quintic algebras \(K_5\) over \(\mathbb{Q}_p\) for \(p = 2, 3, \) and 5 respectively [Jones and Roberts 2006]; for each, one can compute \(K_6\) and thus the pairs \((a_p, b_p)\); the lists arising are the ones drawn in Figure 1. For larger number fields \(F\), the list of possibilities for tame \((a_p, b_p)\) is exactly the same, but the list of possibilities for wild \((a_p, b_p)\) grows without bound.

The tame-wild principle. Figure 1 and the comment about general base fields \(F\) clearly illustrate two general phenomena about exponent vectors \((a_p, b_p)\). First, in absolute terms, the exponents can be much larger in wild cases than they are in all tame cases. But second, in relative terms, one can hope that the ratios \(a_p/b_p\) are quite similar in the wild and tame cases. We are interested in this paper only in the second phenomenon and so we systematically consider ratios.

In our example, the tame-wild principle is the statement that

\[ \frac{1}{3} b_p \leq a_p \leq b_p \]  

(2-3)

holds for all \((K_5, K_6)/F\) of type \((S_5, \phi_5, \phi_6)\) and all primes \(p\) of \(F\). In other words, when \(b_p \neq 0\) one must have \(a_p/b_p \in \left[\frac{1}{3}, 1\right]\). We have summarized a proof that (2-3) holds when one restricts \(F\) to be \(\mathbb{Q}\) or one of the \(\mathbb{Q}_p\). We will see by a
group-theoretic argument in Section 4C, not involving inspecting wild ramification at all, that (2-3) holds for general $F$. However the situation is subtle, as the analog of (2-3) holds for many $(G, \phi_n, \phi_m)$ but not for all.

2B. Application to number field tabulation. The example of this section provides a convenient illustration of the application of tame-wild inequalities to number field tabulation. The right inequality of (2-3) globalizes to the divisibility relation $|D_{K_5/F}| \leq |D_{K_6/F}|$ which on the level of magnitudes becomes

$$|D_{K_5/F}| \leq |D_{K_6/F}|.$$  \hspace{1cm} (2-4)

Consider the problem of finding sextic field extensions $K_6/F$ with Galois group either $\text{PSL}_2(5)$ or $\text{PGL}_2(5)$. These all arise as Cayley–Weber resolvents of $K_5/F$ with Galois group either $A_5$ or $S_5$. From (2-4), one sees that to find all $K_6/F$ with $|D_{K_6/F}| \leq B$ it suffices to find all $K_5/F$ with $|D_{K_5/F}| \leq B$, apply the Cayley–Weber resolvent, and keep those $K_6/F$ with $|D_{K_6/F}| \leq B$. This indirect quintic method is enormously faster for large $B$, but the direct sextic method over $F = \mathbb{Q}$ was used in [Ford and Pohst 1992] and [Ford et al. 1998] for the $\text{PSL}_2(5)$ and $\text{PGL}_2(5)$ cases, respectively.

3. Character theory and discriminants

In this section, we review how Artin characters underlie discriminants. Each of the subsections introduces concepts and notation which play an important role in the rest of the paper. The notions we emphasize are slightly different from the most standard representation-theoretic notions. However they are appropriate here because all our characters are rational-valued.

3A. Class sets. Let $G$ be a finite group. We say that two elements of $G$ are power-conjugate if each is conjugate to a power of the other. Let $G^\sharp$ be the set of power-conjugacy classes. Thus one has a natural surjection $G \to G^\sharp$, with the fiber $C_\sigma \subset G$ above $\sigma \in G^\sharp$ being its set of representatives. The order $\bar{\sigma}$ of an element $\sigma \in G^\sharp$ is the order of a representing element $g \in C_\sigma$. Similarly the power $\sigma^k$ of a class $\sigma$ is the class of $g^k$ for any representing element $g \in C_\sigma$.

When dealing with explicit examples, we most commonly indicate an element of $G^\sharp$ by giving its order and an extra identifying label, as in, e.g., 2B. To emphasize the role of order, we say that a class $\tau$ divides a class $\sigma$ if some power of $\sigma$ is $\tau$. Thus divisibility of classes $\tau | \sigma$ implies divisibility of integers $\bar{\tau} | \bar{\sigma}$, but not conversely. In connection with divisibility, the quantity $[\sigma] = |C_\sigma|/\phi(\bar{\sigma})$ is useful, with $\phi(n) = |(\mathbb{Z}/n)\times|$ the Euler $\phi$-function. This quantity is integral because $C_\sigma$ consists of $[\sigma]$ power-classes, each of size $\phi(\bar{\sigma})$. Alternatively, one can think of $G^\sharp$ as indexing conjugacy classes of cyclic subgroups of $G$, and then $[\sigma]$ is the number of cyclic subgroups of type $\sigma$. 

Sections 5 and 6 systematically reason with class sets using diagrams based on the divisibility relation and the quantities \([\sigma]\). In general, \(G\) itself often recedes into the background of our considerations and the focus is on \(G^\sharp\) and its inherited structures.

3B. Characters. Our calculations take place mainly in the ring \(\mathbb{Q}(G^\sharp)\) of \(\mathbb{Q}\)-valued functions on \(G^\sharp\). We also use the larger ring \(\mathbb{R}(G^\sharp)\) of real-valued functions, so that we can use standard terms like cone, hull, and interval with their usual meaning. We make extensive use of the natural inner product on \(\mathbb{Q}(G^\sharp)\), given by

\[
(f_1, f_2) = \sum_{\sigma \in G^\sharp} \frac{|C_{\sigma}|}{|G|} f_1(\sigma) f_2(\sigma).
\]

Important elements in \(\mathbb{Q}(G^\sharp)\) for us include the characters \(\phi_X\) of \(G\)-sets \(X\). By definition, these characters are obtained by counting fixed points: \(\phi_X(\sigma) = |X^g|\), for \(g\) any representative of \(\sigma\). Both the identity class \(e \in G^\sharp\) and the constant function \(1 \in \mathbb{Q}(G^\sharp)\) usually play trivial roles in our situation. To efficiently remove these quantities from our attention, we define \(G^\sharp_0 = G^\sharp - \{e\}\) and let \(\mathbb{Q}(G^\sharp)_0 \subset \mathbb{Q}(G^\sharp)\) be the orthogonal complement to 1.

The characters \(\phi_{G/H}\) and \(a_H\). Let \(H\) be a subgroup of \(G\). Then the character of the \(G\)-set \(G/H\) is given by

\[
\phi_{G/H}(\sigma) = \frac{|G||C_{\sigma} \cap H|}{|H||C_{\sigma}|}.
\]

Taking \(H = \{e\}\) gives the regular character \(\phi_G\) with value \(|G|\) at \(e\) and 0 elsewhere. We define the formal Artin character of \(H\) to then be the difference

\[
a_H = \phi_G - \phi_{G/H},
\]

which lies in \(\mathbb{Q}(G^\sharp)_0\). Here we use the adjective “formal” because often one talks about Artin characters only in the presence of fields, while currently we are in a purely group-theoretic setting.

The case that \(H\) is cyclic. The case where \(H\) is cyclic is particularly important to us. The generators of \(H\) all represent the same class \(\tau \in G^\sharp\) and we use the alternative notation \(a_\tau = a_H\), calling the \(a_\tau\) tame characters for reasons which will be clear shortly in Section 3C.

To study the \(a_\tau\) explicitly, it is convenient to make use of what we call precharacters \(\hat{a}_\tau\), for \(\tau \in G^\sharp\). By definition, \(\hat{a}_e\) is the 0 function and otherwise \(\hat{a}_\tau\) has two nonzero values:

\[
\hat{a}_\tau(e) = |G|, \quad \hat{a}_\tau(\tau) = -\frac{|G|}{|C_\tau|}.
\]
Tame characters and precharacters are related to each other via
\[ a_\tau = \sum_{k | \ell} \frac{\phi(\ell/k)}{\ell} \hat{a}_\ell, \quad \hat{a}_\tau = \sum_{k | \ell} \frac{\tilde{\tau} \mu(k)}{\phi(\ell)k} a_\ell, \tag{3-4} \]
where \( \mu \) is the Möbius \( \mu \)-function taking values in \((-1, 0, 1) \}. Thus, \( a_e = \hat{a}_e = 0, a_\tau = \frac{\tilde{\tau} - 1}{\ell} \hat{a}_\ell \) if \( \tilde{\tau} \) is prime, and otherwise \( a_\tau \) and \( \hat{a}_\tau \) are not proportional to each other. As \( \tau \) ranges over \( G^{\geq 0} \), the \( \hat{a}_\tau \) clearly form a basis for \( \mathbb{Q}(G^2)^0 \). So the \( a_\tau \) also form a basis for \( \mathbb{Q}(G^2)^0 \).

3C. Artin characters. Let \( F \) be a local or global number field. Let \( L/F \) be a Galois extension with Galois group identified with a subgroup of \( G \). A permutation representation \( \rho \) of \( G \) gives an \( F \)-algebra \( K \) split by \( L \). For \( p \) a prime ideal of \( F \), the discriminant exponent \( c_p(K) \) depends only on the character \( \phi \in \mathbb{Q}(G^2) \) of \( \rho \) and in fact depends linearly on \( \phi \). The associated Artin character \( a_{L/F,p} \) is the unique element of \( \mathbb{Q}(G^2) \) such that one has the general formula
\[ c_p(K) = (a_{L/F,p}, \phi). \tag{3-5} \]
From \( c_p(F) = 0 \), one gets \( (a_{L/F,p}, 1) = 0 \) and so \( a_{L/F,p} \in \mathbb{Q}(G^2)^0 \). One can completely compute \( a_{L/F,p} \) by computing \( c_p(K) \) for any \( [G^{\geq 0}] \) different \( K \) having characters which are linearly independent in \( \mathbb{Q}(G^2)/\mathbb{Q} \).

Before continuing, we note a subtlety that disappears in the Artin character formalism that we are reviewing. Namely, it can happen that nonisomorphic algebras \( K' \) and \( K'' \) give rise to the same permutation character \( \phi \). In this case \( K' \) and \( K'' \) are called arithmetically equivalent. They are indeed equivalent from the point of view of this paper, and any occurrence of \( K' \) can simply be replaced by \( K'' \).

An Artin conductor \( a_{L/F,p} \) can be expressed directly in terms of inertia groups in their upper numbering as follows. Let \( \wp \) be a prime of \( L \) above \( p \) and let \( I_{L/F,\wp} \subseteq \text{Gal}(L/F) \subseteq G \) be the corresponding inertia group. Then one has rational numbers \( 1 \leq s_1 < s_2 < \cdots < s_k \) and normal subgroups
\[ I_{L/F,\wp} = I^{s_1} \supset I^{s_2} \supset \cdots \supset I^{s_k} \supset \{e\} \tag{3-6} \]
satisfying
\[ a_{L/F,p} = \sum_{i=1}^k (s_i - s_{i-1}) a_{I^{s_i}}. \tag{3-7} \]
Here, for the sake of the conciseness of formulas, we put \( s_0 = 0 \). As a similar convention, we put \( I^{s_{k+1}} = \{e\} \). The upper numbers \( s_i \) we are using here are called slopes in [Jones and Roberts 2006] and are designed to capture tame and wild ramification simultaneously; one has \( s_i = u_i + 1 \) where the \( u_i \) are the upper numbers used in the standard reference [Serre 1979].
If $s_1 = 1$ then $I^{s_1}/I^{s_2}$ is cyclic of order prime to $p$. Otherwise, all the $I^{s_u}/I^{s_{u+1}}$ are abelian groups of exponent $p$. In particular, $I_{L/F, \mathfrak{p}}$ itself is a $p$-inertial group in the sense that it is an extension of a prime-to-$p$ cyclic group by a $p$-group. In general, we say that a group is inertial if it is $p$-inertial for some prime $p$.

The prime $p$ is unramified in $L/F$ if and only if $k = 0$ in which case $a_{L/F,p}$ is zero. The cases where $p$ is ramified but only tamely are those with $k = 1$ and $s_1 = 1$. In both these two settings, (3-7) becomes $a_{L/F,p} = a_\tau$ with $\tau$ being the class of any generator of any $I_{L/F, \mathfrak{p}}$. Thus the tame characters of the previous subsection are exactly the Artin characters which arise when ramification is tame.

3D. Bounds on Artin characters. Define cones in $\mathbb{R}(G^{\#})^0$ spanned by characters or precharacters as follows:

- the tame cone $T_+(G) = \langle a_\tau \rangle$,
- the wild cone $W_+(G) = \langle a_{L/F,p} \rangle$,
- the inertial cone $\tilde{T}_+(G) = \langle a_I \rangle$,
- the broad cone $\hat{T}_+(G) = \langle \hat{a}_\tau \rangle$.

The tame and broad cones are the simplest of these objects, as their generators are indexed by the small and explicit set $G^{\#0}$. The inertial cone is also a purely group-theoretic object, although now more complicated as its generators are indexed by conjugacy classes of inertial subgroups. Finally, $W_+(G)$ is much more complicated in nature: its definition depends on the theory of $p$-adic fields, with $a_{L/F,p}$ running over all possible Artin characters, as above.

Our considerations in this section have established the following inclusions:

$$T_+(G) \subseteq W_+(G) \subseteq \tilde{T}_+(G) \subseteq \hat{T}_+(G).$$  

(3-8)

The first inclusion holds because tame characters are special cases of Artin characters, the second by the expansion (3-7), and the third because all $a_I$ take only positive values on $G^{\#0}$.

4. The tame-wild principle

We begin in Section 4A by giving a formulation of the tame-wild principle in a somewhat abstract context, so that its motivation and structural features can be seen clearly. Next, Section 4B observes that the bounds from the previous section give techniques for group-theoretically proving instances of the tame-wild principle. Finally, Section 4C details one way of introducing coordinates to render everything explicit and Section 4D sketches alternative approaches.

4A. Abstract formulation. We seek settings where general ramification is governed by tame ramification. The statement that equality holds in $T_+(G) \subseteq W_+(G)$
is true for some $G$, in which case it is the ideal statement. For general $G$, we seek weaker statements in the same spirit. Accordingly, consider the orthogonal projection $a \mapsto a^V$ from $\mathbb{R}(G^\sharp)$ onto an arbitrary subspace $V \subseteq \mathbb{R}(G^\sharp)$. Let $T_+(G, V)$, $W_+(G, V)$, $\tilde{T}_+(G, V)$, and $\hat{T}(G)$ be the images of $T_+(G)$, $W_+(G)$, $\tilde{T}_+(G)$, and $\hat{T}(G)$, respectively.

**Definition 4.1.** Let $G$ be a finite group and let $V \subseteq \mathbb{R}(G^\sharp)$ be a subspace. If equality holds in $T_+(G, V) \subseteq W_+(G, V)$, then we say the tame-wild principle holds for $(G, V)$.

As $V$ gets larger, the tame-wild principle for $(G, V)$ becomes a stronger statement. If it holds when $V$ is all of $\mathbb{R}(G^\sharp)$, then we say it holds universally for $G$.

An important aspect of our formalism is as follows. Given $(G, V)$, consider inertial subgroups $I$ of $G$. For each $I$, one has the subspace $V_I \subseteq \mathbb{R}(I^\sharp)$ consisting of pullbacks of functions in $V$ under the natural map $I^\sharp \to G^\sharp$. Then the tame-wild principle holds for $(G, V)$ if and only if it holds for all $(I, V_I)$. In fact, while $G$ typically arises as a global Galois group in our applications, whether or not the tame-wild principle holds for $(G, V)$ is purely a question about local Galois extensions.

4B. Two proof methods. Projection turns the chain (3-8) into a chain of cones in $V$:

$$T_+(G, V) \subseteq W_+(G, V) \subseteq \tilde{T}_+(G, V) \subseteq \hat{T}_+(G, V).$$

As we will see, for many $G$ all three inclusions are strict in the universal case $V = \mathbb{R}(G^\sharp)$. However strict inclusions can easily become equalities after projection, giving us elementary but quite effective proof techniques. Namely, the broad method for proving that the tame-wild principle holds for $(G, V)$ is to show that equality holds in $T_+(G, V) \subseteq \hat{T}_+(G, V)$. The inertial method is to show that equality holds in $T_+(G, V) \subseteq \tilde{T}_+(G, V)$.

Applying the broad method gives the following simple result which we highlight because of its wide applicability:

**Theorem 4.2.** Let $G$ be a finite group and let $V$ be a subspace of $\mathbb{R}(G^\sharp)$. Suppose that the broad cone $\hat{T}_+(G, V)$ is generated by the $\hat{a}^V_\tau$ with $\tau$ of prime order. Then $T_+(G, V) = \hat{T}_+(G, V)$ and the tame-wild principle holds for $(G, V)$.

**Proof.** For $\tau$ of prime order one has

$$\hat{a}_\tau = \frac{\bar{\tau}}{\bar{\tau} - 1} a_\tau,$$

as noted after (3-4). Thus $\hat{T}_+(G, V)$ is contained in $T(G, V)$ and so all four sets in (4-1) are the same. \qed

In general, the broad method is very easy to apply, while the harder inertial method can work when the broad method does not.
4C. Calculations with permutation characters. Let $\phi_1, \ldots, \phi_r$ be permutation characters spanning $V$. Then we are exactly in the situation described in the introduction, and in this subsection we describe how one approaches the tame-wild principle in this particular coordinatization. We incorporate the $\phi_i$ into our notation in straightforward ways, for example by writing $(G, \phi_1, \ldots, \phi_r)$ rather than $(G, V)$.

Throughout this subsection, we illustrate the generalities by returning to the introductory example with $G = S_5$ and $V = \langle \phi_5, \phi_6 \rangle$. The very simple two-dimensional picture of $V$ in Figure 1 serves as an adequate model for mental images of the general situation. In particular, we always think of the $a_{L/F, \tau}$, $\hat{a}_{L/F, \tau}$, and $\hat{a}_\tau$ as in the drawn $V$. We think of our various cones in the drawn $V$ as well. On the other hand, it is not useful to draw the $\phi_i$ on these pictures. Rather, via the identification of $V$ with its dual by the inner product, we think of the $\phi_i$ as coordinate functions on the drawn $V$.

Conductor vectors. The space $V$ is identified with a subspace of $\mathbb{R}^r$, viewed but not always written as column vectors, via $v \mapsto (c_1, \ldots, c_r)$ with $c_i = (v, \phi_i)$. For example, an Artin character $a_{L/F, p}^V$ becomes a vector of conductors as in the introduction:

$$c_{L/F, p} = (c_p(K_1), \ldots, c_p(K_r)).$$

The main case is when the $\phi_i$ are linearly independent, so that $V$ is all of $\mathbb{R}^r$. One can always work in this main case by picking a basis from among the $\phi_i$.

Various matrices. Our approach to calculations centers on matrices. The $r \times G^{\geq 0}$ partition matrix $P(G, \phi_1, \ldots, \phi_r)$ has $i-\tau$ entry the cycle type $\lambda_\tau(\phi_i)$ of $\rho_i(g)$, where $\rho_i$ is a permutation representation with character $\phi_i$ and $g \in G$ represents $\tau$. Thus,

$$P(S_5, \phi_5, \phi_6) = \begin{pmatrix} 2111 & 221 & 311 & 41 & 5 & 32 \\ 222 & 2211 & 33 & 411 & 51 & 6 \end{pmatrix}. \tag{4-2}$$

Partition matrices are purely group-theoretic objects, but one can use fields in a standard way to help construct them. For example, the columns from left to right are the partitions obtained by factoring the pair $(f_5(x), f_6(x))$ from (2-1) and (2-2) modulo the primes 67, 211, 31, 13, 11, and 7 respectively.

One passes to the tame matrix $T(G, \phi_1, \ldots, \phi_r)$ by replacing each partition $\lambda_\tau(\phi_i)$ by its conductor $c_\tau(\phi_i) = (a_\tau, \phi_i)$ — its degree minus its number of parts. Thus

$$T(S_5, \phi_5, \phi_6) = \begin{pmatrix} 1 & 2 & 2 & 3 & 4 & 3 \\ 3 & 2 & 4 & 3 & 4 & 5 \end{pmatrix}. \tag{4-3}$$

The broad matrix $\hat{T}(G, \phi_1, \ldots, \phi_r)$ consists of what we call preconductors, the preconductor $\hat{c}_\tau(\phi_i) = (\hat{a}_\tau, \phi_i)$ being the degree of $\lambda_\tau(\phi_i)$ minus its number of ones.
Thus
\[ \hat{T}(S_5, \phi_5, \phi_6) = \begin{pmatrix} 2 & 4 & 3 & 4 & 5 & 5 \\ 6 & 4 & 6 & 4 & 5 & 6 \end{pmatrix}. \] (4-4)

Inertial matrices \( \hat{T}(G, \phi_1, \ldots, \phi_r) \) typically have more columns, because columns are indexed by conjugacy classes of inertial subgroups \( I \). But an entry is just the formal conductor \( c_I(\phi_i) = (a_I, \phi_i) \), this being the degree of \( \rho_i \) minus the number of orbits of \( \rho_i(I) \), just as in the cyclic case. The cones \( T_+ \subseteq \hat{T}_+ \subseteq \hat{T}_+ \subseteq \mathbb{R}^r \) are then generated by the columns of the corresponding matrices \( T, \hat{T}, \) and \( \hat{\hat{T}} \).

Inclusions \( a^V \in T_+(G, V) \) in matrix terms. By dropping rows, we can assume that \( \phi_1, \ldots, \phi_r \) span \( V \) and so \( T = T(G, \phi_1, \ldots, \phi_r) \) has full rank \( r \), as discussed above. In general, let \( c \in \mathbb{R}^r \) be a column \( r \)-vector. For each \( r \)-element subset \( J \subseteq G^{20} \) for which the corresponding minor \( T(J) \) is invertible, let \( u(J) = (u(J)_\tau)_{\tau \in J} \) be the vector \( T(J)^{-1}c \). Then \( c = \sum_{\tau \in J} u(J)_\tau T_\tau \), with \( T_\tau \) the \( \tau \)-th column of \( T \). Then \( c \) is in the tame cone \( T_+ \) if and only if there exists such a \( J \) with \( u(J)_\tau \geq 0 \) for all \( \tau \in J \).

To prove that the tame-wild principle holds for \( (G, \phi_1, \ldots, \phi_r) \) directly, one would have to show this positivity condition holds for all conductor vectors \( c_{L/F,p} \). To show it via the inertial method, one has to show that it holds for all formal conductor vectors \( c_I \). To show it holds via the broad method, one has to show that it holds for all preconductor vectors \( \hat{c}_\tau \).

Projectivization. In the introductory example, we emphasized taking ratios of conductors, thereby removing the phenomenon that wild conductors are typically much larger than tame conductors, but keeping the phenomenon we are interested in. We can do this in the general case as well, assuming without loss of generality that \( \phi_r \) comes from a faithful permutation representation so that the conductors \( c_\tau(\phi_r) \) are strictly positive for all \( \tau \in G^{20} \). We projectivize \( c = (c_1, \ldots, c_r) \) to \( c' = (c'_1, \ldots, c'_{r-1}) \) with \( c'_i = c_i/c_r \).

Applying this projectivization process to columns gives the projective tame, inertial, and broad matrices respectively, each notationally indicated by a \( ' \). In our continuing introductory example, one has, very simply,
\[ T'(S_5, \phi_5, \phi_6) = \begin{pmatrix} 1 \frac{1}{3} & 1 \frac{1}{2} & 1 \frac{2}{3} & 1 \frac{3}{5} \end{pmatrix}, \] (4-5)
\[ \hat{T}'(S_5, \phi_5, \phi_6) = \begin{pmatrix} 1 \frac{1}{3} & 1 \frac{1}{2} & 1 \frac{2}{3} & 1 \frac{3}{5} \end{pmatrix}. \] (4-6)

In general, the \( \tau \)-columns of \( T'(G, \phi_1, \ldots, \phi_r) \) and \( \hat{T}'(G, \phi_1, \ldots, \phi_r) \) agree if \( \tau \) has prime order. Here they disagree only in the last column corresponding to the composite order 6.

Let \( T'_+(G, \phi_1, \ldots, \phi_r) \) be the convex hull of the columns of \( T'(G, \phi_1, \ldots, \phi_r) \) and define \( W'_+(G, \phi_1, \ldots, \phi_r), \hat{T}'_+(G, \phi_1, \ldots, \phi_r) \) and \( \hat{T}'_+(G, \phi_1, \ldots, \phi_r) \) to be the
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analogous hulls. Then (4-1) has its obvious analog at the level of hulls, and one can think about the broad method and the inertial method at this level. In the introductory example, (4-5) and (4-6) say that $\mathcal{T}'(S_5, \phi_5, \phi_6) \subseteq \hat{T}'(S_5, \phi_5, \phi_6)$ is an equality because both sides are $[\frac{1}{3}, 1]$. Thus the tame-wild principle holds for $(S_5, \phi_5, \phi_6)$.

The drop in dimension from $r$ to $r - 1$ has a number of advantages. As illustrated already by (4-5) and (4-6), it renders the $r = 2$ case extremely concrete. As we will illustrate in Section 8A, it renders the $r = 3$ case highly visible. In general, it lets one determine whether $a^V$ is in $T'_+(G, \phi_1, \ldots, \phi_r)$ by computation with $(r-1) \times (r-1)$ minors rather than $r \times r$ minors.

4D. Alternative approaches. Our abstract formulation of the tame-wild principle is designed to be very flexible. For example, say that a vector $v \in \mathbb{R}(G^\#)$ is bad if $(a_\tau, v) \geq 0$ for all $\tau \in G^\#_0$ but $(a_{L/F, p}, v) < 0$ for some Artin character $a_{L/F, p}$. The bad vectors form a union of cones in $\mathbb{R}(G^\#)$ and the tame-wild principle holds for $(G, V)$ if and only if $V$ misses all these cones. In this sense, the one-dimensional $V$ spanned by bad $v$ are essential cases, but these $V$ are never spanned by permutation characters.

Sections 5 and 6 are in the universal setting $V = \mathbb{R}(G^\#)$, and we do not use $\phi_i$ at all. Sections 7 and 8 return to the permutation character setting described in Section 4C. In general, the systematic study of the tame-wild principle for a fixed $G$ and varying $V$ would be facilitated by the canonical basis of $\mathbb{Q}(G^\#)$ given by irreducible rational characters.

5. The universal tame-wild principle holds for U-groups

In Section 5A, we present a diagrammatic way of understanding class sets $G^\#$. Making use of this viewpoint, Section 5B gives the canonical expansion of a formal Artin character $a_I$ as a sum of tame characters $a_\tau$. Next, Section 5C introduces the notion of U-group and proves that the universal tame-wild principle holds for U-groups. However the class of U-groups is quite small, as discussed in Section 5D.

5A. Divisibility posets. For $G$ a finite group, the set $G^\#$ is naturally a partially ordered set via the divisibility relation. We draw this divisibility poset in the standard way with an edge from $\sigma$ down to $\tau$ of vertical length one if $\sigma^p = \tau$ for some prime $p$. With notation as in Section 3A, the natural weight $d(\tau, \sigma) = [\sigma]/[\tau]$ plays an important role, and we write it next to the edge whenever it is different from 1, considering this data as part of the divisibility poset.

The product of the edge weights from any vertex $\sigma$ down to another $\tau$ is path-independent, being in fact just $d(\tau, \sigma) = [\sigma]/[\tau]$. Define integers $u_{G, \sigma}$ via

$$\sum_{\tau | \sigma} d(\tau, \sigma) u_{G, \sigma} = 1.$$  (5-1)
Thus $u_{G, \tau} = 1$ for maximal $\tau$, and all the integers $u_{G, \tau}$ can be computed by downwards induction on the divisibility poset $G^\sharp$.

\[
PGL_2(9)^\sharp
\begin{array}{cccccccc}
8S_1 & 4S_0 & 2S_0 & 3U_1 & 2N_0 & 5N_0 & 4 \blacktriangledown & 3 \blacktriangleleft & 2 \blacktriangleleft & 1 \blacktriangledown
\end{array}
\]

\[
S_6^\sharp
\begin{array}{cccccccc}
 & 32_1 & 4_1 & 42_1 & 6_1 & 4
\end{array}
\]

\[
2S_0 & 10N_1 & 5N_0 & 2_{-3} & 3_{-2} & 5_1 & 22_{-1} & 33_{-2} & 222_{-3}
\end{array}
\]

Figure 2. Two divisibility posets $G^\sharp$ with $u_{G, \tau}$ subscripted on $\tau \in G^\sharp$.

Figure 2 draws the divisibility posets $PGL_2(9)^\sharp$ and $S_6^\sharp$, with each $\tau$ subscripted by its $u_{G, \tau}$. The case $PGL_2(9)$ represents the general case $PGL_2(p^f)$, with split-torus classes indexed by nonunital divisors of $p^f - 1$, a unipotent class $pU$, nonsplit-torus classes indexed by nonunital divisors of $p^f + 1$, and finally the identity class 1. The case $S_6$ represents the general case $S_n$, where classes are indexed by partitions of $n$, with 1s usually left unprinted.

In general, the largest edge weights on divisibility posets $G^\sharp$ tend to be on edges incident on the identity class. These edges do not play an important role for us and in the sequel we work instead with the divisibility poset associated to $G^{0\bar{0}}$.

5B. Expansion of formal Artin characters. Divisibility posets for inertial groups $I$ and the associated integers $u_{I, \sigma}$ are important to us because of the role they play in the following lemma.

Lemma 5.1. Let $G$ be a finite group, let $I$ be a subgroup, and let $i : I^\sharp \to G^\sharp$ be the induced map. Then the expansion of the formal Artin character $a_I \in \mathbb{Q}(G^\sharp)^0$ in the basis $\{a_{\tau}\}_{\tau \in G^{0\bar{0}}}$ can be read off from the divisibility poset $I^{0\bar{0}}$ via the formula

\[
a_I = \frac{1}{|I|} \sum_{\sigma \in I^{0\bar{0}}} u_{I, \sigma}[\sigma] \bar{\sigma} a_{i(\sigma)}.
\]

Before proving the lemma, we explain the roles that various parts of (5-2) play in the sequel. The positive integer $[\sigma] \bar{\sigma}$ plays a very passive role: only the positivity of $[\sigma] \bar{\sigma}$ is used in the proof of Theorem 5.3; moreover, $[\sigma] \bar{\sigma}$ factors out in Section 6A and accordingly does not enter into Section 6B-Section 6E. The factor $|I|^{-1}$ is more important: while only its positivity enters into the proof of Theorem 5.3,
it contributes to the index factor in (6-1) which enters significantly into the rest of Section 6. The part with the most important role is $u_{I,\sigma}$, as it is the possible negativity of $u_{I,\sigma}$ that can lead to failures of the tame-wild principle. Our use of the function $i$ relegates the difference between $I$ and $G$ to the background, but one should note that for $\tau \in G^{\preceq}$ the actual coefficient of $a_\tau$ in (5-2) has $|i^{-1}(\tau)|$ terms.

**Proof.** First consider the case $I = G$. Then both sides of (5-2) are in $\mathbb{Q}(I^g)^0$. The left side takes the value $a_I(\tau) = -1$ for all $\tau \in I^{\preceq}$. We thus need to evaluate the right side on an arbitrary $\tau \in I^{\preceq}$ and see that it simplifies to $-1$:

$$
\frac{1}{|I|} \sum_{\sigma \in I^{\preceq}} u_{I,\sigma}[\sigma] \bar{\sigma} a_\sigma(\tau) = \frac{1}{|I|} \sum_{\tau|\sigma} u_{I,\sigma}[\sigma] \bar{\sigma} a_\sigma(\tau)
= \frac{1}{|I|} \sum_{\tau|\sigma} u_{I,\sigma}[\sigma] \bar{\sigma} \left( -\frac{\phi(\bar{\tau})}{\bar{\sigma}} \frac{|I|}{|C_\tau|} \right)
= -\sum_{\tau|\sigma} u_{I,\sigma}[\sigma] \frac{\phi(\bar{\tau})}{|C_\tau|}
= -\sum_{\tau|\sigma} \frac{u_{I,\sigma}[\sigma]}{[\tau]}
= -\sum_{\tau|\sigma} d(\tau, \sigma) u_{I,\sigma} = -1.
$$

Here we have used formulas from Section 3A and Section 3B as well as the definition of $d(\tau, \sigma)$ and the defining property of the $u_{I,\sigma}$ from Section 5A. Finally the case of general $G$ follows, by induction of both sides from $I$ to $G$.  

---

**5C. Applying the inertial method.** Say that a class $\tau \in G^g$ is a *U-class* if it divides exactly one maximal element $\sigma$ of $G^g$ and $d(\tau, \sigma) = 1$. Otherwise, say it is an *N-class*. Here U stands for unique and N for nonunique. The following three facts are immediate from the definition. First, a maximal class $\tau$ is always a U-class with $u_{G,\tau} = 1$. Second, other U-classes $\tau$ have $u_{G,\tau} = 0$. Third, a maximal N-class $\tau$ always has $u_{G,\tau} < 0$.

We divide all finite groups into two types, as follows.

**Definition 5.2.** A finite group is a *U-group* if every nonidentity element is contained in exactly one maximal cyclic subgroup. Otherwise it is an *N-group*.

It is immediate that a group $G$ is a U-group if and only if all classes $\tau \in G^{\preceq}$ are U-classes. Thus from Figure 2, PGL$_2(9)$ is a U-group while $S_6$ is an N-group. It follows easily from the definition that any subgroup of a U-group is itself a U-group. Similarly, any quotient of a U-group is a U-group [Suzuki 1950].
Via (3-4), the chain (3-8) completely collapses to the equality $T_+(G) = \tilde{T}_+(G)$ if and only if all nonidentity elements in $G$ have prime order. The following theorem is a subtler version of this idea.

**Theorem 5.3.** Suppose $G$ is a group such that all inertial subgroups of $G$ are U-groups. Then one has $T_+(G) = \tilde{T}_+(G)$, and so the tame-wild principle holds universally for $G$.

**Proof.** Let $I$ be an arbitrary inertial subgroup. Since $I$ is assumed to be a U-group, the associated integers $u_{I,\sigma}$ are nonnegative for all $\sigma \in I^{0}$. For any $\tau \in G^{0}$, the terms $|I|^{-1}u_{I,\sigma}[\sigma]\tilde{\sigma}$ contributing to the coefficient of $a_\tau$ in Lemma 5.1 are all nonnegative. Hence the coefficient itself is nonnegative and so $a_I$ is in the tame cone $T_+(G)$. Since the $a_I$ generate the inertial cone $\tilde{T}_+(G)$, equality holds in $T_+(G) \subseteq \tilde{T}_+(G)$. □

In particular, the tame-wild principle holds for all U-groups. This is the main import of Theorem 5.3, as we are not aware of any group satisfying the hypothesis of Theorem 5.3 which is not itself a U-group.

**5D. Classification of U-groups.** Given Theorem 5.3, it is of interest to classify U-groups. This problem has been addressed in the literature, with Kontorovich [1939; 1940] referring to U-groups as completely decomposable groups, and Suzuki [1950] calling them groups with a complete partition. We give a summary of the classification situation here.

The condition to be a U-group is very restrictive, but it is easy to check that it includes many groups of small order. In particular, the following groups are U-groups: cyclic groups, dihedral groups, groups of prime exponent, and the Frobenius groups $F_p = C_p : C_{p-1}$. The last class is particularly important in our context, since an extension of a $p$-adic field of degree $p$ has normal closure with Galois group a subgroup of $F_p$. If $q$ is a prime power, the linear groups $\text{PSL}_2(q)$ and $\text{PGL}_2(q)$ are U-groups, so that in particular $S_4 \cong \text{PGL}_2(3)$, $S_5 \cong \text{PGL}_2(5)$ and $A_6 \cong \text{PSL}_2(9)$ are all U-groups. There are more U-groups than those listed here, most of them being more general types of Frobenius groups.

The following observation is useful in understanding the nature of U-groups. In two settings, the extreme members of a class of groups are exactly the U-groups as follows. First, consider abelian $p$-groups of order $p^n$. Up to isomorphism, they correspond to partitions of $n$. The groups which are U-groups are the two extreme ones $(C_p)^n$ and $C_{p^n}$. Second, consider semidirect products $C_a \rtimes C_b$ with $a$ and $b$ being relatively prime and $\gamma : C_b \to \text{Aut}(C_a)$. If $\gamma$ is trivial, then $C_a \rtimes C_b \cong C_{ab}$ is a U-group. If $\gamma$ is injective, then $C_a \rtimes C_b$ is again a U-group, being of a nature similar to $F_p$ above. Again, it is the intermediate cases which are N-groups: if $\gamma$ is neither trivial nor injective then nontrivial elements in the kernel of $\gamma$ are in more than one maximal cyclic subgroup.
6. The universal tame-wild principle usually fails for N-groups

In this section, we study the universal tame-wild principle for N-groups. In Section 6A, we give the canonical expansion of a general Artin character $a_{L/F,p}$ in terms of tame characters $a_\tau$. In Section 6B, we list out N-groups of order $pqr$ where $p$, $q$, and $r$ are not necessarily distinct primes, finding six series. We show in Section 6C that the universal tame-wild principle generally fails for groups in the first four series. In Section 6D we take a close look at the quaternion group $Q_8$, which is the first group of the fifth series, finding failure again. On the other hand we show in Section 6E that the universal tame-wild principle holds for all groups in the sixth series. Finally, Section 6F explains how the negative results for small groups support the principle that most N-groups do not satisfy the universal tame-wild principle.

6A. Expansion of general Artin characters. Let $a_{L/F,p} \in \mathbb{Q}(G^\#)^0$ be an Artin character coming from an inertial subgroup $I \subseteq G$. Equation (3-7) expands $a_{L/F,p}$ in terms of formal Artin characters $a_{I^{s_i}}$ and Lemma 5.1 in turn expands each $a_{I^{s_i}}$ in terms of tame characters. Putting these two expansions together and replacing the divisibility posets $(I^{s_i})^{\#0}$ with their images in $I^{\#0}$ gives the following lemma.

Lemma 6.1. Let $G$ be a group, and let $a_{L/F,p} \in \mathbb{Q}(G^\#)^0$ be an Artin character with inertia group $I = I^{s_1} \supset I^{s_2} \supset \cdots$ as in (3-6). Let $i : I^\# \to G^\#$ be the induced map. Then one has the expansion

$$a_{L/F,p} = \frac{1}{|I|} \sum_{\sigma \in I^{\#0}} w_{L/F,p,\sigma}[\sigma] \bar{\sigma} a_i(\sigma),$$

where

$$w_{L/F,p,\sigma} = \sum_{i=1}^k (s_i - s_{i-1})[I : I^{s_i}]u_{I^{s_i},\sigma}. \quad (6-1)$$

While the lemma applies to the general situation, our focus in Sections 6B–6E is on the case $I = G$. Here $a_{L/F,p}$ is in the tame cone $T_+(G)$ if and only if $w_{L/F,p,\tau} \geq 0$ for all $\tau \in G^{\#0}$.

6B. Inertial N-groups of order $pqr$. Groups of order $p$ or $pq$ are U-groups. In the complete list of inertial groups of order $pqr$, in a rough sense about half of them are U-groups and the other half N-groups. For example, for a given prime $p$, there are two nonabelian groups of order $p^3$, the extra-special groups often denoted $p_+^{1+2}$ and $p_-^{1+2}$. For $p$ odd, $p_+^{1+2}$ has exponent $p$ and so is a U-group, while $p_-^{1+2}$ is an N-group. Similarly the dihedral group $D_4 = 2_+^{1+2}$ is a U-group while the quaternion group $Q_8 = 2_-^{1+2}$ is an N-group.
In fact, it is easy to see that the inertial N-groups are as follows. Now \( p, q, \) and \( r \) are required to be different primes, with \( q \mid p - 1 \) whenever \( F_{p,q} = C_p : C_q \) is present:

1. The product \( F_{p,q} \times C_r. \)
2. The semidirect product \( C_p : C_q^2 \cong F_{p,q} \rtimes C_q. \)
3. The abelian group \( C_{pq} \times C_p \cong C_p \times C_p \times C_q. \)
4. The product \( F_{p,q} \times C_p. \)
5. The extra-special group \( p^{1+2}. \)
6. The abelian group \( C_p^2 \times C_p. \)

These groups \( I \) are all \( p \)-inertial groups, but not inertial groups for any other primes. Moreover, since all proper subgroups are U-groups, the universal tame-wild principle fails for \( I \) if and only if there exists a totally ramified local Galois extension \( L/F \) with \( \text{Gal}(L/F) \cong I \) having an associated Artin character \( a_{L/F,p} \) having a negative coefficient \( w_{L/F,p,\tau}. \) Furthermore, in each case it turns out that there is exactly one N-class \( \tau \in I^{\text{\#0}}. \) Only for this class \( \tau \) could \( w_{L/F,p,\tau} \) possibly be negative, and this N-class is boxed in the displayed divisibility posets below.

In general, let \( I \) be a \( p \)-inertial group. Then it is known that there indeed exists a totally ramified Galois extension of \( p \)-adic fields \( L/F \) with \( \text{Gal}(L/F) \cong I \) and having an associated Artin character \( a_{L/F,p} \) having a negative coefficient \( w_{L/F,p,\tau}. \) Furthermore, in each case it turns out that there is exactly one N-class \( \tau \in I^{\text{\#0}}. \) Only for this class \( \tau \) could \( w_{L/F,p,\tau} \) possibly be negative, and this N-class is boxed in the displayed divisibility posets below.

6C. Negative results for four series. Our first result concerns Series 1-4 and is negative:

**Theorem 6.2.** \( F_{3,2} \times C_3 \cong S_3 \times C_3 \) satisfies the universal tame-wild principle, but otherwise the groups \( F_{p,q} \times C_r, C_p : C_q^2, C_{pq} \times C_p, \) and \( F_{p,q} \times C_p, \) do not.

**Proof.** In the divisibility posets below, the wild classes, meaning the classes of \( p \)-power order, are put in boldface for further emphasis. For the first three series, the unique N-class \( \tau \) has prime-to-\( p \) order and so we do not need to enter into an examination of wild slopes. In Series 4, \( \tau \) has order \( p \) and bounds on wild slopes lead to the exception.

1. For the group \( I = F_{p,q} \times C_r, \) power-conjugacy classes are determined by their orders, and the divisibility poset \( I^{\text{\#0}} \) is
Equation (6-1) becomes \( w_r = u_{I,r} = -p < 0 \). So by the existence of totally ramified \( I \)-extensions as discussed in the previous subsection, the universal tame-wild principle does not hold for \( I = F_{p,q} \times C_r \).

2. The group \( I = C_p : C_q^2 \) behaves very similarly. Again power-conjugacy classes are determined by their orders:

The key quantity \( w_q = u_{I,q} = -p \) is again negative, so the universal tame-wild principle fails for \( C_p : C_q^2 \).

3. The group \( I = C_p^2 \times C_q \) has a more complicated divisibility poset \( I^{\geq 0} \) but the behavior is otherwise similar. The classes of order \( p \) and the classes of order \( pq \) have the structure of projective lines over \( \mathbb{F}_p \) in bijection with one another:

Once again \( w_q = u_{I,q} = -p \) and so the universal tame-wild principle fails for \( C_p^2 \times C_q \).

4. For \( I = F_{p,q} \times C_p \) the divisibility poset \( I^{\geq 0} \) is disconnected:

Here \( p_0 \) and \( q \) lie in the factor \( F_{p,q} \) while \( p_\infty \) lies in the factor \( C_p \). The first term in (6-1) is \( u_{I,p_\infty} = 1 - p \). However, now we must take into account how wild ramification contributes to the remaining terms. Let \( s > 1 \) be the slope associated to \( F_{p,q} \) and let \( c > 1 \) be the slope associated to \( C_p \). Since \( C_p \) is abelian, \( c \) must be integral and hence \( c \geq 2 \). On the other hand, \( s \) must have exact denominator \( q \). Let
\( m = \min(c, s) \), so that \( I^m = C_p^2 \) is the wild inertia group and \( I^{\max(c, s)} \cong C_p \) is a higher inertia group. If \( c > s \) then \( (I^c)^\circ = \{ p_\infty \} \), while if \( s > c \) then \( (I^s)^\circ = \{ p_0 \} \).

Equation (6-1) becomes

\[
\begin{align*}
W_\infty &= \begin{cases} 
(1 - p) + q(s - 1) + qp(c - s) & \text{if } c > s, \\
(1 - p) + q(c - 1) & \text{if } s > c.
\end{cases}
\end{align*}
\]

For \((p, q) = (3, 2)\), the general formula simplifies to

\[
W_3 = \begin{cases} 
6c - 4s - 4 & \text{if } c > s, \\
2c - 4 & \text{if } s > c.
\end{cases}
\]

Thus, using \( c \geq 2 \), one has \( W_3 \geq 0 \) and so the universal tame-wild principle holds for \( F_{3,2} \times C_3 \).

There are many ways to produce an explicit instance with \( W_\infty < 0 \) for the remaining \((p, q)\). We will present one in the setting \( s > c = 2 \) in which case \( W_\infty = 1 + q - p \) is indeed negative. To get an \( F_{p,q} \) extension, start with \( x^p - p \), which gives a totally ramified \( F_{p,p-1} \) extension of \( \mathbb{Q}_p \) with wild slope best written in the form \( 1 + p/(p - 1) \). Write \( e = (p - 1)/q \) and extend the ground field from \( \mathbb{Q}_p \) to \( F_e = \mathbb{Q}_p[\pi]/(\pi^e - p) \). Then \( x^p - p \) has Galois group \( F_{p,q} \) over \( F_e \), with wild slope \( 1 + ep/(p - 1) \), as tame base-change always scales slopes this way. But now \( x^p - \pi x^{p-1} + \pi \) has wild slope 2 and, after perhaps replacing \( F_e \) by an unramified extension \( F \), Galois group \( C_p \) [Amano 1971]. The splitting field of \((x^p - p)(x^p - \pi x^{p-1} + \pi)\) gives the desired extension \( L/F \), showing that the universal tame-wild principle does not hold for \( F_{p,q} \times C_p \).

**6D. Negative result for \( Q_8 \).** The fifth series, consisting of groups of the form \( p^{1+2} \), is the most complicated. Here we treat only \( 2^{1+2} = Q_8 \), getting a negative result.

**Proposition 6.3.** The universal tame-wild principle fails for the quaternion group.

**Proof.** The divisibility poset \( Q_8^\circ \), with unique N-class boxed as always, is

\[
\begin{align*}
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\]

The generic case has three distinct slopes. We seek only counterexamples and so we focus on the special case with two slopes \( s_1 < s_2 \), with \( s_1 \) occurring with multiplicity two. The key quantity (6-1) here becomes \( w_2 = -2s_1 + 4(s_2 - s_1) = 4s_2 - 6s_1 \).

Thus one gets a counterexample to the universal tame-wild principle if and only if \( s_2 < 1.5s_1 \).

The table of octic 2-adic fields [Jones and Roberts 2008] available from the website of [Jones and Roberts 2006] then give four types of counterexamples in this
context, after tame base-change from $\mathbb{Q}_2$ to its Galois extension $F$ with ramification index $t$ and residual field degree $u$:

<table>
<thead>
<tr>
<th>#</th>
<th>$c$</th>
<th>slope content</th>
<th>$I$</th>
<th>$D$</th>
<th>$s_1$</th>
<th>$s_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>10</td>
<td>$[1.3, 1.3, 1.5]_3^2$</td>
<td>$\text{SL}_2(3)$</td>
<td>$\text{GL}_2(3)$</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>$[2, 2, 2.5]^2$</td>
<td>$\hat{Q}_8$</td>
<td>$\hat{Q}_8$</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>$[2, 2, 2.5]^4$</td>
<td>$Q_8$</td>
<td>$8T17$</td>
<td>2</td>
<td>2.5</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>$[2.6, 2.6, 3.5]_3^2$</td>
<td>$\text{SL}_2(3)$</td>
<td>$\text{GL}_2(3)$</td>
<td>6</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Here in the first and last cases, we use the general conversion from slope content $[\ldots \sigma_i \ldots]_t^u$ over $\mathbb{Q}_2$ to slope content $[\ldots s_i \ldots]_1^1$ over $F$ given by $s_i = 1 + t(\sigma_i - 1)$. A full treatment of the range of possible counterexamples could have Proposition 4.4 of [Fontaine 1971] as its starting point.

Our counterexamples in Section 7D and Section 8B will be built from one of the two fields with slope content $[2, 2, 2.5]^2$. A point to note here is that $\mathbb{Q}_2$ does have totally ramified quaternionic extensions, in fact four of them, all with slope content $[2, 3, 4]$ [Jones and Roberts 2008]. However, these extensions do not give counterexamples to the universal tame-wild principle for $Q_8$. The fact that the first local counterexamples come from $\hat{Q}_8 = 8T8$ extensions of $\mathbb{Q}_2$ plays a prominent role in our later global counterexamples.

**6E. Positive results for $C_{p^2} \times C_p$.** Here we prove that the N-groups in Series 6 always satisfy the universal tame-wild principle. Unlike most of our previous positive results, but like the exception $S_3 \times C_3$ of Section 6C, this result is not purely group-theoretic. Rather it depends on a close analysis of the possibilities for wild slopes. Said in a different way, the situation for these $I$ is $T^+(I) = W^+(I) \subset \hat{T}^+(I)$, so that the universal tame-wild principle holds, even though it is not provable by the inertial method.

**Theorem 6.4.** The groups $C_{p^2} \times C_p$ satisfy the universal tame-wild principle.

**Proof.** Let $K_{p^2}/F$ be a cyclic extension of degree $p^2$ and slopes $s_1 < s_2$. Let $K_p/F$ be a cyclic extension of degree $p$ and slope $t$. Switch to the indexing scheme of [Serre 1979] via $s_i = 1 + v_i$ and $t = 1 + c$, so as to better align also with our reference [Fontaine 1971] and in particular make (6-5) below as simple as possible. There are three possibilities for how the slope filtration goes through the group:

\[
\begin{array}{cccc}
  c < v_1 < v_2 & v_1 \leq c < v_2 & v_1 < v_2 \leq c \\
  p^2 & p^2 & p^2 \\
  p & p & p \\
  p_0 \ p_1 \ \ldots \ \ p_\infty, & p_0 \ p_1 \ \ldots \ \ p_\infty, & p_0 \ p_1 \ \ldots \ \ p_\infty. \\
\end{array}
\]
Here, assuming all inequalities are strict, classes in the higher inertia group of order $p^2$ are put in bold and the classes in the higher inertia group of order $p$ are furthermore underlined. If one has equality, the formulas below still apply.

As in the previous two subsections, only one $w_\tau$ from Lemma 6.1 could possibly be negative, and in this case it is $w = w_{p_0}$. Equation (6-1) becomes

\[
\begin{align*}
w &= \begin{cases} 
(c + 1)(1 - p) + (v_2 - v_1)p^2 & \text{if } c < v_1 < v_2, \\
(v_1 + 1)(1 - p) + (c - v_1)p + (v_2 - c)p^2 & \text{if } v_1 \leq c < v_2, \\
(v_1 + 1)(1 - p) + (v_2 - v_1)p & \text{if } v_1 < v_2 \leq c.
\end{cases}
\tag{6-3}
\end{align*}
\]

Let $e$ be the ramification index of $F/\mathbb{Q}_2$ and put $B = e/(p - 1)$. From the known behavior of cyclic degree $p$ extensions, one has

\[
1 \leq c \leq pB \quad \text{and} \quad 1 \leq v_1 \leq pB. \tag{6-4}
\]

There are two regimes to consider: the geometric regime, where $v_1 < B$, and the arithmetic regime, where $v_1 \geq B$. One has

\[
\begin{align*}
v_2 &\geq pv_1 & \text{in the geometric regime,} \tag{6-5} \\
v_2 &= v_1 + e & \text{in the arithmetic regime.} \tag{6-6}
\end{align*}
\]

These last two facts and other related information dating back to [Maus 1965] are conveniently available in [Fontaine 1971, Proposition 4.3].

The quantity $e$ does not enter into the geometric inequality (6-5), and since we need to deal with arbitrary $e$ the upper bounds in (6-4) are not available to us. This fact is the source of our terminology because the geometric case is now identified with the case where $p$-adic fields have been replaced by $\mathbb{F}_p((t))$, which have $e = \infty$. The worst case is always when $v_2 = pv_1$ and, in the second case, when $c$ takes on its limiting bound $v_2$ as well. Substituting these worst cases into (6-3) and simplifying, one has

\[
\begin{align*}
w \geq \begin{cases} 
(v_1 + 1)(1 - p) + (pv_1 - v_1)p^2 & \text{if } c < v_1 < v_2, \\
(v_1 + 1)(1 - p) + (pv_1 - v_1)p & \text{if } v_1 \leq c < v_2, \\
(v_1 + 1)(1 - p) + (pv_1 - v_1)p & \text{if } v_1 < v_2 \leq c.
\end{cases}
\end{align*}
\]

With $m$ equal to $p^2$, $p$, $p$ in the three cases, one further simplifies by

\[w \geq (p - 1)(-v_1 - 1 + v_1 m) = (p - 1)((m - 1)v_1 - 1) \geq 0.\]

Thus, in the geometric regime, $w$ is never negative.

In the arithmetic regime the substitute (6-6) for (6-5) is simpler in that it is an equality, but now the upper bounds in (6-4) will need to be used. The substitution $v_2 = v_1 + e = v_1 + B(p - 1)$ into (6-3) makes $w$ factor, and we divide by the positive
quantity \( p - 1 \):

\[
\frac{w}{p - 1} = \begin{cases} 
Bp^2 - 1 - c & \text{if } c < v_1 < v_1 + e, \\
Bp^2 - v_1 - p(c - v_1) - 1 & \text{if } v_1 \leq c < v_1 + e, \\
Bp - v_1 - 1 & \text{if } v_1 < v_1 + e \leq c.
\end{cases}
\]

Using the bounds (6-4) one has

\[
\frac{w}{p - 1} \geq \begin{cases} 
Bp^2 - 1 - Bp = Bp(p - 1) - 1 = ep - 1 \geq 1, \\
Bp^2 - Bp - p(e - 1) - 1 = ep - p(e - 1) - 1 = p - 1 \geq 1, \\
Bp - v_1 - 1 \leq Bp - (Bp - e) - 1 = e - 1 \geq 0.
\end{cases}
\]

in the three cases. Thus here too \( w \geq 0 \).

6F. From smaller to larger groups. Our final topic in this section is to promote our counterexamples from the small groups \( I \) to larger groups \( G \) that contain them. In general, let \( I \subseteq G \) be an inclusion of groups and consider the induced map \( i: I^\sharp \rightarrow G^\sharp \). Then the lack of injectivity of \( i \) can obstruct the promotion process. For example, consider Series 4 groups \( I = F_{p, q} \times C_p \) and their product embedding into \( G = S_{p^2} \). Then all \( p + 1 \) classes in \( I^\sharp \) of order \( p \) go to the single class in \( S_{p^2}^\sharp \) indexed by the partition \( p^p = p \cdots p \). To get the coefficient of \( a_{p^p} \) of the pushed-forward formal Artin conductor \( a_I \in \mathbb{Q}(S_{p^2}^\sharp)^0 \) one has to add the contributions of the fiber, as in Lemma 5.1. There are \( p \) contributions of \( 1/pq \) and one contribution of \( (2 - p)/pq \) for a total of \( 2/pq \). Equation (6-1) says that wild ramification can only increase this \( 2/pq \) to larger positive numbers, and so all pushed-forward Artin characters \( a_{L/F,p} \) from \( I \) are in the tame cone \( T_+(S_{p^2}^\sharp) \).

For Series 1–3 and also for \( Q_8 \), this complication does not arise because the unique \( N \)-class in \( I^{\sharp 0} \) is the only class of its order. Hence the promotion process works:

**Corollary 6.5.** Let \( G \) be a group containing a subgroup \( I \) of the form \( F_{p, q} \times C_r \), \( C_p : C_{q^2}, C_{pq} \times C_p \) or \( Q_8 \). Then \( G \) does not satisfy the universal tame-wild principle.

Since there are so many possibilities for \( I \), the hypothesis holds for many \( G \). Moreover the fact that it holds for a given \( G \) is often easily verified. For example, when studying \( G \) one commonly has a list of maximal subgroups \( H \), and one can often easily see that at least one \( I \) is in at least one of the \( H \). As another example, the presence of \( C_{pq} \times C_p \) can often be read off from the divisibility poset: suppose one has a class \( \tau \in G^\sharp \) of order \( \bar{\tau} = pq \) not dividing a class of order \( p^2q \) but such that \( p^2 \) divides the numerator of \( |G|/|C_{\bar{\tau}}| \). Then any representative \( g \) of \( \tau \) lies in a group of type \( C_{pq} \times C_p \). This criterion is satisfied particularly often for \( p = 2 \) and some odd prime \( q \).
7. Comparing an algebra with its splitting field

In this section we return to a very concrete setting, considering types \((G, \phi_i, \phi_r)\) where \(\phi_i\) comes from a faithful permutation representation \(i : G \subseteq S_n\) and \(\phi_r\) is the regular character. Thus we are considering algebras \(K = K_i\) of a specified Galois type compared with their splitting fields \(K^{\text{gal}} = K_r\).

In Section 7A we introduce explicit notation for comparing two algebras and in Section 7B we explain how it is sometimes best to highlight root discriminants \(\mathfrak{d}\) rather than discriminants \(\mathcal{D}\). The tame-wild principle in the notation set up then takes the following form:

\[
\mathfrak{d}_{K^{\text{gal}}/F}(G, \phi_i, \phi_r) \mid \mathfrak{d}_{K/F}(G, \phi_i, \phi_r) \mid \mathfrak{d}_{K^{\text{gal}}/F}(G, \phi_i, \phi_r).
\]

We observe in Section 7C that the right divisibility often trivially holds. In Section 7D, we give four examples where it holds nontrivially and one where it fails to hold. In Section 7E we show that the left divisibility always holds, and discuss applications to number field tabulation.

7A. Generalities. The case \(r = 2\) of just two algebras deserves special attention for at least three reasons. First, hulls \(T'_+(G, \phi_1, \phi_2) \subseteq \mathbb{R}^1\) are intervals while hulls for larger \(r\) can have up to \(|G^{\text{ad}}|\) vertices. Second, the inequality for each face of any \(T'_+(G, \phi_1, \ldots, \phi_r)\) also comes from some \(T'_+(G, \psi_1, \psi_2)\) with the new characters \(\psi_j\) being certain sums of the old characters \(\phi_i\). Third, it is the case which applies most directly to number field tabulation.

To present results coming from \(r = 2\) as explicitly as possible, we let \(\alpha = \alpha(G, \phi_1, \phi_2)\) and \(\omega = \omega(G, \phi_1, \phi_2)\) be the left and right endpoints of the interval \(T'_+(G, \phi_1, \phi_2)\). The tame-wild principle says that all local exponents satisfy

\[
\alpha c_p(K_2) \leq c_p(K_1) \leq \omega c_p(K_2).
\]  

In this \(r = 2\) setting, the tame-wild principle breaks cleanly into two parts: the left and right tame-wild principles respectively say that the left and right inequalities in (7-1) always hold. Similarly, one has the perhaps larger inertial interval \([\tilde{\alpha}, \tilde{\omega}]\) and the perhaps even larger broad interval \([\hat{\alpha}, \hat{\omega}]\).

To transfer the additive inequalities (7-1) into the multiplicative language of divisibility, we make use of the following formalism. Note that the torsion-free group \(\mathfrak{I}\) of fractional ideals of a local or global number field \(F\) embeds into its tensor product over \(\mathbb{Z}\) with \(\mathbb{Q}\), a group we write as \(\mathfrak{I}^{\mathbb{Q}}\) to account for the fact that \(\mathfrak{I}\) is written multiplicatively. In \(\mathfrak{I}^{\mathbb{Q}}\), as our notation indicates, general rational exponents on ideals are allowed. Then (7-1) corresponds to

\[
\mathfrak{D}^{\mathbb{Q}}_{K_2/F} \mid \mathfrak{D}_{K_1/F} \mid \mathfrak{D}^{\mathbb{Q}}_{K_2/F},
\]  

(7-2)
which makes sense for both local and global number fields. In this formalism, the relations of the introductory example take the form $D_{K6/F}^{1/3} \mid D_{K5/F} \mid D_{K6/F}$.

**7B. Mean-root normalization and the comparison interval.** It is sometimes insightful to switch to a slightly different normalization. We call this normalization mean-root normalization, with “mean” capturing how additive quantities are renormalized and “root” capturing how multiplicative quantities are renormalized.

If $K/F$ has degree $n$ and discriminant $D_{K/F}$ then its root discriminant is by definition $d_{K/F} = D_{K/F}^{1/n}$. To make this shift in our formalism, we simply replace all permutation characters $\phi_i$ by the scaled-down quantities $\hat{\phi}_i = \phi_i / \phi_i(1)$. One has mean tame conductors $c_{\tau}(\phi_i) = (a_{\tau}, \phi_i)$ as well as their analogs $c_I(\phi_i) = (a_I, \phi_i)$ and $\hat{c}_{\tau}(\phi_i) = (\hat{a}_{\tau}, \phi_i)$. We always indicate this alternative convention by underlining.

Thus the mean-root normalized tame hull for two characters indexed by dimension is $T'_+ \cap (G, \phi_n, \phi_m) = [\alpha, \omega]$ where $\alpha = ma/n$ and $\omega = m\omega/n$. The divisibility relation (7-2) becomes $d_{K_n/F} \mid d_{K_m/F} \mid \hat{d}_{K_m/F}$.

The comparison interval $[\alpha, \omega]$ just introduced supports an intuitive understanding of how ramification in $K_n/F$ and $K_m/F$ relate to each other. Suppose, for example, that $K_m/K_n/F$ is a tower of fields so that one has the standard divisibility relation $d_{K_n/F} \mid d_{K_m/F}$.

Then, assuming $K_m/F$ is actually ramified, the ratio

$$\frac{\log |d_{K_n/F}|}{\log |d_{K_m/F}|} \in [0, 1]$$

can be understood as the fraction of ramification in $K_m/F$ which is seen already in $K_n/F$. If the corresponding tame-wild principle holds, then this quantity is guaranteed to be in $[\alpha, \omega]$.

The mean-root normalization introduces a sense of absolute scale, with the number one playing a prominent role, as illustrated by the preceding paragraph and the next three subsections. Assuming $\phi_n - \phi_m$ is not a constant, one always has strict inequality $\alpha < \omega$. The failure of resolvent constructions from $(G, \phi_n)$-fields to $(G, \phi_m)$-fields to preserve ordering by absolute discriminants is, roughly speaking, measured by the length of $[\alpha, \omega]$. For $\phi_n$ and $\phi_m$ coming from faithful transitive permutation representations, a very common situation is $\alpha \leq 1 \leq \omega$. This tendency gets stronger as $n$ and $m$ increase to $|G|$. For example, for $(A_5, \phi_{20}, \phi_{30})$ the partition matrix is

$$\begin{pmatrix} 2^{10} & 3^{6} & 5^{2} \\ 2^{14} & 3^{10} & 5^{6} \end{pmatrix},$$

and the comparison interval works out to $[\frac{9}{10}, \frac{15}{14}] \approx [0.90, 1.07]$. 

7C. The right tame-wild principle often holds for \((G, \phi_i, \phi_r)\). Applying (7-3) in our setting gives
\[
\partial_{K/F} | \partial_{K^{\text{gal}}/F}
\]
when \(K\) is a field. This relation holds also when \(K\) is an algebra, as can be seen by expressing \(K\) as a product of fields and comparing each factor to the field \(K^{\text{gal}}\).

The critical quantity is simply expressed as
\[
\omega(G, \phi_i, \phi_r) = \max_{\tau \in G^{\text{reg}}} \frac{\zeta_{\tau}(\phi_i)}{\zeta_{\tau}(\phi_r)}.
\]
(7-5)

The denominator depends only on the order \(\bar{\tau}\) of \(\tau\) via \(\zeta_{\tau}(\phi_r) = (\bar{\tau} - 1)/\bar{\tau}\). For the more complicated numerator, one has \(\zeta_{\tau}(\phi_i) \leq (\bar{\tau} - 1)/\bar{\tau}\), with equality if and only if the partition \(\lambda_{\tau}(\phi_i)\) has the form \(\bar{\tau}^{n/\bar{\tau}} = \bar{\tau} \ldots \bar{\tau}\). A permutation is semiregular if all cycles have the same length. Therefore \(\omega(G, \phi_r, \phi_i) \leq 1\), with equality if and only if \(G\) contains a nonidentity element which is semiregular. Summarizing:

**Proposition 7.1.** Let \(G \subseteq S_n\) be a permutation group containing a nonidentity semiregular element, \(\phi_i\) the given permutation character, and \(\phi_r\) the regular character. Then the right tame-wild principle holds for \((G, \phi_i, \phi_r)\) with

\[
\omega(G, \phi_i, \phi_r) = 1.
\]

However, this principle is nothing more than the classical statement that for any \((K, K^{\text{gal}})\) of type \((G, \phi_i, \phi_r)\), one has \(\partial_{K/F} | \partial_{K^{\text{gal}}/F}\).

7D. Elusive groups. In the global setting, we are mainly interested in the case when \(K\) is a field and thus \(G\) is transitive. A transitive permutation group which does not contain a nonidentity semiregular element is called an elusive group [Cameron et al. 2002]. So Proposition 7.1 is the best statement for nonelusive transitive groups, but the situation needs to be investigated further for elusive groups.

Elusive groups are aptly named in that they are relatively rare. The smallest \(n\) for which \(S_n\) contains an elusive group is \(n = 12\). There are five elusive groups in \(S_{12}\) up to permutation equivalence, listed in Table 1, all subgroups of the Mathieu group \(M_{11}\) in its transitive degree twelve realization 12T272. Here and in the sequel we use the T-notation for transitive permutation groups introduced in [Conway et al. 1998] and available online in several places, including [LMFDB 2013].

The following proposition treats these five groups.

**Proposition 7.2.** The right tame-wild principle for \((G, \phi_i, \phi_r)\) holds for the elusive groups 12T46, 12T84, 12T181, and 12T272 with \(\omega(12T46, \phi_i, \phi_r) = 20/21\). Thus the strengthening \(\partial_{K/F} | \partial_{K^{\text{gal}}/F}^{20/21}\) of (7-5) holds for these groups. For 12T47, one has \(\omega(12T47, \phi_i, \phi_r) = 8/9\). Extensions \((K_i, K_r)\) from (7-6) give an counterexample to the tame-wild principle over \(\mathbb{Q}(\sqrt{-3})\), but there is no counterexample over \(\mathbb{Q}\).
The tame-wild principle for discriminant relations

12T46 \cong C_3^2 : Q_8 \\
12T47 \cong M_9 \\
12T84 \cong C_3^2 : \hat{Q}_8 \\
12T181 \cong M_{10} \\
12T272 \cong M_{11}

| \tau | 2A 3A 4A 5A 6A 8A 11A | Q_8 | I |
|-------|----------------|------|
| \lambda_\tau(\phi_i) | 2^4 1^4 3^3 1^3 4^2 2^2 | 84 | (11) 1 |
| c_\tau(\phi_i) | 4 6 8 8 8 10 10 | 10 | \leq 10 |
| c_\tau^{'}(\phi_r) | 1/2 2/3 3/4 4/5 5/6 7/8 10/11 | 7/8 \(|I|-1|/|I| |
| c_\tau | 2/3 3/4 8/9 5/6 4/5 20/21 11/12 | 20/21 | \leq 20/21 |

**Table 1.** Information used in the proof of Proposition 7.2.

**Proof.** The part below the line of Table 1 supports applying the broad and inertial methods for 12T272 \cong M_{11}. Thus the line labeled \tau lists out the seven elements of 12T272^{20}. The next two lines gives the corresponding dodecic partitions \lambda_\tau(\phi_i) and conductors c_\tau(\phi_i) = 12\xi_\tau(\phi_i) respectively. The next lines give

\[ c_\tau(\phi_r) = \frac{c_\tau(\phi_i)}{|M_{11}|} \quad \text{and} \quad c_\tau^{'} = \frac{c_\tau(\phi_i)}{\xi_\tau(\phi_r)}. \]

Thus the comparison interval is \[ [\alpha, \omega] = \left[ \frac{2}{3}, \frac{20}{21} \right]. \]

One inertial subgroup of 12T272 is Q_8, which has orbit partition 84. As indicated in the second-to-last column of Table 1, its associated quantity is \( \xi_\tau^{'} = \frac{20}{21} \), which is the right endpoint of \( \left[ \frac{2}{3}, \frac{20}{21} \right] \). In general, the difficulty with the inertial method is that there can be many inertial N-subgroups I to inspect. However here we can treat them all at once as follows. Since none of the elusive groups from the complete list are themselves inertial groups, I must act intransitively and so \( c_\tau(\phi_i) \leq 10 \). Also \( \xi_\tau(\phi_r) = (|I| - 1)/|I| \geq \frac{7}{8} \), since N-groups have order at least 8. So, as indicated by the table, \( \xi_\tau^{'} \leq \frac{20}{21} \). Thus our initial case Q_8 was in fact the worst case, and the right tame-wild principle holds for \((M_{11}, \phi_i, \phi_r)\).

The part of the table above the line gives the partitions which arise for all the \( G \), as a subset of those that we have listed for 11T272. The smaller groups 12T46, 12T84, and 12T181 still have elements of cycle type 84, and so the same argument goes through for them, proving the tame-wild principle for \((G, \phi_i, \phi_r)\) in these cases. Note that our uniform treatment of all the \( G \) uses that \( \xi_\tau(\phi_r) \) is independent of \( G \); in contrast, the unnormalized quantity \( c_\tau(\phi_r) \) depends on \( G \).

A counterexample seems likely for \( G = 12T47 \) because it contains Q_8 and its comparison interval is only \( [\alpha, \omega] = \left[ \frac{2}{3}, \frac{8}{9} \right] \), with \( \frac{8}{9} \) being considerably less than \( \frac{20}{21} \). However, as discussed in reference to (6-2), there are no quaternionic extensions.
of \( \mathbb{Q}_2 \) giving counterexamples to the universal tame-wild principle for \( Q_8 \). Other candidate \( I \) do not work either, and we are forced to leave \( \mathbb{Q} \) as a ground field.

Our counterexample comes from fields \( K_n = \mathbb{Q}[x]/f_n(x) \) with discriminants \( D_n \in \mathbb{Z} \) and Galois groups \( G_n = \text{Gal}(K_{n}^{\text{gal}}/\mathbb{Q}) \) as follows:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( f_n(x) )</th>
<th>( D_n )</th>
<th>( G_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>( x^8 + 6x^4 - 3 )</td>
<td>( -2^{16}3^7 )</td>
<td>( \hat{Q}_8 )</td>
</tr>
<tr>
<td>9</td>
<td>( x^9 - 3x^8 + 18x^5 + 18x^4 - 27x + 9 )</td>
<td>( -2^{16}3^{15} )</td>
<td>( 9T19 )</td>
</tr>
<tr>
<td>12</td>
<td>( x^{12} - 6x^{10} - 4x^9 + 12x^7 - 36x^5 + 30x^4 + 8x^3 - 8 )</td>
<td>( 2^{22}3^{18} )</td>
<td>( 12T84 )</td>
</tr>
</tbody>
</table>

The overgroup \( 12T84 \cong C_3^2 : \hat{Q}_8 \supset 12T47 \) was chosen because it contains not just \( Q_8 \) but also \( \hat{Q}_8 \). The nonic group \( 9T19 \) is a lower degree realization of \( 12T84 \), where the isomorphism with \( C_3^2 : \hat{Q}_8 \) is naturally realized. The field \( K_8 \) was chosen as a strong candidate from which to build a counterexample, because \( \text{Gal}(K_8^{\text{gal}}/\mathbb{Q}) \) is its own decomposition group with slope content \([2, 2, 2.5]^2\) as in (6-2). The field \( K_9 \) was extracted from the database [Jones and Roberts ≥ 2014] as a 9T19 field with \( K_8 \) as a resolvent, and then \( K_{12} \) was obtained from \( K_9 \) by resolvent calculations.

The splitting field \( K_{12}^{\text{gal}} \) contains \( \mathbb{Q}(\sqrt{-3}) \) with \( \text{Gal}(K_{12}^{\text{gal}}/\mathbb{Q}(\sqrt{-3})) = 12T47 \) by construction. The root discriminant of \( K_{12}^{\text{gal}} \) is \( 2^{22}3^{127/72} \), as computed by using the website of [Jones and Roberts 2006] to analyze ramification in \( K_9/\mathbb{Q} \). Here the exponent 2 can be confirmed from a standard computation associated with the slope content \([2, 2, 2.5]^2\), namely \( \frac{7}{8} + \frac{2}{4} + \frac{2.5}{2} = 2 \). On the other hand \( K_{12} \) has root discriminant \( 2^{22}3^{12/18}12^{18/12} \). The quotient \( \frac{22}{12} / 2 = \frac{11}{12} \) is to the right of the root-normalized tame hull \([g, \omega] = [\frac{2}{3}, \frac{8}{9}] \), giving a counterexample to the right tame-wild principle for \((12T47, \phi_i, \phi_r)\) over \( \mathbb{Q}(\sqrt{-3}) \).

\[ \square \]

7E. The left tame-wild principle always holds for \((G, \phi_i, \phi_r)\). The following theorem shows that an important part of the tame-wild principle holds for all finite groups \( G \).

**Theorem 7.3.** Let \( G \leq S_n \) be any permutation group, \( \phi_i \) the given permutation character, and \( \phi_r \) the regular character. Let \( \overline{\mathcal{F}}(G) \) be the maximal number of fixed points of a nonidentity element of \( G \). Then the left tame-wild principle holds for \((G, \phi_i, \phi_r)\) with

\[
\lambda(G, \phi_i, \phi_r) = 1 - \frac{\overline{\mathcal{F}}(G)}{n}.
\]

Thus for any \((K, K^{\text{gal}})\) of type \((G, \phi_i, \phi_r)\), one has \( n^{1-\overline{\mathcal{F}}(G)/n} \mid \Delta_{K/F} \).

**Proof.** We apply the broad method. Let \( \tau \) be an arbitrary element of \( G^{\tau_0} \) and call its order \( t \). Consider the corresponding column \((\lambda_k \tau)\) of the partition matrix \( P(G, \phi_i, \phi_r) \). Then \( \lambda = \prod_{k=1}^{t} k^{m_k} \) is some partition of \( n \) and \( \Lambda = t^{[G]/t} \) is the corresponding partition of \( |G| \).
The projective matrices \( T'(G, \phi_i, \phi_r) \) and \( \hat{T}'(G, \phi_i, \phi_r) \) have just one row each. The entries in the \( \tau \) column are respectively \( c(\lambda)/c(\Lambda) \) and \( \hat{c}(\lambda)/\hat{c}(\Lambda) \). Their difference is positive:

\[
\frac{\hat{c}(\lambda)}{\hat{c}(\Lambda)} - \frac{c(\lambda)}{c(\Lambda)} = \frac{\sum_{k=2}^{t} m_{kk}}{|G|} - \frac{\sum_{k=2}^{t} m_{kk}(k-1)}{|G|(t-1)/t}
\]

\[
= \frac{1}{|G|} \sum_{k=2}^{t} m_{k} \frac{k(t-1)}{t-1} - \frac{1}{|G|} \sum_{k=2}^{t} m_{k} \frac{t(k-1)}{t-1}
\]

\[
= \frac{1}{|G|} \sum_{k=2}^{t} m_{k} \frac{(kt-k)-(kt-t)}{t-1}
\]

\[
= \frac{1}{|G|} \sum_{k=2}^{t} m_{k} \frac{t-k}{t-1} \geq 0.
\]

Thus \( \frac{\hat{c}(\lambda)}{\hat{c}(\Lambda)} \geq \frac{c(\lambda)}{c(\Lambda)} \), and so certainly all the \( \frac{\hat{c}(\lambda)}{\hat{c}(\Lambda)} \) are at least

\[
\alpha(G, \phi_i, \phi_r) = \min_{\tau \in G^{\text{inert}}} c_\tau(\lambda).
\]

Thus the left tame-wild principle holds for \((G, \phi_i, \phi_r)\), and moreover we can compute \( \alpha(G, \phi_i, \phi_r) \) using \( \hat{c}_\tau \) rather than \( c_\tau \), giving

\[
\alpha(G, \phi_i, \phi_r) = \min_{\tau \in G^{\text{inert}}} \hat{c}_\tau(\Lambda) = \min_{\tau \in G^{\text{inert}}} \frac{n-m_1}{|G|} = n - \bar{\Phi}(G).
\]

Switching to the mean-root normalization gives \( \alpha(G, \phi_i, \phi_r) = 1 - \bar{\Phi}(G)/n. \) □

**Number field tabulation.** For certain solvable transitive groups \( G \subset S_n \), the techniques of [Jones and Wallington 2012] let one compute all degree \( n \) fields \( K \) of type \( G \) where \( |d_{K/\mathbb{Q}}| \) is at most some constant \( \beta \). Then the theorem just proved can be applied through its corollary \( |d_{K/\mathbb{Q}}^{1-\bar{\Phi}(G)/n}| \leq |d_{K/\mathbb{Q}}| \) to obtain all \( K \) with \( |d_{K/\mathbb{Q}}| \) at most \( B = \beta^{1-\bar{\Phi}(G)/n} \). This computation is carried out in [Jones 2013] for the primitive nonic groups 9T9, 9T14, 9T15, 9T16, 9T23, and 9T27 to obtain the corresponding nonic fields with smallest absolute discriminant. This particular application served as the catalyst for the present paper.

### 8. Examples and counterexamples

The positive and negative results of the previous sections give one a good idea of the extent to which the tame-wild principle holds and how it can be applied. We now refine this picture, by considering various \((G, \phi_1, \ldots, \phi_r)\) of interest and determining whether the tame-wild principle holds. In Section 8A, we give examples illustrating the broad method and the inertial method. In Section 8B, we conclude
by arguing that counterexamples to the tame-wild principle from pairs \((K_1, K_2)/\mathbb{Q}\) of number fields are not easily found, but present one such counterexample with Galois group 12T112 of order 192.

**8A. The broad and inertial methods.** We illustrate the two methods of Section 4B with positive results for three N-groups.

The broad method for \((\text{Aff}_3(\mathbb{F}_2), \phi_7, \phi_8, \phi_{8a}, \phi_{8b})\). The group \(\text{Aff}_3(\mathbb{F}_2)\) provides a simple illustration of the broad method in the setting \(r = 4\). It has five nontrivial small permutation representations \(\rho_{7a}, \rho_{7b}, \rho_8, \rho_{8a}, \rho_{8b}\), with images the permutation groups 7T5, 7T5, 8T37, 8T48, 8T48. The first three representations are through the quotient \(\text{GL}_3(\mathbb{F}_2) \cong \text{PGL}_2(\mathbb{F}_7)\) while the last two are faithful. The representations \(\rho_{7a}\) and \(\rho_{7b}\) share a common character \(\phi_7\). They are thus arithmetically equivalent and we call them identical twins. The representations \(\rho_{8a}\) and \(\rho_{8b}\) have different characters \(\phi_{8a}\) and \(\phi_{8b}\) and so we call them fraternal twins. The four characters \(\phi_7, \phi_8, \phi_{8a}, \phi_{8b}\) are linearly independent.

Figure 3 first presents the partition matrix \(P = \text{P}(\text{Aff}_3(\mathbb{F}_2), \phi_7, \phi_8, \phi_{8a}, \phi_{8b})\) and the broad and tame matrices derived from it. For visualization purposes, it then drops consideration of \(\phi_8\). After this projection, it plots the columns of \(\hat{T}'\) as +s and those of \(T'\) as \(\bullet\)s. Since the +s are in the hull \(T'_+\) of the \(\bullet\)s, the tame-wild principle holds for \((\text{Aff}_3(\mathbb{F}_2), \phi_7, \phi_{8a}, \phi_{8b})\). Working more algebraically, as described in Section 4C, one can verify the analogous convexity assertion in the presence of \(\phi_8\), giving the first sentence of the following result.

**Proposition 8.1.** The tame-wild principle holds for \((\text{Aff}_3(\mathbb{F}_2), \phi_7, \phi_8, \phi_{8a}, \phi_{8b})\). In particular, to find all 8T48 extensions with \(|\mathcal{D}_{K_{8a}/F}| \leq B\), one need look only at 7T5 extensions with \(|\mathcal{D}_{K_7/F}| \leq B\) and select from among the octic resolvents of their 14T34 quadratic overfields.

The second sentence comes from an understanding of the algebraic meaning of Figure 3. Associate variables \(u, a,\) and \(b\) to \(\phi_7, \phi_{8a},\) and \(\phi_{8b}\) respectively. The four sides of the trapezoid \(T'_+(\text{Aff}_3(\mathbb{F}_2), \phi_7, \phi_{8a}, \phi_{8b})\) in the drawn \((u/b, a/b)\) plane correspond to the four faces of the cone \(T_+(\text{Aff}_3(\mathbb{F}_2), \phi_7, \phi_{8a}, \phi_{8b})\) in \((u, a, b)\)-space. These four faces correspond to the four inequalities on local exponents on the left and they translate into divisibility relations among either local or global discriminants on the right:

\[
\begin{align*}
    u &\leq a \leq u + b, &\mathcal{D}_{K_7/F} &\mid \mathcal{D}_{K_{8a}/F} &\mid \mathcal{D}_{K_7/F}\mathcal{D}_{K_{8b}/F}, \\
    u &\leq b \leq u + a, &\mathcal{D}_{K_7/F} &\mid \mathcal{D}_{K_{8b}/F} &\mid \mathcal{D}_{K_7/F}\mathcal{D}_{K_{8a}/F}.
\end{align*}
\]

For tabulations of all extensions \(K_{8a}/F\) with \(|\mathcal{D}_{K_{8a}/F}|\) at most some bound \(B\), the procedure referred to by the proposition is to look for all \(K_7/F\) with \(|\mathcal{D}_{K_7/F}| \leq B\),
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<table>
<thead>
<tr>
<th>τ</th>
<th>2A</th>
<th>2B</th>
<th>2C</th>
<th>3A</th>
<th>4A</th>
<th>4B</th>
<th>4C</th>
<th>6A</th>
<th>7A</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>1^7</td>
<td>2211</td>
<td>2211</td>
<td>331</td>
<td>2211</td>
<td>421</td>
<td>421</td>
<td>331</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>1^8</td>
<td>2222</td>
<td>2222</td>
<td>3311</td>
<td>2222</td>
<td>44</td>
<td>44</td>
<td>3311</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>2222</td>
<td>22111</td>
<td>2222</td>
<td>331</td>
<td>4421</td>
<td>44</td>
<td>44</td>
<td>62</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>2222</td>
<td>2222</td>
<td>22111</td>
<td>331</td>
<td>4421</td>
<td>44</td>
<td>44</td>
<td>62</td>
<td>71</td>
</tr>
</tbody>
</table>

\[ \hat{T} \]

\[ \begin{array}{cccccccc}
0 & 4 & 4 & 6 & 4 & 6 & 6 & 7 \\
0 & 8 & 8 & 6 & 8 & 8 & 6 & 7 \\
8 & 4 & 8 & 6 & 8 & 8 & 6 & 7 \\
8 & 8 & 4 & 6 & 8 & 8 & 6 & 7
\end{array} \]

\[ T \]

\[ \begin{array}{cccccccc}
0 & 2 & 2 & 4 & 2 & 4 & 4 & 6 \\
0 & 4 & 4 & 4 & 4 & 6 & 6 & 4 & 6 & 4 & 6 & 4 & 6 & 6 & 6 \\
4 & 2 & 4 & 4 & 6 & 4 & 6 & 6 & 6 & 6 & 6 & 6 & 6 & 6
\end{array} \]

**Figure 3.** Top: The partition matrix, broad matrix, and tame matrix for \((\text{Aff}_3(F_2), \phi_7, \phi_8, \phi_{8a}, \phi_{8b})\). Bottom: the broad hull and tame hulls coinciding after removing \(\phi_8\) from consideration, proving the tame-wild principle for \((\text{Aff}_3(F_2), \phi_7, \phi_{8a}, \phi_{8b})\).

take suitable square roots to pass from 7T5 fields to 14T34 fields, and then use resolvents to obtain the desired 8T48 fields.

**The inertial method for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\).** The group \(S_6\) has three faithful permutation representations of degree at most ten: two sextic ones \(\rho_{6a}\) and \(\rho_{6b}\) interchanged by the outer automorphism of \(S_6\), and a decic one \(\rho_{10}\) coming from the exceptional isomorphism \(S_6 \cong \text{PSL}_2(F_9)\). \(\text{Gal}(F_9/F_3) = 10T32 \subset S_{10}\).
Figure 4. Top: The partition matrix, broad matrix, and tame matrix for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\). Bottom: the broad hull strictly containing the tame hull, showing that the broad method does not suffice to prove the tame-wild principle for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\).

Figure 4 presents our standard analysis of the situation. Since some +s are outside of the tame hull \(T_+\) \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\), the broad method does not suffice for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\). However after projection to the horizontal axis, the +s are indeed in the convex hull of the •s, so that the broad method establishes the tame-wild principle for \((S_6, \phi_{6a}, \phi_{10})\). Also the ratios \(a/b\) for the + points \((a, b)\) are within the interval \([\frac{1}{3}, 3]\) formed by the ratios for the • points, proving the tame-wild principle for \((S_6, \phi_{6a}, \phi_{6b})\).

In fact, the tame-wild principle is true for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\) as follows. The only inertial subgroups not covered by previous considerations are \(I_1 = D_4 \times C_2\)
and the twin pair \((I_2, I_3) = (A_4 \times C_2, 6T6)\). The orbit partitions in the three cases are \((42, 42, 442)\), \((42, 6, 64)\), and \((6, 42, 64)\). The associated conductor vectors are then \((4, 4, 7)\), \((4, 5, 8)\), and \((5, 4, 8)\). Their projectivized versions are \((\frac{1}{4}, \frac{1}{4})\), \((\frac{1}{2}, \frac{5}{8})\), and \((\frac{3}{8}, \frac{1}{2})\). Since these points are visibly in \(T'_+ (S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\), the tame-wild principle holds. We have given this argument to illustrate how the inertial method typically applies. However in this case the inertial groups \(I_2\) and \(I_3\) could also have been treated by using the techniques from Section 6, as in fact the universal tame-wild principle holds for \(A_4 \times C_2\).

Summarizing, we have proved the first sentence:

**Proposition 8.2.** The tame-wild principle holds for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\). In particular to find all decic \(S_6\)-extensions with \(|\mathcal{D}_{K_{10}/F}| \leq B\), one need only look at sextic \(S_6\)-extensions with \(|\mathcal{D}_{K_{6a}/F}| \leq B^{2/3}\) and select from among their decic resolvents.

For the second sentence, note first that the locations of the rightmost and highest points of the tame hull in Figure 4 respectively correspond to the equivalent statements \(\mathcal{D}_{K_{6a}/F} | \mathcal{D}_{K_{10}/F}\) and \(\mathcal{D}_{K_{6b}/F} | \mathcal{D}_{K_{10}/F}\). Each of these says that to find all decics with absolute discriminant \(\leq B\), it suffices to look at all sextics up to that bound. A considerable improvement is to see that the long diagonal boundary between them corresponds to \(\mathcal{D}_{K_{6a}/F} \mathcal{D}_{K_{6b}/F} | \mathcal{D}_{K_{10}/F}^{4/3}\) which implies the statement.

The broad method for \((W(E_6), \phi_{27}, \phi_{36}, \phi_{40a}, \phi_{40b}, \phi_{45})\). As we have seen in Section 7E and by the earlier examples of this subsection, the broad method works well in the setting \(r = 2\). As \(r\) increases, the difference between \(\alpha_r\) and \(\hat{\alpha}_r\) becomes more visible, and the broad method often fails even when the tame-wild principle is true, as we just saw for \((S_6, \phi_{6a}, \phi_{6b}, \phi_{10})\).

A clear illustration of the effectiveness of the broad method and its decay with increasing \(r\) comes from the Weyl group \(W(E_6)\) of order \(51840 = 2^6 3^4 5\) and the permutation characters \(\phi_{27}, \phi_{36}, \phi_{40a}, \phi_{40b}, \phi_{45}\) corresponding to five maximal subgroups [Conway et al. 1985]. The broad method immediately shows that the tame-wild principle for \((W(E_6), \phi_u, \phi_v)\) holds for all ten possibilities for \(\{u, v\}\). From ten pictures like Figures 3 and 4, now quite involved since \(|W(E_6)|^{20} = 24\), the broad method establishes the tame-wild principle in exactly four of the ten cases \((W(E_6), \phi_u, \phi_v, \phi_w)\) as follows.

**Proposition 8.3.** For \(\{u, v, w\} = \{27, 36, 40a\}, \{27, 40a, 40b\}, \{36, 40a, 40b\}, \{36, 40b, 45\}\), the tame-wild principle holds for \((W(E_6), \phi_u, \phi_v, \phi_w)\).

Pursuing this situation further with the inertial method would be harder, because \(W(E_6)\) has many 2-inertial and 3-inertial subgroups.

**8B. Best counterexamples.** Let \(G\) be a group for which the universal tame-wild principle fails. Then there exists a vector \(v \in \mathbb{Q}(G^5)\) for which the tame-wild principle fails for \((G, \langle v \rangle)\). There are infinitely many solutions to \(\phi_1 - \phi_2 \in \langle v \rangle\)
with the $\phi_i$ permutation characters. So any failure of the universal tame-wild principle can be converted to a failure in the setting $(G, \phi_1, \phi_2)$ of the introduction. By switching $\phi_1$ and $\phi_2$ if necessary, it can be converted to a failure of the left tame-wild principle for $(G, \phi_1, \phi_2)$.

However these counterexamples are not guaranteed to have immediate bearing on our applications to tabulating number fields. All that is asserted by the failure of the principle for $(G, \phi_1, \phi_2)$ is that there exists a pair of local extensions $(K_1, K_2)/F$ of the given type with

$$D_{K_2/F} | D_{K_1/F}$$

(8-1)

not holding. More directly relevant would be global counterexamples with the $\phi_i$ both coming from faithful transitive permutation representations and the extensions $K_i/F$ full in the sense of each having Galois group $\text{Gal}(K_{\text{gal}}/F)$ all of $G$. More demanding still is to ask for counterexamples of this sort with $F = \mathbb{Q}$. Finally, one can seek examples for which even the weaker numerical statement

$$|D_{K_2/\mathbb{Q}}|^{\sigma(G, \phi_1, \phi_2)} \leq |D_{K_1/\mathbb{Q}}|$$

(8-2)

fails. Examples of this explicit nature often do not exist for a given $G$, and even when they exist they can be hard to find. The rest of this subsection discusses the construction of global counterexamples built from one of the two local counterexamples with $I = \hat{Q}_8$ with slope-content $[2, 2, 5]2$ from (6-2). There are several points of contact with Section 7D, but here we find counterexamples to (8-1) over $\mathbb{Q}$.

**Inadequacy of $G = \hat{Q}_8$ as a source of global counterexamples.** The group $\hat{Q}_8$ itself is not a source of global counterexamples of the sort we seek because it has only two transitive faithful permutation characters and the tame-wild principle holds for the corresponding type $(\hat{Q}_8, \phi_8, \phi_{16})$. To illustrate the best that can be done with this group, take

| $n$ | $f_n(x)$ | $D_n$ | $G_n$ | $|G_n|$ |
|-----|-----------|-------|-------|------|
| 8   | $x^8 + 6x^4 - 3$ | $-2^{16}3^7$ | $\hat{Q}_8$ | 16 |
| 4   | $x^4 + 6x^2 - 3$ | $-2^63^3$ | $D_4$ | 8   |
| 2   | $x^2 + 3$ | $-3$ | $C_2$ | 2   |

The global and 2-adic Galois groups of $f_8(x)$ agree, and so one has this agreement for the resolvents $f_4(x)$ and $f_2(x)$ as well. The Galois groups $G_n$ and the field discriminants $D_n$ are as indicated. The fields $K_n = \mathbb{Q}[x]/f_n(x)$ belong to transitive characters $\phi_8, \phi_4$, and $\phi_2$ of $\hat{Q}_8$.

Figure 5 is an analog of Figure 1, but now for $(\hat{Q}_8, \phi_8 + \phi_2, \phi_8 + \phi_4)$. The algebra pair $(K_8 \times K_2, K_8 \times K_4)/\mathbb{Q}$ yields the exponent pair $(a_2, b_2) = (16, 22)$ which is just outside the tame cone. So this pair of algebras indeed contradicts (8-1), but we are seeking counterexamples among pairs of fields.
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Figure 5. An analog of the introductory Figure 1 for the type $(\hat{Q}_8, \phi_8 + \phi_2 + \phi_4)$. The points are exactly all the possibilities for exponent pairs $(a_2, b_2)$ from wild 2-adic ramification over $\mathbb{Q}_2$, and $(16, 22)$ is just outside the tame cone.

Failure of the inertial method for $(M_{12}, \phi_{12a}, \phi_{12b})$. To get a better global counterexample corresponding to the same local counterexample, we need to replace $\hat{Q}_8$ by larger groups $G$ containing it. An initial key observation is that the quaternion group $Q_8$ is the four-point stabilizer of the Mathieu group $M_{12} \subset S_{12}$ of order $12 \cdot 11 \cdot 10 \cdot 9 \cdot 8$ in its natural action, and also one has $Q_8 \subset \hat{Q}_8 \subset M_{12}$. On the one hand, the given character $\phi_{12a}$ of the Mathieu group has decomposition $\phi_8 + \phi_2 + \phi_4$ when restricted to $\hat{Q}_8$. On the other hand, there is a twin dodecic character $\phi_{12b}$ coming from the outer involution of $M_{12}$; its restriction to $\hat{Q}_8$ decomposes as $\phi_8 + \phi_4$.

Further group-theoretic facts are necessary for this situation to give number fields as desired. First, the partition matrix and projective tame matrix of $(M_{12}, \phi_{12a}, \phi_{12b})$ are as follows:

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>2A</th>
<th>2B</th>
<th>3A</th>
<th>3B</th>
<th>4A</th>
<th>4B</th>
<th>5A</th>
<th>6A</th>
<th>6B</th>
<th>8A</th>
<th>8B</th>
<th>10A</th>
<th>11AB</th>
<th>$Q_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_\tau(\phi_{12a})$</td>
<td>$2^6 \ 2^4 1^4 \ 3^3 1^3 \ 3^4 \ 4^2 2^2 \ 4^2 1^4 \ 5^2 1^2 6^2$</td>
<td>6321</td>
<td>84</td>
<td>821</td>
<td>2(10)</td>
<td>(11)</td>
<td>1</td>
<td>81</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_\tau(\phi_{12b})$</td>
<td>$2^6 \ 2^4 1^4 \ 3^3 1^3 \ 3^4 \ 4^2 1^4 \ 4^2 2^2 \ 5^2 1^2 6^2$</td>
<td>6321</td>
<td>821</td>
<td>84</td>
<td>2(10)</td>
<td>(11)</td>
<td>1</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Thus, in the language introduced in Section 8A, extensions $(K_{12a}, K_{12b})/F$ of full type $(M_{12}, \phi_{12a}, \phi_{12b})$ are fraternal twins, this being necessary for our purposes. But they are near-identical in the sense that the interval $[\alpha, \omega]$ is small, being $[\frac{3}{4}, \frac{4}{3}] = [0.75, 1.33]$ here, rather than the intervals $[\frac{2}{3}, 2]$ and $[\frac{1}{2}, 3]$ seen in Section 8A for $\text{Aff}_3(F_2)$-twins and $S_6$-twins respectively. The orbit partitions of $Q_8$ are as indicated above, yielding $c_{Q_8}(\phi_{12a})/c_{Q_8}(\phi_{12b}) = \frac{7}{10} = 0.70$ which is outside the interval $[0.75, 1.33]$. Thus the inertial method for proving the tame-wild principle fails here.
Failure of the tame-wild principle for \((M_{12}, \phi_{12a}, \phi_{12b})\). Computing with the slopes \([2, 2, 2.5]^2\), the 8s in the last column above give discriminant exponent \(3 \cdot 2 + 4 \cdot 2.5 = 16\) while the 4 gives the discriminant exponent \(3 \cdot 2 = 6\). So the ratio of wild conductors is \(\frac{16}{22} = 0.72\), which is still outside the interval \([0.75, 1.33]\). Thus the tame-wild principle itself fails for \((M_{12}, \phi_{12a}, \phi_{12b})\).

Smaller groups. We have looked in several places, including the two-parameter family of [Malle 2000], for twin pairs \((K_{12a}, K_{12b})\) of \(M_{12}\) fields with the needed quaternionic 2-adic behavior. We did not find any, and so we consider smaller groups as follows as potential sources of counterexamples:

\[
\begin{align*}
\text{Aff}_2(\mathbb{F}_3) & \quad P \Gamma L_2(\mathbb{F}_9) \\
\hat{Q}_8 & \subset M_{9.2} \subset M_{10.2} \\
\cup & \quad \cup \\
Q_8 & \subset M_9 \subset \boxed{M_{10}} \subset \boxed{M_{11}} \subset \boxed{M_{12}} \supset \boxed{T} \supset P.
\end{align*}
\]

The four groups in the middle are boxed to stress that they appear in Proposition 8.4 below.

Proceeding from \(M_{12}\) to the left, the groups \(M_{11}\) and \(M_{10}\) contain \(\hat{Q}_8\), since \(\hat{Q}_8\) has orbit partition 8211. Thus, using \(0.72 \notin [0.75, 1.33]\) exactly as above, the tame-wild principle fails also for \((M_{11}, \phi_{11}, \phi_{12b})\) and \((M_{10}, \phi_{10}, \phi_{12b})\). Here the transitive permutation groups in question are respectively \((11T6, 12T272)\) and \((10T31, 12T181)\). The analog of Figure 5 for \(M_{10}\) and \(M_{11}\) has the same tame cone, but more dots. For \(M_{12}\) there are many more dots, and a symmetry appears with the cone doubling so that its bounding lines have slope \(\frac{3}{4}\) and \(\frac{4}{3}\) rather than 1 and \(\frac{4}{3}\).

Moving further leftward to \(M_9\) and \(Q_8\) relates our current discussion to our earlier counterexamples. For \(M_9\), the transitive groups are \((9T14, 12T47)\). However now \(\hat{Q}_8\) is not contained in \(M_9\) and so we do not have counterexamples over \(\mathbb{Q}\). However the counterexample for \((M_9, \phi_{12b}, \phi_{72})\) over \(\mathbb{Q}(\sqrt{-3})\) from Section 7D also gives a counterexample for \((M_9, \phi_9, \phi_{12b})\), as always because the projectivized wild Artin conductor \(0.72\) is not in the tame hull \([0.75, 1.33]\). Finally for \(\hat{Q}_8\) itself we recover (8-3), now interpreted as an intransitive counterexample for \((Q_8, \phi_8, \phi_8 + \phi_4)\) over \(\mathbb{Q}(\sqrt{-3})\).

The extended groups \(M_{9.2}\) and \(M_{10.2}\) corresponding to the pairs \((9T19, 12T84)\) and \((10T35, 12T220)\) are natural candidates to support examples over \(\mathbb{Q}\) because they contain \(\hat{Q}_8\). However they have orbit partitions 921 and \((10)2\) as subgroups of \(M_{12}\). Computation in the column headed by 8B then has to be adjusted, with the 2 in \(821^2\) removed. The conductor ratio is then \(\frac{7}{10}\) rather than \(\frac{8}{10}\) and in fact the inertial method above works to prove the tame-wild principle for \((M_{9.2}, \phi_9, \phi_{12b})\) and \((M_{10.2}, \phi_{10}, \phi_{12b})\). This phenomenon illustrates the fundamental difficulty in
promoting local nontransitive counterexamples to global transitive ones with a larger group. While wild Artin conductor ratios, here $0.72$ stay the same, tame hulls increase, here from $[0.75, 1]$ for $\hat{Q}_8$ itself to $\left[\frac{7}{10}, \frac{7}{6}\right] = [0.70, 1.16]$ for $M_{10.2}$.

There are other good candidates for global Galois groups. The 2-Sylow subgroup $P$ of $M_{12}$ of order $2^6$ is not good for us, because neither the given orbit decomposition nor its twin is transitive, both having orbit partition $84$. However an overgroup $T$ of order $2^6 \cdot 3 = 192$ is good, with $(\phi_{12a}, \phi_{12b})$ remaining a fraternal pair of type $(12T112, 12T112)$. Our computations have shown that the tame-wild principle fails for $(12T112, \phi_{12a}, \phi_{12b})$.

**Number fields.** Constructing number fields with nonsolvable Galois groups and prescribed ramification remains a difficult problem despite the increasing attention it has been receiving recently. Just as we have not found $M_{12}$ fields with the appropriate quaternionic ramification, we have also not found $M_{11}$ or $M_{10}$ fields.

In contrast, it is relatively easy to build solvable fields step by step, and we have found many explicit pairs $(K_{12a}, K_{12b})/\mathbb{Q}$ providing counterexamples to the tame-wild principle for $(12T112, \phi_{12a}, \phi_{12b})$. One such, with tame ramification at the prime number $q = 277$, is

\[
\begin{align*}
\phi_{12a}(x) &= x^{12} + 223x^{10} + 14856x^8 + 1784q x^6 + 38160q x^4 + 1712q^2 x^2 + 9216q^2, \\
\phi_{12b}(x) &= x^{12} + 202x^8 + 49q x^4 + 4q^2.
\end{align*}
\]

The discriminants are $D_{12a} = 2^{16} 277^8$ and $D_{12b} = 2^{22} 277^6$, with the tame prime $277$ having ramification partitions $\mu_{12a} = 4^2 2^2$ and $\mu_{12b} = 4^2 1^4$.

By design, $\mathfrak{D}_{K_{12a}}^{0.75} \not\subseteq \mathfrak{D}_{K_{12a}}$. However the tame ramification at $277$ completely overwhelms the wild ramification at $2$ in terms of magnitudes, and easily $|\mathfrak{D}_{K_{12b}}|^{0.75} \leq |\mathfrak{D}_{K_{12a}}|$. Indeed $|\mathfrak{D}_{K_{12b}}|^{1.15} \approx |\mathfrak{D}_{K_{12a}}|$. To improve upon the counterexample $(\phi_{12a}, \phi_{12b})$, one would like examples with $D_{12a} = 2^{16}(p_1 \ldots p_k)^6$ and $D_{12b} = 2^{22}(p_1 \ldots p_k)^8$ so that (8-2) is contradicted as well. However no such counterexamples exist with $G = 12T112$, as the subgroup $Q_8$ together with all elements of type $4^2 1^4$ generate an index two subgroup of type $12T63$ and this subgroup does not contain $\hat{Q}_8$. Partially summarizing:

**Proposition 8.4.** The tame-wild principle for $(G, \phi_{12a}, \phi_{12b})$ fails for the groups $G = M_{12}$, $M_{11}$, $M_{10}$ and $12T112$. For $G = 12T112$ the pair of number fields $(K_{12a}, K_{12b})$ contradicts the divisibility statement (8-1), but no pair with $G = 12T112$ contradicts the numerical statement (8-2).

The group-theoretic argument for $12T112$ does not apply to the three $M_n$ and we expect that there exist pairs $(K_{12a}, K_{12b})$ for them contradicting not only (8-1) but also (8-2). In general, a closer analysis of the exact range of applicability of the tame-wild principle would be interesting.
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Linear forms in logarithms and integral points on higher-dimensional varieties

Aaron Levin

We apply inequalities from the theory of linear forms in logarithms to deduce effective results on \( S \)-integral points on certain higher-dimensional varieties when the cardinality of \( S \) is sufficiently small. These results may be viewed as a higher-dimensional version of an effective result of Bilu on integral points on curves. In particular, we prove a completely explicit result for integral points on certain affine subsets of the projective plane. As an application, we generalize an effective result of Vojta on the three-variable unit equation by giving an effective solution of the polynomial unit equation \( f(u, v) = w \), where \( u, v, \) and \( w \) are \( S \)-units, \(|S| \leq 3\), and \( f \) is a polynomial satisfying certain conditions (which are generically satisfied). Finally, we compare our results to a higher-dimensional version of Runge’s method, which has some characteristics in common with the results here.

1. Introduction

The problem of proving effective results in Diophantine questions is one of the most pervasive and basic problems in number theory. Already in the case of curves, the fundamental finiteness theorems for integral points and rational points (Siegel’s theorem and Faltings’ theorem, respectively) are not known in an effective way, that is, in general there is no known algorithm to provably compute the finite sets in the conclusion of either theorem. In certain special cases, however, effective techniques have been developed for computing integral or rational points on curves. The most general and widely used effective methods for integral points on curves come from the theory of linear forms in logarithms, developed originally by Baker [1975]. In higher dimensions, effective techniques have not received much attention. A natural first step towards proving higher-dimensional effective results consists of taking the known effective techniques for curves and applying them, to the extent possible, to the higher-dimensional situation. In [Levin 2008], some progress towards this goal was achieved by formulating a higher-dimensional version of an effective
method of Runge for computing integral points on curves. In this article we will consider the theory of linear forms in logarithms and applications to integral points on higher-dimensional varieties.

One of the few directions in which progress has been made on the study of integral points on higher-dimensional varieties involves varieties which, roughly speaking, have many components at infinity (see, for example, [Autissier 2009; 2011; Corvaja et al. 2009; Corvaja and Zannier 2004; 2006; Levin 2008; 2009]). The results given here also fit into this framework. We prove the following effective result for integral points on higher-dimensional varieties.

**Theorem 1.** Let $X$ be a nonsingular projective variety defined over a number field $k$. Let $D_1, \ldots, D_n$ be effective ample divisors on $X$ defined over $k$. Let $D = \sum_{i=1}^n D_i$. Let $m \leq n$ be a positive integer such that for all subsets $I \subset \{1, \ldots, n\}$, $|I| = m$, the set $\bigcap_{i \in I} (\text{Supp } D_i)(\overline{k})$ consists of finitely many points. Suppose that for each point $P \in (\text{Supp } D)(\overline{k})$, there exists a nonconstant rational function $\phi \in k(X)$ satisfying $P \not\in \text{Supp } \phi$ and $\text{Supp } \phi \subset \text{Supp } D$. Let $S$ be a set of places of $k$ containing the archimedean places with

$$(m - 1)|S| < n.$$ 

Let $R$ be a set of $S$-integral points on $X \setminus D$. Suppose that $X$, $D_1, \ldots, D_n$, $D$, $R$, $S$, $k$ satisfy (*) in Section 3.2. Then $R$ is contained in an effectively computable proper closed subset $Z$ of $X$.

To make the meaning of “effective” precise, we have assumed in the theorem that one can compute certain natural quantities described in Section 3.2. An explicit description of the higher-dimensional part of $Z$ is given in Theorem 14. If $X = C$ is a curve, then Theorem 1 (with $m = 1$) is easily seen to be equivalent to the following theorem of Bilu.

**Theorem 2** [Bilu 1995]. Let $C \subset \mathbb{A}^n$ be an affine curve defined over a number field $k$. Suppose that there exist two everywhere nonvanishing regular functions on $C$ with multiplicatively independent images in $k(C)^*/k^*$. For any finite set of places $S$ of $k$ containing the archimedean places, the set $C(\mathcal{O}_k,S)$ is finite and effectively computable.

Thus, Theorem 1 may be viewed as a higher-dimensional generalization of Bilu’s theorem. We note that, as mentioned in [Bilu 1995], when combined with finite covers and the Chevalley–Weil theorem, Theorem 2 appears to be responsible for all known “universally effective” results on integral points on curves (results valid for all number fields $k$ and finite sets of places $S$).

As an easy consequence of Theorem 1, we obtain the following result for integral points on surfaces.
Corollary 3. Let $X$ be a nonsingular projective surface defined over a number field $k$. Let $D_1, \ldots, D_n$ be ample effective divisors on $X$, defined over $k$, that generate a subgroup of $\text{Pic}(X)$ of rank $r$ and pairwise do not have any common components. Let $D = \sum_{i=1}^{n} D_i$. Suppose that the intersection of the supports of any $n - r$ of the divisors $D_i$ is empty. Let $S$ be a set of places of $k$ containing the archimedean places with $|S| < n$.

Let $R$ be a set of $S$-integral points on $X \setminus D$. Suppose that $X$, $D_1$, $D_2$, $D_3$, $D$, $R$, $S$, $k$ satisfy (*) in Section 3.2. Then $R$ is contained in an effectively computable proper closed subset $Z$ of $X$.

The requirement, in the above results, that the number of components at infinity be large relative to the cardinality of $S$ appears prominently in Runge’s method [Levin 2008] as well. We will compare our results with a higher-dimensional version of Runge’s method in Section 5.

As an application of our result on surfaces, we prove an effective result on two-variable polynomials that take on $S$-unit values at $S$-unit arguments when $|S| \leq 3$.

Corollary 4. Let $f \in k[x, y]$ be a polynomial of degree $d > 0$ such that $f(0, 0) \neq 0$ and $x^d$ and $y^d$ have nonzero coefficients in $f$. Let $S$ be a finite set of places of $k$ containing the archimedean places with $|S| \leq 3$. Then the set of solutions to

$$f(u, v) = w, \quad u, v, w \in \mathcal{O}_{k, S}^*,$$

consists of a finite effectively computable set and a finite number of infinite families of solutions where one of $u$, $v$, or $w$ is constant.

The infinite families of solutions are explicitly described in Corollary 21 in Section 4.

Taking $f(x, y)$ to be an appropriate affine linear polynomial, we find that Corollary 4 generalizes an effective result of Vojta on the three-variable $S$-unit equation with $|S| \leq 3$.

Theorem 5 [Vojta 1983]. Let $k$ be a number field, $S$ a finite set of places of $k$ containing the archimedean places, and $a_1, a_2, a_3 \in k^*$. If $|S| \leq 3$, then the set of solutions to the equation

$$a_1 u_1 + a_2 u_2 + a_3 u_3 = 1, \quad u_1, u_2, u_3 \in \mathcal{O}_{k, S}^*,$$

with

$$\sum_{i \neq j} a_i u_i \neq 0, \quad j = 1, 2, 3,$$

is finite and effectively computable.
We note that versions of Theorem 5 with $k = \mathbb{Q}$ were also proved by Mo and Tijdeman [1992] and Skinner [1990]. Ineffectively, versions of Corollary 4 and Theorem 5 can be proven without any assumption on the (finite) cardinality of $S$. For Theorem 5, this is a special case of a well-known result on unit equations, proved independently by Evertse [1984] and van der Poorten and Schlickewei [1982]. In the case of Corollary 4, this is an easy consequence of a result of Vojta [1987, Corollary 2.4.3] and the proof of Corollary 4. The ineffectivity here comes ultimately from usage of the Schmidt subspace theorem.

More generally, Vojta proved the following result for systems of unit equations.

**Theorem 6** (Vojta). Let $m$ and $n$ be positive integers with $n > m$. Let $(a_{ij})$ be an $m \times n$ matrix with elements in a number field $k$ such that no $m + 1$ distinct columns of the matrix have rank less than $m$, and such that no column is identically zero. Assume further that $S$ is a finite set of places of $k$, containing the archimedean places, satisfying

$$(n - m - 2)|S| < n.$$  

Then the set of solutions to the system of unit equations

$$a_{i1}u_1 + \cdots + a_{in}u_n = 0, \quad 1 \leq i \leq m, \quad u_1, \ldots, u_n \in \mathbb{Q}_k^*, \quad S,$$

can be effectively determined.

More precisely, viewing a solution in Theorem 6 as a point in $\mathbb{P}^{n-1}$, the set of solutions to a system of equations as in Theorem 6 lies in finitely many proper linear subspaces of $\mathbb{P}^{n-1}$, and these solutions may be explicitly described and parametrized. In work to appear, Bennett (personal communication) has improved the inequality on $|S|$ in Theorem 6 to $(n - m - 1)|S| < 2n$. In particular, Bennett’s methods allow one to extend Theorem 5 to four-variable unit equations, that is, to effectively solve the unit equation

$$a_1u_1 + a_2u_2 + a_3u_3 + a_4u_4 = 1, \quad u_1, u_2, u_3, u_4 \in \mathbb{Q}_k^*, \quad S,$$

where $a_1, a_2, a_3, a_4 \in k^*$ and $|S| \leq 3$. It would be interesting to determine the extent to which Bennett’s methods may be applied to gain a similar improvement to the results presented here.

In Section 7, we prove a completely explicit version of Corollary 3 when $X = \mathbb{P}^2$ is the projective plane.

**Theorem 7.** Let $k$ be a number field of degree $\delta$ and discriminant $\Delta$. Let $C_1, \ldots, C_n$ be distinct curves over $k$ in $\mathbb{P}^2$ such that the intersection of any $n - 1$ of the curves is empty. Let $S$ be a set of places of $k$ containing the archimedean places with $s = |S| < n$. Then the set of integral points $(\mathbb{P}^2 \setminus \bigcup_{i=1}^n C_i)(\mathbb{Q}_k^*, S)$ is contained in an effectively computable proper Zariski closed subset $Z$ of $\mathbb{P}^2$. Explicitly, let
Let \( C_i \) be defined by \( f_i \in k[x, y, z] \), \( i = 1, \ldots, n \). Let \( T = \bigcup_{i \neq j} (C_i \cap C_j)(\bar{k}) \), and for each point \( P \in T \), let \( I_P = \{ i : P \not\in C_i \} \).

Then \( Z \) may be taken to consist of the union of the finite set of points

\[
\left\{ P \in X(k) : h(P) < 2^{20s+45} \delta^{6s+34} \delta s + 2^{3+\frac{4}{3}s} N d^2 (\log^* N)^{2s} |\Delta|^{3/2} (\log^* |\Delta|)^{3s} (h + 1) \right\}
\]

and the Zariski closure \( Z' \) of the set

\[
\bigcup_{P \in T} \bigcap_{\phi \in \Phi_P} \{ Q \in X(\bar{k}) : \phi(Q) = \phi(P) \}.
\]

Being more interested in the general shape of the explicit height bound in the theorem, we have made no effort here to obtain the best possible explicit bound coming from the proof of Theorem 7 (and indeed, carefully following the proof gives a superior, but more cumbersome, expression).

Finally, we give a brief sketch of the proof of Theorem 1. The proof is a generalization of the proofs of Bilu’s and Vojta’s results (Theorem 2 and Theorem 5). Let \( R \) be a set of \( S \)-integral points on \( X \setminus D \), as in Theorem 1, and let \( P \in R \). Let \( T \subset X(\bar{k}) \) be the finite set of points contained in the support of \( m \) or more divisors \( D_i \).

Using the assumption on the cardinality of \( S \), the pigeonhole principle implies that for some point \( Q \in T \) and \( v \in S \), \( P \) is \( v \)-adically close to \( Q \). Our hypotheses then provide us with a nonconstant rational function \( \phi \in k(X) \) with zeros and poles only in \( \text{Supp } D \setminus \{ Q \} \). Since \( P \in R \), \( \phi(P) \) is essentially an \( S \)-unit, and \( \phi(P) \) is \( v \)-adically close to \( \phi(Q) \). Now assuming that \( \phi(P) \neq \phi(Q) \) (this is where a higher-dimensional exceptional set may appear), we apply a Baker-type inequality to conclude that \( \phi(P) \), and hence \( P \), must have height bounded by an explicit constant.

### 2. Notation and definitions

Let \( k \) be a number field and let \( S \) be a finite set of places of \( k \) containing the archimedean places. We use \( \mathcal{O}_k, \mathcal{O}_{k,S} \), and \( \mathcal{O}_S^* \) to denote the ring of integers of \( k \), ring of \( S \)-integers of \( k \), and group of \( S \)-units of \( k \), respectively. Throughout, we let \( \delta = [k : \mathbb{Q}] \) be the degree of \( k \), \( \Delta \) the (absolute) discriminant of \( k \), \( R_k \) the regulator of \( k \), and \( R_S \) the \( S \)-regulator.

Recall that we have a canonical set \( M_k \) of places (or absolute values) of \( k \) consisting of one place for each prime ideal \( p \) of \( \mathcal{O}_k \), one place for each real
embedding $\sigma : k \to \mathbb{R}$, and one place for each pair of conjugate embeddings $\sigma, \overline{\sigma} : k \to \mathbb{C}$. For $v \in M_k$, we define

$$N(v) = \begin{cases} 
2 & \text{if } v \text{ is archimedean,} \\
N(p) & \text{if } v \text{ corresponds to the prime } p,
\end{cases}$$

where $N(p) = |O_k/p|$ is the norm of $p$. We normalize our absolute values so that $|p|_v = 1/p$ if $v$ corresponds to $p$ and $p$ lies above a rational prime $p$, and $|x|_v = |\sigma(x)|$ if $v$ corresponds to an embedding $\sigma$. For $v \in M_k$, let $k_v$ denote the completion of $k$ with respect to $v$. We set

$$\|x\|_v = |x|^{[k_v:Q_v]/[k:Q]}.$$ 

A fundamental equation is the product formula

$$\prod_{v \in M_k} \|x\|_v = 1,$$

which holds for all $x \in k^*$.

For $x$ a positive real number we let

$$\log^* x = \max\{\log x, 1\},$$

$$\epsilon_v(x) = \begin{cases} 
x & \text{if } v \text{ is archimedean,} \\
1 & \text{otherwise},
\end{cases}$$

and

$$\epsilon'_v(x) = \epsilon_v(x)^{[k_v:Q_v]/[k:Q]}.$$ 

We note that

$$\prod_{v \in M_k} \epsilon'_v(x) = x.$$ 

In this notation, for $v \in M_k$ and $x, y \in k$ we have the inequalities

$$|x + y|_v \leq \epsilon_v(2) \max\{|x|_v, |y|_v\},$$

$$\|x + y\|_v \leq \epsilon'_v(2) \max\{\|x\|_v, \|y\|_v\}.$$ 

For $v \in M_k$ and $\alpha \in k$, we define the local height

$$h_v(\alpha) = \log \max\{\|\alpha\|_v, 1\}$$

and the height

$$h(\alpha) = \sum_{v \in M_k} h_v(\alpha).$$
We will frequently make the identification $\mathbb{P}^1(k) = k \cup \{\infty\}$. More generally, for a point $P = (x_0, \ldots, x_n) \in \mathbb{P}^n(k)$, we have the absolute logarithmic height

$$h(P) = \sum_{v \in M_k} \log \max \{\|x_0\|_v, \ldots, \|x_n\|_v\}.$$ 

Note that this is independent of the number field $k$ and the choice of coordinates $x_0, \ldots, x_n \in k$.

For a polynomial $f \in k[x_1, \ldots, x_n]$ and $v \in M_k$, we let $|f|_v$ denote the maximum of the absolute values of the coefficients of $f$ with respect to $v$. We define $\|f\|_v$ similarly. We define the height of a nonzero polynomial by

$$h(f) = \sum_{v \in M_k} \log \|f\|_v.$$ 

This is the same as the height of the point in projective space whose coordinates are given by the coefficients of $f$. If $\phi : \mathbb{P}^n \to \mathbb{P}^m$ is a rational map, where $\phi = (f_0, \ldots, f_m)$ and $f_0, \ldots, f_m \in k[x_0, \ldots, x_n]$ are polynomials with no common factor, then we define

$$h(\phi) = \sum_{v \in M_k} \log \max_i \|f_i\|_v.$$ 

Let $D$ be a hypersurface in $\mathbb{P}^n$ defined by a homogeneous polynomial $f \in k[x_0, \ldots, x_n]$ of degree $d$. We define

$$h(D) = h(f).$$ 

For $v \in M_k$ and $P = (x_0, \ldots, x_n) \in \mathbb{P}^n(k) \setminus D$, $x_0, \ldots, x_n \in k$, we define the local height function

$$h_{D,v}(P) = \log \frac{\|f\|_v \max_i \|x_i\|_v^d}{\|f(P)\|_v}. \quad (1)$$

Note that this definition is independent of the choice of the defining polynomial $f$ and the choice of the coordinates for $P$. We let $h_D(P) = (\deg D)h(P)$. By the product formula, if $P \in \mathbb{P}^n(k) \setminus D$, then $\sum_{v \in M_k} h_{D,v}(P) = h_D(P)$.

If $P = (x_0, \ldots, x_n), Q = (y_0, \ldots, y_n) \in \mathbb{P}^n(k), x_i, y_i \in k, P \neq Q$, and $v \in M_k$, we define

$$h_{Q,v}(P) = \log \frac{\max_i \|x_i\|_v \max_i \|y_i\|_v}{\max_{i,j} \|x_i y_j - x_j y_i\|_v}.$$ 

Much more generally, one can associate a height to any closed subscheme of a projective variety. We give here a quick summary of the relevant properties of such heights and refer the reader to [Silverman 1987] for the general theory and details.

Let $Y$ be a closed subscheme of a projective variety $X$, both defined over $k$. For $v \in M_k$, one can associate a local height function $h_{Y,v} : X(k) \setminus Y \to \mathbb{R}$, well-defined up to $O(1)$, and a global height function $h_Y$, well-defined up to $O(1)$, which is
a sum of appropriate local height functions. If \( Y = D \) is an effective (Cartier) divisor (which we will frequently identify with the associated closed subscheme), these height functions agree with the usual height functions associated to divisors. Local height functions satisfy the following properties: if \( Y \) and \( Z \) are two closed subschemes of \( X \), defined over \( k \), and \( v \in M_k \), then up to \( O(1) \),

\[
\begin{align*}
    h_{Y \cap Z, v} &= \min\{h_{Y, v}, h_{Z, v}\}, \\
    h_{Y + Z, v} &= h_{Y, v} + h_{Z, v}, \\
    h_{Y, v} &\leq h_{Z, v} \quad \text{if } Y \subset Z, \\
    h_{Y, v} &\leq ch_{Z, v} \quad \text{if } \operatorname{Supp} Y \subset \operatorname{Supp} Z,
\end{align*}
\]

for some constant \( c > 0 \), where \( \operatorname{Supp} Y \) denotes the support of \( Y \). If \( \phi : W \to X \) is a morphism of projective varieties, then

\[
h_{Y, v}(\phi(P)) = h_{\phi^* Y, v}(P) \quad \text{for all } P \in W(k) \setminus \phi^* Y.
\]

Here, \( Y \cap Z, Y + Z, Y \subset Z \), and \( \phi^* Y \) are defined in terms of the associated ideal sheaves (see [Silverman 1987]). Global height functions satisfy similar properties (except the first property above, which becomes \( h_{Y \cap Z, v} \leq \min\{h_{Y, v}, h_{Z, v}\} + O(1) \)).

Let \( D \) be a divisor on a nonsingular projective variety \( X \). For a nonzero rational function \( \phi \in \bar{\kappa}(X) \), we let \( \operatorname{div}(\phi) \) denote the divisor associated to \( \phi \). We let \( \operatorname{Supp} D \) denote the support of \( D \) and \( \operatorname{Supp} \phi = \operatorname{Supp} \operatorname{div}(\phi) \). Let

\[
L(D) = \{ \phi \in \bar{\kappa}(X) : \operatorname{div}(\phi) + D \geq 0 \}
\]

and \( h^0(D) = \dim \mathcal{H}^0(X, \mathcal{O}(D)) = \dim L(D) \). If \( h^0(nD) = 0 \) for all \( n > 0 \), then we let \( \kappa(D) = -\infty \). Otherwise, we define the dimension of \( D \) to be the integer \( \kappa(D) \) such that there exist positive constants \( c_1 \) and \( c_2 \) with

\[
c_1 n^{\kappa(D)} \leq h^0(nD) \leq c_2 n^{\kappa(D)}
\]

for all sufficiently divisible \( n > 0 \). We define a divisor \( D \) on \( X \) to be big if \( \kappa(D) = \dim X \).

Let \( D \) be an effective divisor on \( X \) and \( h_D = \sum_{v \in M_k} h_{D, v} \) a height function associated to \( D \). A set of points \( R \subset X(k) \setminus D \) is called a set of \( S \)-integral points on \( X \setminus D \) if there exist constants \( c_v, v \in M_k \), such that \( c_v = 0 \) for all but finitely many \( v \), and for all \( v \notin S \),

\[
h_{D, v}(P) \leq c_v
\]

for all \( P \in R \). This is well-defined, independent of how we write \( X \setminus D \) [Vojta 1987, Corollary 1.4.2, Theorem 1.4.11]. There are other essentially equivalent definitions of integrality (see, for example, [ibid., Proposition 1.4.7]), but since our main tools involve heights, this will be the most natural definition for our purposes.
Let $Z$ be a closed subset of $\mathbb{P}^n$ defined over $k$. Let $S$ be a finite set of places of $k$ containing the archimedean places. In this case there is a natural set of integral points on $\mathbb{P}^n \setminus Z$. We define $(\mathbb{P}^n \setminus Z)(\mathbb{C}, S)$ to be the set of points $P \in \mathbb{P}^n(k)$ such that the Zariski closures of $P$ and $Z$ in $\mathbb{P}^n_\mathbb{C}$ do not meet over any $v \notin S$. Equivalently, if $D$ is an effective divisor on $\mathbb{P}^n$, using the local height functions defined in (1) one easily finds that

$$(\mathbb{P}^n \setminus D)(\mathbb{C}, S) = \{ P \in \mathbb{P}^n(k) \setminus D : h_{D,v}(P) = 0, \forall v \in M \setminus S \} = \left\{ P \in \mathbb{P}^n(k) \setminus D : \sum_{v \in S} h_{D,v}(P) = (\deg D) h(P) \right\}.$$ 

3. General results

For the purpose of clarifying our later proofs, we first collect together various elementary facts about heights.

3.1. Heights. Throughout, we let $X$ be a nonsingular projective variety defined over a number field $k$. We first recall the Northcott property for heights associated to ample divisors.

**Lemma 8.** Let $D$ be an ample divisor on $X$ and $c \in \mathbb{R}$. Then the set of points $\{ P \in X(k) : h_D(P) < c \}$ is finite.

More generally, finiteness holds for points of $X(\bar{k})$ of bounded degree and bounded ample height. Every height is bounded by a multiple of an ample height [Vojta 1987, Proposition 1.2.9(f)].

**Lemma 9.** Let $A$ and $D$ be divisors on $X$ with $A$ ample. Then there exists a positive integer $N$ such that

$$h_D(P) < Nh_A(P) + O(1)$$

for all $P \in X(\bar{k})$.

The next two lemmas give relations between the height of a point and its image under a rational map.

**Lemma 10.** Let $\phi \in k(X)$ and let $P_1, \ldots, P_q \in X(k) \setminus \text{Supp} \phi$. Let $S$ be a finite set of places of $k$. Then

$$\sum_{i=1}^q \sum_{v \in S} h_{P_i,v}(P) < \sum_{i=1}^q \sum_{v \in S} h_{\phi(P_i),v}(\phi(P)) + O(1)$$

for all $P \in X(k) \setminus \text{Supp} \phi$ such that $\phi(P) \neq \phi(P_i), i = 1, \ldots, q$.

**Proof.** For an appropriate blow-up $\pi : \tilde{X} \to X$, where $\pi$ is an isomorphism on $\pi^{-1}(X \setminus \text{Supp} \phi)$, $\phi$ extends to a morphism $\tilde{\phi} : \tilde{X} \to \mathbb{P}^1$ such that $\tilde{\phi} = \phi \circ \pi$.
on $\pi^{-1}(X \setminus \text{Supp} \phi)$. For a point $P \in X(k) \setminus \text{Supp} \phi$, we let $\tilde{P} = \pi^{-1}(P)$. Let $P \in X(k) \setminus \text{Supp} \phi$ be such that $\phi(P) \neq \phi(P_i)$, $i = 1, \ldots, q$. By functoriality of heights,

$$\sum_{i=1}^{q} \sum_{v \in S} h_{\tilde{\phi}^*\phi(P_i),v}(\tilde{P}) = \sum_{i=1}^{q} \sum_{v \in S} h_{\phi(P_i),v}(\phi(\tilde{P})) + O(1).$$

Since $\tilde{P}_i$ is in the support of $\tilde{\phi}^*\phi(P_i)$, we have

$$\sum_{i=1}^{q} \sum_{v \in S} h_{\tilde{P}_i,v}(\tilde{P}) < \sum_{i=1}^{q} \sum_{v \in S} h_{\tilde{\phi}^*\phi(P_i),v}(\tilde{P}) + O(1).$$

Now the lemma follows from the above two equations, noting that $\tilde{\phi}(\tilde{P}) = \phi(P)$ and by functoriality, $h_{\tilde{P}_i,v}(\tilde{P}) = h_{\pi^*P_i,v}(\tilde{P}) = h_{P_i,v}(P) + O(1)$. □

**Lemma 11.** Let $D$ be an effective divisor on $X$ and let $\phi \in k(X)$ be a rational function with every pole contained in $\text{Supp} D$. Then for some constant $c > 0$,

$$h(\phi(P)) < ch_D(P) + O(1)$$

for all $P \in X(\tilde{k}) \setminus \text{Supp} \phi$.

**Proof.** We use the same notation as in the proof of Lemma 10. Let $P \in X(\tilde{k}) \setminus \text{Supp} \phi$. By functoriality,

$$h(\phi(P)) = h(\tilde{\phi}(\tilde{P})) = h_{\tilde{\phi}^*\infty}(\tilde{P}) + O(1).$$

Since $\text{Supp} \tilde{\phi}^*\infty \subset \text{Supp} \pi^*D$, there exists a constant $c > 0$ such that

$$h_{\tilde{\phi}^*\infty}(\tilde{P}) < ch_{\pi^*D}(\tilde{P}) + O(1).$$

By functoriality again, $h_{\pi^*D}(\tilde{P}) = h_D(P) + O(1)$ and the result follows. □

The next lemma is crucial in our later proofs.

**Lemma 12.** Let $E_1, \ldots, E_m$ be effective divisors on $X$, defined over $k$, such that $\bigcap_{i=1}^{m} E_i$ consists of a finite number of points, all defined over $k$. Let $v \in M_k$. Then there exists a positive integer $N$ such that

$$\min_i h_{E_i,v}(P) \leq N \sum_{Q \in \bigcap_{i=1}^{m} E_i(k)} h_{Q,v}(P) + O(1),$$

for all $P \in X(k) \setminus \bigcup_i E_i$.

**Proof.** If $\bigcap_{i=1}^{m} \text{Supp} E_i = \emptyset$, then in fact

$$\min \{h_{D_1,v}(P), \ldots, h_{D_m,v}(P)\} \leq c$$
for some constant \( c \). This is well known and follows, for instance, from formal properties of heights since in this case \( \min\{h_{D_{i_1}, v}, \ldots, h_{D_{i_m}, v}\} \) is a local height associated to the trivial divisor.

Otherwise, let \( N \) be a positive integer such that \( \bigcap_{i=1}^{m} E_i \subseteq N \sum_{Q \in \bigcap_{i=1}^{m} E_i(k)} Q \). Then by properties of heights,

\[
\min_i h_{E_i, v}(P) = h_{\bigcap_{i=1}^{m} E_i, v}(P) + O(1) \leq N \sum_{Q \in \bigcap_{i=1}^{m} E_i(k)} h_{Q, v}(P) + O(1)
\]

for all \( P \in X(k) \setminus \bigcup_i E_i \).

Finally, we record two basic facts about integral points that follow from the definitions and basic properties of height functions (see also [Vojta 1987, Lemma 1.4.6]).

**Lemma 13.** Let \( D_1, \ldots, D_n \) be effective divisors on \( X \), defined over \( k \), and let \( D = \sum_{i=1}^{n} D_i \). Let \( S \) be a finite set of primes of \( k \) containing the archimedean places and let \( R \) be a set of \( S \)-integral points on \( X \setminus D \). Then

\[
\sum_{v \in S} h_{D_i, v}(P) = h_{D_i}(P) + O(1), \quad i = 1, \ldots, n,
\]

for all \( P \in R \). If \( \phi \in k(X) \) with \( \text{Supp} \phi \subseteq \text{Supp} D \), then there exists a finite set of places \( T \) of \( k \) such that

\( \phi(P) \in \mathfrak{O}^*_k, T \)

for all \( P \in R \).

### 3.2. Results.

Let \( X \) be a nonsingular projective variety defined over a number field \( k \). Let \( D_1, \ldots, D_n \) be effective ample divisors on \( X \), defined over \( k \), and set \( D = \sum_{i=1}^{n} D_i \). Let \( S \) be a finite set of primes of \( k \) containing the archimedean places and \( R \) a set of \( S \)-integral points on \( X \setminus D \). We need a hypothesis asserting that one can effectively compute the height relations of the last section. We say that \( X, D_1, \ldots, D_n, D, R, S, k \) satisfy (*) if there are height functions associated to \( D_1, \ldots, D_n, D \) and points of \( X \) such that:

1. The finite set in Lemma 8 is effectively computable for \( D \) and any \( c \in \mathbb{R} \).
2. The positive integer \( N \) and \( O(1) \) in Lemma 9 are effectively computable for \( D \) and \( A = D_i, i = 1, \ldots, n \).
3. The \( O(1) \) in Lemma 10 is effectively computable for \( S \), any \( \phi \in k(X) \) with \( \text{Supp} \phi \subseteq \text{Supp} D \), and any set of points \( \{P_1, \ldots, P_q\} \subseteq X(k) \setminus \text{Supp} \phi \).
4. The \( O(1) \) in Lemma 11 is effectively computable for \( D \) and any \( \phi \).
5. The positive integer \( N \) and \( O(1) \) in Lemma 12 are effectively computable for any \( v \in S \) and subset \( \{E_1, \ldots, E_m\} \subseteq \{D_1, \ldots, D_n\} \).
(6) The finite set $T$ and $O(1)$ in Lemma 13 are effectively computable for $R$, $D_1, \ldots, D_n, D$, and any $\phi$.

(7) The above remain true upon replacing $k$ by a finite extension of $k$ and $S$ by any finite set of places containing the set of places lying above places of $S$.

Additionally, we assume that we can compute in Pic($X$) as follows:

(8) All of the relations between the images of $D_1, \ldots, D_n$ in Pic($X$) are effectively computable, and for any principal divisor $E$ supported on $D_1, \ldots, D_n$ one can effectively compute a rational function $\phi \in k(X)$ with $\text{div}(\phi) = E$.

Examples of varieties where (*) is satisfied (for any reasonably defined $R$) include curves, projective space, and more generally projective subvarieties of $\mathbb{P}^N$ where the divisors $D_i$ are hypersurface sections. We explicitly work out the case $X = \mathbb{P}^2$ in Section 7. For curves, key algorithms include the computation of Riemann–Roch spaces [Schmidt 1991] and relations amongst points in the Jacobian [Masser 1988].

The main result of this section is a slightly more explicit version of Theorem 1.

**Theorem 14.** Let $X$ be a nonsingular projective variety defined over a number field $k$. Let $D_1, \ldots, D_n$ be effective ample divisors on $X$ defined over $k$. Let $D = \sum_{i=1}^{n} D_i$. Let $m \leq n$ be a positive integer such that for all subsets $I \subset \{1, \ldots, n\}$, $|I| = m$, the set $\bigcap_{i \in I} (\text{Supp } D_i)(\bar{k})$ consists of finitely many points. Suppose that for each point $P \in (\text{Supp } D)(\bar{k})$, there exists a nonconstant rational function $\phi \in k(X)$ satisfying $P \notin \text{Supp } \phi$ and $\text{Supp } \phi \subset \text{Supp } D$. Let $S$ be a set of places of $k$ containing the archimedean places with

$$(m - 1)|S| < n.$$  

Let $R$ be a set of $S$-integral points on $X \setminus D$. Suppose that $X, D_1, \ldots, D_n, D, R, S, k$ satisfy (*) in Section 3.2. Then $R$ is contained in an effectively computable proper closed subset $Z$ of $X$. Explicitly, for a point $P \in X(\bar{k})$, let

$$\Phi_P = \{\phi \in k(X) : P \notin \text{Supp } \phi, \text{Supp } \phi \subset \text{Supp } D\}$$

and let

$$T = \bigcup_{I \subset \{1, \ldots, n\}} \bigcap_{|I| = m} (\text{Supp } D_i)(\bar{k}).$$

Then we may take $Z$ to consist of a finite effectively computable set of points together with the Zariski closure of the set

$$\bigcup_{P \in T} \bigcap_{\phi \in \Phi_P} \{Q \in X(\bar{k}) : \phi(Q) = \phi(P)\}.$$
Remark 15. As is typical, more generally one could replace ample with big in the theorem by modifying the theorem slightly (e.g., increasing the exceptional set $Z$ to account for the base loci of certain divisors).

If $D_1, \ldots, D_{r+1}$ are nontrivial effective divisors on a variety $X$ that generate a subgroup of $\text{Pic}(X)$ of rank $r$ and pairwise do not have any common components, then there exists a nonconstant rational function $\phi$ on $X$ with all zeros and poles contained in the support of $\sum_{i=1}^{r+1} D_i$. Using this fact to construct appropriate rational functions $\phi$ in Theorem 14, we immediately obtain the following corollary.

Corollary 16. Let $X$ be a nonsingular projective variety defined over a number field $k$. Let $D_1, \ldots, D_n$ be ample effective divisors on $X$, defined over $k$, that generate a subgroup of $\text{Pic}(X)$ of rank $r$ and pairwise do not have any common components. Let $D = \sum_{i=1}^n D_i$. Let $m \leq n$ be a positive integer such that for all subsets $I \subset \{1, \ldots, n\}$, $|I| = m$, the set $\bigcap_{i \in I}(\text{Supp} D_i)(\bar{k})$ consists of finitely many points. Suppose that the intersection of the supports of any $n - r$ of the divisors $D_i$ is empty. Let $S$ be a set of places of $k$ containing the archimedean places with

$$(m - 1)|S| < n.$$ 

Let $R$ be a set of $S$-integral points on $X \setminus D$. Suppose that $X, D_1, \ldots, D_n, D, R, S, k$ satisfy (*). Then $R$ is contained in an effectively computable proper closed subset $Z$ of $X$.

Of particular interest is the case where $X$ is a surface.

Corollary 17. Let $X$ be a nonsingular projective surface over a number field $k$. Let $D_1, \ldots, D_n$ be ample effective divisors on $X$, defined over $k$, that generate a subgroup of $\text{Pic}(X)$ of rank $r$ and pairwise do not have any common components. Suppose that the intersection of the supports of any $n - r$ of the divisors $D_i$ is empty. Let $S$ be a set of places of $k$ containing the archimedean places with

$|S| < n.$

Let $R$ be a set of $S$-integral points on $X \setminus D$. Suppose that $X, D_1, \ldots, D_n, D, R, S, k$ satisfy (*). Then $R$ is contained in an effectively computable proper closed subset $Z$ of $X$. Let

$$T = \bigcup_{i \neq j}(D_i \cap D_j)(\bar{k}),$$

and let $\Phi_P$ be as in Theorem 14. Then we may take $Z$ to consist of a finite effectively computable set of points together with the Zariski closure of the set

$$\bigcup_{P \in T} \bigcap_{\phi \in \Phi_P}\{Q \in X(\bar{k}) : \phi(Q) = \phi(P)\}.$$
3.3. **Proofs.** The key tool in this section is the main theorem from the theory of linear forms in logarithms, which we now state in the language of heights (see Theorem 24 for a completely explicit version).

**Theorem 18.** Let $k$ be a number field and $S$ a finite set of places of $k$ containing the archimedean places. Let $v \in M_k$, $\alpha \in k^*$, and $\epsilon > 0$. Then there exists an effective constant $C$ such that

$$h_{\alpha,v}(x) \leq \epsilon h(x) + C$$

for all $x \in \mathcal{O}_{k,S}^*, x \neq \alpha$.

We note that with an ineffective constant $C$, the theorem follows easily from Roth’s theorem. Before proving Theorem 14, we prove a result which can be regarded as a higher-dimensional version of Theorem 18.

**Theorem 19.** Let $X$ be a nonsingular projective variety defined over a number field $k$ and let $D$ be an effective divisor on $X$ defined over $k$. Let $\phi \in k(X)$ be a nonconstant rational function with $\text{Supp} \phi \subset \text{Supp} D$. Let $S$ be a finite set of places of $k$ and $R$ a set of $S$-integral points on $X \setminus D$. Suppose that $X, D, R, S, k$ satisfy (3), (4), (6), (7) of Section 3.2. Let $P_1, \ldots, P_q \in X(k) \setminus \text{Supp} \phi$ and $\epsilon > 0$. Then

$$\sum_{i=1}^{q} \sum_{v \in S} h_{P_i,v}(P) < \epsilon h_D(P) + O(1)$$

for all $P \in R \setminus Z$, where $Z$ is the proper closed subset of $X$ defined as the Zariski closure of the set

$$\{ P \in X(\bar{k}) : \phi(P) = \phi(P_i) \text{ for some } i \in \{1, \ldots, q\} \}.$$

Here, as well as elsewhere, the implicit constant in the $O(1)$ is an effective constant.

**Proof.** By Lemma 13, since $R$ is a set of $S$-integral points on $X \setminus D$, without loss of generality, after enlarging $S$ we can assume that $\phi(P) \in \mathcal{O}_{k,S}^*$ for all $P \in R$. Then by Theorem 18,

$$\sum_{i=1}^{q} \sum_{v \in S} h_{\phi(P_i),v}(\phi(P)) < \epsilon h(\phi(P)) + O(1)$$

for all $P \in R \setminus Z$. By Lemma 10,

$$\sum_{i=1}^{q} \sum_{v \in S} h_{P_i,v}(P) < \sum_{i=1}^{q} \sum_{v \in S} h_{\phi(P_i),v}(\phi(P)) + O(1)$$

for all $P \in X(k) \setminus (Z \cup \text{Supp} \phi)$. By Lemma 11,

$$\epsilon h(\phi(P)) < \epsilon ch_D(P) + O(1)$$
for some positive constant \(c\) and all \(P \in X(k) \setminus \text{Supp } D\). Replacing \(\epsilon\) by \(\epsilon/c\) and combining the above inequalities yields

\[
\sum_{i=1}^{q} \sum_{v \in S} h_{P_i, v}(P) < \epsilon h_D(P) + O(1)
\]

for all \(P \in R \setminus Z\). \(\square\)

We now prove Theorem 14.

**Proof of Theorem 14.** By Lemma 13, since \(R\) is a set of \(S\)-integral points on \(X \setminus D\), we have

\[
\sum_{v \in S} h_{D_i, v}(P) = h_{D_i}(P) + O(1), \quad i = 1, \ldots, n,
\]

for all \(P \in R\). Let \(P \in R\). Then for each \(i\), there exists a place \(v \in S\) such that \(h_{D_i, v}(P) \geq (1/|S|)h_{D_i}(P) + O(1)\). Since \((m-1)|S| < n\), there exists a place \(v \in S\) and distinct elements \(i_1, i_2, \ldots, i_m \in \{1, \ldots, n\}\) such that

\[
\min\{h_{D_{i_1}, v}(P), \ldots, h_{D_{i_m}, v}(P)\} \geq \frac{1}{|S|} \min_j h_{D_j}(P) + O(1).
\]

By Lemma 9, there exists a positive integer \(N\) such that

\[
h_D(P) \leq Nh_{D_i}(P) + O(1)
\]

for all \(i\) and all \(P \in X(\bar{k})\). So for \(P \in R\),

\[
\min\{h_{D_{i_1}, v}(P), \ldots, h_{D_{i_m}, v}(P)\} \geq \frac{1}{N|S|} h_D(P) + O(1).
\]

The theorem is then a consequence of the following lemma.

**Lemma 20.** Let \(m, X, D_1, \ldots, D_n, R, S, k\) be as in the hypotheses of Theorem 14. Let \(\epsilon > 0, v \in S\), and let \(i_1, \ldots, i_m \in \{1, \ldots, n\}\) be distinct integers. Then the set of points

\[
\{P \in R : \min\{h_{D_{i_1}, v}(P), \ldots, h_{D_{i_m}, v}(P)\} > \epsilon h_D(P)\}
\]

is contained in an effectively computable proper closed subset \(Z\) of \(X\). For \(P \in X(\bar{k})\), let \(\Phi_P\) be the set from Theorem 14 and let

\[
T = \bigcap_{j=1}^{m} (\text{Supp } D_{i_j})(\bar{k}).
\]

Then we may take \(Z\) to consist of a finite effectively computable set of points together with the Zariski closure of the set

\[
\bigcup_{P \in T} \bigcap_{\phi \in \Phi_P} \{Q \in X(\bar{k}) : \phi(Q) = \phi(P)\}.
\]
Proof. If \( L \) is a finite extension of \( k \) and \( w \) is a place of \( L \) lying above \( v \), then we can define a local height function

\[
h_{D_i,w}(P) = \frac{[L_w : k_v]}{[L : k]} h_{D_i,v}(P)
\]

for all \( P \in X(k) \setminus D_i \). It follows that without loss of generality, after replacing \( k \) by a finite extension of \( k \) and \( v \) by a place lying above \( v \), we may assume that every point \( P \in X(\bar{k}) \) in the intersection \( \bigcap_{j=1}^m \text{Supp } D_{ij} \) is defined over \( k \) (note that by hypothesis this intersection consists of a finite number of points).

If \( \bigcap_{j=1}^m \text{Supp } D_{ij} = \emptyset \), then by Lemma 12,

\[
\min \{ h_{D_{i1},v}(P), \ldots, h_{D_{im},v}(P) \} \leq C
\]

for some effective constant \( C \). In this case, the lemma follows immediately from the fact that since \( D \) is ample, the set of points \( \{ P \in X(k) : h_D(P) < C/\epsilon \} \) is finite.

Suppose now that \( \bigcap_{j=1}^m \text{Supp } D_{ij} \neq \emptyset \), in which case it consists of a finite number \( q \) of points. By Lemma 12, there exists a positive integer \( N \) such that

\[
\min_j h_{D_{ij},v}(P) \leq N \sum_{Q \in \bigcap_{j=1}^m D_{ij}(k)} h_{Q,v}(P) + O(1)
\]

for all \( P \in X(k) \setminus \bigcup_j D_{ij} \).

Let \( Q \in \bigcap_{j=1}^m D_{ij}(k) \). Note that \( \Phi_Q \) is a monoid under multiplication, generated by \( k^\times \) and finitely many rational functions in \( k(X)^\times \). Let \( \epsilon > 0 \). Since \( R \) is a set of \( S \)-integral points on \( X \setminus D \), applying Theorem 19 multiple times yields the inequality

\[
h_{Q,v}(P) < \frac{\epsilon}{2Nq} h_D(P) + O(1)
\]

for all \( P \in R \setminus Z_Q \), where \( Z_Q \) is the Zariski closure of the set

\[
\bigcap_{\phi \in \Phi_Q} \{ P \in X(\bar{k}) : \phi(P) = \phi(Q) \}.
\]

Summing over all points in \( \bigcap_{j=1}^m D_{ij}(k) \), we obtain

\[
\min_j h_{D_{ij},v}(P) \leq N \sum_{Q \in \bigcap_{j=1}^m D_{ij}(k)} h_{Q,v}(P) + O(1) < \frac{\epsilon}{2} h_D(P) + C
\]

for all \( P \in R \setminus Z \), where

\[
Z = \bigcup_{Q \in \bigcap_{j=1}^m D_{ij}(k)} Z_Q
\]

and \( C \) is an effectively computable constant. So if \( P \in R \setminus Z \) satisfies

\[
\min_j h_{D_{ij},v}(P) > \epsilon h_D(P),
\]
then $h_D(P) < \frac{2}{\epsilon} C$. It follows that
\[
\left\{ P \in R : \min_j h_{D_j}(P) > \epsilon h_D(P) \right\} \subset Z \cup \left\{ P \in X(k) : h_D(P) < \frac{2}{\epsilon} C \right\},
\]
where $Z$ is a proper Zariski closed subset of $X$ and the last set on the right is finite. \hfill \Box

4. An application to polynomial unit equations

We prove a complete version of Corollary 4 from the introduction.

**Corollary 21.** Let $f \in k[x, y]$ be a polynomial of degree $d$ such that $f(0, 0) = c_0 \neq 0$ and $x^d$ and $y^d$ have nonzero coefficients $c_x$ and $c_y$ in $f$, respectively. Let $S$ be a set of places of $k$ containing the archimedean places with $|S| \leq 3$. Then the set of solutions to
\[
f(u, v) = w, \quad u, v, w \in \mathcal{O}^*_k,\]
consists of a finite effectively computable set and a finite number of infinite families of solutions where one of $u$, $v$, or $w$ is constant. Let
\[
T_1 = \{ a \in \mathcal{O}^*_k : (x - a) | (f(x, y) - c_y y^d), c_y \in \mathcal{O}^*_k \},
\]
\[
T_2 = \{ a \in \mathcal{O}^*_k : (y - a) | (f(x, y) - c_x x^d), c_x \in \mathcal{O}^*_k \},
\]
\[
T_3 = \{ a \in \mathcal{O}^*_k : (y - ax) | (f(x, y) - c_0), c_0 \in \mathcal{O}^*_k \}.
\]

Then the infinite families of solutions are
\[
(u, v, w) = (a, t, c_y t^d), \quad t \in \mathcal{O}^*_k, \quad \text{for each } a \in T_1,
\]
\[
(u, v, w) = (t, a, c_x t^d), \quad t \in \mathcal{O}^*_k, \quad \text{for each } a \in T_2,
\]
\[
(u, v, w) = (t, at, c_0), \quad t \in \mathcal{O}^*_k, \quad \text{for each } a \in T_3.
\]

**Proof.** It will be convenient to work with the homogenized polynomial
\[
F(x, y, z) = z^d f(x/z, y/z).
\]
Consider $\mathbb{P}^2$ with homogeneous coordinates $(x, y, z)$ and let $D_1, D_2, D_3, D_4$ be the curves defined by $x = 0, y = 0, z = 0$, and $F(x, y, z) = 0$, respectively. Let $D = \sum_{i=1}^4 D_i$. Let
\[
R = \{ (u, v, 1) \in \mathbb{P}^2(k) : u, v, f(u, v) \in \mathcal{O}^*_k \}.
\]
Then $R \subset (\mathbb{P}^2 \setminus D)(\mathcal{O}_k)$. Let $\{i, j, k\} = \{1, 2, 3\}$ and $P \in (D_i \cap D_j \cap D_k \setminus \bar{k})$. Then, using the notation of Corollary 17, the Zariski closure of $\bigcap_{\phi \in \Phi_P} (Q \in X(\bar{k}) : \phi(Q) = \phi(P))$ is a line through $P$ and the unique point of $D_j \cap D_k$. Now let $P_1 = (1, 0, 0)$,
\( P_2 = (0, 1, 0) \), and \( P_3 = (0, 0, 1) \), so that \( \{ P_i \} = \bigcap_{j \in \{1,2,3\} \setminus \{i \}} D_j(\bar{k}) \). Let \( Z_i \) be the Zariski closure of
\[
\bigcap_{\phi \in \Phi \cap \{ P_i \}} \{ Q \in X(\bar{k}) : \phi(Q) = \phi(P_i) \}
\]
for \( i = 1, 2, 3 \). Since \((F(x, y, z)/x^d)(P_1) = c_x \), \((F(x, y, z)/y^d)(P_2) = c_y \), and \((F(x, y, z)/z^d)(P_3) = c_0 \), it follows that we have the equations
\[
Z_1 : F(x, y, z) = c_x x^d, \quad Z_2 : F(x, y, z) = c_y y^d, \quad Z_3 : F(x, y, z) = c_0 z^d.
\]
Let \( Z \) be the closed subset of \( \mathbb{P}^2 \) consisting of all lines connecting points of \((D_i \cap D_j)(\bar{k})\) with points of \((D_k \cap D_l)(\bar{k})\), where \( \{ i, j, k, l \} = \{1, 2, 3, 4\} \), together with the closed subsets \( Z_1, Z_2, \) and \( Z_3 \). Then it follows from Corollary 17 that \( R \setminus Z \) consists of a finite effectively computable set of points (in fact, an explicit height bound for points in this set follows from Theorem 7).

Now let \( C \) be a geometrically irreducible curve in \( Z \). If \( C \) is not defined over \( k \) and \( C' \) is any nontrivial conjugate of \( C \) over \( k \), then \( C(k) \subset (C \cap C')(\bar{k}) \), a finite effectively computable set. In particular, \( R \cap C \) is finite and effectively computable. Assume now that \( C \) is defined over \( k \). Then \( R \cap C \) is a set of integral points on \( C \setminus (C \cap D) \). Consider the rational functions on \( C \) given by \( \phi_1 = (x/z)|_C \) and \( \phi_2 = (y/z)|_C \). The functions \( \phi_1 \) and \( \phi_2 \) have zeros and poles only in \( C \cap D \). If \( \phi_1 \) and \( \phi_2 \) are multiplicatively independent modulo \( k^* \), then Bilu’s Theorem 2 implies that \( R \cap C \) is finite and effectively computable. Suppose now that this is not the case. Then this easily implies that \( C \) is given by an equation \( x^m y^{n-m} = az^n, \) \( x^m z^{n-m} = ay^n, \) or \( y^m z^{n-m} = ax^n \) for some nonnegative integers \( m \) and \( n \) and \( a \in k^* \). Suppose first that \( n \geq 2 \). Then \( C \) is a component of \( Z_1, Z_2, \) or \( Z_3. \)

Suppose that, say, \( C \) is given by \( x^m y^{n-m} = az^n \) and is a component of \( Z_1. \) Then \( F(x, y, z) = c_x x^d + (x^m y^{n-m} - az^n)g(x, y, z) \) for some homogeneous polynomial \( g(x, y, z) \in \mathfrak{k}[x, y, z] \). Since \( C \) is geometrically irreducible and \( n \geq 2 \), we must have \( 0 < m < n \). But from the form of \( F(x, y, z) \) we then see that \( y^d \) cannot have a nonzero coefficient in \( F(x, y, z) \), contradicting our assumptions. The other possible cases are similar and we conclude that \( n = 1 \). So \( C \) is defined by a linear form \( x - az, y - az, \) or \( y - ax, \) for some \( a \in k^* \).

Suppose that \( C \) is defined by \( x - az = 0 \). If \( R \cap C \neq \emptyset \) then \( a \in \mathfrak{c}_k^* \), which we now assume. Since \( y^d \) must have a nonzero coefficient in \( F(x, y, z) \), it follows that \( C \) cannot be an irreducible component of \( Z_1 \) or \( Z_3 \). If \( C \) is an irreducible component of \( Z_2 \), then \( f(x, y) = c_y y^d + (x-a)g(x, y) \) for some polynomial \( g(x, y) \in k[x, y] \). If \( C \) connects a point of \( D_i \cap D_j \) with a point of \( D_k \cap D_l \), where \( \{ i, j, k, l \} = \{1, 2, 3, 4\} \), then it must be that \( C \) connects the unique point of \( D_1 \cap D_3 \) with a point of \( D_2 \cap D_4 \). If \( C \) intersects \( D \) in more than two points over \( \bar{k} \), then it follows easily again from Theorem 2 that \( R \cap C \) is finite and effectively computable. So suppose that
An old method of Runge yields effective finiteness for the set of integral points on certain curves. In its most basic form, Runge proved:

**Theorem 22** [Runge 1887]. Let $f \in \mathbb{Q}[x, y]$ be an absolutely irreducible polynomial of total degree $n$. Let $f_0$ denote the leading form of $f$, that is, the sum of the terms of total degree $n$ in $f$. Suppose that $f_0$ factors as $f_0 = g_0 h_0$, where $g_0, h_0 \in \mathbb{Q}[x, y]$ are nonconstant relatively prime polynomials. Then the set of solutions to

$$f(x, y) = 0, \quad x, y \in \mathbb{Z},$$

is finite and effectively computable.

We will state a general higher-dimensional version of Runge’s method from [Levin 2008] (see [Bombieri 1983] for earlier work on curves). Before stating a higher-dimensional version, we give some definitions which allow for varying sets of places and number fields. It will be more convenient here to use a definition of integrality involving regular functions. Let $V$ be a variety (not necessarily projective or affine) defined over a number field $k$. Let $s$ be a positive integer. We call a set $R \subset V(\bar{k})$ a set of $s$-integral points on $V$ if for every point $P \in R$ there exists a set of places $S_P$ of $k(P)$, containing the archimedean places of $k(P)$, such that $|S_P| \leq s$ and for every regular function $\phi \in \tilde{k}(V)$ on $V$ there exists a nonzero constant $c_\phi \in k^*$, independent of $P$, such that $|c_\phi \phi(P)|_v \leq 1$ for all places $v$ of $k(P)$ not in $S_P$ (extending each place $v$ of $k(P)$ to $\tilde{k}$ in some fixed way). With these definitions, we have a higher-dimensional version of Runge’s theorem:

**Theorem 23.** Let $X$ be a nonsingular projective variety defined over a number field $k$. Let $D = \sum_{i=1}^r D_i$ be a divisor on $X$, with $D_1, \ldots, D_r$ effective divisors defined over $k$. Suppose that the intersection of any $m + 1$ of the supports of the divisors $D_i$ is empty. Let $s$ be a positive integer satisfying

$$ms < r.$$

Let $R$ be a set of $s$-integral points on $X \setminus D$. Suppose that for every regular function
\( \phi \in \bar{k}(X) \text{ on } X \setminus D, \) the constant \( c_\phi \) in the definition of \( s\)-integral is effectively computable with respect to \( R \). Suppose also that one can effectively compute a basis of \( L(nD_i) \) for all \( n > 0 \) and all \( i \). Then the following statements hold.

(a) If \( \kappa(D_i) > 0 \) for all \( i \), then \( R \) is contained in an effectively computable proper Zariski closed subset \( Z \subset X \).

(b) If \( D_i \) is big for all \( i \), then there exists an effectively computable proper Zariski closed subset \( Z \subset X \), independent of \( R \), such that the set \( R \setminus Z \) is finite (and effectively computable).

(c) If \( D_i \) is ample for all \( i \), then \( R \) is finite and effectively computable.

We now briefly discuss some of the advantages and disadvantages of the higher-dimensional Runge method as compared to our results here. To begin, in some respects the conditions on the divisors \( D_i \) in Theorem 23 are weaker than the conditions required in Theorem 14. The divisors in Theorem 23 are not required to be ample or big (though one still needs \( \kappa(D_i) > 0 \)) and furthermore there is no linear equivalence condition present in Theorem 23. On the other hand, for the necessary rational functions \( \phi \) to exist in Theorem 14, it is necessary that the subgroup of the Picard group generated by the divisors \( D_i \) not be too large (this condition is more explicitly present in Corollary 16). Another advantage of Theorem 23 is that the result is uniform in \(|S|\), giving degeneracy of integral points even as \( S \) and \( k \) vary subject to an appropriate inequality. This is also, however, a limitation of Theorem 23, as many results are simply not true in this generality (e.g., the unit equation \( u + v = 1 \) likely has infinitely many solutions in rational \( S\)-units, \(|S| \leq 3 \), since for instance there are expected to be infinitely many Mersenne primes). It is not apparent from the statement of Theorem 23, but when Runge’s method applies it also gives much smaller bounds than techniques coming from Baker’s theorem.

As compared to Theorem 23, we note that the intersection condition on the divisors \( D_i \) in Theorem 14 is much weaker, especially on surfaces. For instance, the intersection condition on the divisors in Corollary 17 allows for highly degenerate configurations of the divisors \( D_i \). Finally, we note that even in cases where the divisors \( D_i \) are in general position, the crucial inequality involving \(|S|\) in Theorem 14 is superior to the inequality in Theorem 23. This is particularly notable in the case of surfaces, where the superior inequality on \(|S|\) is crucial, for instance, in proving Corollary 4.

### 6. Effective inequalities

In preparation for the next section, we recall several needed inequalities and prove them here.
6.1. Linear forms in logarithms. The deepest effective result we need is from the theory of linear forms in logarithms. We give a statement in terms of local heights, based on an inequality of Bérczes, Evertse, and Győry [Bérczes et al. 2009].

**Theorem 24.** Let \( k \) be a number field of degree \( \delta \) and let \( G \) be a finitely generated multiplicative subgroup of \( k^* \) of rank \( t > 0 \). Let \( \alpha \in k^* \) and \( v \in M_k \). Let \( 0 < \epsilon < 1 \). Then if \( x \in G \), \( x \neq \alpha \), we have

\[
h_{\alpha,v}(x) \leq \epsilon h(x) + c_1(\epsilon, k, G, v, \alpha) + \log 2,
\]

where

\[
c_1(\epsilon, k, G, v, \alpha) = 6.4 \frac{c_2(\delta, t)N(v)}{\epsilon \log N(v)} Q_G \max\{h(\alpha), 1\} \max\left\{\log \frac{c_2(\delta, t)N(v)}{\epsilon}, \log^* Q_G\right\},
\]

\[
c_2(\delta, t) = 36(16e\delta)^{3t+5}(\log^* \delta)^2.
\]

Here, if \( G \) is a finitely generated multiplicative subgroup of \( \overline{Q} \) of rank \( t > 0 \), then we let \( Q_G \) be the minimum value of

\[
h(u_1) \cdots h(u_t),
\]

where \( u_1, \ldots, u_t \) are generators for \( G \) modulo the roots of unity in \( G \). We let \( Q_S = Q_{G_{k, S}} \).

**Proof.** Let \( x \in G \), \( x \neq \alpha \). Suppose first that

\[
h_{\alpha,v}(x) \leq \epsilon h(x) + h_v(\alpha) + h_v(1/\alpha) + h_v(2).
\]

Then, using that \( h(\alpha) = h(1/\alpha) \), we have

\[
h_{\alpha,v}(x) \leq \epsilon h(x) + 2h(\alpha) + \log 2 \leq \epsilon h(x) + c_1(\epsilon, k, G, v, \alpha) + \log 2,
\]
as \( 2h(\alpha) \) is easily bounded by \( c_1(\epsilon, k, G, v, \alpha) \). Suppose now that

\[
h_{\alpha,v}(x) > \epsilon h(x) + h_v(\alpha) + h_v(1/\alpha) + h_v(2).
\]

We have

\[
h_{\alpha,v}(x) = \log \frac{\max\{\|\alpha\|_v, 1\} \max\{\|x\|_v, 1\}}{\|x - \alpha\|_v}
\]

\[
= \log \frac{\max\{\|\alpha\|_v, 1\} \max\left\{\|\frac{x}{\alpha}\|_v, \|1\|_v\right\}}{\|\frac{x}{\alpha} - 1\|_v}.
\]

Now

\[
\left\|\frac{x}{\alpha}\right\|_v = \left\|\frac{x}{\alpha} - 1\right\|_v + 1 \leq c'_v(2) \max\left\{\left\|\frac{x}{\alpha} - 1\right\|_v, 1\right\}.
\]
It follows that
\[
h_{\alpha,v}(x) \leq \log \frac{\epsilon'_v(2) \max\{\|\alpha\|_v, 1\} \max\left\{ \frac{x}{\alpha} - 1, \frac{1}{\|\alpha\|_v}, 1 \right\}}{\|\frac{x}{\alpha} - 1\|_v}.
\]
If
\[
\max\left\{ \frac{x}{\alpha} - 1, \frac{1}{\|\alpha\|_v}, 1 \right\} = \|\frac{x}{\alpha} - 1\|_v,
\]
then \(h_{\alpha,v}(x) \leq \log \epsilon'_v(2) \max\{\|\alpha\|_v, 1\} \leq h_v(\alpha) + h_v(2),\) contradicting our assumptions. Then we must have
\[
\begin{align*}
h_{\alpha,v}(x) &\leq \log \frac{\epsilon'_v(2) \max\{\|\alpha\|_v, 1\} \max\left\{ \frac{1}{\|\alpha\|_v}, 1 \right\}}{\|\frac{x}{\alpha} - 1\|_v} \\
&\leq h_v(2) + h_v(1/\alpha) - \log \|\frac{x}{\alpha} - 1\|_v.
\end{align*}
\]
So
\[
\log \|\frac{x}{\alpha} - 1\|_v < -\epsilon h(x).
\]
By [Bérczes et al. 2009, Theorem 4.2], this implies that \(h(x) \leq c_1(\epsilon, k, G, v, \alpha).\)

Now we note that by Lemma 32, proved later in this section, for any \(x \in k, x \neq \alpha,\)
\[
h_{\alpha,v}(x) \leq \log 2 + \sum_{v \in M_k} h_{\alpha,v}(x) = \log 2 + h(x).
\]
Thus,
\[
h_{\alpha,v}(x) \leq \epsilon h(x) + c_1(\epsilon, k, G, v, \alpha) + \log 2.
\]

6.2. Hilbert’s Nullstellensatz. We will need an effective version of Hilbert’s Nullstellensatz. We use the following version, due to Masser and Wüstholz [1983].

**Theorem 25** (effective Hilbert’s Nullstellensatz). Let \(k\) be a number field and let \(p_1, \ldots, p_m, q \in \mathcal{O}_k[x_1, \ldots, x_n]\) be polynomials of degree at most \(d \geq 1\) such that \(q\) vanishes at all common zeros of \(p_1, \ldots, p_m\) in \(\mathbb{A}^n(k)\). Then there exists a positive integer \(M \leq (8d)^{2n}\) and polynomials \(a_1, \ldots, a_m \in \mathcal{O}_k[x_1, \ldots, x_n]\) of degrees at most \((8d)^{2n} + 1,\) such that
\[
aq^M = a_1 p_1 + \cdots + a_m p_m
\]
for some nonzero element \(a \in \mathcal{O}_k.\) Furthermore, if
\[
h_\infty = \log \max_{v \in M_k, v|\infty} \{ \|p_1\|_v, \ldots, \|p_m\|_v, |q|_v \},
\]
then
\[
\log \max_{v \in M_k, v|\infty} \{ |a_1|_v, \ldots, |a_m|_v, |a|_v \} \leq (8d)^{2n+1} \log (h_\infty + 8d \log 8d).
\]
**Remark 26.** Applying the theorem appropriately to $\mathbb{A}^n$, it’s clear that the same result holds for homogeneous polynomials $p_1, \ldots, p_m, q \in \mathbb{C}_k[x_1, \ldots, x_n]$ such that $q$ vanishes at all common zeros of $p_1, \ldots, p_m$ in $\mathbb{P}^{n-1}(\bar{k})$. Furthermore, in this case one can clearly choose $a_1, \ldots, a_m$ to be homogeneous polynomials with $\deg a_i = M \deg q - \deg p_i$.

6.3. **Arithmetic Bézout.** We will make use of the following arithmetic Bézout theorem for curves in $\mathbb{P}^2$, which is essentially a special case of a general arithmetic Bézout theorem of Philippon [1995].

**Theorem 27.** Let $C_1$ and $C_2$ be distinct curves in $\mathbb{P}^2$ over $\overline{\mathbb{Q}}$. Then

$$\sum_{P \in (C_1 \cap C_2)(\overline{\mathbb{Q}})} h(P) \leq (\deg C_1) h(C_2) + (\deg C_2) h(C_1) + 4(\deg C_1)(\deg C_2).$$

**Proof.** We will denote the height used by Philippon [1995] by $h_{\text{Ph}}$. By [ibid., Proposition 4],

$$\sum_{P \in (C_1 \cap C_2)(\overline{\mathbb{Q}})} h_{\text{Ph}}(P) \leq (\deg C_1) h_{\text{Ph}}(C_2) + (\deg C_2) h_{\text{Ph}}(C_1).$$

From [ibid., p. 347], for $i = 1, 2$ we have

$$h_{\text{Ph}}(C_i) = h_{\text{Ph}}(f_i) + \frac{\deg C_i}{2}$$

and from the definitions of the heights, easy estimates give

$$h_{\text{Ph}}(f_i) \leq h(f_i) + (\log 2 + \frac{3}{4}) \deg C_i = h(C_i) + (\log 2 + \frac{3}{4}) \deg C_i.$$  

So

$$h_{\text{Ph}}(C_i) \leq h(C_i) + 2 \deg C_i \quad \text{for } i = 1, 2.$$  

Finally, we note that if $P$ is a point in $\mathbb{P}^n$, then $h_{\text{Ph}}(P)$ is the usual height $h(P)$ except that at the archimedean places one uses the $\ell^2$-norm. In particular, $h(P) \leq h_{\text{Ph}}(P)$. Combining the above inequalities gives the result. \qed

6.4. **Units and regulators.** Let $k$ be a number field of degree $\delta$ and discriminant $\Delta$. We will use the following bound on the product of the class number and the regulator, proven by Lenstra [1992, Theorem 6.5].

**Lemma 28.** Suppose that $k \neq \mathbb{Q}$. Let $r_2$ denote the number of complex places of $k$ and let $C = (2/\pi)^2 \sqrt{\Delta}$. We have

$$h_k R_k \leq \frac{C(\log C)^{\delta-1-r_2}(\delta - 1 + \log C)^{r_2}}{(\delta - 1)!}.$$
Let $S$ be a finite set of places of $k$ containing the archimedean places. Recall that $Q_S$ is the minimum value of
\[ h(u_1) \cdots h(u_{s-1}), \]
where $s = |S|$ and $u_1, \ldots, u_{s-1}$ are generators of $\mathcal{O}_{k,S}^*$ modulo roots of unity. For the $S$-regulator and $Q_S$, Bugeaud and Győry [1996, Lemmas 1 and 3] gave the bounds
\[
R_S \leq h_k R_k \prod_{v \in S \setminus S_{\infty}} \log N(v),
\]
\[
Q_S \leq \frac{((s-1)!)^2}{2^{s-2} \delta_{s-1}^2 R_S}.
\]
More crudely, letting $s = |S|$ and $N = \max_{v \in S} N(v)$, we have the estimates
\[
R_k \leq h_k R_k \leq \frac{\sqrt{|\Delta| (\frac{1}{2} \log |\Delta|)^{\delta-1} - (\delta - 1 + \frac{1}{2} \log |\Delta|)^2}}{(\delta - 1)!}
\]
\[
\leq \frac{\sqrt{|\Delta| (\delta - 1 + \frac{1}{2} \log |\Delta|)^{\delta-1}}}{(\delta - 1)!}
\]
\[
\leq \delta^\delta \sqrt{|\Delta| (\log^* |\Delta|)^{\delta-1}}
\]
and
\[
R_S \leq \delta^\delta (\log^* N)^{\delta-\delta/2} \sqrt{|\Delta| (\log^* |\Delta|)^{\delta-1}}, \quad (2)
\]
\[
Q_S \leq 2^{2-s-4s} \delta^{\delta-s+1} (\log^* N)^{\delta-\delta/2} \sqrt{|\Delta| (\log^* |\Delta|)^{\delta-1}}. \quad (3)
\]

**6.5. Points in projective space.** We first recall an inequality of Silverman relating the height of a point in projective space and the discriminant of its field of definition.

**Theorem 29** [Silverman 1984, Theorem 2]. Let $k$ be a number field of degree $\delta$ and discriminant $\Delta$. Let $P \in \mathbb{P}^n(k)$. Then
\[
\frac{\log |\Delta|}{\delta} \leq (2\delta - 2) h(P) + \log \delta.
\]
For a number field $k$ and finite set of places $S$ of $k$ containing the archimedean places, define
\[
c_3(k, S) = \begin{cases} 0 & \text{if } \delta = 1 \text{ or } s = 1, \\ 2s! s^{s+\frac{1}{2}} R_S & \text{otherwise,} \end{cases}
\]
where $s = |S|$. If $S_{\infty}$ denotes the set of archimedean places of $k$, then we let $c_3(k) = c_3(k, S_{\infty})$.

The next lemma describes certain choices of coordinates for a point in projective space.
Lemma 30. Let $k$ be a number field of degree $\delta$, $s$ the number of archimedean places of $k$, and $P \in \mathbb{P}^n(k)$.

(a) There exists a choice of homogeneous coordinates $P = (x_0, \ldots, x_n)$ such that $x_0, \ldots, x_n \in \mathcal{O}_k$ and for any $v \in M_k$,

$$\frac{1}{s} h(P) - c_3(k) \leq \log \max \{||x_0||_v, \ldots, ||x_n||_v\}$$

$$\leq \frac{1}{s} h(P) + \frac{1}{2\delta} \log |\Delta| + c_3(k) \quad \text{if } v | \infty,$$

$$-\frac{1}{2\delta} \log |\Delta| \leq \log \max \{||x_0||_v, \ldots, ||x_n||_v\} \leq 0 \quad \text{if } v \nmid \infty.$$

(b) There exists a choice of homogeneous coordinates $P = (x_0, \ldots, x_n)$ such that $x_0, \ldots, x_n \in \mathcal{O}_k$ and for any $v \in M_k$,

$$0 \leq \log \max \{||x_0||_v, \ldots, ||x_n||_v\}$$

$$\leq (2\delta + 1) h(P) + \log \delta \quad \text{if } v | \infty,$$

$$-\frac{\delta}{2} h(P) - \frac{\delta}{2} \log \delta \leq \log \max \{||x_0||_v, \ldots, ||x_n||_v\} \leq 0 \quad \text{if } v \nmid \infty.$$

Proof. Let $S_{\infty}$ denote the set of archimedean places of $k$. The case $k = \mathbb{Q}$ follows immediately by choosing $x_0, \ldots, x_n$ to be integers with $\gcd(x_0, \ldots, x_n) = 1$ and $P = (x_0, \ldots, x_n)$. We assume from now on that $\delta > 1$. Let $P = (x_0, \ldots, x_n)$ be some choice of homogeneous coordinates with $x_0, \ldots, x_n \in \mathcal{O}_k$. Let $I$ be the ideal of $\mathcal{O}_k$ generated by $x_0, \ldots, x_n$. From the Minkowski bound, the ideal class of $I$ contains an (integral) ideal with norm $\leq \sqrt{|\Delta|}$. Thus, after rescaling $x_0, \ldots, x_n$, we may assume that the norm of $I$ satisfies $N(I) \leq \sqrt{|\Delta|}$. From the definition of the height, we have

$$h(P) = \sum_{v \in M_k} \log \max \{||x_0||_v, \ldots, ||x_n||_v\} = \sum_{v \in S_{\infty}} \log \max_i ||x_i||_v - \frac{1}{\delta} \log N(I).$$

So

$$h(P) \leq \sum_{v \in S_{\infty}} \log \max \{||x_0||_v, \ldots, ||x_n||_v\} \leq h(P) + \frac{1}{2\delta} \log |\Delta|.$$

We first consider (a). The case $s = |S_{\infty}| = 1$ is immediate from the above, so we assume from now on that $s > 1$. Consider the image of the unit group $\mathcal{O}_k^s$ via the logarithmic map $\lambda : \mathcal{O}_k^s \mapsto \mathbb{R}^s$, $\lambda(u) = (\log ||u||_v)_{v \in S_{\infty}}$. The image is a lattice in the hyperplane of $\mathbb{R}^s$ defined by $\sum_{v \in S_{\infty}} x_v = 0$. From [Hajdu 1993, p. 5], there exists a fundamental domain of this lattice with diameter $\leq 2s!s^{s+1} R_k/(\log \delta/6\delta^3)s^{-2}$. Let $c = \sum_{v \in S_{\infty}} \log \max \{||x_0||_v, \ldots, ||x_n||_v\}$ and consider the vector

$$v = (\log \max \{||x_0||_v, \ldots, ||x_n||_v\} - c/s)_{v \in S_{\infty}}.$$
Then there exists a unit $u \in \mathcal{O}_k^*$ such that

$$|v - \lambda(u)| \leq \frac{2s!s^{s+\frac{1}{2}}R_k}{(\log \delta/6\delta^3)^{s-2}} = c_3(k).$$

Therefore, for every $v \in S_\infty$, 

$$|\log \max\{\|u^{-1}x_0\|_v, \ldots, \|u^{-1}x_n\|_v\} - c/s| \leq c_3(k)$$

and

$$\frac{1}{s}h(P) - c_3(k) \leq \log \max\{\|u^{-1}x_0\|_v, \ldots, \|u^{-1}x_n\|_v\} \leq \frac{1}{s}h(P) + \frac{1}{2\delta s} \log |\Delta| + c_3(k).$$

Note that if $v \nmid \infty$, we also have

$$-\frac{1}{2\delta} \log |\Delta| \leq -\frac{1}{\delta} \log N(I) \leq \log \max\{\|x_0\|_v, \ldots, \|x_n\|_v\} \leq 0.$$

We now prove (b). From our earlier choice of coordinates, we have in particular

$$\sum_{v \in S_\infty} \log \|x_0\|_v = \frac{1}{\delta} \log |N_{\mathbb{Q}}^k(x_0)| \leq h(P) + \frac{1}{2\delta} \log |\Delta|.$$ 

Then after scaling by $N_{\mathbb{Q}}^k(x_0)/x_0 \in \mathcal{O}_k$, we may take $P = (x_0, \ldots, x_n)$ where $x_0 \in \mathbb{Z}$,

$$\frac{1}{\delta} \log |x_0| \leq h(P) + \frac{1}{2\delta} \log |\Delta| \leq \delta h(P) + \frac{1}{2} \log \delta$$

by Theorem 29, and $x_1, \ldots, x_n \in \mathcal{O}_k$. Let $v \in S_\infty$. Then $\log \max_i \|x_i\|_v \geq 0$ and

$$\log \max\{\|x_0\|_v, \ldots, \|x_n\|_v\} = h(P) - \sum_{w \in M_k \setminus \{v\}} \log \max\{\|x_0\|_w, \ldots, \|x_n\|_w\} \leq h(P) - \sum_{w \in M_k \setminus \{v\}} \log \|x_0\|_w \leq h(P) + \log \|x_0\|_v \leq h(P) + 2(\delta h(P) + \frac{1}{2} \log \delta) \leq (2\delta + 1)h(P) + \log \delta.$$

We also clearly have

$$-\delta^2 h(P) - \frac{\delta}{2} \log \delta \leq -\log |x_0| \leq \log \max\{\|x_0\|_v, \ldots, \|x_n\|_v\} \leq 0$$

if $v$ is nonarchimedean. \hfill $\square$

We also need the following result from the main theorem of [Hajdu 1993], which is closely related to the previous lemma.

**Theorem 31.** Let $k$ be a number field of degree $\delta$ and let $S$ be a finite set of places of $k$ containing the archimedean places. Let $\alpha \in k$. Then we can write

$$\alpha = \beta u,$$
where \( u \in \mathcal{O}_{k,S}^* \) and
\[
 h(\beta) < sc_3(k, S) + \sum_{v \notin S} h_v(\alpha) + \sum_{v \in S} \log \|\alpha\|_v < sc_3(k, S) + \sum_{v \notin S} h_v(\alpha) + h_v(1/\alpha).
\]

The last inequality follows from the product formula. This result is actually only proven in [ibid.] for \( S \)-integers \( \alpha \), but the same proof given there yields the result above.

We note the estimates
\[
c_3(k, S) \leq 2^{4s} s^{2s} \delta^{3s} - 6 \sqrt{\Delta} (\log^* |\Delta|)^{\delta - 1} (\log^* N)^{s - \delta/2}, \tag{4}
\]
\[
c_3(k) \leq 2^{4s} \delta^{6s} - 6 \sqrt{\Delta} (\log^* |\Delta|)^{\delta - 1}. \tag{5}
\]

6.6. Miscellaneous elementary estimates. We have the following lower bound for heights on \( \mathbb{P}^1 \).

Lemma 32. Let \( S \) be a set of places of a number field \( k \). Let \( P, Q \in \mathbb{P}^1(k), P \neq Q \). Then
\[
 \sum_{v \in S} h_{Q,v}(P) \geq - \log 2.
\]

Proof. Let \( P = (x_1, y_1), Q = (x_2, y_2), x_1, x_2, y_1, y_2 \in k \). Then
\[
 h_{Q,v}(P) = \log \frac{\max\{\|x_1\|_v, \|y_1\|_v\} \max\{\|x_2\|_v, \|y_2\|_v\}}{\|x_1y_2 - x_2y_1\|_v} \\
 \geq \log \frac{\max\{\|x_1\|_v, \|y_1\|_v\} \max\{\|x_2\|_v, \|y_2\|_v\}}{\epsilon_v'(2) \max\{\|x_1\|_v, \|y_1\|_v\} \max\{\|x_2\|_v, \|y_2\|_v\}} \\
 \geq - \log \epsilon_v'(2).
\]

Therefore, \( \sum_{v \in S} h_{Q,v}(P) \geq - \log 2. \)

We need an estimate on the height of a product of polynomials [Hindry and Silverman 2000, Proposition B.7.4].

Lemma 33. Let \( k \) be a number field. Let \( f_1, \ldots, f_m \in k[x_1, \ldots, x_n] \) be polynomials and let \( f = f_1 \cdots f_m \). Then for any \( v \in M_k \),
\[
 |f|_v \leq \epsilon_v \left( \prod_{i=2}^m 2^{\deg f_i} \right) \prod_{i=1}^m |f_i|_v.
\]

In particular,
\[
 h(f) \leq \sum_{i=1}^m h(f_i) + \left( \sum_{i=2}^m \deg f_i \right) \log 2.
\]
For maps between projective spaces, we have the following height inequality [Hindry and Silverman 2000, p. 181].

**Lemma 34.** Let \( \phi : \mathbb{P}^n \to \mathbb{P}^m \) be a rational map of degree \( d \) defined over \( \overline{\mathbb{Q}} \). Then

\[
h(\phi(P)) \leq dh(P) + h(\phi) + \log \left( \frac{n+d}{n} \right)
\]

for all \( P \in \mathbb{P}^n(\overline{\mathbb{Q}}) \) where \( \phi \) is defined.

We also need an elementary estimate for polynomials in two variables.

**Lemma 35.** Let \( k \) be a number field. Let \( f \in k[x, y] \) be a polynomial of degree \( d \) and let \( v \in M_k \). Let \( a, b, x, y \in k \) and suppose that \( |x - a|_v, |y - b|_v \leq 1 \). Then

\[
|f(x, y) - f(a, b)|_v \leq \epsilon_v((d+2)^d)|f|_v \max\{|a|_v, |b|_v, 1\}^d \max\{|x - a|_v, |y - b|_v\}.
\]

**Proof.** Let \( f(x, y) = \sum c_{ij}x^iy^j \). Looking at the Taylor series for \( f(x, y) \) around \((a, b)\) and applying the triangle inequality, we find

\[
|f(x, y) - f(a, b)|_v \leq \sum_{m,n,m+n>0} \left| \frac{\partial^{m+n} f}{\partial x^m \partial y^n} \right|_{v} (a, b) \frac{(x-a)^m (y-b)^n}{m!n!}.
\]

Since

\[
\left| \frac{1}{m!n!} \frac{\partial^{m+n} f}{\partial x^m \partial y^n} \right|_{v} (a, b) = \sum_{i,j} c_{ij} \binom{i}{m} \binom{j}{n} a^{i-m} b^{j-n} \left| v \right|_{v} \leq \epsilon_v(d+2)^d \max_{i,j} |c_{ij}|_v \binom{i}{m} \binom{j}{n} |a^{i-m} b^{j-n}|_v \leq \epsilon_v(d+2)^d |f|_v \max\{|a|_v, |b|_v, 1\}^d.
\]

we have

\[
|f(x, y) - f(a, b)|_v \leq \epsilon_v((d+2)^d)|f|_v \max\{|a|_v, |b|_v, 1\}^d \max\{|x - a|_v, |y - b|_v\}. \quad \square
\]

Finally, we prove an explicit version of Lemma 10 when \( X = \mathbb{P}^2 \).

**Lemma 36.** Let \( k \) be a number field and let \( \phi \in k(\mathbb{P}^2) \) be a rational function of degree \( d \) on \( \mathbb{P}^2 \). Let \( P, Q \in \mathbb{P}^2(k) \setminus \text{Supp} \phi \) and \( T \subset M_k \). Suppose that \( \phi(P) \neq \phi(Q) \). Then

\[
\sum_{v \in T} h_{Q, v}(P) \leq \sum_{v \in T} h_{\phi(Q), v}(\phi(P)) + (2d+2)h(Q) + 8 \log(d+2) + (2d+4) \log 2.
\]
Proof. Let $\phi = f_1/f_2$, where $f_1, f_2 \in \mathbb{C}[x, y, z]$ are homogeneous polynomials of degree $d$. Let $Q = (x_0, y_0, z_0)$, $P = (x, y, z)$, and $\alpha = \phi(Q)$. From the definitions,

$$h_{Q,v}(P) = \log \frac{\max\{|x_0|_v, |y_0|_v, |z_0|_v\} \max\{|x|_v, |y|_v, |z|_v\}}{\max\{|z_0x - x_0z|_v, |z_0y - y_0z|_v, |x_0y - y_0x|_v\}},$$

$$h_{\alpha,v}(\phi(P)) = \log \frac{\max\{|\alpha|_v, 1\} \max\{|f_1(x, y, z)|_v, |f_2(x, y, z)|_v\}}{|f_1(x, y, z) - \alpha f_2(x, y, z)|_v}.$$

Without loss of generality, after permuting the variables, we can assume that $z_0 \neq 0$ and $Q = (x_0, y_0, 1)$. If $z = 0$, then

$$h_{Q,v}(P) = \log \frac{\max\{|x_0|_v, |y_0|_v, 1\} \max\{|x|_v, |y|_v\}}{\max\{|x|_v, |y|_v, |x_0y - y_0x|_v\}} \leq \log \max\{|x_0|_v, |y_0|_v, 1\}.$$

So

$$\sum_{v \in T} h_{Q,v}(P) \leq \sum_{v \in T} \log \max\{|x_0|_v, |y_0|_v, 1\} \leq h(Q).$$

Then using Lemma 32, in this case we have

$$\sum_{v \in T} h_{Q,v}(P) \leq \sum_{v \in T} h_{\alpha,v}(P) + h(Q) + \log 2.$$

Suppose now that $z \neq 0$, in which case we can take $P = (x, y, 1)$, for some $x, y \in k$.

First suppose that

$$\max\{|x - x_0|_v, |y - y_0|_v\} < \frac{1}{\epsilon_v((d + 2)^42^d+1)} \min_{j=1,2} \frac{|f_j(x_0, y_0, 1)|_v}{\max\{|x_0|_v, |y_0|_v, 1\}^d}.$$

In particular, $\max\{|x - x_0|_v, |y - y_0|_v\} \leq 1$. Let $F(u, v) = f_1(u, v, 1) - \alpha f_2(u, v, 1)$. Note that $\deg F \leq d$. From the definition of $\alpha$, $F(x_0, y_0) = 0$. Then by Lemma 35, with $a = x_0, b = y_0$, we have

$$|F(x, y)|_v \leq \epsilon_v((d + 2)^42^d)|F|_v \max\{|x_0|_v, |y_0|_v, 1\}^d \max\{|x - x_0|_v, |y - y_0|_v\}. \quad (6)$$

For $j = 1, 2$, using Lemma 35 again, we find, if $v$ is archimedean,

$$|f_j(x, y, 1)|_v \geq |f_j(x_0, y_0, 1)|_v - (d + 2)^42^d|f_j|_v \max\{|x_0|_v, |y_0|_v, 1\}^d \max\{|x - x_0|_v, |y - y_0|_v\} \geq \frac{1}{2}|f_j(x_0, y_0, 1)|_v.$$

By the same reasoning, if $v$ is nonarchimedean we have

$$|f_j(x, y, 1) - f_j(x_0, y_0, 1)|_v < |f_j(x_0, y_0, 1)|_v,$$
and so

$$|f_j(x, y, 1)|_v = |f_j(x_0, y_0, 1)|_v$$

for \( j = 1, 2 \).

Then in any case,

$$|f_j(x, y, 1)|_v \geq \frac{1}{\epsilon_v(2)}|f_j(x_0, y_0, 1)|_v$$

for \( j = 1, 2 \).

Since \( \max\{|x - x_0|_v, |y - y_0|_v\} \leq 1 \), we also have

$$\max\{|x|_v, |y|_v, 1\} \leq \epsilon_v(2) \max\{|x_0|_v, |y_0|_v, 1\}.$$

Then

$$h_{Q, v}(P) = \log \frac{\max\{|x_0|_v, |y_0|_v, 1\} \max\{|x|_v, |y|_v, 1\}}{\max\{|x - x_0|_v, |y - y_0|_v, \|x_0y - y_0x\|_v\}}$$

\[ \leq 2\log \max\{|x_0|_v, |y_0|_v, 1\} + \log \epsilon'_v(2) - \log \max\{|x - x_0|_v, |y - y_0|_v\} \]

and

$$h_{\alpha, v}(\phi(P)) = \log \max\{|\alpha|_v, 1\} \max\{|f_1(x, y, 1)|_v, |f_2(x, y, 1)|_v\}$$

\[ = \log \max_{j=1,2} \frac{\|f_j(x, y, 1)\|_v}{\|f_1(x, y, 1) - \alpha f_2(x, y, 1)\|_v} \]

\[ \geq \log \max_{j=1,2} \frac{\|f_j(x_0, y_0, 1)\|_v}{\|f_j(x, 1)\|_v} + \log \max\{|\alpha|_v, 1\} - \epsilon'_v(\log(d + 2)^4 2^d) \]

\[ - \log \|F\|_v - d \log \max\{|x_0|_v, |y_0|_v, 1\} - \log \max\{|x - x_0|_v, |y - y_0|_v\} \]

by (6). We can write \( |F|_v = |f_1 - \alpha f_2|_v \leq \epsilon_v(2) \max\{|f_1|_v, |f_2|_v\} \max\{|\alpha|_v, 1\} \). So

$$h_{\alpha, v}(\phi(P)) \geq \log \max_{j=1,2} \frac{f_j(x_0, y_0, 1)}{f_j(x_0, y_0, 1)} - \epsilon'_v(\log(d + 2)^4 2^d) - d \log \max\{|x_0|_v, |y_0|_v, 1\} - \log \max\{|x - x_0|_v, |y - y_0|_v\}.$$

Note that

$$|f_j(x_0, y_0, 1)|_v \leq \epsilon_v(\frac{d + 2}{2})$$

for \( j = 1, 2 \).

This implies that

$$\sum_{\nu \in T} \log \frac{\max\{|f_1(x_0, y_0, 1)|_v, |f_2(x_0, y_0, 1)|_v\}}{\max\{|f_1|_v, |f_2|_v\} \max\{|x_0|_v, |y_0|_v, 1\}^d}$$

\[ \geq \sum_{j=1}^2 \sum_{\nu \in M_k} \log \frac{\|f_j(x_0, y_0, 1)\|_v}{\|f_j\|_v \max\{|x_0|_v, |y_0|_v, 1\}^d} - 2 \log \epsilon'_v(\frac{d + 2}{2}) \]

\[ \geq -2dh(Q) - 4 \log(d + 2) \]
by the product formula. So

$$\sum_{v \in T} h_{\alpha, v}(\phi(P))$$

$$\geq -2dh(Q) - 8\log(d+2) - (d+2)\log 2 - \sum_{v \in T} \log \max \{\|x - x_0\|_v, \|y - y_0\|_v\}.$$  

Then

$$\sum_{v \in T} h_{Q, v}(P) \leq \sum_{v \in T} h_{\alpha, v}(\phi(P)) + (2d+2)h(Q) + 8\log(d+2) + (d+3)\log 2.$$  

Finally, suppose that

$$\max \{\|x - x_0\|_v, \|y - y_0\|_v\} \geq C_v,$$

where

$$C_v = \frac{1}{\epsilon_v((d+2)^2)^{2d+1}} \min \left\{ \frac{|f_1(x_0, y_0, 1)|_v}{|f_1|_v \max \{|x_0|_v, |y_0|_v, 1\}^d}, \frac{|f_2(x_0, y_0, 1)|_v}{|f_2|_v \max \{|x_0|_v, |y_0|_v, 1\}^d} \right\}.$$  

As noted before, $C_v \leq 1$. Then one easily finds that

$$\frac{\max \{|x|_v, |y|_v, 1\}}{\max \{|x - x_0|_v, |y - y_0|_v\}} = \frac{\max \{|(x - x_0) + x_0|_v, |(y - y_0) + y_0|_v, 1\}}{\max \{|x - x_0|_v, |y - y_0|_v\}} \leq \frac{\epsilon_v(2) \max \{|(x - x_0)|_v, |(y - y_0)|_v, |x_0|_v, |y_0|_v, 1\}}{\max \{|x - x_0|_v, |y - y_0|_v\}} \leq \frac{\epsilon_v(2) \max \{|x_0|_v, |y_0|_v, 1\}}{C_v}.$$  

So

$$h_{Q, v}(P) = \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} \log \frac{\max \{|x_0|_v, |y_0|_v, 1\} \max \{|x|_v, |y|_v, 1\}}{\max \{|x - x_0|_v, |y - y_0|_v, |x_0y - y_0x|_v\}} \leq \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} \log \epsilon_v(2) \max \{|x_0|_v, |y_0|_v, 1\}^2 / C_v \leq \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} (2 \log \max \{|x_0|_v, |y_0|_v, 1\} + \log \epsilon_v(2) - \log C_v).$$  

Then using Lemma 32, we find

$$\sum_{v \in T} h_{Q, v}(P) \leq \sum_{v \in T} h_{\alpha, v}(\phi(P)) + 2h(Q) + 2\log 2 - \sum_{v \in T} \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} \log C_v.$$  

Since

\[
\sum_{v \in T} \left[ \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} \right] \log C_v \geq \sum_{v \in M_k} \left[ \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} \right] \log C_v
\]

\[
\geq \frac{2}{\max\{\|x_0\|_v, \|y_0\|_v, 1\}} \max\{\|f_j(x_0, y_0, 1)\|_v, (d + 2)^{d + 1}\} \max\{\|f_j(x_0, y_0, 1)\|_v, \|x_0\|_v, \|y_0\|_v, 1\}
\]

\[
\geq -8 \log(d + 2) - (2d + 2) \log 2 - 2d h(Q),
\]

where we have used the product formula in the last line, we obtain

\[
\sum_{v \in T} h_{Q,v}(P) \leq \sum_{v \in T} h_{\alpha,v}(\phi(P)) + (2d + 2) h(Q) + (2d + 4) \log 2 + 8 \log(d + 2). \quad \Box
\]

\section{7. Explicit results for $\mathbb{P}^2$}

In this section we give a proof of Theorem 7. The proof will follow the proof in Section 3.3, except that we will give explicit estimates at each step. We begin with an explicit version of Theorem 19.

**Theorem 37.** Let $k$ be a number field of degree $\delta$ and discriminant $\Delta$. Let $S$ be a finite set of places of $k$, containing the archimedean places, of cardinality $s$. Let $C_1$ and $C_2$ be distinct curves over $k$ in $\mathbb{P}^2$ defined by homogeneous polynomials $f_1, f_2 \in \mathbb{O}_k[x, y, z]$, respectively, of degrees $d_1$ and $d_2$, respectively. Let $d = \max\{d_1, d_2\}$ and $\phi = f_1^{d_2} (x, y, z)/f_2^{d_1} (x, y, z)$, a rational function on $\mathbb{P}^2$. Let $Q \in \mathbb{P}^2(k) \setminus (C_1 \cup C_2)$ and let $S' = \{k(Q) : Q\}$. Let $w \in M_{k(Q)}$ and let $0 < \epsilon < 1$. Then for all $P \in (\mathbb{P}^2 \setminus (C_1 \cup C_2))(\mathbb{O}_k, S)$, either

\[
h_{Q,w}(P) \leq \epsilon h(P) + c_4(\epsilon, k, S, w, Q, C_1, C_2)
\]

or

\[
\phi(P) = \phi(Q),
\]

where

\[
c_4 = (2d^2 + 2) h(Q) + 10 \log(d^2 + 2) + (2d^2 + 7) \log 2
\]

\[
+ \frac{1}{d} (h(C_1) + h(C_2)) + \frac{\log|\Delta|}{d \delta d^2} + \frac{2 \delta}{d^2} c_3(k) + c_5,
\]

\[
c_5 = 6.4(d^2 c_2(\delta', s)/\epsilon) \frac{N(w)}{\log N(w)} c_6 c_7 \max\{\log((d^2 c_2(\delta', s)/\epsilon) N(w)), \log c_6\},
\]

\[
c_6 = Q_5 \left(1 + sc_3(k, S) + \frac{1}{\delta} \log|\Delta|\right),
\]

\[
c_7 = d^2 h(Q) + dh(C_1) + dh(C_2) + \frac{1}{d} \log|\Delta| + 2 \delta c_3(k) + 2d^2 \log 2 + 2 \log(d^2 + 2).
\]
In particular, (7) holds for all $P \in (\mathbb{P}^2 \setminus (C_1 \cup C_2))(\mathbb{C}_{k,S})$ outside of an effectively computable finite union of plane curves $Z$.

Proof. Let $I_1$ and $I_2$ be the ideals of $\mathbb{C}_k$ generated by the coefficients of $g_1 = f_1^{d_2}$ and $g_2 = f_2^{d_1}$, respectively. We rescale $g_1$ and $g_2$ as in Lemma 30(a) and its proof (viewing the coefficients of the polynomials as giving points in projective space). In particular, $N(I_1), N(I_2) \leq \sqrt{|\Delta|}$. Let $\phi = g_1/g_2$ and let $P \in (\mathbb{P}^2 \setminus (C_1 \cup C_2))(\mathbb{C}_{k,S})$. Then it follows from the definitions that we have an equality of fractional ideals $\phi(P)\mathbb{C}_k = (I_1/I_2)J$, where $J$ is a fractional ideal supported on the primes in $S$. By Theorem 31, we can write $\phi(P) = \beta u$, where $u \in \mathbb{C}_{k,S}^*$ and

$$h(\beta) \leq sc_3(k, S) + \frac{1}{\delta} \log N(I_1) + \frac{1}{\delta_2} \log N(I_2) \leq sc_3(k, S) + \frac{1}{\delta} \log |\Delta|.$$  

Let $\alpha = \phi(Q)$ and suppose that $\phi(P) \neq \alpha$. By Theorem 24, substituting $\epsilon/d^2$ for $\epsilon$ and taking $G$ to be the multiplicative group generated by $\beta$ and $\mathbb{C}_{k,S}^*$, we have the inequality

$$h_{\alpha,w}(\phi(P)) \leq \frac{\epsilon}{d^2} h(\phi(P)) + c_1\left(\frac{\epsilon}{d^2}, k(Q), G, w, \alpha\right) + \log 2.$$  

Note that $\text{deg } \phi \leq d^2$. By Lemma 36,

$$h_{Q,w}(P) \leq h_{\alpha,w}(\phi(P)) + (2d^2 + 2)h(Q) + 8\log(d^2 + 2) + (2d^2 + 4)\log 2$$

$$\leq \frac{\epsilon}{d^2} h(\phi(P)) + (2d^2 + 2)h(Q) + 8\log(d^2 + 2)$$

$$+ (2d^2 + 5)\log 2 + c_1\left(\frac{\epsilon}{d^2}, k(Q), G, w, \alpha\right).$$

By Lemma 34,

$$h(\phi(P)) \leq d^2 h(P) + h(\phi) + \log\left(\frac{d^2 + 2}{2}\right) \leq d^2 h(P) + h(\phi) + 2\log(d^2 + 2).$$

Let $s_{\infty}$ be the number of archimedean places of $k$. By Lemma 30(a) and the construction of $g_1$ and $g_2$,

$$h(\phi) = \sum_{v \in M_k} \log\max\{\|g_1\|_v, \|g_2\|_v\} \leq \sum_{v \in M_k} \log\max\{\|g_1\|_v, \|g_2\|_v\}$$

$$\leq s_{\infty}\left(\frac{1}{s_{\infty}}h(f_1^{d_2}) + \frac{1}{2s_{\infty}}\log|\Delta| + c_3(k) + \frac{1}{s_{\infty}}h(f_2^{d_1}) + \frac{1}{2s_{\infty}}\log|\Delta| + c_3(k)\right)$$

$$\leq h(f_1^{d_2}) + h(f_2^{d_1}) + \frac{1}{\delta}\log|\Delta| + 2\delta c_3(k).$$

By Lemma 33,

$$h(f_1^{d_2}) + h(f_2^{d_1}) \leq dh(f_1) + dh(f_2) + 2d^2 \log 2 = dh(C_1) + dh(C_2) + 2d^2 \log 2.$$
Then any point \( P \in \text{Theorem is then a consequence of the following lemma.} \)

Then

\[
\sum_{C} \text{intersect at any point of } P \text{ finite set of places of } k
\]

Lemma 38. Let \( k \) be a number field of degree \( \delta \) and discriminant \( \Delta \). Let \( S \) be a finite set of places of \( k \), containing the archimedean places, of cardinality \( s \). Let \( C_1, \ldots, C_n \subset \mathbb{P}^2 \) be distinct curves over \( k \) such that at most \( n-2 \) of the curves \( C_i \) intersect at any point of \( \mathbb{P}^2(\bar{k}) \). Let \( d_i = \deg C_i, d = \max d_i, h = \max h(C_i), \) and \( N = \max_{v \in S} N(v) \). Let \( Z' \) be the set from Theorem 7. Let \( 0 < \epsilon < 1 \) and \( v \in S \). Then any point \( P \in (\mathbb{P}^2 \setminus \bigcup_{i=1}^{n} C_i)(\mathcal{O}_k, S) \) with

\[
\min\{h_{C_i,v}(P), h_{C_j,v}(P)\} \geq \frac{1}{s} h(P).
\]

The theorem is then a consequence of the following lemma.

\[
Q_{\mathbb{G}} \leq Q_S \max\{h(\beta), 1\} \leq Q_S \left(1 + sc_3(k, S) + \frac{1}{\delta} \log |\Delta|\right)
\]

and, using Lemma 34 again,

\[
h(\alpha) \leq d^2 h(Q) + h(\phi) + 2 \log(d^2 + 2)
\]

\[
\leq d^2 h(Q) + dh(C_1) + dh(C_2) + \frac{1}{\delta} \log |\Delta|
\]

\[
+ 2\delta c_3(k) + 2d^2 \log 2 + 2 \log(d^2 + 2).
\]

Proof of Theorem 7. Let \( d_i = \deg C_i, i = 1, \ldots, n \). Let \( P \in (\mathbb{P}^2 \setminus \bigcup_{i=1}^{n} C_i)(\mathcal{O}_k, S) \). Then

\[
\sum_{v \in S} h_{C_i,v}(P) = d_i h(P) \quad \text{for } i = 1, \ldots, n.
\]

So for each \( i \), there exists a place \( v \in S \) such that \( h_{C_i,v}(P) \geq (1/s)h(P) \). Since \( s < n \), there exists a place \( v \in S \) and distinct elements \( i, j \in \{1, \ldots, n\} \) such that

\[
\min\{h_{C_i,v}(P), h_{C_j,v}(P)\} \geq \frac{1}{s} h(P).
\]

The Natural Text Representation:}

\[
\sum_{v \in S} h_{C_i,v}(P) = d_i h(P) \quad \text{for } i = 1, \ldots, n.
\]

So for each \( i \), there exists a place \( v \in S \) such that \( h_{C_i,v}(P) \geq (1/s)h(P) \). Since \( s < n \), there exists a place \( v \in S \) and distinct elements \( i, j \in \{1, \ldots, n\} \) such that

\[
\min\{h_{C_i,v}(P), h_{C_j,v}(P)\} \geq \frac{1}{s} h(P).
\]

The theorem is then a consequence of the following lemma.

**Lemma 38.** Let \( k \) be a number field of degree \( \delta \) and discriminant \( \Delta \). Let \( S \) be a finite set of places of \( k \), containing the archimedean places, of cardinality \( s \). Let \( C_1, \ldots, C_n \subset \mathbb{P}^2 \) be distinct curves over \( k \) such that at most \( n-2 \) of the curves \( C_i \) intersect at any point of \( \mathbb{P}^2(\bar{k}) \). Let \( d_i = \deg C_i, d = \max d_i, h = \max h(C_i), \) and \( N = \max_{v \in S} N(v) \). Let \( Z' \) be the set from Theorem 7. Let \( 0 < \epsilon < 1 \) and \( v \in S \). Then any point \( P \in (\mathbb{P}^2 \setminus \bigcup_{i=1}^{n} C_i)(\mathcal{O}_k, S) \) with

\[
\min\{h_{C_1,v}(P), h_{C_2,v}(P)\} \geq \epsilon h(P)
\]

satisfies either \( P \in Z' \) or

\[
h(P) < 2^{20s+4\delta+75}d^{6s+34\delta s+8s-3}s^{4s-1}N^{d^2}(\log^* N)^{2s}|\Delta|^{3/2}(\log^* |\Delta|)^{3\delta}(h+1)/\epsilon^3.
\]
Proof. Let
\[(C_1 \cap C_2)(\mathcal{K}) = \{Q_1, \ldots, Q_r\} \subset \mathbb{P}^2(\mathcal{K})\]
and let \(Q_i = (x_i, y_i, z_i), x_i, y_i, z_i \in \mathfrak{O}_k(Q_i), i = 1, \ldots, r,\) where \(r \leq d^2\). Let \(L = k(Q_1, \ldots, Q_r)\). We note that \([k(Q_i) : k] \leq d^2\) for all \(i\). Let \(C_i\) be defined by \(f_i \in \mathfrak{O}_k[x, y, z], i = 1, \ldots, n,\) and let
\[h_\infty = \log \max_{w \in M_1} \left\{ |f_1|_w, |f_2|_w, \max_{i=1}^r |g_i|_w \right\},\]
where the max is taken over all possible choices of
\[g_i \in \{z_i x - x_i z, z_i y - y_i z, x_i y - y_i x\} \subset \mathfrak{O}_L[x, y, z], \quad i = 1, \ldots, r.\]
Now fix a choice of \(g_i \in \{z_i x - x_i z, z_i y - y_i z, x_i y - y_i x\}, i = 1, \ldots, r.\) Since \(\prod_{i=1}^r g_i\) vanishes at all the points \(Q_i,\) by the effective Hilbert Nullstellensatz (see Remark 26), there exists a positive integer \(M,\) homogeneous polynomials \(a_1, a_2 \in \mathfrak{O}_L[x, y, z]\) with \(\deg a_1 = rM - \deg f_1,\) \(\deg a_2 = rM - \deg f_2,\) and a constant \(a \in \mathfrak{O}_L\) such that
\[f_1(x, y, z)a_1(x, y, z) + f_2(x, y, z)a_2(x, y, z) = a \left( \prod_{i=1}^r g_i \right)^M\]
and
\[M \leq (8d)^8, \quad \log \max_{w \in M_1} \{|a_1|_w, |a_2|_w, |a|_w\} \leq (8d)^{15}(h_\infty + 8d \log 8d).\]

Let \(w\) be a place of \(L\) lying above \(v\) (we will choose a specific such \(w\) later). Let \(x, y, z \in k.\) It follows that there exists \(a_1, a_2, a,\) and \(M,\) as above, such that
\[
\left( \prod_{i=1}^r \max\{|z_i x - x_i z|_w, |z_i y - y_i z|_w, |x_i y - y_i x|_w\} \right)^M
= \frac{1}{|a|_w} |f_1(x, y, z)a_1(x, y, z) + f_2(x, y, z)a_2(x, y, z)|_w
\leq 2 \max\{|f_1(x, y, z)a_1(x, y, z)|_w, |f_2(x, y, z)a_2(x, y, z)|_w\} / |a|_w
\leq 2(rM)^2 \max_{i=1,2}\{|f_i(x, y, z)|_w|a_i|_w \max\{|x|_w, |y|_w, |z|_w\}^{rM-\deg f_i}\} / |a|_w.
\]
So
\[
\left( \prod_{i=1}^r \max\{|z_i x - x_i z|_w, |z_i y - y_i z|_w, |x_i y - y_i x|_w\} \frac{\max\{|x|_w, |y|_w, |z|_w\}}{\max\{|x|_w, |y|_w, |z|_w\}} \right)^M
\leq \frac{2(rM)^2}{|a|_w} \max\{|a_1|_w, |a_2|_w\} \max_{i=1,2} \max\{|x|_w, |y|_w, |z|_w\}^{rM-\deg f_i}.\]
Let $r_{w/v} = [L : k]/[L_w : k]$. Taking logarithms, rearranging, and using the definitions and inequalities above, we find
\[
e h(P) \leq \min\{h_{C_1,v}(P), h_{C_2,v}(P)\} = r_{w/v} \min\{h_{C_1,w}(P), h_{C_2,w}(P)\}
\]
\[
\leq Mr_{w/v} \sum_{i=1}^{r} h_{Q_i,w}(P) - Mr_{w/v} \sum_{i=1}^{r} \log \max\{\|x_i\|_w, \|y_i\|_w, \|z_i\|_w\}
\]
\[
+ \log (2rM)^2 + r_{w/v} \log \max\{\|f_1\|_w, \|f_2\|_w\}
\]
\[
+ r_{w/v} \log \max\{\|a_1\|_w, \|a_2\|_w\} - r_{w/v} \log \|a\|_w.
\]

(8)

Let $Q_i \in (C_1 \cap C_2)(\bar{k})$. Then by assumption, there exists $i, j \in \{1, \ldots, n\}, i \neq j$, such that $Q_i \not\in C_i \cup C_j$. Let $w_j$ be the place of $k(Q_i)$ lying below $w$ and let $r_{w_j/v} = [k(Q_i) : k]/[k(Q_i), w_j : k]$. Let $\Phi_P$ and $Z'$ be as in Theorem 7.

By Theorem 37, either
\[
P \in \bigcap_{\phi \in \Phi_{Q_i}} \{Q \in X(\bar{k}) : \phi(Q) = \phi(Q_i)\} \subset Z'
\]
or
\[
r_{w/v} h_{Q_i,w}(P) = r_{w_j/v} h_{Q_i,w_j}(P)
\]
\[
< \frac{\epsilon}{2rM} h(P) + \max_{i,j} c_4 \left( \frac{\epsilon}{2rM r_{w_i/v}}, k, S, w_1, Q_i, C_i, C_j \right)
\]
for all $P \in (\mathbb{P}^2 \setminus \bigcup_{i=1}^n C_i)(\mathcal{O}_{k,S}) = \bigcap_{i,j} (\mathbb{P}^2 \setminus (C_i \cup C_j))(\mathcal{O}_{k,S})$.

Suppose now that $P \not\in Z'$. Summing over all points in $C_1 \cap C_2$, we obtain
\[
Mr_{w/v} \sum_{i=1}^{r} h_{Q_i,w}(P) < \frac{\epsilon}{2} h(P) + \sum_{i=1}^{r} \max_{i,j} c_4 \left( \frac{\epsilon}{2rM r_{w_i/v}}, k, S, w_1, Q_i, C_i, C_j \right).
\]
Substituting into (8) we find that
\[
h(P) < \frac{\epsilon}{2} \left( \sum_{i=1}^{r} \max_{i,j} c_4 \left( \frac{\epsilon}{2rM r_{w_i/v}}, k, S, w_1, Q_i, C_i, C_j \right) \right.
\]
\[
+ \log (2rM)^2 + r_{w/v} \log \max_{i=1,2} \|f_i\|_w + r_{w/v} \log \max_{i=1,2} \|a_i\|_w
\]
\[
- Mr_{w/v} \sum_{i=1}^{r} \log \max\{\|x_i\|_w, \|y_i\|_w, \|z_i\|_w\} - r_{w/v} \log \|a\|_w \). \]

(9)

We now estimate all the terms on the right-hand side. The dominant term, which comes from the first sum above, is
\[
\sum_{i=1}^{r} \max_{i,j} c_5 \left( \frac{\epsilon}{2rM r_{w_i/v}}, k, S, w_1, Q_i, C_i, C_j \right).
\]

(10)
We estimate this term first. We note that by (2), (3), and (4),
\[ c_6(k, S) \leq 2^{3s+3}s^{4s-3}\delta^{2s+28-5}(\log^* N)^{2s-\delta}|\Delta|(\log^* |\Delta|)^{2\delta-2}. \]

Then
\[
2r\, M_r u/v^2 d c_2(d^2 \delta, s) N(w_l) c_6(k, S)
= 72r \, M d^2 r u/v N(w_l) (16ed^2 \delta)^{3s+5}(\log^* d^2 \delta)^2 c_6(k, S)
\leq 2^{20s+61}d^{s+28}\delta s^{2s+2d+2}s^{4s-3} N d^2 (\log^* N)^{2s-\delta}|\Delta|(\log^* |\Delta|)^{2\delta-2}.
\]

Simple estimates then also give
\[
\log 2r \, M_r u/v^2 d c_2(d^2 \delta, s) N(w_l) c_6(k, S)/\epsilon \leq 2^7 s^2 d^2 (\log^* N)(\log^* |\Delta|)/\epsilon.
\]

We have \( \sum_{l=1}^r h(Q_l) \leq d(h(C_1) + h(C_2) + 4d) \leq 4d^2(h+1) \), by Theorem 27, and
\[
\sum_{l=1}^r \max_{i, j} c_7(k, Q_l, C_i, C_j)
\leq \sum_{l=1}^r (d^2 h(Q_l) + 2dh + 2d^2 \log 2 + 2 \log(d^2 + 2) + \frac{1}{\delta} \log |\Delta| + 2\delta c_3(k))
\leq 2^{4\delta + 2\delta^6 - 5} \sqrt{|\Delta|}(\log^* |\Delta|)^{2\delta} d^4(h+1).
\]

Then (10) is bounded by
\[
2^{20s+4\delta + 73}d^{6s+34}\delta^{s+8\delta-3}s^{4s-1} N d^2 (\log^* N)^{2s}|\Delta|^{3/2}(\log^* |\Delta|)^{3\delta}(h+1)/\epsilon^2. \quad (11)
\]

In the remainder of the proof, we will show that the sum of the remaining elements in the parentheses on the right-hand side of (9) can also be bounded by this quantity. Thus, we find that
\[
h(P) \leq 2^{20s+4\delta + 75}d^{6s+34}\delta^{s+8\delta-3}s^{4s-1} N d^2 (\log^* N)^{2s}|\Delta|^{3/2}(\log^* |\Delta|)^{3\delta}(h+1)/\epsilon^3,
\]
proving the lemma.

First, we handle the remaining terms coming from the first sum in (9):
\[
\sum_{l=1}^r (2d^2 + 2) h(Q_l) + 10r \log(d^2 + 2) + (2d^2 + 7)r \log 2
+ \frac{r}{d} (h(C_1) + h(C_2)) + \frac{r}{\delta d^2} \log |\Delta| + \frac{2\delta r}{d^2} c_3(k)
\leq 4(2d^2 + 2)d^2(h+1) + 10d^2 \log(d^2 + 2) + (2d^2 + 7)d^2
\quad + 2dh + \frac{1}{\delta} \log |\Delta| + 2\delta^2 4^{\delta^6} \delta^6 \sqrt{|\Delta|}(\log^* |\Delta|)^{\delta}
\leq 55d^4(h+1) + 2^{4\delta + 2\delta^6 + 1} \sqrt{|\Delta|}(\log^* |\Delta|)^{\delta}.
\]
We now bound $h_\infty$, after making some appropriate choices. Choose $f_1$, $f_2$, and $Q_l = (x_l, y_l, z_l), l = 1, \ldots, r$, as in Lemma 30(b). Then

$$-\left( (d^2 \delta)^2 h(Q_l) + \frac{(d^2 \delta)^2}{2} \log(d^2 \delta) \right) \leq \log \max \{ \|x_l\|_{w_l}, \|y_l\|_{w_l}, \|z_l\|_{w_l} \}$$

$$\leq (2d^2 \delta + 1)h(Q_l) + \log d^2 \delta,$$

$$\log \max_{v \in M_k} |f_1|_v \leq (2 \delta + 1)h(C_1) + \delta \log \delta \leq 3 \delta^2(h + 1),$$

$$\log \max_{v \in M_k} |f_2|_v \leq (2 \delta + 1)h(C_2) + \delta \log \delta \leq 3 \delta^2(h + 1).$$

Let $g_l \in \{z_l x - x_l z, z_l y - y_l z, x_l y - y_l x\}, i = 1, \ldots, r$. If $w \in M_L, w|\infty$, then

$$\log \left| \prod_{l=1}^{r} g_l \right|_w \leq \log 2^r \prod_{l=1}^{r} |g_l|_w \leq r \log 2 + \log \sum_{l=1}^{r} |g_l|_w$$

$$\leq r \log 2 + \sum_{l=1}^{r} \log \max \{ \|x_l\|_{w_l}, \|y_l\|_{w_l}, \|z_l\|_{w_l} \}$$

$$\leq d^2 \log 2 + \sum_{l=1}^{r} ((2d^2 \delta + 1)d^2 \delta h(Q_l) + d^2 \delta \log d^2 \delta)$$

$$\leq d^2 \log 2 + 4(2d^2 \delta + 1)d^2 \delta(h + 1) + d^4 \delta \log d^2 \delta.$$

Since $w \in M_L$ was arbitrary, we have

$$\log \max_{w \in M_L, w|\infty} \left| \prod_{l=1}^{r} g_l \right|_w \leq d^2 \log 2 + 4(2d^2 \delta + 1)d^4 \delta(h + 1) + d^4 \delta \log d^2 \delta.$$

It follows easily that

$$h_\infty \leq 14d^6 \delta^2(h + 1).$$

Then from the above, we have

$$\log 2(r M)^2 \leq \log 2d^4(8d)^{16} \leq 2^6 d,$$

$$r_{w/v} \log \max \{\|f_1\|_w, \|f_2\|_w\} \leq \log \max \{\|f_1\|_w, \|f_2\|_w\} \leq 4 \delta^2(h + 1),$$

$$r_{w/v} \log \max \{\|a_1\|_w, \|a_2\|_w\} \leq \log \max \{\|a_1\|_w, \|a_2\|_w\} \leq (8d)^{15}(h_\infty + 8d \log 8d)$$

$$\leq 251 d^{21} \delta^2(h + 1).$$
We also find
\[-Mr_{w/v} \sum_{l=1}^{r} \log \max\{\|x_l\|_{w_l}, \|y_l\|_{w_l}, \|z_l\|_{w_l}\}\]

\[= -M \sum_{l=1}^{r} r_{w_l/v} \log \max\{\|x_l\|_{w_l}, \|y_l\|_{w_l}, \|z_l\|_{w_l}\}\]

\[\leq (8d)^8 d^2 \left( (d^2 \delta)^2 \sum_{l=1}^{r} h(Q_l) + \frac{d^4 \delta}{2} \log(d^2 \delta) \right)\]

\[\leq 2^{24} d^{10} \left( 4d^6 \delta^2 (h+1) + \frac{d^4 \delta}{2} \log(d^2 \delta) \right)\]

\[\leq 2^{27} d^{16} \delta^2 (h+1).\]

From the product formula and the fact that \(a \in O_L\), we have the inequality
\[-\sum_{w' \in M_L \setminus \{v\}} \log \|a\|_{w'} = \sum_{w' \in M_L \setminus \{v\}} \log \|a\|_{w'} \leq \sum_{w' \in M_L} \max(\log \|a\|_{w'}, 0)\]

\[\leq (8d)^{15} (h_\infty + 8d \log 8d) \leq 2^5 d^{21} \delta^2 (h+1).\]

Since \(L/k\) is Galois, there are exactly \(r_{w/v}\) places \(w' \in M_L\) with \(w'|v\). Therefore, there exists a place \(w' \in M_L\) with \(w'|v\) and \(-\log \|a\|_{w'} \leq (1/r_{w/v}) 2^{51} d^{21} \delta^2 (h+1)\).

Choosing now \(w = w'\), we have
\[-r_{w/v} \log \|a\|_{w} \leq 2^{51} d^{21} \delta^2 (h+1).\]

Summing all of the inequalities above, we find that, as claimed, the remaining terms in (9) are easily bounded by (11).

\[\square\]
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Lefschetz theorem for abelian fundamental group with modulus

Moritz Kerz and Shuji Saito

We prove a Lefschetz hypersurface theorem for abelian fundamental groups allowing wild ramification along some divisor. In fact, we show that isomorphism holds if the degree of the hypersurface is large relative to the ramification along the divisor.

1. Statement of main results

Lefschetz hyperplane theorems represent an important technique in the study of Grothendieck’s fundamental group $\pi_1(X)$ of an algebraic variety $X$ (we omit base points for simplicity). Roughly speaking, one gets an isomorphism of the form

$$\iota_{Y/X} : \pi_1(Y) \xrightarrow{\sim} \pi_1(X)$$

for a suitable hypersurface section $Y \to X$ if $\dim(X) \geq 3$. Purely algebraic Lefschetz theorems for projective varieties satisfying certain regularity assumptions were developed in [SGA 2 1968]. The case of nonproper varieties $X$ and $Y$ is more intricate because one needs a precise control of the ramification at the infinite locus. We show in the present note that for the abelian quotient of the fundamental group a Lefschetz hyperplane theorem does in fact hold. Our basic technical ingredient is the higher-dimensional ramification theory of Brylinski, Kato and Matsuda, which is recalled in Section 2. We expect that there is a noncommutative analog of our Lefschetz theorem, which should have applications to $\ell$-adic representations of fundamental groups, especially over finite fields as studied in [Esnault and Kerz 2012].

To formulate our main result, let $X$ be a normal variety over a perfect field $k$, and let $U \subset X$ be an open subset such that $X \setminus U$ is the support of an effective Cartier divisor on $X$. Let $D$ be an effective Cartier divisor on $X$ with support in $X \setminus U$. We introduce the abelian fundamental group $\pi_1^{ab}(X, D)$ as a quotient of $\pi_1^{ab}(U)$ classifying abelian étale coverings of $U$ with ramification bounded by $D$. More precisely, for an integral curve $Z \subset U$, let $Z^N$ be the normalization of the closure of $Z$ in $X$ with $\phi_Z : Z^N \to X$, the natural map. Let $Z_\infty \subset Z^N$ be the finite set
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of points \( x \) such that \( \phi_Z(x) \notin U \). Then \( \pi_1^{ab}(X, D) \) is defined as the Pontryagin dual of the group \( \text{fil}_D H^1(U) \) of continuous characters \( \chi : \pi_1^{ab}(U) \to \mathbb{Q}/\mathbb{Z} \) such that, for any integral curve \( Z \subset U \), its restriction \( \chi|_Z : \pi_1^{ab}(Z) \to \mathbb{Q}/\mathbb{Z} \) satisfies the following inequality of Cartier divisors on \( Z_N \):

\[
\sum_{y \in Z_{\infty}} \text{art}_y(\chi|_Z)[y] \leq \phi_Z^* D,
\]

where \( \text{art}_y(\chi|_Z) \in \mathbb{Z}_{\geq 0} \) is the Artin conductor of \( \chi|_Z \) at \( y \in Z_{\infty} \) and \( \phi_Z^* D \) is the pullback of \( D \) by the natural map \( \phi_Z : Z_N \to X \).

Such a global measure of ramification in terms of curves has been first considered by Deligne and Laumon; see [Laumon 1981].

Now assume that \( X \) is smooth projective over \( k \) (we fix a projective embedding) and that \( C = X \setminus U \) is a simple normal crossing divisor. Let \( Y \) be a smooth hypersurface section such that \( Y \times_X C \) is a reduced simple normal crossing divisor on \( Y \), and write \( \text{deg}(Y) \) for the degree of \( Y \) with respect to the fixed projective embedding of \( X \). Set \( E = Y \times_X D \). Then one sees from the definition that the map \( Y \cap U \to U \) induces a natural map

\[
\iota_Y/X : \pi_1^{ab}(Y, E) \to \pi_1^{ab}(X, D).
\]

Our main theorem says:

**Theorem 1.1.** Assume that \( Y \) is sufficiently ample for \( (X, D) \) (see Definition 3.1). If \( d := \dim(X) \geq 3 \), \( \iota_Y/X \) is an isomorphism. If \( d = 2 \), \( \iota_Y/X \) is surjective.

The prime-to-\( p \) part of the theorem is due to [Schmidt and Spieß 2000], where \( p = \text{ch}(k) \). Below we see that \( Y \) is sufficiently ample if \( \text{deg}(Y) \gg 0 \).

**Corollary 1.2.** Let \( X \) be a normal proper variety over a finite field \( k \). Then \( \pi_1^{ab}(X, D)^0 \) is finite, where

\[
\pi_1^{ab}(X, D)^0 = \text{Ker}(\pi_1^{ab}(X, D) \to \pi_1^{ab}(\text{Spec}(k))).
\]

**Proof.** In case \( X \) and \( X \setminus U \) satisfy the assumption of Theorem 1.1, the corollary follows from the corresponding statement for curves. The finiteness in the curves case is a consequence of class field theory. For the general case, one can take by [de Jong 1996] an alteration \( f : X' \to X \) such that \( X' \) and \( X' \setminus U' \) with \( U' = f^{-1}(U) \) satisfy the assumption of Theorem 1.1. Then the assertion follows from the fact that the map \( f_* : \pi_1^{ab}(U') \to \pi_1^{ab}(U) \) has a finite cokernel.

Corollary 1.2 can also be deduced from [Raskind 1995, Theorem 6.2]. It has recently been generalized to the noncommutative setting by Deligne; see [Esnault and Kerz 2012].

Theorem 1.1 is a central ingredient in our paper [Kerz and Saito 2013]. There we use it to construct a reciprocity isomorphism between a Chow group of zero
cycles with modulus and the abelian fundamental group with bounded ramification. In fact, Theorem 1.1 allows us to restrict to surfaces in this construction.

2. Review of ramification theory

First we review local ramification theory. Let \( K \) denote a henselian discrete valuation field of \( \text{ch}(K) = p > 0 \) with the ring \( \mathcal{O}_K \) of integers and residue field \( \kappa \). Let \( \pi \) be a prime element of \( \mathcal{O}_K \) and \( \mathfrak{m}_K = (\pi) \subset \mathcal{O}_K \) the maximal ideal. By the Artin–Schreier–Witt theory, we have a natural isomorphism for \( s \in \mathbb{Z}_{\geq 1} \),

\[
\delta_s : W_s(K)/(1 - F)W_s(K) \cong H^1(K, \mathbb{Z}/p^s\mathbb{Z}),
\]

(2.1)

where \( W_s(K) \) is the ring of Witt vectors of length \( s \) and \( F \) is the Frobenius. We have the Brylinski–Kato filtration indexed by integers \( m \geq 0 \)

\[
\text{fil}^\text{log}_m W_s(K) = \{(a_{s-1}, \ldots, a_1, a_0) \in W_s(K) \mid p^i v_K(a_i) \geq -m \},
\]

where \( v_K \) is the normalized valuation of \( K \). In this paper, we use its nonlog version introduced by Matsuda [1997]:

\[
\text{fil}_m W_s(K) = \text{fil}_m^\text{log} W_s(K) + V_s^s \text{fil}_m^\text{log} W_s(K),
\]

where \( s' = \min\{s, \text{ord}_p(m)\} \). We define ramification filtrations on \( H^1(K) := H^1(K, \mathbb{Q}/\mathbb{Z}) \) as

\[
\text{fil}_m^\text{log} H^1(K) = H^1(K)(p') \oplus \bigcup_{s \geq 1} \delta_s(\text{fil}_m^\text{log} W_s(K)) \quad (m \geq 0),
\]

\[
\text{fil}_m H^1(K) = H^1(K)(p') \oplus \bigcup_{s \geq 1} \delta_s(\text{fil}_m W_s(K)) \quad (m \geq 1),
\]

where \( H^1(K)(p') \) is the prime-to-\( p \) part of \( H^1(K) \). We note that this filtration is shifted by one from the filtration of Matsuda [1997, Definition 3.1.1]. We also let \( \text{fil}_0 H^1(K) \) be the subgroup of all unramified characters.

\textbf{Definition 2.1.} For \( \chi \in H^1(K) \), we denote the minimal \( m \) with \( \chi \in \text{fil}_m H^1(K) \) by \( \text{art}_K(\chi) \) and call it the Artin conductor of \( \chi \).

We have the following facts (cf. [Kato 1989; Matsuda 1997]):

\textbf{Lemma 2.2.} (1) \( \text{fil}_1 H^1(K) \) is the subgroup of tamely ramified characters.

(2) \( \text{fil}_m H^1(K) \subset \text{fil}_m^\text{log} H^1(K) \subset \text{fil}_{m+1} H^1(K) \).

(3) \( \text{fil}_m H^1(K) = \text{fil}_m^\text{log} H^1(K) \) if \( (m, p) = 1 \).

The structure of graded quotients

\[
\text{gr}_m H^1(K) = \text{fil}_m H^1(K)/\text{fil}_{m-1} H^1(K) \quad (m > 1)
\]
is described as follows. Let $\Omega^1_K$ be the absolute Kähler differential module, and put
$$\text{fil}_m \Omega^1_K = m^{-m}_K \otimes_{\mathcal{O}_K} \Omega^1_K.$$ 
We have an isomorphism
$$\text{gr}_m \Omega^1_K = \text{fil}_m \Omega^1_K / \text{fil}_{m-1} \Omega^1_K \simeq m^{-m}_K \otimes_{\mathcal{O}_K} \kappa.$$  \hspace{1cm} (2-2)
We have the maps
$$F^s_d : W_s(K) \to \Omega^1_K, \quad (a_{s-1}, \ldots, a_1, a_0) \mapsto \sum_{i=0}^{s-1} a_i p^{i-1} d a_i,$$
and one can check $F^s_d(\text{fil}_n W_s(K)) \subset \text{fil}_n \Omega^1_K$.

**Theorem 2.3** [Matsuda 1997]. The maps $F^s_d$ factor through $\delta_s$ and induce a natural map
$$\text{fil}_n H^1(K) \to \text{fil}_n \Omega^1_K,$$
which induces for $m > 1$ an injective map (called the refined Artin conductor for $K$)
$$\text{art}_K : \text{gr}_n H^1(K) \hookrightarrow \text{gr}_n \Omega^1_K.$$ \hspace{1cm} (2-3)
Next we review global ramification theory. Let $X$ and $C$ be as in the introduction, and fix a Cartier divisor $D$ with $|D| \subset C$. We recall the definition of $\pi^{ab}_1(X, D)$. We write $H^1(U)$ for the étale cohomology group $H^1(U, \mathbb{Q}/\mathbb{Z})$, which is identified with the group of continuous characters $\pi^{ab}_1(U) \to \mathbb{Q}/\mathbb{Z}$.

**Definition 2.4.** We define $\text{fil}_D H^1(U)$ to be the subgroup of $\chi \in H^1(U)$ satisfying this condition. For all integral curves $Z \subset X$ not contained in $C$, its restriction $\chi|_Z : \pi^{ab}_1(Z) \to \mathbb{Q}/\mathbb{Z}$ satisfies the following inequality of Cartier divisors on $Z^N$:
$$\sum_{y \in Z_\infty} \text{art}_y(\chi|_Z)[y] \leq \phi^*_Z D,$$
where $\text{art}_y(\chi|_Z) \in \mathbb{Z}_{\geq 0}$ is the Artin conductor of $\chi|_Z$ at $y \in Z_\infty$ and $\phi^*_Z D$ is the pullback of $D$ by the natural map $\phi_Z : Z^N \to X$. Define
$$\pi^{ab}_1(X, D) = \text{Hom}(\text{fil}_D H^1(U), \mathbb{Q}/\mathbb{Z}),$$ \hspace{1cm} (2-4)
endowed with the usual profinite topology of the dual.

For the rest of this section, we assume that $X$ is smooth and $C$ is a simple normal crossing. Let $I$ be the set of generic points of $C$, and let $C_\lambda = \overline{\lambda}$ for $\lambda \in I$. Write
$$D = \sum_{\lambda \in I} m_\lambda C_\lambda.$$ \hspace{1cm} (2-5)
For \( \lambda \in I \), let \( K_\lambda \) be the henselization of \( K = k(X) \) at \( \lambda \). Note that \( K_\lambda \) is a henselian discrete valuation field with residue field \( k(C_\lambda) \).

**Proposition 2.5.** We have

\[
\text{fil}_D H^1(U) = \text{Ker} \left( H^1(U) \to \bigoplus_{\lambda \in I} H^1(K_\lambda) / \text{fil}_{m_\lambda} H^1(K_\lambda) \right).
\]

**Proof.** This is a consequence of ramification theory developed in [Kato 1989; Matsuda 1997]. See [Kerz and Saito 2013, Corollary 2.7] for a proof. \( \square \)

**Proposition 2.6.** Fix \( \lambda \in I \) such that \( m_\lambda > 1 \) in (2-5). The refined Artin conductor \( \text{art}_{K_\lambda} \) (cf. Theorem 2.3) induces a natural injective map

\[
\text{art}_{C_\lambda} : \text{fil}_D H^1(U) / \text{fil}_{D-C_\lambda} H^1(U) \hookrightarrow H^0(C_\lambda, \Omega^1_X(D) \otimes k_C),
\]

which is compatible with pullback along maps \( f : X' \to X \) of smooth varieties with the property that \( f^{-1}(C) \) is a reduced simple normal crossing divisor.

**Proof.** This follows from the integrality result [Matsuda 1997, Corollary 4.2.2] of the refined Artin conductor. \( \square \)

Proposition 2.6 motivates us to introduce the following log-variant of \( \text{fil}_D H^1(U) \):

**Definition 2.7.** We define \( \text{fil}_D^{\log} H^1(U) \) as

\[
\text{fil}_D^{\log} H^1(U) = \text{Ker} \left( H^1(U) \to \bigoplus_{\lambda \in I} H^1(K_\lambda) / \text{fil}_{m_\lambda}^{\log} H^1(K_\lambda) \right).
\]

**Lemma 2.8.** (1) \( \text{fil}_C H^1(U) \) is the subgroup of tamely ramified characters.

(2) \( \text{fil}_D H^1(U) \subset \text{fil}_D^{\log} H^1(U) \subset \text{fil}_{D+C} H^1(U) \).

(3) \( \text{fil}_D H^1(U) = \text{fil}_{D-C}^{\log} H^1(U) \) if \( (m_\lambda, p) = 1 \) for all \( \lambda \in I \).

**Proof.** This is a direct consequence of Lemma 2.2. \( \square \)

### 3. Proof of the main theorem

Let \( X \) be a smooth projective variety over a perfect field of characteristic \( p > 0 \) and \( C \subset X \) a reduced simple normal crossing divisor on \( X \). Let \( j : U = X \setminus C \subset X \) be the open immersion. We use the same notation as in the last part of the previous section. Take an effective Cartier divisor

\[
D = \sum_{\lambda \in I} m_\lambda C_\lambda \quad \text{with } m_\lambda \geq 0.
\]

Let \( I' = \{ \lambda \in I \mid p \mid m_\lambda \} \), and put

\[
D' = \sum_{\lambda \in I'} (m_\lambda + 1)C_\lambda + \sum_{\lambda \in I \setminus I'} m_\lambda C_\lambda.
\]
Let $Y$ be a smooth hypersurface section such that $Y \times_X C$ is a reduced simple normal crossing divisor on $Y$.

**Definition 3.1.**  (1) Assuming $\dim(X) \geq 3$, we say that $Y$ is sufficiently ample for $(X, D)$ if the following conditions hold:

(A1) $H^i(X, \Omega^d_X(−\Xi + Y)) = 0$ for any effective Cartier divisor $\Xi \leq D$ and for $i = d, d - 1, d - 2$.

(A2) For any $\lambda \in I'$, we have

$$H^0(C_{\lambda}, \Omega^1_X(D' - Y) \otimes \mathcal{O}_{C_{\lambda}}) = H^0(C_{\lambda}, \mathcal{O}_{C_{\lambda}}(D' - 2Y)) = 0.$$  

(2) Assuming $\dim(X) = 2$, we say that $Y$ is sufficiently ample for $(X, D)$ if the following condition holds:

(B) $H^i(X, \Omega^d_X(−\Xi + Y)) = 0$ for any effective Cartier divisor $\Xi \leq D$ and for $i = 1, 2$.

We remark that there is an integer $N$ such that any smooth $Y$ of degree $\geq N$ is sufficiently ample for $(X, D)$.

Theorem 1.1 is a direct consequence of the following:

**Theorem 3.2.** Let $Y$ be sufficiently ample for $(X, D)$. Write $E = Y \times_X D$.

(1) Assuming $d := \dim(X) \geq 3$, we have isomorphisms

$$\text{fil}_D H^1(U) \simeq \text{fil}_E H^1(U \cap Y) \quad \text{and} \quad \text{fil}^\log_D H^1(U) \simeq \text{fil}^\log_E H^1(U \cap Y).$$

(2) Assuming $d = 2$, we have injections

$$\text{fil}_D H^1(U) \hookrightarrow \text{fil}_E H^1(U \cap Y) \quad \text{and} \quad \text{fil}^\log_D H^1(U) \hookrightarrow \text{fil}^\log_E H^1(U \cap Y).$$

For an abelian group $M$, we let $M\{p'\}$ denote the prime-to-$p$ torsion part of $M$.

**Lemma 3.3.**  (1) Assuming $d := \dim(X) \geq 3$, we have an isomorphism

$$\text{fil}_D H^1(U)\{p'\} \simeq \text{fil}_E H^1(U \cap Y)\{p'\}$$

and the same isomorphism for $\text{fil}^\log_D$.

(2) Assuming $d = 2$, we have an injection

$$\text{fil}_D H^1(U)\{p'\} \hookrightarrow \text{fil}_E H^1(U \cap Y)\{p'\}$$

and the same injection for $\text{fil}^\log_D$.

**Proof.** Noting

$$\text{fil}_D H^1(U)\{p'\} = \text{fil}_C H^1(U)\{p'\} = \text{fil}^\log_C H^1(U)\{p'\} = \text{fil}^\log_D H^1(U)\{p'\},$$

this follows from the tame case of Theorem 1.1 due to [Schmidt and Spieß 2000]. □
By the above lemma, Theorem 3.2 is reduced to the following:

**Theorem 3.4.** Let the assumption be as in Theorem 3.2. Take an integer \( n > 0 \).

1. Assuming \( d := \dim(X) \geq 3 \), we have isomorphisms
   \[
   \text{fil}_D H^1(U)[p^n] \xrightarrow{\sim} \text{fil}_E H^1(U \cap Y)[p^n]
   \]
   and the same isomorphism for \( \text{fil}^\log_D \).

2. Assuming \( d = 2 \), we have an injection
   \[
   \text{fil}_D H^1(U)[p^n] \hookrightarrow \text{fil}_E H^1(U \cap Y)[p^n]
   \]
   and the same injection for \( \text{fil}^\log_D \).

In what follows, we consider an effective Cartier divisor with \( \mathbb{Z}[1/p] \)-coefficient:

\[
D = \sum_{\lambda \in I} m_\lambda C_\lambda, \quad m_\lambda \in \mathbb{Z}[1/p]_{\geq 0}.
\]

We put

\[
[D] = \sum_{\lambda \in I} \lfloor m_\lambda \rfloor C_\lambda \quad \text{with} \quad \lfloor m_\lambda \rfloor = \max\{i \in \mathbb{Z} \mid i \leq m_\lambda\}
\]

and \( \mathcal{F}(\pm D) = \mathcal{F} \otimes_{\mathcal{O}_X} \mathcal{O}_X(\pm[D]) \) for an \( \mathcal{O}_X \)-module. For \( D \) as above, let \( \text{fil}_D^\log W_n \mathcal{O}_X \) be the subsheaf of \( j_* W_n \mathcal{O}_U \) of local sections

\[
a \in W_n \mathcal{O}_U \quad \text{such that} \quad a \in \text{fil}_{m_\lambda}^\log W_n(K_\lambda) \quad \text{for any} \quad \lambda \in I,
\]

where \( \text{fil}_{m_\lambda}^\log W_n(K_\lambda) := \text{fil}_{[m_\lambda]}^\log W_n(K_\lambda) \) is defined in Section 2 for the henselization \( K_\lambda \) of \( K = k(X) \) at \( \lambda \). We note

\[
\mathcal{O}_X(D) = \text{fil}_D^\log W_n \mathcal{O}_X \quad \text{for} \quad n = 1.
\]

The following facts are easily checked:

- The Frobenius \( F \) induces \( F : \text{fil}_{D/p}^\log W_n \mathcal{O}_X \to \text{fil}_D^\log W_n \mathcal{O}_X \).
- The Verschiebung \( V \) induces \( V : \text{fil}_D^\log W_{n-1} \mathcal{O}_X \to \text{fil}_D^\log W_n \mathcal{O}_X \).
- The restriction \( R \) induces \( R : \text{fil}_D^\log W_n \mathcal{O}_X \to \text{fil}_{D/p}^\log W_{n-1} \mathcal{O}_X \).
- The following sequence is exact:

\[
0 \to \mathcal{O}_X(D) \xrightarrow{V^{n-1}} \text{fil}_D^\log W_n \mathcal{O}_X \xrightarrow{R} \text{fil}_{D/p}^\log W_{n-1} \mathcal{O}_X \to 0. \tag{3-1}
\]

We define an object \( (\mathbb{Z}/p^n \mathbb{Z})_{X|D} \) of the derived category \( D^b(X) \) of bounded complexes of étale sheaves on \( X \):

\[
(\mathbb{Z}/p^n \mathbb{Z})_{X|D} = \text{Cone}(\text{fil}_{D/p}^\log W_n \mathcal{O}_X \xrightarrow{1-F} \text{fil}_D^\log W_n \mathcal{O}_X)[-1].
\]
We have a distinguished triangle in $D^b(X)$:

$$(\mathbb{Z}/p^n\mathbb{Z})_{X|D} \to \text{fil}^\log_{D/p} W_n\mathcal{O}_X \xrightarrow{1-F} \text{fil}^\log_D W_n\mathcal{O}_X \to 0.$$  \hfill (3-2)

**Lemma 3.5.** There is a distinguished triangle

$$(\mathbb{Z}/p\mathbb{Z})_{X|D} \to (\mathbb{Z}/p^n\mathbb{Z})_{X|D} \to (\mathbb{Z}/p^{n-1}\mathbb{Z})_{X|D/p} \to.$$  

*Proof.* The lemma follows from the commutative diagram

$$
\begin{array}{cccccc}
0 & \to & \mathcal{O}_X(D/p) & \xrightarrow{\text{fil}^\log_{D/p}} & W_n\mathcal{O}_X & \xrightarrow{R} & \text{fil}^\log_{D/p^2} W_{n-1}\mathcal{O}_X & \to & 0 \\
 & & 1-F & & 1-F & & 1-F & & \\
0 & \to & \mathcal{O}_X(D) & \xrightarrow{\text{fil}^\log_D} & W_n\mathcal{O}_X & \xrightarrow{R} & \text{fil}^\log_{D/p} W_{n-1}\mathcal{O}_X & \to & 0 \quad \square
\end{array}
$$

**Lemma 3.6.** There is a canonical isomorphism

$$\text{fil}^\log_D H^1(U)[p^n] \simeq H^1(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}).$$

*Proof.* Noting that the restriction of $(\mathbb{Z}/p^n\mathbb{Z})_{X|D}$ to $U$ is $\mathbb{Z}/p^n\mathbb{Z}$ on $U$, we have the localization exact sequence

$$H^1(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) \to H^1(U, \mathbb{Z}/p^n\mathbb{Z}) \to H^2_C(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}).$$  \hfill (3-3)

For the generic point $\lambda$ of $C_\lambda$, (3-2) gives us an exact sequence

$$H^1_C(X, \text{fil}^\log_{D/p} W_n\mathcal{O}_X) \xrightarrow{1-F} H^1_\lambda(X, \text{fil}^\log_D W_n\mathcal{O}_X) \to H^2_\lambda(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) \to H^2(X, \text{fil}^\log_{D/p} W_n\mathcal{O}_X).$$

By [Grothendieck 1967, Corollary 3.10] and (3-1), we have

$$H^i_\lambda(X, \text{fil}^\log_{D/p} W_n\mathcal{O}_X) = H^i_\lambda(X, \text{fil}^\log_D W_n\mathcal{O}_X) = 0 \quad \text{for } i \geq 2$$

and

$$H^1_\lambda(X, \text{fil}^\log_{D/p} W_n\mathcal{O}_X) \simeq W_n(K_\lambda)/\text{fil}^\log_{m_\lambda/p} W_n(K_\lambda),$$

$$H^1_\lambda(X, \text{fil}^\log_D W_n\mathcal{O}_X) \simeq W_n(K_\lambda)/\text{fil}^\log_m W_n(K_\lambda).$$

Thus, we get

$$H^2_\lambda(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) \simeq H^1(K_\lambda)[p^n]/\text{fil}^\log_{m_\lambda} H^1(K_\lambda)[p^n].$$

Hence, Lemma 3.6 follows from (3-3) and the injectivity of

$$H^2_C(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) \to \bigoplus_{\lambda \in I} H^2_\lambda(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}).$$

This injectivity is a consequence of:
Claim 3.7. For \( x \in C \) with \( \dim(\mathcal{O}_{X,x}) \geq 2 \), we have

\[
H^2_x(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) = 0.
\]

By Lemma 3.5, it suffices to show Claim 3.7 in case \( n = 1 \). Triangle (3-2) gives us an exact sequence

\[
H^1_x(X, \mathcal{O}_X(D)) \rightarrow H^2_x(X, (\mathbb{Z}/p\mathbb{Z})_{X|D}) \rightarrow H^2_x(X, \mathcal{O}_X(D/p)) \xrightarrow{1-F} H^2_x(X, \mathcal{O}_X(D)).
\]

If \( \dim(\mathcal{O}_{X,x}) > 2 \), \( H^1_x(X, \mathcal{O}_X(D)) = 0 \) and \( H^2_x(X, \mathcal{O}_X(D/p)) = 0 \) by [Grothendieck 1967, Corollary 3.10], which implies \( H^2_x(X, (\mathbb{Z}/p\mathbb{Z})_{X|D}) = 0 \) as desired.

We now assume \( \dim(\mathcal{O}_{X,x}) = 2 \). Let \( (\mathbb{Z}/p\mathbb{Z})_X \) denote the constant sheaf \( \mathbb{Z}/p\mathbb{Z} \) on \( X \), and put

\[
\mathcal{F}_{X|D} = \text{Coker}(\mathcal{O}_X(D/p) \xrightarrow{1-F} \mathcal{O}_X(D)).
\]

Note that \( \mathcal{F}_{X|D} = 0 \) for \( D = 0 \). By definition, we have a distinguished triangle

\[
(\mathbb{Z}/p\mathbb{Z})_X \rightarrow (\mathbb{Z}/p\mathbb{Z})_{X|D} \rightarrow \mathcal{F}_{X|D} \xrightarrow{1}.
\]

By [SGA 1 1971, Exposé X, Théorème 3.1], we have \( H^2_x(X, (\mathbb{Z}/p\mathbb{Z})_X) = 0 \). Hence, we are reduced to showing

\[
H^2_x(X, \mathcal{F}_{X|D}) = 0. \quad (3-4)
\]

Without loss of generality, we can assume that \( D \) has integral coefficients. We prove (3-4) by induction on multiplicities of \( D \) reducing to the case \( D = 0 \). Fix an irreducible component \( C_\lambda \) of \( C \) with the multiplicity \( m_\lambda \geq 1 \) in \( D \), and put \( D' = D - C_\lambda \). We have a commutative diagram with exact rows and columns

\[
\begin{array}{ccccccccc}
(\mathbb{Z}/p\mathbb{Z})_X & \downarrow & (\mathbb{Z}/p\mathbb{Z})_X & \downarrow & 0 \\
0 & \rightarrow & \mathcal{O}_X(D')/p & \rightarrow & \mathcal{O}_X(D/p) & \rightarrow & \mathcal{F} & \rightarrow & 0 \\
& \downarrow{1-F} & & \downarrow{1-F} & & \downarrow F & & \\
0 & \rightarrow & \mathcal{O}_X(D') & \rightarrow & \mathcal{O}_X(D) & \rightarrow & \mathcal{O}_{C_\lambda}(D) & \rightarrow & 0
\end{array}
\]

Here \( \mathcal{O}_{C_\lambda}(D) = \mathcal{O}_X(D) \otimes \mathcal{O}_{C_\lambda} \), and \( \mathcal{F} = \mathcal{O}_{C_\lambda}(D/p) \) if \( p \mid m_\lambda \), and \( \mathcal{F} = 0 \) otherwise. Thus, we get short exact sequences

\[
0 \rightarrow \mathcal{F}_{X|D'} \rightarrow \mathcal{F}_{X|D} \rightarrow \mathcal{O}_{C_\lambda}(D) \rightarrow 0 \quad \text{if} \ p \nmid m_\lambda,
\]

\[
0 \rightarrow \mathcal{F}_{X|D'} \rightarrow \mathcal{F}_{X|D} \rightarrow \mathcal{O}_{C_\lambda}(D)/\mathcal{O}_{C_\lambda}(D/p)^p \rightarrow 0 \quad \text{if} \ p \mid m_\lambda.
\]
We may assume $H^2_x(X, \mathcal{F}_{X|D'}) = 0$ by the induction hypothesis. Hence, (3-4) follows from

$$H^2_x(C_\lambda, \mathcal{O}_{C_\lambda}(D)) = 0,$$
(3-5)

$$H^2_x(C_\lambda, \mathcal{O}_{C_\lambda}(D)/\mathcal{O}_{C_\lambda}(E)^p) = 0,$$
(3-6)

where we put $E = [D/p]$. We may assume $x \in C_\lambda$ so that $\dim(\mathcal{O}_{C_\lambda,x}) = 1$ by the assumption $\dim(\mathcal{O}_{X,x}) = 2$. Equation (3-5) is a consequence of [Grothendieck 1967, Corollary 3.10]. In view of an exact sequence

$$0 \to \mathcal{O}_{C_\lambda}(pE)/\mathcal{O}_{C_\lambda}(E)^p \to \mathcal{O}_{C_\lambda}(D)/\mathcal{O}_{C_\lambda}(E)^p \to \mathcal{O}_{C_\lambda}(D)/\mathcal{O}_{C_\lambda}(pE) \to 0,$$
(3-6)

(3-6) follows from

$$H^2_x(C_\lambda, \mathcal{O}_{C_\lambda}(pE)/\mathcal{O}_{C_\lambda}(E)^p) = 0$$
and

$$H^2_x(C_\lambda, \mathcal{O}_{C_\lambda}(D)/\mathcal{O}_{C_\lambda}(pE)) = 0.$$

The first assertion follows from [Grothendieck 1967, Corollary 3.10] noting that $\mathcal{O}_{C_\lambda}(pE)/\mathcal{O}_{C_\lambda}(E)^p$ is a locally free $\mathcal{O}_{C_\lambda}$-module. The second assertion holds since $\mathcal{O}_{C_\lambda}(D)/\mathcal{O}_{C_\lambda}(pE)$ is supported in a proper closed subscheme $T$ of $C_\lambda$ and $x$ is a generic point of $T$ if $x \in T$. This completes the proof of Lemma 3.6.

□

**Proof of Theorem 3.4.** In view of the above results, the assertions for $\text{fil}^\log_D$ of Theorem 3.4(1) and (2) follow from the following:

**Theorem 3.8.** Let the assumption be as in Theorem 3.2. The natural map

$$H^1(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) \to H^1(Y, (\mathbb{Z}/p^n\mathbb{Z})_{Y|D})$$

is an isomorphism for $d := \dim(X) \geq 3$, and it is injective for $d = 2$.

**Proof.** By Lemma 3.5, we have a commutative diagram:

$$
\begin{array}{ccc}
0 & \to & 0 \\
\downarrow & & \downarrow \\
H^1(X, (\mathbb{Z}/p\mathbb{Z})_{X|D}) & \to & H^1(Y, (\mathbb{Z}/p\mathbb{Z})_{Y|E}) \\
\downarrow & & \downarrow \\
H^1(X, (\mathbb{Z}/p^n\mathbb{Z})_{X|D}) & \to & H^1(Y, (\mathbb{Z}/p^n\mathbb{Z})_{Y|D}) \\
\downarrow & & \downarrow \\
H^1(X, (\mathbb{Z}/p^{n-1}\mathbb{Z})_{X|D/p}) & \to & H^1(Y, (\mathbb{Z}/p^{n-1}\mathbb{Z})_{Y|E/p}) \\
\downarrow & & \downarrow \\
H^2(X, (\mathbb{Z}/p\mathbb{Z})_{X|D}) & \to & H^2(Y, (\mathbb{Z}/p\mathbb{Z})_{Y|E})
\end{array}
$$
The theorem follows by the induction on \( n \) from the following lemma. 

**Lemma 3.9.** Let the assumption be as in Theorem 3.2.

1. Assuming \( d \geq 3 \), the natural map
   
   \[
   H^i(X, (\mathbb{Z}/p\mathbb{Z})_{X|D}) \to H^i(Y, (\mathbb{Z}/p\mathbb{Z})_{Y|E})
   \]

   is an isomorphism for \( i = 1 \) and injective for \( i = 2 \).

2. Assuming \( d = 2 \), the natural map
   
   \[
   H^1(X, (\mathbb{Z}/p\mathbb{Z})_{X|D}) \to H^1(Y, (\mathbb{Z}/p\mathbb{Z})_{Y|E})
   \]

   is injective.

**Proof.** We define an object \( \mathcal{H} \) of \( D^b(X) \):

\[
\mathcal{H} = \text{Cone}(\mathcal{O}_X(D/p - Y) \xrightarrow{1-F} \mathcal{O}_X(D - Y))[−1].
\]

By the commutative diagram with exact horizontal sequences

\[
\begin{array}{ccccccc}
0 & \to & \mathcal{O}_X(D/p - Y) & \to & \mathcal{O}_X(D/p) & \to & \mathcal{O}_Y(E/p) & \to & 0 \\
& & \downarrow{1-F} & & \downarrow{1-F} & & \downarrow{1-F} \\
0 & \to & \mathcal{O}_X(D - Y) & \to & \mathcal{O}_X(D) & \to & \mathcal{O}_Y(E) & \to & 0
\end{array}
\]

we have a distinguished triangle in \( D^b(X) \):

\[
\mathcal{H} \to (\mathbb{Z}/p\mathbb{Z})_{X|D} \to (\mathbb{Z}/p\mathbb{Z})_{Y|E} \to .
\]

Hence, it suffices to show \( H^i(X, \mathcal{H}) = 0 \) for \( i = 1, 2 \) in case \( d \geq 3 \) and \( H^1(X, \mathcal{H}) = 0 \) in case \( d = 2 \). We have an exact sequence

\[
H^0(\mathcal{O}_X(D - Y)) \to H^1(X, \mathcal{H}) \to H^1(\mathcal{O}_X(D/p - Y))
\]

\[
\to H^1(\mathcal{O}_X(D - Y)) \to H^2(X, \mathcal{H}) \to H^2(\mathcal{O}_X(D/p - Y)).
\]

By Serre duality, for a divisor \( \Xi \) on \( X \), we have

\[
H^i(X, \mathcal{O}_X(\Xi - Y)) = H^{d-i}(X, \Omega^d_X(-\Xi + Y))^\vee.
\]

Thus, the desired assertion follows from Definition 3.1(A1) and (B). 

It remains to deduce the assertions for \( \text{fil}_D \) of Theorem 3.4(1) and (2) from those for \( \text{fil}_D^\log \). Let \( D' \) be as in the beginning of this section and \( E' = D' \times_X Y \). Noting that the multiplicities of \( D' \) are prime to \( p \), we have by Lemma 2.8(3)

\[
\text{fil}_{D'} H^1(U) = \text{fil}_D^\log H^1(U) \quad \text{and} \quad \text{fil}_{E'} H^1(U \cap Y) = \text{fil}_E^\log H^1(U \cap Y).
\]
Thus, the assertions for \( \text{fil}^{\log}_{D'} \) of Theorem 3.4 imply that for \( \text{fil}_D \), it immediately implies the injectivity of

\[
\text{fil}_D H^1(U) \rightarrow \text{fil}_E H^1(U \cap Y).
\]

It remains to deduce its surjectivity from that of

\[
\text{fil}_{D'} H^1(U) \rightarrow \text{fil}_E H^1(U \cap Y)
\]

assuming \( d \geq 3 \). For this it, suffices to show the injectivity of

\[
\frac{\text{fil}_{D'} H^1(U)}{\text{fil}_D H^1(U)} \rightarrow \frac{\text{fil}_E H^1(U \cap Y)}{\text{fil}_E H^1(U \cap Y)}.
\]

By Proposition 2.6, we have a commutative diagram

\[
\begin{array}{ccc}
\text{fil}_{D'} H^1(U)/\text{fil}_D H^1(U) & \rightarrow & \bigoplus_{\lambda \in I'} H^0(C_\lambda, \Omega^1_X(D') \otimes_{\mathcal{O}_X} C_\lambda) \\
\downarrow & & \downarrow \\
\text{fil}_E H^1(U \cap Y)/\text{fil}_E H^1(U \cap Y) & \rightarrow & \bigoplus_{\lambda \in I'} H^0(C_\lambda \cap Y, \Omega^1_Y(D') \otimes_{\mathcal{O}_Y} C_\lambda \cap Y)
\end{array}
\]

Thus, we are reduced to showing the injectivity of the right vertical map. Putting \( \mathcal{L} = \text{Ker}(\Omega^1_X \rightarrow i_* \Omega^1_Y) \) where \( i : Y \subset X \), the assertion follows from

\[
H^0(C_\lambda, \mathcal{L}(D') \otimes_{\mathcal{O}_X} C_\lambda) = 0.
\]

Note that we used the fact that \( Y \) and \( C_\lambda \) intersect transversally. We have an exact sequence

\[
0 \rightarrow \Omega^1_X(-Y) \rightarrow \mathcal{L} \rightarrow \mathcal{O}_X(-Y) \otimes \mathcal{O}_Y \rightarrow 0.
\]

From this, we get an exact sequence

\[
0 \rightarrow \Omega^1_X(D' - Y) \otimes_{\mathcal{O}_X} C_\lambda \rightarrow \mathcal{L}(D') \otimes_{\mathcal{O}_X} C_\lambda \rightarrow \mathcal{O}_C(D' - Y) \otimes_{\mathcal{O}_C} C_\lambda \cap Y \rightarrow 0.
\]

We also have an exact sequence

\[
0 \rightarrow \mathcal{O}_{C_\lambda}(D' - 2Y) \rightarrow \mathcal{O}_{C_\lambda}(D' - Y) \rightarrow \mathcal{O}_{C_\lambda}(D' - Y) \otimes_{\mathcal{O}_{C_\lambda}} C_\lambda \cap Y \rightarrow 0.
\]

Therefore, the desired assertion follows from Definition 3.1(A2). This completes the proof of Theorem 3.4. \( \square \)
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Localization of spherical varieties

Friedrich Knop

We prove some fundamental structural results for spherical varieties in arbitrary characteristic. In particular, we study Luna’s two types of localization and use them to analyze spherical roots, colors, and their interrelation. At the end, we propose a preliminary definition of a $p$-spherical system.

1. Introduction

Let $G$ be a connected reductive group defined over an algebraically closed ground field $k$ of arbitrary characteristic $p$. A normal $G$-variety $X$ is called spherical if a Borel subgroup $B$ of $G$ has an open orbit in $X$. In characteristic zero, there exists by now an extensive body of research on spherical varieties culminating in a complete classification [Luna and Vust 1983; Luna 2001; Losev 2009; Cupit-Foutou 2010; Bravi and Pezzini 2011a; 2011b; 2011c].

In positive characteristic, much less work has been done. Most papers dealing with spherical varieties in positive characteristic are restricted to particular examples (like flag or symmetric varieties) or other special classes of spherical varieties (like varieties obtained by reduction mod $p$).

This paper is part of a program to develop a general theory of spherical varieties in arbitrary characteristic, possibly also leading to a classification. In this sense, the old paper [Knop 1991] on a characteristic-free approach to spherical embeddings is already part of the program.

A crucial portion of Luna’s theory of spherical varieties depends on Akhiezer’s classification [1983] of spherical varieties of rank 1. In this paper, we present results which are independent of that classification. On the other hand, in the companion paper [Knop 2013], we determine all spherical varieties of rank 1 in arbitrary characteristic and present results whose proofs depend (so far) on it.

More precisely, in this paper we recover most of Luna’s results [1997] on the “big cell”. We start by generalizing Luna’s fundamental relations for the colors of a spherical variety. At this point, we introduce additional data needed to describe a spherical variety in positive characteristic. These are certain $p$-powers $q_{D,\alpha}$,
\(\alpha\) is a simple root and \(D\) is a color “moved by \(\alpha\)”. Our exposition of this part is different from (and, we think, simpler than) Luna’s, and seems to be new even in characteristic zero.

Next, we define the notion of spherical roots as properly normalized normal vectors to the valuation cone. Luna’s method of viewing them as weights attached to a wonderful variety does not generalize.

Next, we consider Luna’s construction [1997], called localization at \(S\). Basically, it consists of analyzing the open Białynicki-Birula cell with respect to a dominant 1-parameter subgroup of \(G\). Our results are more general than Luna’s, even in characteristic zero, since Luna restricts his attention to wonderful varieties, while we formulate everything for so-called toroidal varieties. From this, we derive Luna’s important result that the colors are, to a large extent, already determined by the spherical roots.

Then we consider a construction called localization at \(\Sigma\). This procedure amounts to analyzing \(G\)-orbits of a toroidal variety. Since this technique is mostly classical, only the proof for the behavior of type-(\(a\)) colors is new. Unfortunately, our results remain somewhat incomplete, since it is unknown whether orbit closures in toroidal spherical embeddings are normal or not.

We use localization at \(\Sigma\) to prove the important nonpositivity result Corollary 6.6. Unlike Luna’s proof, which uses Wasserman’s tables [1996] of rank-2 varieties, our proof is conceptual.

Finally, in Section 7 we attempt to generalize Luna’s notion of a spherical system to positive characteristic. This is a combinatorial structure describing the roots and the colors of a spherical variety. As additional data we propose the \(p\)-powers \(q_{\alpha,D}\) mentioned above, and we hope that, at least for \(p \neq 2, 3\), these data are enough to describe a spherical variety. As for the axioms, we restrict ourselves to those which immediately generalize axioms in characteristic zero. Conditions which are only meaningful in positive characteristic (like bounding the denominators of the pairings \(\delta_D(\alpha)\)) are deferred to future work.

So additional axioms will have to be added on at a later stage.

**Notation.** In the entire paper, the ground field \(k\) is algebraically closed. Its characteristic exponent is denoted by \(p\), that is, \(p = 1\) if \(\text{char } k = 0\) and \(p = \text{char } k\) otherwise. The group \(G\) is connected reductive, \(B \subseteq G\) is a Borel subgroup, and \(T \subseteq B\) is a maximal torus. Let \(\mathfrak{E}(T) = \mathfrak{E}(B)\) be its character group. The set of simple roots with respect to \(B\) is denoted by \(S \subseteq \mathfrak{E}(T)\).

A rational function \(f\) on \(X\) is \(B\)-semiinvariant if there is a character \(\chi_f \in \mathfrak{E}(B) = \mathfrak{E}(T)\) such that \(f(b^{-1}x) = \chi_f(b)f(x)\) for all \(b \in B\) and generic \(x \in X\). If \(X\) is spherical, the character \(\chi_f\) determines \(f\) up to a nonzero scalar. Let \(\mathfrak{E}(X) \subseteq \mathfrak{E}(T)\) be the set of characters of the form \(\chi_f\). It is a finitely generated
abelian group whose rank is called the rank of $X$. We also use $\Xi_Q(X) := \Xi(X) \otimes \mathbb{Q}$ and $\Xi_p(X) := \Xi(X) \otimes \mathbb{Z}_p$ with $\mathbb{Z}_p := \mathbb{Z}[1/p]$.

2. Colors

Many properties of a spherical variety are determined by two sets of data and their interrelation: colors and valuations. We start with colors. Our results generalize those of [1997] in characteristic zero, but the approach is different. We do not use compactifications, but use the completeness of flag varieties instead.

Let $X$ be a spherical $G$-variety with group of characters $\Xi(X)$, and let $N_{\mathbb{Q}}(X) := \text{Hom}(\Xi(X), \mathbb{Q})$.

A color of $X$ is an irreducible divisor which is $B$- but not $G$-invariant. Every color $D$ produces an element $\delta_D \in N_{\mathbb{Q}}(X)$ by

$$\delta_D(\chi_f) := v_D(f)$$

for all $B$-semiinvariants $f$. Here $v_D$ is the valuation of $k(X)$ attached to $D$. The color $D$ is, in general, not uniquely determined by $\delta_D$.

Since $X$ is spherical, we can choose a point $x_0 \in X$ such that $Bx_0$ is open and dense in $X$. Let $\Delta(X)$ be the set of colors of $X$. Since every color intersects the open $G$-orbit $Gx_0$, we have $\Delta(X) = \Delta(Gx_0) = \Delta(G/H)$, where $H = G_{x_0}$ is the isotropy subgroup scheme of $x_0$. We start by recalling a well known formula for the number of colors.

**Proposition 2.1.** Let $G$ be a semisimple group and $H \subseteq G$ a spherical subgroup. Then

$$\# \Delta(G/H) = \text{rk } G/H + \text{rk } \Xi(H).$$

**Proof.** We compute the Picard group in two different ways. Set $X = G/H$. First, we have an exact sequence

$$\Xi(G) \to \text{Pic}^G X \to \text{Pic} X.$$

The group on the left is trivial since $G$ is semisimple. The cokernel of the homomorphism on the right is torsion by [Sumihiro 1974]. On the other hand, $\text{Pic}^G X = \Xi(H)$. Thus $\text{rk } \text{Pic} X = \text{rk } \Xi(H)$. Now let $X_0 = Bx_0 \subseteq X$ be the open $B$-orbit. Then the colors are the irreducible components of $X \setminus X_0$. Thus we have an exact sequence

$$k^\times = \mathcal{O}(X)^\times \to \mathcal{O}(X_0)^\times \to \mathbb{Z}_a^\times \to \text{Pic} X \to \text{Pic} X_0 = 0,$$

where $a = \# \Delta(X)$. By definition, $\text{rk } \mathcal{O}(X_0)^\times / k^\times = \text{rk } X$. Thus $\text{rk } \text{Pic} X = a - \text{rk } X$. 

□
Given a simple root $\alpha \in S$, one can construct colors as follows: let $P_\alpha \subseteq G$ be the minimal parabolic subgroup corresponding to $\alpha$. Then $P_\alpha x_0$ is an open $B$-stable subset of $X$ which, according to [Knop 1995b, Lemma 3.2], decomposes into at most three $B$-orbits. One of them is the open $B$-orbit $Bx_0$; the others are of codimension 1 in $X$, and hence their closures are colors. We say that these colors are moved by $\alpha$. Clearly, this just means that $P_\alpha D \neq D$. In particular, every color is moved by some (not necessarily unique) simple root.

A more precise description is as follows. Let $H_\alpha := (P_\alpha)_{x_0} = H \cap P_\alpha$ such that $P_\alpha x_0 = P_\alpha / H_\alpha$. Then the $B$-orbits in $P_\alpha x_0$ correspond to $H_\alpha^{\text{red}}$-orbits in $B \setminus P_\alpha \cong P^1$. Let $\overline{H}_\alpha$ denote the image of $H_\alpha^{\text{red}}$ in $\text{Aut} P_1 \cong \text{PGL}(2)$. Then, up to conjugation, there are four possibilities for $\overline{H}_\alpha$:

<table>
<thead>
<tr>
<th>Type of $\alpha$</th>
<th>$\overline{H}_\alpha$</th>
<th>colors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(p)$</td>
<td>$G_0$</td>
<td>—</td>
</tr>
<tr>
<td>$(b)$</td>
<td>$S_0 U_0$</td>
<td>$D$</td>
</tr>
<tr>
<td>$(a)$</td>
<td>$T_0$</td>
<td>$D$, $D'$</td>
</tr>
<tr>
<td>$(2a)$</td>
<td>$N_0$</td>
<td>$D$</td>
</tr>
</tbody>
</table>

(2-6)

Here $G_0 = \text{PGL}(2)$. The subgroups $B_0$, $U_0$, and $T_0$ of $G_0$ are a Borel subgroup, a maximal unipotent subgroup, and a maximal torus, respectively. Moreover, $S_0 \subseteq T_0$ and $N_0 = N_{G_0}(T_0)$. Thus, the set of simple roots decomposes as a disjoint union according to their type:

$$ S = S^{(p)} \cup S^{(b)} \cup S^{(a)} \cup S^{(2a)}. $$

(2-7)

Observe that $\alpha \in S^{(p)}$ if and only if the open $B$-orbit $Bx_0$ is $P_\alpha$-invariant. Thus, $S^{(p)}$ is the set of simple roots of the parabolic $P_X$, the stabilizer of the open $B$-orbit.

Let $D$ be a color moved by $\alpha$. Then the morphism

$$ \varphi_{D,\alpha} : P_\alpha \times^B D \to X $$

(2-8)

is generically finite. Its separable degree is 1, that is, $\varphi_{D,\alpha}$ is bijective if and only if $\alpha$ is of type $(b)$ or $(a)$. It is 2 for $\alpha$ of type $(2a)$. The inseparable degree of $\varphi_{D,\alpha}$ will be denoted by $q_{D,\alpha} \in p^{\mathbb{N}}$.

**Example.** Assume $p > 3$ and let $P \subseteq G$ be a subgroup scheme which contains $-B$, the Borel subgroup which is opposite to $B$. Wenzel [1993; 1994] showed that such subgroup schemes are classified by functions $f : S \to \mathbb{Z}_{\geq 0} \cup \{\infty\}$, where $f(\alpha)$ can be defined as the supremum of the set of all $n \in \mathbb{Z}_{\geq 0}$ such that $P$ contains the $n$-th Frobenius kernel of $P_\alpha$. See also [Haboush and Lauritzen 1993] for a simplified account. Now let $X = G/P$, a complete homogeneous $G$-variety. Then the following is easy to see: A simple root $\alpha \in S$ is of type $(p)$ if and only if $f(\alpha) = \infty$. All other simple roots are of type $(b)$ and they all move a different
divisor $D_\alpha$. Moreover, $q_{D_\alpha, \alpha} = p^{f(\alpha)}$. In particular, this shows that in this example the numbers $q_{D_\alpha}$ may be arbitrary $p$-powers.

To formulate the following permanence property we renormalize $\delta_D$ as follows:

$$\delta_D^{(\alpha)} := q_{D_\alpha} \delta_D. \quad (2-9)$$

**Lemma 2.2.** Let $\pi : X_1 \to X_0$ be a finite surjective equivariant morphism between spherical $G$-varieties, let $E$ be a color of $X_1$, and let $D = \pi(E)$ be its image in $X_0$. Let, moreover, $\alpha \in S$ be a simple root moving $E$ (and $D$). Then $\delta_D^{(\alpha)} = \delta_E^{(\alpha)}$.

**Proof.** We consider first the case that $\alpha$ is of type $(a)$ or $(b)$ for $X_0$. Then its type for $X_1$ is the same. Moreover, both $\varphi_{D, \alpha}$ and $\varphi_{E, \alpha}$ are bijective and, as an equality of divisors, $\pi^{-1}(D) = q E$, where $q$ is some $p$-power. Thus $\delta_E = q \delta_D$. Now consider the diagram

$$
\begin{array}{ccc}
P_\alpha \times B & \xrightarrow{\pi^{-1}(D)} & X_1 \\
\downarrow & & \downarrow \\
P_\alpha \times B & \xrightarrow{\varphi_{D, \alpha}} & X_0
\end{array}
$$

(2-10)

It is cartesian, and hence both horizontal arrows have the same (inseparable) degree, namely $q_{D, \alpha}$. On the other hand, the top arrow has degree $q_{E, \alpha}$. Hence

$$\delta_D^{(\alpha)} = q_{D, \alpha} \delta_D = q_{E, \alpha} \delta_D = q_{E, \alpha} \delta_E = \delta_E^{(\alpha)}. \quad (2-11)$$

Now assume that $\alpha$ is of type $(2a)$ for $X_0$. Then there are two cases. If $\pi^{-1}(D)^{\text{red}}$ is irreducible then $\alpha$ is of type $(2a)$ for $X_1$, as well. Moreover, the degree of both horizontal arrows is now $2q_{D, \alpha}$. From here one argues as above.

The second case is when $\alpha$ is of type $(a)$ for $X_0$. Then $\pi^{-1}(D)^{\text{red}} = E_1 \cup E_2$ has two components. As divisors, we have $\pi^{-1}(D) = q_1 E_1 + q_2 E_2$. Thus $\delta_{E_1} = q_1 \delta_D$ and $\delta_{E_2} = q_2 \delta_D$. Moreover, as above, we get

$$2\delta_D^{(\alpha)} = 2q_{D, \alpha} \delta_D = q_1 q_{E_1, \alpha} \delta_D + q_2 q_{E_2, \alpha} \delta_D = \delta_{E_1}^{(\alpha)} + \delta_{E_2}^{(\alpha)}. \quad (2-12)$$

Now we claim that actually $\delta_{E_1}^{(\alpha)} = \delta_{E_2}^{(\alpha)}$, which would prove our assertion.

To prove the claim, we may assume that $X_0 = G/H_0$ and $X_1 = G/H_1$ are homogeneous. Moreover, the cases proved above allow replacement of $H_0$ and $H_1$ by $H_0^{\text{red}}$ and $H_1^{\text{red}}$, respectively. We can even replace $H_1$ by its connected component of unity since $E$ cannot split any further (otherwise $D$ would split into more than two components). Then $H_1$ is normal in $H_0$ and $\pi$ is the quotient by the finite group $\Gamma := H_0/H_1$. Since $\Gamma$ acts transitively on the connected components of the fibers of $\pi$, there is an element $g \in \Gamma$ which maps $E_1$ to $E_2$, which proves the claim. $\square$

For any simple root $\alpha$, let $\alpha^r \in N_\mathbb{Q}(X)$ be the restriction of $\alpha^\vee$ to $\Xi_\mathbb{Q}(X)$:

$$\alpha^r(\chi) = \langle \chi, \alpha^\vee \rangle \quad \text{for all } \chi \in \Xi_\mathbb{Q}(X). \quad (2-13)$$
Proposition 2.3. Fix a simple root $\alpha \in S$. Then the following relations hold:

<table>
<thead>
<tr>
<th>Type of $\alpha$</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(p)$ $\alpha' = 0$</td>
<td></td>
</tr>
<tr>
<td>$(b)$ $\delta^{(\alpha)}_D = \alpha'$</td>
<td>(2-14)</td>
</tr>
</tbody>
</table>
| $(a)$ $\delta^{(\alpha)}_D + \delta^{(\alpha)}_{D'} = \alpha'$
  $\alpha \in \Xi_p(X)$, $\delta^{(\alpha)}_D(\alpha) = \delta^{(\alpha)}_{D'}(\alpha) = 1$
| $(2a)$ $\delta^{(\alpha)}_D = \frac{1}{2}\alpha'$ |

Proof. Let $X = G/H$ be homogeneous and put $X_1 = G/H^{0,\text{red}}$. We claim that it suffices to prove the assertions for $X_1$. Indeed, if $\alpha$ is of type $(p)$ for $X$, then the same holds for $X_1$ and the claim follows from $\Xi_Q(X) = \Xi_Q(X_1)$. If $\alpha$ is not of type $(p)$ for $X$ and $X_1$, then the claim follows immediately from Lemma 2.2 if $\alpha$ has the same type for $X$ and $X_1$. Otherwise, $\alpha$ is of type $(2a)$ for $X$ (moving one color $D$) and of type $(a)$ for $X_1$ (moving two colors $E_1, E_2$). But then Lemma 2.2 implies

$$\delta^{(\alpha)}_D = \frac{1}{2}(\delta^{(\alpha)}_{E_1} + \delta^{(\alpha)}_{E_2}) = \frac{1}{2}\alpha',$$

proving the claim.

Thus we may assume that $H$ is connected and reduced. Then consider the diagram

$$\begin{array}{ccc}
X = G/H & \xrightarrow{p_1} & G \\
\downarrow & & \downarrow \pi \\
B \setminus G =: \mathcal{F} & \xrightarrow{p_2} & \mathcal{F}_\alpha
\end{array}$$

Both morphisms $p_1$ and $p_2$ are smooth with connected fibers. Therefore, an irreducible $B$-stable divisor $D \subset X$ corresponds to an irreducible $H$-stable divisor $E \subset \mathcal{F}$. Moreover, any $B$-semiinvariant rational function $f$ on $X$ corresponds to an $H$-invariant rational section $s$ of the homogeneous line bundle $\mathcal{L}_X$ (with $\chi = \chi_f$) on $\mathcal{F}$. Furthermore, $(D, f)$ is related to $(E, s)$ by

$$v_E(s) = v_D(f) = \delta_D(\chi).$$

Now consider the $P^1$-fibration $\pi : \mathcal{F} = B \setminus G \to \mathcal{F}_\alpha := P_a \setminus G$. Moreover, let $y \in \mathcal{F}$ be in the open $H$-orbit and let $F \cong P^1$ be the fiber through $y$.

Assume first that $\alpha$ is of type $(p)$. Then the open $B$-orbit in $X$ is $P_a$-stable, which translates into the open $H$-orbit in $\mathcal{F}$ being the preimage of an open set in $P_a \setminus G$. But then $\mathcal{L}_X$ is a pull-back from $P_a \setminus G$, which implies $\langle \chi_f, \alpha' \rangle = 0$.

Now assume that $\alpha \in S^{(b)}$. Then $E$ is the only $H$-invariant divisor mapping dominantly onto $\mathcal{F}_\alpha$. Moreover, since $E \cap F$ consists of a single point, the map $E \to \mathcal{F}_\alpha$ is generically bijective, and hence purely inseparable. Its degree is $q_{D, \alpha}$.
Thus we get
\[ \langle \chi, \alpha^\vee \rangle = \deg |_{\chi} = (s) \cdot F = v_E(s)E \cdot F = q_{D,\alpha}\delta_D(\chi) = \delta_D^{(\alpha)}(\chi), \tag{2-18} \]
proving the assertion.

If \( \alpha \in S^{(a)} \), then there are two divisors \( E, E' \) mapping generically injectively to \( \mathcal{F}_a \) with degree \( q_{D,\alpha} \) and \( q_{D',\alpha} \), respectively. Then
\[ \langle \chi, \alpha^\vee \rangle = (s) \cdot F = (v_E(s)E + v_{E'}(s)E') \cdot F = q_{D,\alpha}\delta_D(\chi) + q_{D',\alpha}\delta_D'(\chi). \tag{2-19} \]

Now we prove \( \alpha \in \Xi_p(X) \). By construction, there is an equivariant morphism \( P_{\alpha}x_0 \rightarrow \text{PGL}(2)/\tilde{H} \) with \( \tilde{H}^{\text{red}} = T_0 \). Thus the pull-back of any nonconstant \( B_0 \)-semiinvariant is a \( B \)-semiinvariant with character \( q_0\alpha \) for some \( p \)-power \( q_0 \). The \( H_{\alpha} \)-linearization of \( \mathcal{L}_{q_0\alpha}|_F \) factors through a \( \text{PGL}(2) \)-linearization. One reason is, for example, that \( \mathcal{L}_{\alpha} \) is the relative canonical bundle of the fibration \( \pi \). This implies that \( s|_F \) has two zeroes of the same multiplicity on \( F \). Hence \( \delta_D^{(\alpha)}(\alpha) = \delta_D^{(\alpha)}(\alpha) \), and therefore both are equal to 1.

Finally, assume that \( \alpha \in S^{(2a)} \). Then there is one divisor \( E \) mapping generically \( 2 : 1 \) to \( \mathcal{F}_a \). The degree of inseparability of this map is \( q_{D,\alpha} \). Then \( E \cdot F = 2q_{D,\alpha} \), and therefore
\[ \langle \chi, \alpha^\vee \rangle = (s) \cdot F = v_E(s)E \cdot F = 2q_{D,\alpha}\delta_D(\chi) = 2\delta_D^{(\alpha)}(\chi), \tag{2-20} \]
as claimed.

We note the following consequence:

**Corollary 2.4.** Let \( p \neq 2 \) and let \( \alpha \in S \) be of type \( (2a) \). Then \( \alpha \notin \Xi_p(X) \) and \( \langle \chi, \alpha^\vee \rangle \) is even for all \( \chi \in \Xi(X) \).

**Proof.** We keep the notation of the proof of Proposition 2.3. Let \( N_0 = \langle s_0 \rangle T_0 \) and let \( n \in \mathbb{Z} \) with \( na \in \Xi(X) \). Then \( s_0 \) acts on the \( T_0 \)-invariant section of \( \mathcal{L}_{q_0\alpha}|_F \) by multiplication with \( (-1)^n \). Hence \( n \) is even and \( \alpha \notin \Xi_p(X) \). The rest follows directly from Proposition 2.3.

Now we analyze the case where a color is moved by more than one simple root.

**Lemma 2.5.** Let \( D \) be a color which is moved by two distinct simple roots \( \alpha_1 \) and \( \alpha_2 \). Then either \( \alpha_1, \alpha_2 \in S^{(b)} \) or \( \alpha_1, \alpha_2 \in S^{(a)} \). In the latter case, let \( D' \) and \( D'' \) be the second color moved by \( \alpha_1 \) and \( \alpha_2 \), respectively. Then \( D' \neq D'' \).

**Proof.** Clearly, neither \( \alpha_1 \) nor \( \alpha_2 \) is of type \( (p) \). Recall from [Knop 1995b, §2] that any \( B \)-orbit on \( X \) has a rank attached to it. Moreover, if \( \alpha \in S \) moves the color \( D \), then \( \text{rank } D = \text{rank } X \) if \( \alpha \) is of type \( (b) \), and \( \text{rank } D = \text{rank } X - 1 \) in case \( \alpha \) is of type \( (a) \) or \( (2a) \) [Knop 1995b, §2 and Lemma 3.2]. This entails that \( \alpha_1, \alpha_2 \) are either both of type \( (b) \) or both of type \( (a) \) or \( (2a) \).
Suppose they are both of type \((2a)\). Then, since \(\alpha_1 \in \Xi_\mathbb{Q}(X)\),
\[
0 < q^{-1}_{D,\alpha_1} = q^{-1}_{D,\alpha_1} \frac{1}{2} \alpha_1''(\alpha_1) = \delta_D(\alpha_1) = q^{-1}_{D,\alpha_2} \frac{1}{2} \alpha_2''(\alpha_1) \leq 0. \tag{2-21}
\]
Similarly, suppose \(\alpha_1\) is of type \((a)\) and \(\alpha_2\) is of type \((2a)\). Then
\[
0 < q^{-1}_{D,\alpha_1} = \delta_D(\alpha_1) = q^{-1}_{D,\alpha_2} \frac{1}{2} \alpha_2''(\alpha_1) \leq 0. \tag{2-22}
\]
This finishes the proof of the first part.

Now let both \(\alpha_1\) and \(\alpha_2\) be of type \((a)\) and suppose \(D' = D''\). Then
\[
0 < \frac{q_{D,\alpha_2}}{q_{D,\alpha_1}} + \frac{q_{D',\alpha_2}}{q_{D',\alpha_1}} = q_{D,\alpha_2} \delta_D(\alpha_1) + q_{D',\alpha_2} \delta_{D'}(\alpha_1) = \alpha_2''(\alpha_1) \leq 0. \tag{2-23}
\]

**Examples.** 1. Let \(G = \text{SL}(2) \times \text{SL}(2)\) and \(H = \text{SL}(2)\) embedded into \(G\) via \(\text{id} \times F_q\), where \(F_q\) is a Frobenius morphism. Then \(X := G/H\) has only one color \(D\). Moreover, both simple roots \(\alpha_1\), \(\alpha_2\) are of type \((b)\), and \(D\) is moved by both of them. Furthermore, \(q_{D,\alpha_1} = 1\) and \(q_{D,\alpha_2} = q\), which shows that \(q_{D,\alpha}\) may depend on \(\alpha\).

2. Let \(G = \text{SL}(3)\), let \(q\) be a \(p\)-power, and let \(H\) be the subgroup consisting of the matrices
\[
\begin{pmatrix}
t^{q+2} & t^{-q-1} \\
t^q & t^{-2q-1}
\end{pmatrix} \cdot \begin{pmatrix}
x & y \\
x^q & 1
\end{pmatrix} \quad \text{with} \ t \in G_m \text{ and } x, y \in G_a. \tag{2-24}
\]
Then both simple roots are of type \((a)\) and there are three colors \(D_0\), \(D_1\), \(D_2\) where \(\alpha_i\) moves \(D_0\) and \(D_i\). Furthermore, \(q_{D_1,\alpha_1} = q_{D_0,\alpha_2} = q_{D_2,\alpha_2} = 1\), while \(q_{D_0,\alpha_1} = q\).
The values \(\delta_D(\alpha_i)\) are given by the following table:

<table>
<thead>
<tr>
<th>(\alpha_1)</th>
<th>(\delta_{D_0})</th>
<th>(\delta_{D_1})</th>
<th>(\delta_{D_2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q^{-1})</td>
<td>1</td>
<td>(-1-q^{-1})</td>
<td></td>
</tr>
</tbody>
</table>

So indeed \(q \delta_{D_0} + \delta_{D_1} = \alpha_1''\) and \(\delta_{D_0} + \delta_{D_2} = \alpha_2''\).

Both examples show that \(G\) contains for \(p \geq 2\) infinitely many conjugacy classes of self-normalizing spherical subgroups, a phenomenon which does not occur in characteristic zero.

**Remark.** The Lemma shows, in particular, that one can assign unambiguously a type to any color. Thereby, one gets a decomposition
\[
\Delta(X) = \Delta^{(b)}(X) \cup \Delta^{(a)}(X) \cup \Delta^{(2a)}(X). \tag{2-25}
\]
3. Spherical roots

For a spherical variety $X$, let $\mathcal{V}(X)$ be the set of $G$-invariant $\mathbb{Q}$-valued valuations of the field $k(X)$. The map

$$\mathcal{V}(X) \rightarrow N_\mathbb{Q}(X) = \text{Hom}(\mathbb{Z}(X), \mathbb{Q}) : v \mapsto (\chi_f \mapsto v(f))$$

is injective [Knop 1991, Corollary 1.8]. According to [ibid., Corollary 5.3], it identifies $\mathcal{V}(X)$ with a finitely generated convex rational cone inside $N_\mathbb{Q}(X)$ which contains the image of the antidominant Weyl chamber under the projection $\text{Hom}(\mathbb{Z}(T), \mathbb{Q}) \rightarrow N_\mathbb{Q}(X)$. This can be phrased in terms of the dual cone $\mathcal{V}(X)^\vee$ of $\mathcal{V}(X)$: it is a finitely generated rational convex cone in $\mathbb{Z}_\mathbb{Q}(X)$ with $\mathcal{V}(X)^\vee = (\mathcal{V}(X)^\vee)^\vee$ and $-\mathcal{V}(X)^\vee \subseteq \mathbb{Q}_{\geq 0} S$, where $\mathbb{Q}_{\geq 0} S$ is the cone generated by the simple roots of $G$. In particular, $-\mathcal{V}(X)^\vee$ is a pointed cone. Thus, it has a canonical set of generators:

**Definition 3.1.** An element $\sigma \in \mathbb{Z}_\mathbb{Q}(X)$ is called a spherical root of $X$ if

- $\mathbb{Q}_{\geq 0} \sigma$ is an extremal ray of $-\mathcal{V}(X)^\vee$ (thus $\sigma \in \mathbb{Q} S$) and
- $\sigma$ is a primitive element of $\mathbb{Z} S \cap \mathcal{E}_p(X)$.

The set of spherical roots is denoted by $\Sigma(X)$.

Clearly, each extremal ray of $-\mathcal{V}(X)^\vee$ contains a unique spherical root. Moreover, the spherical roots determine the valuation cone via

$$\mathcal{V}(X) = \{v \in N_\mathbb{Q}(X) : \sigma(v) \leq 0 \text{ for all } \sigma \in \Sigma(X)\},$$

and are in bijection with faces of codimension 1 of $\mathcal{V}(X)$.

The normalization for a spherical root is chosen such that the following statement holds:

**Lemma 3.2.** Let $\varphi : X_1 \rightarrow X_2$ be a morphism of spherical varieties which is either purely inseparable or a quotient by a central subgroup scheme of $G$. Then $\Sigma(X_1) = \Sigma(X_2)$.

**Proof.** If $\varphi$ is purely inseparable, then clearly $\mathcal{V}(X_1) = \mathcal{V}(X_2)$ and $\mathcal{E}_p(X_1) = \mathcal{E}_p(X_2)$. Hence $\Sigma(X_1) = \Sigma(X_2)$.

Now let $\varphi$ be the quotient by $A \subseteq Z(G)$ (which might be positive dimensional). Then

$$\mathcal{E}_p(X_2) = \{\chi \in \mathcal{E}_p(X_1) : \chi|_A = 1\}.$$  \hspace{1cm} (3-3)

Since roots of $G$ are trivial on $A$, this implies

$$\mathbb{Z} S \cap \mathcal{E}_p(X_2) = \mathbb{Z} S \cap \mathcal{E}_p(X_1).$$  \hspace{1cm} (3-4)

Also, $N_\mathbb{Q}(X_2)$ is a quotient of $N_\mathbb{Q}(X_1)$ and $\mathcal{V}(X_1)$ is the preimage of $\mathcal{V}(X_2)$ (this follows, for example, from [Knop 1991, Theorem 6.1]). Then $\Sigma(X_2) = \Sigma(X_1)$. \hfill $\Box$
4. Localization at $S$

There are two types of constructions, called localization at $S$ and at $S'$, respectively, which both allow reduction of a spherical variety to a simpler one. In this section we describe localization at $S$, which, in characteristic zero, was first introduced by Luna [1997]. To this end, we first recall and prove some properties of the Białynicki-Birula decomposition [1976] of a $G_m$-variety.

Let $X$ be a complete normal $G_m$-variety. Then for any $x \in X$, the limit

$$\pi(x) := \lim_{t \to 0} t \cdot x \in X$$

exists and is a $G_m$-fixed point. Thus, letting $F$ be the set of connected components of the fixed point set $X_m^G$, we get a set partition of $X$ by putting

$$X_Z := \{ x \in X : \pi(x) \in Z \}.$$  (4-2)

These are the Białynicki-Birula cells which are indexed by $F$. Except when $X$ is smooth or projective, they are, in general, not very well behaved. One cell is always good, though:

**Proposition 4.1.** Let $X$ be a complete normal $G_m$-variety. Then there is a unique connected component $S$ of $X_m^G$ (the source of $X$) such that $X_S$ is open. Moreover, the map $\pi_S := \pi_S : X_S \to S$ is affine and a categorical quotient by $G_m$. In particular, the source $S$ is irreducible and normal.

**Proof.** The statement is well known. For example, it follows from the theory in [Białynicki-Birula and Świąciak 1982]: Let $S$ be the source, that is, the connected component of $X_m^G$ such that $\pi(x) \in S$ for $x \in X$ generic. By [Białynicki-Birula and Świąciak 1982, Proposition 2.3], the set $A^+ = \{ S \}$ defines a sectional set. Now the assertion is [Białynicki-Birula and Świąciak 1982, Theorem 1.5].

**Lemma 4.2.** Let $X$ be as above. Then the general fibers of $\pi_S$ are irreducible and generically reduced.

**Proof.** Since $X_S$ is normal, the generic fiber of $\pi_S$ is geometrically unibranch [Grothendieck 1965, 6.15.6]. Since all irreducible components contain the $G_m$-fixed point, it follows that the generic fiber is geometrically irreducible. Thus, there is an open subset of $S$ over which all fibers are also geometrically irreducible [Jouanolou 1983, Theorem 4.10].

The second property follows from the fact that $\pi_S$ is a categorical quotient. This entails that $k(S)$ is separable inside $k(X_S)$. Therefore, $\pi_S$ is smooth generically on $X_S$.

There is a second well-behaved cell. For this, let $X^- := X$ but with the opposite $G_m$-action: $t \ast x := t^{-1} \cdot x$. Then the source $T$ of $X^-$ is called the sink of $X$.  

It is characterized by the fact that $\pi(x) \in T$ implies $x \in T$. Thus, $T = X_T$ is a Białynicki-Birula cell by itself. Symmetrically, $S$ is the sink of $X^-$ and therefore $X^-_S = S$.

Now assume that $X$ is a $G$-variety for some connected reductive group $G$ and that the $G_m$-action is induced by a 1-parameter subgroup $\lambda : G_m \to G$. Then we put $X^\lambda := S$ and $X_\lambda := X_S$ and $\pi_\lambda = \pi_S$. Observe that $X^\lambda$ is not the entire fixed point set of $\lambda(G_m)$ but only a very special component.

Let $G_\lambda := C_G(\lambda(G_m))$ be the fixed point set under the conjugation action and let $G_\lambda := \{ g \in G : \pi_G(g) := \lim_{t \to 0} \lambda(t) g \lambda(t)^{-1} \text{ exists} \}$. (4-3)

Then $G_\lambda$ is a parabolic subgroup with Levi complement $G^\lambda$ and the map $\pi : G_\lambda \to G^\lambda$

is the natural homomorphism with kernel $G^u_\lambda$, the unipotent radical of $G_\lambda$. The following lemma is well known; for example, the proof given in [Luna 1997] carries over verbatim to positive characteristic.

**Lemma 4.3.** The open cell $X_\lambda$ is $G_\lambda$-invariant and $\pi_\lambda : X_\lambda \to X^\lambda$ is $G_\lambda$-equivariant where $G_\lambda$ acts on $X^\lambda$ via $\pi_G : G_\lambda \to G^\lambda$, that is, $\pi_\lambda(gx) = \pi_G(g) \pi_\lambda(x)$ for all $g \in G_\lambda$ and $x \in X_\lambda$. Moreover, $X^\lambda$ consists of fixed points for the opposite unipotent radical $^{-1}G^u_\lambda$.

We next provide a link between closed orbits in $X$ and closed orbits in $X^\lambda$:

**Lemma 4.4.** Let $X$ be a complete normal $G$-variety and let $Z \subseteq X^\lambda$ be a closed $G^\lambda$-orbit. Then $GZ \subseteq X$ is a closed $G$-orbit with $GZ \cap X^\lambda = Z$.

**Proof.** Since $Z$ is complete and homogeneous, it contains a unique fixed point $z$ for $^{-1}B^\lambda$, the Borel subgroup opposite to $B^\lambda$. Since $z$ is in the source, it is a $^{-1}G^u_\lambda$-fixed point. So $z$ is fixed by $^{-1}B = ^{-1}B^\lambda^{-1}G^u_\lambda$, which implies that $Gz = G^\lambda z$ is a complete, and hence closed, $G$-orbit of $X$. Moreover, since $\lambda$ is dominant, we have $z \in (GZ)^\lambda$ and therefore $GZ \cap X^\lambda = (Gz)^\lambda = G^\lambda z = Z$. $\square$

Recall that a complete spherical $G$-variety $X$ is called toroidal if no color of $X$ contains a $G$-orbit.

**Proposition 4.5.** Let $\lambda$ be a dominant 1-parameter subgroup and let $X$ be a complete toroidal spherical variety. Then $X^\lambda$ is a complete toroidal spherical $G^\lambda$-variety.

**Proof.** This is basically [Luna 1997, Proposition 1.4]. We recall the proof and check that it is characteristic-free.

First of all, completeness of $X^\lambda$ is clear, while irreducibility and normality were obtained in Proposition 4.1. Moreover, the dominance of $\lambda$ implies $B \subseteq G_\lambda$. Hence
the open \( B \)-orbit of \( X \) is contained in \( X_\lambda \). Its image in \( X^\lambda \) is an open \( B^\lambda \)-orbit. Thus, \( X^\lambda \) is spherical as well.

Now let \( D \subseteq X^\lambda \) be a color containing the closed \( G^\lambda \)-orbit \( Z \). Then \( \pi^{-1}_\lambda(D) \) contains a unique component \( E' \) which maps onto \( D \) (by Lemma 4.2 and the fact that \( D \) meets the open \( G^\lambda \)-orbit). Then \( E \), the closure of \( D \) in \( X \), is a color which contains \( Z \). Since \( GZ \) is a closed \( G \)-orbit by Lemma 4.4, we have \( GZ = BZ \), and therefore \( GZ \subseteq E \). It follows that \( E \) is \( G \)-invariant since \( X \) is toroidal. From this we get that \( D = \pi_\lambda(E) \) is \( G^\lambda \)-invariant, in contradiction to \( D \) being a color. \( \square \)

A toroidal spherical variety \( X \) determines a (pointed) fan \( \mathcal{F} = \mathcal{F}(X) \in N_Q(X) \) whose support is \( \mathcal{V}(X) \). More precisely, for any \( G \)-orbit \( Y \subseteq X \), the invariant valuations whose center in \( X \) contain \( Y \) form a cone \( \mathcal{C}_Y \subseteq \mathcal{V}(X) \). Then \( \mathcal{F} \) is the collection of cones of the form \( \mathcal{C}_Y \).

The fan \( \mathcal{F} \) is precisely the piece of information needed to reconstruct \( X \) from its open \( G \)-orbit \( X_0 \). In fact, \( X \) is the compactification of \( X_0 \) corresponding to the colored fan \(( \mathcal{F}, \emptyset) \). See [Knop 1991] for more details.

Let \( \lambda \) be a dominant 1-parameter subgroup and let \( X \) be a complete toroidal spherical variety with associated fan \( \mathcal{F} \). Then \( \lambda \) induces, via restriction to \( \Xi_Q(X) \), an element \( \lambda' \in N_Q(X) \). The dominance of \( \lambda \) implies \( -\lambda' \in \mathcal{V}(X) \). Thus we can consider the fan

\[
\mathcal{F}^\lambda := \{ \mathcal{C} + Q_{\geq 0} \lambda : -\lambda' \in \mathcal{C} \in \mathcal{F} \}.
\]

One may think of \( \mathcal{F}^\lambda \) as the restriction of \( \mathcal{F} \) to a neighborhood of \( -\lambda' \). Visibly, this fan is not pointed, since all its members contain the line \( Q\lambda' \). More precisely, let \( \mathcal{C}(\lambda) \) be the unique cone in \( \mathcal{F} \) such that \( -\lambda' \) is contained in its relative interior. Then

\[
\mathcal{V}(\lambda) := (\mathcal{C}(\lambda))_Q = \mathcal{C}(\lambda) + Q_{\geq 0} \lambda' \text{ is the unique element of } \mathcal{F}^\lambda \text{ which is a subspace. Thus,}
\]

\[
\mathcal{F}^\lambda := \{ \mathcal{C} / \mathcal{V}(\lambda) : \mathcal{C} \in \mathcal{F}^\lambda \}.
\]

is a pointed fan which lives in the vector space \( N_Q(X) / \mathcal{V}(\lambda) \) and is called the localization of \( \mathcal{F} \) at \( \lambda \).

**Theorem 4.6.** Let \( \lambda \) and \( X \) as in Proposition 4.5. Then \( \Xi(X^\lambda) = \Xi(X) \cap V(\lambda)^\perp \), \( N_Q(X^\lambda) = N_Q(X) / V(\lambda) \), and \( \mathcal{F}(X^\lambda) = \mathcal{F}(X)^\lambda \).

**Proof.** Let \( z \) be an arbitrary \( \neg B \)-fixed point in \( X \). Then \( z \) corresponds to the complete orbit \( Gz \) and therefore to a cone \( \mathcal{C}_{Gz} \) of maximal dimension in \( \mathcal{F}(X) \). Let \( P \) be the parabolic which is opposite to the reduced stabilizer \( G_z^\text{red} \). Then the local structure theorem [Knop 1993, Satz 1.2] asserts the existence of a normal affine \( T \)-variety \( \bar{A} \) and a \( T \)-equivariant morphism \( \varphi_0 : \bar{A} \to X \) such that the morphism

\[
\varphi : P_u \times \bar{A} \to X : (u, a) \mapsto u\varphi_0(a)
\]
is finite onto an open neighborhood of $z$ in $X$. Moreover, the torus $T$ has an open orbit $A$ in $\tilde{A}$ such that $\Xi_Q(A) = \Xi_Q(X)$. The embedding $A \hookrightarrow \tilde{A}$ corresponds to the cone $\mathcal{C}_{Gz}$. In particular, $\tilde{A}$ contains a unique $T$-fixed point, denoted by 0, such that $\varphi_0(0) = z$.

From this we see that $z$ lies in the source of $\lambda$ on $X$ if and only if $\lambda$ has a source in $P^\lambda \times \tilde{A}$. This is automatically the case for $P^\lambda$ since $\lambda$ is dominant and acts by conjugation. The fixed point set is $P^\lambda = P^\lambda \cap G^\lambda$. On the other hand, we have

$$f^\chi(\lambda(t)a) = t^{-\lambda^\chi(a)}f^\chi(a).$$

(4-7)

For the limit when $t \to 0$ to exist for all $a \in \tilde{A}$, it is necessary and sufficient that $-\lambda^\chi(\chi) \geq 0$ for all $\chi \in \Xi_Q(\tilde{A})$ with $f^\chi \in \mathcal{O}(\tilde{A})$. This condition boils down to $-\lambda^\chi \in \mathcal{C}_{Gz}$. In that case, one readily checks that the fixed point set $\tilde{A}^\lambda$ is the closure of the orbit corresponding to the face $\mathcal{C}(\lambda)$ of $\mathcal{C}_{Gz}$. The restricted morphism

$$\varphi^\lambda : P^\lambda \times \tilde{A}^\lambda \to X^\lambda$$

(4-8)

describes the local structure of $X^\lambda$ in a neighborhood of $z$.

From this we already infer that $\Xi_Q(X^\lambda) = \Xi_Q(\tilde{A}^\lambda) = V(\lambda)^\perp$. We claim that $\Xi(X^\lambda) = \Xi_Q(X^\lambda) \cap \Xi(X)$, which then proves the assertion $\Xi(X^\lambda) = \Xi(X) \cap V(\lambda)^\perp$. In fact, only “$\supset$” is an issue. To prove it, let $\chi \in \Xi_Q(X^\lambda) \cap \Xi(X)$. Then there are $n \in \mathbb{Z}_{>0}$ and rational semiinvariants $f^\chi$ on $X$ and $f^\pi_n$ on $X^\lambda$ such that $f_n^\chi = \pi_n^* f^\chi$. Let $X' \subseteq X^\lambda$ be the open subset on which $f^\chi$ is regular. Then the normality of $X$ implies that $f^\chi$ is regular on $\pi^\lambda_n(X')$. Since $f^\chi$ is also $\lambda$-invariant, we conclude that $f^\chi$ pushes down to a rational function on $X^\lambda$, which shows $\chi \in \Xi(X^\lambda)$, as claimed. The equality $N_Q(X^\lambda) = N_Q(X)/V(\lambda)$ follows immediately.

Finally, we compute the fan $\mathcal{F}(X^\lambda)$. Clearly, it suffices to determine its cones $\mathcal{C}$ of maximal dimension corresponding to closed orbits. Lemma 4.4 and the discussion above show that the closed $G^\lambda$-orbits in $X^\lambda$ correspond precisely to those closed $G$-orbits $Gz$ in $X$ such that $-\lambda^\gamma \in \mathcal{C}_{Gz}$. In that case, it is easy to check that the toroidal embedding $A^\lambda \hookrightarrow \tilde{A}^\lambda$ corresponds to the cone $(\mathcal{C}_{Gz} + \mathbb{Q}_{\geq 0} \lambda)/V(\lambda)$. But these are precisely the cones of maximal dimension in $\mathcal{F}^\lambda$, which shows $\mathcal{F}(X^\lambda) = \mathcal{F}(X)^\lambda$.

**Corollary 4.7.** Let $\lambda$ and $X$ be as above. Then

$$\Sigma(X^\lambda) = \Sigma(X) \cap V(\lambda)^\perp = \Sigma(X) \cap \lambda^\perp.$$  

(4-9)

**Proof.** The valuation cone $\mathcal{V}(X^\lambda)$ equals the support of $\mathcal{F}(X)^\lambda$. Its codimension-1 faces are, by construction, the codimension-1 faces of $\mathcal{V}(X)$ which contain $\mathcal{C}(\lambda)$. From $\Xi_p(X^\lambda) = \Xi_p(X) \cap V(\lambda)^\perp$ we get $\Sigma(X^\lambda) = \Sigma(X) \cap V(\lambda)^\perp$. The second equality follows from the fact that $\langle \sigma, V(\lambda) \rangle \geq 0$ for all $\sigma \in \Sigma(X)$. Hence $\langle \sigma, V(\lambda) \rangle = 0$ if and only if $\langle \sigma, \mathcal{C}(\lambda) \rangle = 0$ if and only if $\langle \sigma, \lambda \rangle = 0$. \[\square\]
Proposition 4.8. Let $\lambda$ and $X$ be as above. Then $G X^\lambda = \overline{Y}_0$, where $Y_0 \subseteq X$ is the $G$-orbit with $\mathcal{C}_{Y_0} = \mathcal{C}(\lambda)$. Moreover, for any $G$-orbit $Y \subseteq X$,

\begin{align}
\mathcal{C}(\lambda) \subseteq \mathcal{C}_Y & \iff X^\lambda \cap Y \neq \emptyset, \quad (4-10) \\
\mathcal{C}(\lambda) \supseteq \mathcal{C}_Y & \iff X^\lambda \subseteq \overline{Y}. \quad (4-11)
\end{align}

Proof. First note that $X^\lambda$ is stable under $-B = -B^\lambda G^\mu$. Hence $G X^\lambda$ is closed, and hence an orbit closure $\overline{Y}_0$, in $X$. Choose a closed orbit $G z$ in $\overline{Y}_0$. The orbits of $X$ which contain $G z$ in their closure correspond precisely to the $T$-orbits in the slice $\overline{A}$. It follows from (4-8) that in this way, $\overline{Y}_0$ corresponds to $\overline{A}^\lambda$, which shows $\mathcal{C}_{\overline{Y}_0} = \mathcal{C}(\lambda)$, as claimed.

The two equivalences follow easily: we have $X^\lambda \cap Y \neq \emptyset$ if and only if $\overline{Y}_0 \subseteq G X^\lambda \subseteq \overline{Y}$ if and only if $\mathcal{C}(\lambda) \supseteq \mathcal{C}_Y$.

Next we compute the colors of $X^\lambda$. Let $D \subseteq X^\lambda$ be a color and let $D_0$ be its restriction to the open $G^\lambda$-orbit. Then $\pi_{\lambda}^{-1}(D_0)$ is irreducible by Lemma 4.2. Hence its closure $D^* \subset X$ is a $B$-stable prime divisor.

Proposition 4.9. Let $\lambda$ and $X$ be as above.

a) Let $\alpha \in S^\lambda := S(G^\lambda) = S \cap \lambda^\perp$ and let $D$ be a color of $X^\lambda$. Then

i) $\alpha$ has the same type for $X^\lambda$ as it has for $X$,

ii) $\delta_D$ is the restriction of $\delta_{D^*}$ to $\Sigma_Q(X^\lambda) \subseteq \Sigma_Q(X)$, and

iii) $D$ is moved by $\alpha$ if and only if $D^*$ is moved by $\alpha$. In that case $q_{D,\alpha} = q_{D^*,\alpha}$.

b) The map $D \mapsto D^*$ is a bijection between the set of colors of $X^\lambda$ and the set of colors of $X$ which are moved by some $\alpha \in S^\lambda$.

Proof. The first part of iii) follows from $P_\alpha \subseteq G_\lambda$ and the equivariance of $\pi_\lambda$. Then b) is an immediate consequence. For ii), recall that $\pi_{\lambda}^{-1}(D_0)$ is even a reduced divisor by Lemma 4.2. Thus, $v_{D^*}(\pi_{\lambda}^* f) = v_D(f)$ for all $f \in k(X^\lambda)$. Moreover, there is a commutative diagram

$$
\begin{array}{c}
P_\alpha \times^B D^* \xrightarrow{\varphi_{D^*,\alpha}} X \\
\uparrow \\
P_\alpha \times^B \pi_{\lambda}^{-1}(D_0) \xrightarrow{\varphi_{\lambda}} X^\lambda \\
\downarrow \\
P_\alpha \times^B D_0 \xrightarrow{\varphi_{\lambda}} X^\lambda \\
\downarrow \\
P_\lambda \times^B D \xrightarrow{\varphi_{D,\alpha}} X^\lambda
\end{array}
$$

(4-12)
where the middle square is cartesian and the injections are open embeddings. It follows that $\varphi_D^*, \alpha$ and $\varphi_{D^*}^*, \alpha$ have the same inseparable degree, showing the second part of iii). Both morphisms also have the same separable degree (1 or 2). Thus, $\alpha$ is of type $(2a)$ for $X^\lambda$ if and only if it is of type $(2a)$ for $X$, proving part of i). The other types $(p)$, $(b)$, and $(a)$ are distinguished by the number of colors (0, 1, and 2, respectively) moved by $\alpha$. Thus, the rest of i) follows from iii).

5. The interrelation of roots and colors

In practice, the 1-parameter subgroup $\lambda$ has to be chosen diligently.

Lemma 5.1. Let $X$ be a complete toroidal spherical $G$-variety and $S' \subseteq S$. Then there is a 1-parameter subgroup $\lambda$ such that

a) $S(G^\lambda) = S'$ and

b) the connected center of $G^\lambda$ acts trivially on $X^\lambda$.

Proof. Let $F \subseteq N_Q(T) := \text{Hom}(\Xi(T), \mathbb{Q})$ be the open face of the Weyl chamber defined by $\alpha = 0$ for all $\alpha \in S'$ and $\alpha > 0$ for $\alpha \in S \setminus S'$. Then $\lambda \in F$ is equivalent to a) (such $\lambda$ are called adapted to $S'$).

Now consider the projection $\pi : N_Q(T) \rightarrow N_Q(X)$. Since $\pi(F) \subseteq \mathcal{V}(X)$, the fan $\mathcal{F}$ associated to $X$ induces a complete fan $\mathcal{F}'$ on $\pi(F)$. Let $F^0 := F \setminus \bigcup \pi^{-1}(\mathcal{C})$, where $\mathcal{C}$ runs through all $\mathcal{C} \in \mathcal{F}'$ with $\dim \mathcal{C} < \dim \pi(F)$, which is obviously a dense open subset of $F$. We claim that $\lambda \in F^0$ ensures the second property b).

Indeed, $\pi(\lambda)$ lies by construction in the relative interior of a maximal dimensional cone $\mathcal{C}'$ of $\mathcal{F}'$. This implies that $\pi(F) \subseteq V'$, where $V'$ is the span of $\mathcal{C}'$. Now let $\mathcal{C} \in \mathcal{F}$ be minimal with $\mathcal{C}' \subseteq \mathcal{C}$. Then $\pi(\lambda)$ is also in the relative interior of $\mathcal{C}$. Thus, the subspace $V$ spanned by $\mathcal{C}$ contains $\pi(F)$. Hence $\langle F \rangle _Q \subseteq \pi^{-1}(V)$, which implies b). □

If the fan is changed, one can do better.

Lemma 5.2. Let $X_0$ be a homogeneous spherical $G$-variety and $S' \subseteq S$. Then there is a 1-parameter subgroup $\lambda$ and a toroidal compactification $X$ of $X_0$ such that

a) $S(G^\lambda) = S'$ and

b) $\Xi_Q(X^\lambda) = \langle \Sigma(X^\lambda) \rangle _Q$.

Proof. Same construction as above, but this time we choose $\mathcal{F}$ such that $\dim \mathcal{C}$ is as large as possible, that is, the dimension of the smallest face of $\mathcal{V}$ which contains $\mathcal{C}'$. This means precisely b). □

Remark. A rather trivial application of the last lemma is when $S' = S$. Then $X^\lambda$ has the same roots and colors as $X_0$ but $\Xi_Q(X^\lambda)$ is spanned by $\Sigma(X)$.

Following Luna [1997], an important application of this technique is:
Proposition 5.3. Let $\alpha \in S$ be a simple root. If $p \neq 2$, then:

a) $\alpha \in \Sigma(X)$ if and only if $\alpha$ is of type $(a)$. Thus $S^{(a)} = S \cap \Sigma(X)$.

b) $2\alpha \in \Sigma(X)$ if and only if $\alpha$ is of type $(2a)$. Thus $S^{(2a)} = S \cap \frac{1}{2}\Sigma(X)$.

If $p = 2$, then:

c) $\alpha \in \Sigma(X)$ if and only if $\alpha$ is of type $(a)$ or $(2a)$. Thus $S^{(a)} \cup S^{(2a)} = S \cap \Sigma(X)$.

Proof. Without loss of generality, we may replace $X$ by a toroidal compactification of its open $G$-orbit. The corresponding fan is denoted by $\mathcal{F}$. Choose $\lambda$ as in Lemma 5.1 with $S' := \{ \alpha \}$. Then $G^\lambda$ acts on $X^\lambda$ only via a semisimple quotient $G_0$ of rank 1. Let $G_0/H_0$ be the open $G_0$-orbit in $X^\lambda$.

Assume first $p \neq 2$. Then

$$\alpha \in S^{(a)}(X) \iff \alpha \in S^{(a)}(X^\lambda) \iff H_0^{\text{red}} \sim T_0 \iff \alpha \in \Sigma(X^\lambda) \iff \alpha \in \Sigma(X).$$

This proves a).

The argument for b) is analogous, with $T_0$ replaced by $N(T_0)$. Finally, for $p = 2$ we argue with $\Sigma(G_0/T_0) = \Sigma(G_0/N(T_0)) = \{ \alpha \}$. \qed

Remarks. 1. The proposition shows that in case $p \neq 2$, the type of the simple roots can be recovered from $S^{(p)}$ and $\Sigma(X)$ as follows:

$$\alpha \in S \text{ is of type } \begin{cases} (p) & \text{if } \alpha \in S^{(p)}, \\ (a) & \text{if } \alpha \in \Sigma(X), \\ (2a) & \text{if } 2\alpha \in \Sigma(X), \\ (b) & \text{otherwise}. \end{cases} \quad (5-1)$$

This way, all colors can be recovered, but some might appear multiple times (see Lemma 2.5). For colors of type $(b)$, that behavior is controlled by $\Sigma(X)$ as well (see Proposition 5.4 below).

2. For $p = 2$ and $\alpha \in S^{(2a)}$, it is tempting to define the corresponding spherical root to be $2\alpha$ instead of $\alpha$. This would make parts a) and b) of Proposition 5.3 work uniformly in all characteristics. We opted against this procedure. The main reason is that otherwise spherical roots would not be roots (possibly not simple) of some root system. Example: For $p = 2$ and $X = \text{SL}(3)/\text{SO}(3)$, the two roots are $\alpha_1$ and $\alpha_1 + \alpha_2$ (see [Schalke 2011]), which are visibly contained in an $A_2$-root system. On the other hand, the root $\alpha_1$ is of type $(2a)$ and the set $\{2\alpha_1, \alpha_1 + \alpha_2\}$ is not part of any root system.

Proposition 5.4. For two distinct simple roots $\alpha_1, \alpha_2 \in S^{(b)}$, there is equivalence between:

a) $\alpha_1$ and $\alpha_2$ move the same color $D$. 
b) \( \alpha_1 \) and \( \alpha_2 \) are orthogonal to each other and \( q_1 \alpha_1 + q_2 \alpha_2 \in \Sigma(X) \) for two \( p \)-powers \( q_1, q_2 \) (one of which is necessarily equal to 1).

If these conditions hold, we have
\[
q_1^{-1} \alpha_1^r = q_2^{-1} \alpha_2^r,
\]
and \( D \) is not moved by any other simple root.

Proof. Again replace \( X \) by a toroidal compactification and choose \( \lambda \) as in Lemma 5.1 with \( S' = \{ \alpha_1, \alpha_2 \} \). Now \( G^\lambda \) acts on \( X^\lambda \) via a semisimple group \( G_0 \) of rank 2. The simple roots of \( G_0 \) are \( \alpha_1 \) and \( \alpha_2 \), and both are of type \( (b) \) with respect to \( X^\lambda \).

Assume first \( b) \). Then \( G_0 \) is of type \( A_1 A_1 \). An easy inspection of its subgroups shows that \( X^\lambda \) has a spherical root of the given form if and only if its open orbit is isogenous to \( \text{SL}(2) \times \text{SL}(2)/(F_{q_1} \times F_{q_2}) \text{SL}(2) \) (with \( F_q = \text{Frobenius morphism of SL}(2) \)). In that case one checks that \( a) \) holds for \( X^\lambda \) and therefore for \( X \).

Conversely assume \( a) \). Then \( X^\lambda \) has precisely one color \( D \) which is moved by both simple roots. Thus, (2-14) implies that a relation like (5-2) holds. In particular, the rank of \( X^\lambda \) is 1.

Now one could use the classification of spherical varieties of rank \( \leq 1 \) in [Knop 2013] and conclude that \( G_0 \) is of type \( A_1 A_1 \) having a root of the given form. A self-contained argument goes as follows. We may assume that \( X = G/H \) is homogeneous, where \( H \) is reduced and connected. The color and the half-line \( \mathcal{V}(X) \) lie opposite to each other. By [Knop 1991, Theorem 6.7], the variety \( X \) is affine, and thus \( H \) is reductive. Since there is only one color, (2-3) implies that \( H \) is semisimple. Moreover, the dimension formula [Knop 1991, Theorem 6.6] shows that \( \dim H = 3, 4, 5, 7 \) for \( G = A_1 A_1, A_2, B_2, G_2 \), respectively. This shows that \( G \) is isogenous to \( \text{SL}(2) \times \text{SL}(2) \) and that \( H \cong \text{SL}(2) \) is embedded diagonally using the Frobenius morphisms. The assertion \( b) \) follows.

Formula (5-2) follows immediately from (2-14). Finally, assume \( \alpha_3 \in S \) moves \( D \) as well. Then \( \alpha_3 \in S^{(b)} \) (Lemma 2.5). Thus, by the above, \( \alpha_3 \) would be orthogonal to \( \alpha_1 \) and \( \alpha_2 \). Moreover, \( q'_1 \alpha_1 + q_3 \alpha_3 \in \Sigma(X) \) for some \( p \)-powers \( q'_1, q_3 \). Now (5-2) implies the contradiction
\[
2q'_1 q_1^{-1} = \langle q'_1 \alpha_1 + q_3 \alpha_3, q_1^{-1} \alpha_1^\vee \rangle = \langle q'_1 \alpha_1 + q_3 \alpha_3, q_2^{-1} \alpha_2^\vee \rangle = 0. \qed
\]

6. Localization at \( \Sigma \)

Localization at \( S \) allows one to pass from \( S \) to a subset. There is a second, older, kind of localization which does the same thing with \( \Sigma(X) \). Geometrically, it simply corresponds to looking at an orbit in a carefully chosen toroidal embedding. The next result summarizes what was already known about localization at \( \Sigma \):
Proposition 6.1. Let $X$ be a toroidal spherical variety and let $Y \subseteq X$ be an orbit. Put $V := \langle \ell_Y \rangle^\perp \subseteq \mathcal{E}_Q(X)$. Then:

a) $\Xi_p(Y) = \Xi_p(X) \cap V$.

b) $\Sigma(Y) = \Sigma(X) \cap V$.

c) $S^{(p)}(Y) = S^{(p)}(X)$.

Proof. Part a) follows, for example, from [Knop 1991, Theorem 1.3]. Moreover, $\mathcal{V}(Y) = (\mathcal{V}(X) + V) / V$, where $V = \langle \ell \rangle_Q$ (this follows from [Knop 1993, Satz 7.4]), which implies b). Part c) follows, for example, from the fact that all closed orbits in any toroidal compactification of $X$ are of the form $G / Q$ with $Q^\text{red} = -P$, where $P$ is the parabolic corresponding to $S^{(p)}$.

If $p \neq 2$, then the remark after Proposition 5.3 allows us now to determine the type of a simple root for $Y$.

\begin{align*}
S^{(p)}(Y) &= S^{(p)}(X), \quad (6-1) \\
S^{(a)}(Y) &= S^{(a)}(X) \cap V, \quad (6-2) \\
S^{(2a)}(Y) &= S^{(2a)}(X) \cap V, \quad (6-3) \\
S^{(b)}(Y) &= S^{(b)}(X) \cup (S^{(a)}(X) \setminus V) \cup (S^{(2a)}(X) \setminus V). \quad (6-4)
\end{align*}

For $p = 2$, equations (6-2) and (6-3) have to be replaced by the weaker equality

\begin{align*}
S^{(a)}(Y) \cup S^{(2a)}(Y) &= (S^{(a)}(X) \cap V) \cup (S^{(2a)}(X) \cap V). \quad (6-5)
\end{align*}

The next lemma shows (in particular) that moreover

\begin{align*}
S^{(2a)}(Y) \subseteq S^{(2a)}(X) \cap V. \quad (6-6)
\end{align*}

Lemma 6.2. Let $X$ and $Y$ be as above and let $\alpha \in S \cap V$ be of type (a) for $X$. Then $\alpha$ is also of type (a) for $Y$. Moreover, let $D$ be a color of $X$ which is moved by $\alpha$. Then $E = (D \cap Y)^\text{red}$ is a color of $Y$ which is moved by $\alpha$ and there is a $p$-power $q$ such that $\delta_E$ is the restriction of $q \delta_D$ to $\Xi_p(Y)$.

Proof. We plan to use localization at $S$ but face the problem that $\ell_Y$ may not meet $N_Q(X)$, the image of the antidominant Weyl chamber in $N_Q(X)$. To bypass this problem, we go one dimension up: the group $\overline{G} := G \times G_m$ acts on $\overline{X}^0 := X \times G_m$. Then $N_Q(\overline{X}^0) = N_Q(X) \oplus \mathbb{Q}$ and $\mathcal{V}(\overline{X}^0) = \mathcal{V}(X) \times \mathbb{Q}$. Now choose any $v_0$ in the relative interior of $N^{-}(X) \cap \{\alpha = 0\} \subseteq \mathcal{V}(X)$ and put $\overline{\ell} := \langle \ell \times 0 \rangle + Q_{\geq 0}(v_0, 1)$. Choose any fan $\mathcal{F}$ whose support is $\mathcal{V}(\overline{X}^0)$ and which contains $\overline{\ell}$. This gives rise to a toroidal $\overline{G}$-variety $\overline{X}$. Moreover, $\overline{X}$ contains $Y \times G_m$ since $\ell_Y$ is a face of $\overline{\ell}$. Its closure is denoted by $\overline{Y}$.

Now choose any $v \in \ell^0$ small enough that $v + v_0$ is still in the relative interior of $N^{-}(X) \cap \{\alpha = 0\}$, and choose $a \in \mathbb{Z}_{>0}$ such that $v_1 := a(v + v_0, 1)$ is the image
of a 1-parameter subgroup \( \lambda \) of \( \bar{G} \). Then, by construction, \( S^h = \{ \alpha \} \) and \( \bar{G}^\lambda \) is of semisimple rank 1. Moreover, \( \bar{X}^\lambda \) is contained in \( \bar{Y} \) by Proposition 4.8. Thus, we get a diagram
\[
\begin{array}{ccc}
\tilde{Y}_\lambda & \longrightarrow & \bar{Y}_\lambda \\
\downarrow \pi_\lambda & & \downarrow \pi_\lambda \\
\tilde{Y}^\lambda & \longrightarrow & \bar{X}^\lambda
\end{array}
\]
where \( \tilde{Y} \) is the normalization of \( \bar{Y} \) and where the vertical arrows represent Bialynicki-Birula contractions on the open cell. By Proposition 4.9, the type of \( \alpha \) on \( \bar{X}^\lambda \) is \( (a) \). This means that the open \( \bar{G}^\lambda \)-orbit in \( \bar{X}^\lambda \) is of the form \( \bar{G}^\lambda / H_0 \), where \( H_0^{\text{red}} \) is diagonalizable.

Now we argue that \( \nu \) is purely inseparable. Indeed, the open orbit in \( \tilde{Y}^\lambda \) is \( \bar{G}^\lambda / H_1 \), with \( H_1^{\text{red}} \subseteq H_0^{\text{red}} \subseteq T \). This already shows that \( \alpha \) is of type \( (a) \) for \( \tilde{Y} \), and hence for \( \bar{Y} \) and \( Y \). Since both \( H_1^{\text{red}} \) and \( H_0^{\text{red}} \) are linearly reductive abelian groups, we have
\[
[H_0^{\text{red}} : H_1^{\text{red}}] = [\Xi_p(\tilde{Y}^\lambda) : \Xi_p(\bar{X}^\lambda)].
\]
On the other hand,
\[
\Xi_p(\tilde{Y}^\lambda) = \Xi_p(\tilde{Y}) = \Xi_p(\bar{Y}) = \Xi_p(\bar{X}) \cap \bar{V} = \Xi_p(\bar{X}^\lambda),
\]
where \( \bar{V} := (\bar{\ell}) \). This shows that \( \nu \) is generically injective and therefore purely inseparable.

The color \( D \) gives rise to the color \( D \times G_m \) of \( \bar{X} \). Its image \( D_0 \) in \( \bar{X}^\lambda \) is a color of \( \bar{X}^\lambda \). Now \( E_0 = \nu^{-1}(D_0)^{\text{red}} \) is a color of \( \tilde{Y}^\lambda \). Clearly \( \nu^{-1}(D_0) = q E_0 \) for some \( p \)-power \( q \). Finally, the closure of \( (\tilde{\tau}_\lambda)^{-1}(E_0) \) is a color of \( \bar{Y} \) which is of the form \( E \times G_m \), where \( E = (D \cap Y)^{\text{red}} \).

Recall \( V = (\ell) \). Then
\[
\bar{V} = \{(\chi, -v_0(\chi)) : \chi \in V \} \cong V
\]
and \( \Xi_Q(\bar{X}) = \Xi_Q(X) \oplus Q, \) \( \Xi_Q(\bar{Y}) = V \oplus Q, \) and \( \Xi_Q(\bar{X}^\lambda) \). Thus, for \( \chi \in \Xi_Q(X) \),
\[
\delta_D(\chi) = \delta_{D \times G_m}(\chi, 0) = \delta_D(\chi, -v_0(\chi)) = \delta_{D_0}(\chi, -v_0(\chi));
\]
and similarly, \( \delta_E(\chi) = \delta_{E_0}(\chi, -v_0(\chi)) \) for all \( \chi \in V \). Thus, for \( \chi \in V \),
\[
\delta_D(\chi) = \delta_{D_0}(\chi, -v_0(\chi)) = q \delta_{E_0}(\chi, -v_0(\chi)) = q \delta_E(\chi).
\]
\[\square\]

**Remark.** With these results it is possible to recover all colors of \( Y \) and which color is being moved by which root. In characteristic zero this is good enough to compute the entire spherical system of \( Y \). In positive characteristic we are missing information on the degrees \( q_{D, \alpha} \) of \( Y \), though. We plan to return to this question in the future.
Localization at $\Sigma$ is, a priori, not possible for all subsets of $\Sigma(X)$. Therefore, we define:

**Definition 6.3.** A subset $\Sigma'$ of $\Sigma(X)$ is called a set of neighbors if there is $v \in \mathcal{V}(X)$ such that

$$\Sigma' = \{ \sigma \in \Sigma(X) : v(\sigma) = 0 \}. \tag{6-12}$$

Equivalently, $\Sigma'$ is a set of neighbors if $Q_{\geq 0} \Sigma'$ is a face of $Q_{\geq 0} \Sigma(X)$. Two spherical roots $\alpha$ and $\beta$ are called neighbors if they are distinct and if $\{\alpha, \beta\}$ is a set of neighbors.

Clearly, if $\Sigma(X)$ is linearly independent, then all subsets are sets of neighbors. This is always the case if $p \neq 2$ (see [Brion 1990] for char $k = 0$ and [Knop 2013, Corollary 4.8] for the general case). For $p = 2$ and $X = SL(4)/SO(4)$, Schalke has shown (unpublished) that $\Sigma(X) = \{ \alpha_1, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_3 \}$. Since $\alpha_1 + (\alpha_2 + \alpha_3) = (\alpha_1 + \alpha_2) + \alpha_3$, the pairs $(\alpha_1, \alpha_2 + \alpha_3)$ and $(\alpha_1 + \alpha_2, \alpha_3)$ are not neighbors. In fact, $\mathcal{V}(X)$ is the cone over a quadrangle and the given pairs correspond to opposite faces.

**Lemma 6.4.** If $\alpha, \beta \in \Sigma(X)$ are multiples of simple roots, then they are neighbors.

**Proof.** The set $Q_{\geq 0} \alpha + Q_{\geq 0} \beta$ is already a face of $Q_{\geq 0} S$ and therefore also of the smaller cone $Q_{\geq 0} \Sigma(X)$.

The following statement can be used to exclude certain configurations of colors and roots (see [Knop 2013, Proof of Theorem 4.5]).

**Proposition 6.5.** Let $D \in \Delta(X)^{(a)}$ be moved by $\alpha \in S^{(a)}$ and let $\sigma \in \Sigma(X)$ be a neighbor of $\alpha$ with $\delta_D(\sigma) > 0$. Then $\sigma \in S^{(a)}$ and $D$ is moved by $\sigma$, as well.

**Proof.** We first reduce to the case that $X$ is of rank 2 with $\Sigma = \{ \alpha, \sigma \}$. Because $\alpha$ and $\sigma$ are neighbors, one can choose a pointed cone $\mathcal{E}$ inside $\mathcal{V}(X) \cap \{ \alpha = \sigma = 0 \}$ which is of codimension 2 in $N_{Q}(X)$. Let $\mathcal{X}$ be the simple embedding corresponding to $\mathcal{E}$ and let $Y$ be its closed orbit. Then Proposition 6.1 implies $\Sigma(Y) = \{ \alpha, \sigma \}$. Moreover, using the remark after Lemma 5.2, there is a spherical variety $Y'$ with $\Sigma(Y') = \{\alpha, \sigma\}$ and $\text{rk} Y' = 2$. Moreover, Lemma 6.2 implies that $Y'$ still has a color $E$ moved by $\alpha$ with $\delta_E(\sigma) = q \delta_D(\sigma) > 0$. Let us assume that we can prove that $\sigma \in S^{(a)}(Y')$ and that $E$ is moved by $\sigma$. Clearly, $D$ is moved by $\sigma$ in $X$ as well. Moreover, since $\alpha \in \Sigma(X)$, either $\alpha \in S^{(a)}(X)$ or $p = 2$ and $\alpha \in S^{(2a)}(X)$. But the latter case cannot happen, since then $D$ could not be moved by any other simple root (Lemma 2.5). So $\sigma \in S^{(a)}(X)$, which finishes the reduction step.

From now on we assume that $\text{rk} X = 2$ and, without loss of generality, that $X = G/H$ where $H$ is reduced. Since $\delta_D(\sigma) > 0$ by assumption and $\delta_D(\alpha) = q \delta_D(\alpha) > 0$, the cone generated by $\mathcal{V}(X)$ and $\delta_D$ is the entire space $N := N_{Q}(X)$. From that
we get a morphism \( X = G/H \to G/P \) with rank \( G/P = \dim N/N = 0 \) [Knop 1991, Corollary 4.6].\(^1\) Hence \( P \) is a parabolic subgroup with an identification \( \Delta(G/P) = \Delta(G/H) \setminus \{D\} \). We may choose \( P \) in such a way that it is opposite to \( B \).

Every \( \beta \in S \setminus S^{(p)} \) moves at least one color and \( \alpha \) moves even two. Assume first that these colors are not all different. Then, according to Lemma 2.5 and Proposition 5.4, there are two possibilities:

a) \( \sigma = \alpha_1 + q\alpha_2 \) with \( \alpha_1, \alpha_2 \in S \) orthogonal. But then \( \alpha_1 \) and \( \alpha_2 \) would move the same color in \( G/P \), which is impossible.

b) \( S^{(\alpha)} \) contains another element \( \beta \) besides \( \alpha \). But then \( \beta \in \Sigma(X) \) (Proposition 5.3), and hence \( \sigma = \beta \in S^{(\alpha)} \). Moreover, there is a color \( D' \) moved by both \( \alpha \) and \( \sigma \). We claim that \( D' = D \). Suppose not. Then \( D \) and \( D' \) are the two colors moved by \( \alpha \), and Proposition 2.3 implies the contradiction

\[
\delta_D^{(\alpha)}(\sigma) = \langle \sigma, \alpha^\vee \rangle - \delta_{D'}^{(\alpha)}(\sigma) = \langle \sigma, \alpha^\vee \rangle - \frac{q_{D',\alpha} \delta_D^{(\sigma)}(\sigma) - \delta_{D'}^{(\sigma)}(\sigma)}{q_{D',\alpha}} < 0. \quad (6-13)
\]

Thus, we are exactly in the asserted situation, that is, \( \sigma \in S^{(\alpha)} \) moving \( D \).

So, assume from now on that the colors moved by all the \( \beta \in S \setminus S^{(p)} \) are different. Then

\[
\#\Delta(G/P) \geq \#S \setminus S^{(p)}. \quad (6-14)
\]

Consider a toroidal completion \( \overline{X} \) of \( X \). Then the morphism \( X \to G/P \) extends to \( \overline{X} \) [Knop 1991, Theorem 4.1]. Every closed orbit in \( \overline{X} \) is isogenous to \( G/P_X \), where \( P_X \) is the parabolic attached to \( S^{(p)} \). Hence \( P_X \subseteq P^{\text{red}} \). Thus (6-14) implies \( P = P_X \).

Let \( Y = G/H_1 \subset \overline{X} \) be the rank-1 orbit corresponding to the half-line \( \forall(X) \cap \{\sigma = 0\} \). Then \( \Sigma(Y) = \{\sigma\} \). Because of \( P = P_X \), the fiber \( P_X/H_1^{\text{red}} \) is one-dimensional and therefore isomorphic to \( P^1, G_m \), or \( A^1 \). The first case is impossible since \( H_1 \) is not parabolic. The second case is excluded since \( H_1 \) is not horospherical. Thus \( P_X/H_1^{\text{red}} \cong A^1 \).

This means in particular that (a conjugate of) \( H_1 \) contains the maximal torus \( T \) of \( G \) and that \( H_1 \) contains all root subgroups \( U_\beta \) which are contained in \( P_X \) except for one, which is denoted by \( \gamma \), and which lies in \( P_X^\sigma \). The \( U_\beta \) corresponding to \( \beta \in S \) generate the maximal unipotent subgroup of \( G \). This implies \( \gamma \in S \). Moreover, \( U_\gamma \) is a 1-dimensional module for the Levi part of \( P_X \). This shows that \( H_1^{\text{red}} \) is, in fact, induced from \( \text{PGL}(2)/G_m \) (on induction in arbitrary characteristic, see [Knop 2013, §2, in particular Lemma 2.1]). Hence \( \sigma \in S^{(\alpha)} \). But in that case, (6-14) would be a strict inequality, which is not true because of \( P = P_X \).

\(^1\)The idea for this construction is due to Guido Pezzini.
Proposition 6.5 can be used to give bounds for $\delta_D(\sigma)$:

**Corollary 6.6.** With $\alpha$ and $\sigma$ as above, assume that $\sigma \not\in S$ or that $\sigma \in S$ but does not move either color moved by $\alpha$. Then

$$q_{D,\alpha}^{-1}(\sigma, \alpha') \leq \delta_D(\sigma) \leq 0.$$  (6-15)

**Proof.** The right-hand inequality follows directly from Proposition 6.5. For the left-hand inequality, apply Proposition 6.5 to the other color $D'$ moved by $\alpha$ and observe that $\delta^{(\alpha)}_{D'} = \alpha r - \delta^{(\alpha)}_D$ (Proposition 2.3). \[\square\]

In positive characteristic, these bounds are less valuable since we didn’t derive a bound on the denominator of $\delta_D(\sigma)$. Such a bound exists (in terms of the $q_{D,\alpha}$'s) and will be included in a future paper. Then (6-15) leaves only finitely many possibilities for $\delta_D(\sigma)$.

### 7. The $p$-spherical system

We summarize what we have proved so far in terms of a combinatorial structure which generalizes Luna’s spherical systems. But first we need some more terminology:

**Definition 7.1.** Let $G$ be a connected reductive group.

a) An element $\sigma \in \Xi_G(T)$ is called a spherical root for $G$ if there is a spherical $G$-variety $X$ such that $\sigma$ is a spherical root for $X$. The set of spherical roots for $G$ is denoted by $\Sigma(G)$.

b) A spherical root $\sigma \in \Sigma(G)$ is compatible with a subset $S^{(p)} \subseteq S$ if there is a spherical $G$-variety $X$ with $\sigma \in \Sigma(X)$ and $S^{(p)} = S^{(p)}(X)$.

**Remarks.**

1. Proposition 6.1 shows that in the definition above, one may assume, without loss of generality, $\text{rk } X = 1$.

2. Spherical varieties of rank 1 have been classified by Akhiezer [1983] in characteristic zero and Knop [2013] in general. In particular, for every $G$, there is a complete description of $\Sigma(G)$ (see [Knop 2013, §2 and §7]).

3. One result of that classification is that $\Sigma(G)$ is infinite unless $\text{char } k = 0$ or $G$ is simple of rank $\leq 2$.

For the following, recall that $\Xi_p = \mathbb{Z}[1/p]$ and $\Xi_p := \Xi \otimes \mathbb{Z}_p$ for any abelian group $\Xi$.

**Definition 7.2.** Let $p \neq 2$. Then a $p$-spherical system for $G$ consists of

- a subgroup $\Xi \subseteq \Xi(T)$,
- a subset $\Sigma \subseteq \Xi_p \cap \Sigma(G)$,
- a subset $S^{(p)} \subseteq S$, 
a finite set $\Delta^{(a)}$,

- a map $\delta : \Delta^{(a)} \to \text{Hom}(\Xi, \mathbb{Z}) : D \mapsto \delta_D$, and

- a map $S \setminus (S^{(p)} \cup S^{(a)}) \to p^\mathbb{N} : \alpha \mapsto q_\alpha$, where $S^{(a)} := S \cap \Sigma$.

Of course, these data are subject to some conditions. Here, we list only those which are straightforward generalizations of Luna’s axioms. It is safe to say that more axioms have to be imposed which deal specifically with issues of positive characteristic. We keep the notation that $\alpha^r$ denotes the restriction of $\alpha^\vee$ to $\Xi$.

A1 All $\sigma \in \Sigma$ are primitive vectors of $\mathbb{Z}S \cap \Xi_p$.

A2 $\alpha^r = 0$ for all $\alpha \in S^{(p)}$.

A3 Every $\sigma \in \Sigma$ is compatible with $S^{(p)}$.

A4 For all $D \in \Delta^{(a)}$ and $\sigma \in \Sigma \setminus S^{(a)}$, we have $\delta_D(\sigma) \leq 0$.

A5 For every $\alpha \in S^{(a)}$, there are exactly two $D \in \Delta^{(a)}$ with $\delta_D(\alpha) > 0$. Conversely, for every $D \in \Delta^{(a)}$, there is at least one $\alpha \in S^{(a)}$ with $\delta_D(\alpha) > 0$.

A6 For $\alpha \in S^{(a)}$, let $D^+ \neq D^- \in \Delta^{(a)}$ with $\delta_{D^\pm}(\alpha) > 0$. Then $q_{\alpha,D^\pm} := \delta_{D^\pm}(\alpha)^{-1} \in p^\mathbb{N}$ and $q_{\alpha,D^+} \delta_{D^+} + q_{\alpha,D^-} \delta_{D^-} = \alpha^r$.

A7 Let $\alpha \in S$ with $2\alpha \in \Sigma$. Then $\alpha \notin \Xi_p$ and $\frac{1}{2} \alpha^r(\Xi_p) \subseteq \Xi_p$. Moreover, $\alpha^r(\sigma) \leq 0$ for all $\sigma \in \Sigma \setminus \{2\alpha\}$.

A8 Let $q\alpha_1 + \alpha_2 \in \Sigma$ with $\alpha_1 \perp \alpha_2$. Then $q^{-1}\alpha_1^r = \alpha_2^r$ and $q^{-1}q_{\alpha_1} = q_{\alpha_2}$.

The point is, of course, that for $p \neq 2$ every homogeneous spherical variety, $X$ gives rise to a $p$-spherical system. More specifically, we put

$$\begin{align*}
\Xi := \Xi(X), & \quad \Sigma := \Sigma(X), & \quad S^{(p)} := S^{(p)}(X), & \\
\Delta^{(a)} := \Delta^{(a)}(X), & \quad \delta_D := \delta_D^X.
\end{align*}$$

(7-1)

The only new constituents are the $p$-powers. For $\alpha \in S \setminus (S^{(p)} \cup S^{(a)}) = S^{(b)} \cup S^{(2a)}$, we define $q_\alpha$ as $q_{\alpha,D}$ from Proposition 2.3, where $D$ is the unique color moved by $\alpha$.

Now we verify all axioms.

A1 Holds by definition of $\Sigma(X)$.

A2 See Proposition 2.3.

A3 Follows from the definition of “compatibility”.

A4 This is Corollary 6.6 in conjunction with [Knop 2013, Corollary 4.8], which implies that for $p \neq 2$, any two spherical roots are neighbors.

A5 The first part follows also from Corollary 6.6 and Proposition 2.3. The second part holds by definition of $\Delta^{(a)}(X)$.

A6 This follows from Proposition 2.3.
The first part is Proposition 5.3b) and Corollary 2.4. The second follows from [Knop 2013, Theorem 4.5].

This is Propositions 5.4 and 2.3.

Remarks. 1. In characteristic 0, Luna [2001, 5.1] used Wasserman’s tables [1996] of spherical rank-2 varieties to verify the axioms. So our approach is more conceptual in that it uses only the classification of rank-1 but not of rank-2 varieties.\footnote{Note that the tables in [Wasserman 1996] are slightly incomplete: of the series $G = \text{Sp}(2n) \times \text{Sp}(2)$, $H = \text{Sp}(2n - 2) \times \text{Sp}(2)$ with $n \geq 2$, only the first case, $n = 2$, is stated. I would like to thank Guido Pezzini for pointing that out to me.}

2. The case $p = 2$ requires some modifications. To distinguish simple roots of type $(a)$ and $(2a)$, we redefine $S^{(a)}$ as

$$S^{(a)} := \{ \alpha \in S \cap \Sigma : \delta_D(\alpha) > 0 \text{ for some } D \in \Delta^{(a)} \}.$$  \hfill (7-2)

This works indeed for spherical systems coming from spherical varieties: Suppose there are $\alpha \in S^{(2a)}(X)$ and $D \in \Delta^{(a)}$ with $\delta_D(\alpha) > 0$. Then $D$ is moved by some $\beta \in S^{(a)}$. Since $\alpha$ and $\beta$ are neighbors (Lemma 6.4), we get a contradiction to Proposition 6.5.

With this change, all axioms hold for $p = 2$ except for one: in A4, one has to require that $\sigma$ and $\alpha$ are neighbors. Observe that A7 is vacuously satisfied.

3. It is a natural question whether spherical varieties are classified by their $p$-spherical system. In characteristic zero, the answer is “yes” according to work by Luna [2001], Losev [2009], Cupit-Foutou [2010], and Bravi and Pezzini [2011a; 2011b; 2011c]. For $p \neq 2$ or 3, it might be possible that the $p$-spherical system determines the variety uniquely. For example, all complete homogeneous varieties are classified by $p$-spherical systems with $\Xi = 0$ (see the example before Lemma 2.2). Furthermore, the author convinced himself that this also holds for spherical varieties of rank 1. If $p = 2$ or $p = 3$, then uniqueness does not even hold for complete homogeneous varieties (see [Wenzel 1994, Proposition 4]) due to exceptional isogenies. If $p = 2$, then uniqueness is wrong already for $G = \text{SL}(2)$, as then $G$ contains nonstandard horospherical subgroup schemes (see [Knop 1995a]).

4. The above list of axioms A1–A8 is definitely only preliminary. Even in the rank-1 case, they do not suffice. For example, there is no axiom bounding the lattice $\Xi$ from below. We plan to return to this problem in the future.
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Lefschetz operator and local
Langlands modulo \( \ell \): the limit case

Jean-François Dat

Let \( K \) be a finite extension of \( \mathbb{Q}_p \) with residue field \( \mathbb{F}_q \), and let \( \ell \) be a prime such that \( q \equiv 1 \pmod{\ell} \). We investigate the cohomology of the Lubin–Tate towers of \( K \) with coefficients in \( \mathbb{F}_\ell \), and we show how it encodes Vignéras’ Langlands correspondence for unipotent \( \mathbb{F}_\ell \)-representations.

1. Main results

This paper is part of a project, outlined in [Dat 2012b], that aims at providing a geometric interpretation of the Vignéras correspondence for modulo-\( \ell \) representations of \( p \)-adic linear groups.

1.1. Motivation.

1.1.1. The problem. Let \( K \) be a local \( p \)-adic field, \( \ell \) a prime distinct from \( p \), and \( d \geq 1 \) an integer. Vignéras [2001] established a bijection between (classes of) irreducible smooth \( \mathbb{F}_\ell \)-representations of \( \text{GL}_d(K) \) and (classes of) \( d \)-dimensional Weil–Deligne \( \mathbb{F}_\ell \)-representations for \( K \). On the one hand we have fairly natural “automorphic objects”, but on the other hand we get fairly unnatural “Galois objects”. Indeed, the nilpotent part of a Weil–Deligne \( \mathbb{F}_\ell \)-representation has no obvious Galois interpretation, in contrast with \( \mathbb{Q}_\ell \)-representations, where it is related to the infinitesimal action of the tame inertia subgroup on some associated continuous \( \mathbb{Q}_\ell \) representation of the Weil group. Therefore in the \( \mathbb{F}_\ell \) case, this nilpotent part appears as an “extra datum”, from the arithmetic point of view.
fact, Vignéras’ correspondence was obtained by purely representation-theoretic
arguments (a classification theorem à la Zelevinsky), and our aim is to find a
geometric interpretation for it.

1.1.2. The project. Since Carayol’s formulation of “nonabelian Lubin–Tate theory”,
the cohomology of the Lubin–Tate tower \((\mathcal{M}_{\text{LT}, n})_{n \in \mathbb{N}}\) of height \(d\) is a natural place
to look for a realization of any Langlands-type local correspondence. Let us
fix a completed algebraic closure \(K^{ca}\) of \(K\) and denote base changes to
\(K^{ca}\) by adding the exponent “\(ca\)”. It has long been noticed by the author that in order to
get something correct for nonsupercuspidal representations, one should use the
full “cohomology complex” \(R\Gamma_c(\mathcal{M}_{\text{LT}}^{ca}, \mathbb{Z}_\ell)\) as an object in the derived category
\(D^b(\text{Rep}_{\mathbb{Z}_\ell}^\infty(\text{GL}_d(K)))\) endowed with an action of the Weil group \(W_K\) and of the
unit group \(D^\times\) of the division algebra with center \(K\) and invariant \(1/d\). Then
for an irreducible representation \(\pi\) (over \(\mathbb{F}_\ell\) or \(\overline{\mathbb{Q}}_\ell\)), one considers the “derived
\(\pi\)-coisotypical component”

\[ R^*_\pi := \mathfrak{H}^*(R \text{Hom}_{\mathbb{Z}_\ell \text{GL}_d(K)}(R\Gamma_c(\mathcal{M}_{\text{LT}}^{ca}, \mathbb{Z}_\ell), \pi))[1−d], \]

which is a finite-dimensional graded smooth/continuous \(D^\times \times W_K\)-module sup-
ported in the range \([1−d, d−1]\). In [Dat 2012c], we proved the equality

\[(1.1.3) \quad [R^*_\pi] = LJ(\pi) \otimes \sigma^{ss}(\pi)\]

in the Grothendieck group of smooth/continuous \(D^\times \times W_K\)-modules. Here \(LJ\)
stands for the so-called Langlands–Jacquet transfer of [Dat 2012d] and \(\sigma^{ss}(\pi)\) is the Weil part (that is, the semisimple part), of the Weil–Deligne representation
\(\sigma(\pi) = (\sigma^{ss}(\pi), N_\pi)\) attached to \(\pi\).

We want to enrich \(R^*_\pi\) with a nilpotent operator so that a similar formula holds
in a suitable Grothendieck group of Weil–Deligne representations. The inspiration
for this is Arthur’s second \(\text{SL}_2\) factor in the theory of automorphic forms. An hint
that this may be useful for our purpose is the relation between switching the two
\(\text{SL}_2\)-factors of a local \(\text{A}\)-parameter and the Zelevinsky involution. Indeed, Vignéras’
correspondence is more a \(\mathbb{F}_\ell\)-analog of the “Zelevinsky correspondence” than of the
Langlands correspondence for \(\text{GL}_d(K)\).\(^1\)

The origin of Arthur’s \(\text{SL}_2\) lies in the Lefschetz decomposition of the intersection
cohomology of Shimura varieties. Building on this analogy, we defined in [Dat
2012b] a “Lefschetz operator”

\[ L : R\Gamma_c(\mathcal{M}_{\text{LT}}^{ca}, \mathbb{Z}_\ell) \longrightarrow R\Gamma_c(\mathcal{M}_{\text{LT}}^{ca}, \mathbb{Z}_\ell)[2](1) \]

\(^1\)Recall that both correspondences are intertwined by the Zelevinsky involution.
as the cup product by the Chern class of a natural equivariant line bundle on the Lubin–Tate tower. In turn, this operator induces a graded equivariant map

\[ L^*_\pi : R^*_\pi \longrightarrow R^*_\pi [2](1). \]

In its roughest formulation, our hope is that the pair \((R^*_\pi, L^*_\pi)\) encodes the Weil–Deligne representation associated to \(\pi\) by Vignéras’ correspondence. More precisely, one can define the class \([R^*_\pi, L^*_\pi] = [R^{\text{even}}_\pi, L^*_\pi] - [R^{\text{odd}}_\pi, L^*_\pi]\) of \((R^*_\pi, L^*_\pi)\) in the Grothendieck group of Weil–Deligne \(\bar{\mathbb{F}}_\ell D^\times\)-representations, as in [Dat 2012a, 2.2.2]. The best we can hope for is then the equality

\[(1.1.4) \quad [R^*_\pi, L^*_\pi] = L\mathcal{J}(\pi) \otimes [\sigma^{ss}(\pi), N_{\pi}].\]

1.1.5. Previous results. We proved such an equality in the following cases:

- When \(\pi\) is any irreducible \(\mathbb{Q}_\ell\)-representation (in this case, by “Vignéras correspondence”, we just mean the Zelevinsky correspondence) [Dat 2012b].

- When \(\pi\) is any unipotent irreducible \(\bar{\mathbb{F}}_\ell\)-representation and the order of \(q\) in \(\mathbb{F}_\ell^\times\) is at least \(d\) [Dat 2012a].

In Vignéras’ terminology, a representation is “unipotent” if it belongs to the principal block of the category \(\text{Rep}_{\bar{\mathbb{F}}_\ell}(G)\), that is, the unique block that contains the trivial representation. For an irreducible \(\pi\), this is equivalent to \(\pi\) occurring as a subquotient of some \(\text{Ind}_B^G(\chi)\) for \(\chi\) an unramified character of a Borel subgroup \(B\). We note that, in the second case above, \(R^*_\pi\) can be computed in greater generality,\(^2\) but the author is still unable to control \(L^*_\pi\) when \(\pi\) is not unipotent. Also, the arguments are much more difficult in the “Coxeter congruence” case (when the order of \(q\) in \(\mathbb{F}_\ell^\times\) is \(d\)) than in the “banal” case (when this order is greater than \(d\)), due to some representation-theoretic complications. However, a common feature of these two cases is that one can still use enough of the theory of weights (on the Galois side) and exponents (on the GL\(_d\) side) so as to split the complex and compute explicitly Yoneda extensions. Moreover, in all the cases above, (1.1.3) and (1.1.4) involve no cancellation because \(R^*_\pi\) turns out to be either oddly or evenly graded. In fact, the “énoncé optimiste” from [Dat 2012b, 1.3.3] holds true in these cases.

1.2. This paper. Here we study the case when \(q \equiv 1(\mod \ell)\) and \(\ell > d\). This is called the “limit case” in [Clozel et al. 2008, §5]. From the point of view of weights or exponents, this is the most degenerate case, due to the congruence on \(q\). For example, in this situation, the unipotent summand of the complex \(R^\Gamma_c(\mathcal{L}^\alpha_{\mathbb{Q}_\ell}, \mathbb{Z}_\ell)\) can be shown to be indecomposable. Moreover, as we have noted in [Dat 2012c, 2.2.7],

\(^2\)And, in fact, for any irreducible \(\pi\), if one admits that the \(\mathbb{Z}_\ell\)-cohomology of the Lubin–Tate tower is torsion free, as recently announced by Boyer.
$R^*_\pi$ is generally not evenly nor oddly graded. Despite this bad news, computations are still feasible because of the additional assumption that $\ell > d$, which simplifies significantly the representation theory, as indicated by Vignéras’ appendix to [Clozel et al. 2008].

1.2.1. The result of the computation. We explain in Corollary 3.1.3 that for $\pi$ unipotent, $R^*_\pi$ vanishes unless $\pi$ is a subquotient of $\text{Ind}^G_B(F_\ell)$, or equivalently, unless $\sigma^{ss}(\pi)$ is the trivial representation of $W_K$ of dimension $d$. Then $\sigma(\pi) = (\sigma^{ss}(\pi), N)$ is given by a nilpotent $d \times d$ matrix $N$, whose Jordan form has shape $\lambda$ for some partition $\lambda$ of $d$. Through Vignéras’ correspondence we thus get a parametrization $\lambda \in \mathcal{D}(d) \mapsto \pi_\lambda$ of all $\pi$’s that occur as a subquotient of $\text{Ind}^G_B(F_\ell)$. We explain how to construct $\pi_\lambda$ explicitly in Section 2.2.5. We now describe algebraically $(R^*_\pi, L^*_\lambda)$ and provide geometric intuition for the result obtained.

For a finite-dimensional $\bar{F}_\ell$-vector space $V$ with dual $\check{V}$, consider the graded space $H^*: = \bigwedge^* \check{V} \otimes \bigwedge^* V$ endowed with the operator $L^*$ of degree 2 which on the $(p, q)$ part is given by

$$L : \bigwedge^p \check{V} \otimes \bigwedge^q V \overset{\text{Id} \otimes \text{Id}_V \otimes \text{Id}}{\longrightarrow} \bigwedge^p \check{V} \otimes \check{V} \otimes \bigwedge^q V \overset{\text{Id} \otimes \text{Id}}{\longrightarrow} \bigwedge^{p+1} \check{V} \otimes \bigwedge^{q+1} V.$$ 

When the dimension of $V$ is less than $\ell$, this satisfies the hard Lefschetz property; see Section A.1.4. In particular, this holds for $V$ the standard representation of $\mathcal{G}_d$ (which has dimension $d-1$). In this case, $H^*$ also carries an action of $\mathcal{F}_\ell[\mathcal{G}_d]$ that commutes with $L^*$, so we may decompose it as $(H^*, L^*) = \sum_{\lambda \in \mathcal{D}(d)} (H^*_\lambda, L^*_\lambda)$ by applying central primitive idempotents associated to partitions.

**Theorem.** For $\lambda \in \mathcal{D}(d)$, the action of $D^*$ on $R^*_\pi\lambda$ is trivial and that of $W_K$ is unipotent. Moreover, there is an isomorphism $(R^*_\pi\lambda, L^*_\pi\lambda) \cong (H^*_\lambda, L^*_\lambda)$ of graded $\mathcal{F}_\ell$-vector spaces compatible with $L$ operators.

Here $d_\lambda$ is the dimension of the simple $\mathcal{F}_\ell[\mathcal{G}_d]$-module associated to $\lambda$.

There is geometric intuition behind this result. Consider the diagonal torus $T$ in $\text{PGL}_d$ and the discrete cocompact subgroup $\sigma^X$ of $T^{an}$ obtained by evaluating cocharacters at a fixed uniformizer $\sigma$ of $\mathcal{O}_K$, and let $A$ be the abelian variety $T^{an}/\sigma^X$, which has an action by the Weyl group $\mathcal{G}_d$. Its cohomology is equivariantly isomorphic to $H^*$ (note that $V = X_\lambda(T) \otimes \mathcal{F}_\ell$ is the standard representation of $\mathcal{G}_d$), and there’s a natural choice of a $\mathcal{G}_d$-equivariant ample invertible sheaf on $A$ whose associated Chern class can be put in the form described above. Now the special fiber (analytic reduction) of Mumford’s formal model of $A$ turns out to be isomorphic to the quotient of the special fiber of Deligne’s formal model of Drinfeld’s symmetric space by the action of $B$. This suggests a relation between the cohomology of $A$ and $R^*_iB$ with $i_B = \text{Ind}^G_B(F_\ell) = \bigoplus_\lambda \pi_\lambda \otimes d_\lambda$. In general, however, there is no such a relation because some multiplicities appear when one tries to
compare vanishing cycles on both sides, but somehow these multiplicities disappear when \( q = 1 \) in the coefficients.

By representation theory of \( \mathfrak{S}_d \), the theorem implies that \( R^*_{\pi, k} \) vanishes unless the Young tableau of \( \lambda \) is a hook or a double-hook. We explain in Section 2.2.7 that \( \lambda \) is a hook if and only if \( \pi_\lambda \) is elliptic, that is, \( \text{LJ}(\pi_\lambda) \neq 0 \). In this case we can make the theorem more explicit.

**Corollary.** Assume \( \lambda = (d - j, 1^{(j)}) \) for some \( j \in \{0, \ldots, d - 1\} \) and put \( j' = d - 1 - j \). Then we have \( (R^*_{\pi, k}, L^*_{\pi, k}) \simeq (P_{j'})^{\oplus j + 1} \oplus (P_{j' - 1})^{\oplus j} \) where \( P_k \) denotes the cohomology of a projective space of dimension \( k \), shifted by \(-k\), and with its tautological Lefschetz operator.

In particular, the space \( R^*_{\pi, k} \) has total dimension \( 2jj' + d \). When \( jj' \neq 0 \), the pair \( (R^*_{\pi, k}, L^*_{\pi, k}) \) does not have the right dimension, and what is worse, it does not seem related to the Vignéras pair \( (\sigma^{ss}(\pi_\lambda), N_\lambda) \) in any reasonable Grothendieck group of Weil–Deligne representations. In other words, (1.1.4) fails in this case.

However, it is still true that it encodes the Vignéras pair, provided one uses extra structure.

**1.2.2. Main result.** Observe that \( R^*_{\pi, k} \) has the structure of a graded right module over the derived endomorphism algebra \( \text{Ext}^*_F G(\pi, \pi) \). Consider the subalgebra \( \mathcal{E}^*_\pi \) generated by extensions that “come from the boundary”, namely by the kernel of the map \( \text{Ext}^1_{F G}(\pi, \pi) \longrightarrow \text{Ext}^1_{F G}((\pi, \pi)), \) where \( G = \text{GL}_d(F) \) and \( \bar{\pi} = \pi^{1 + s \mathfrak{M}_d(0)} \). For a unipotent \( \pi \), we’ll see that \( \mathcal{E}^*_\pi \) is also the image of a natural map \( \text{Ext}^*_\mathfrak{H}(\pi^I, \pi^I) \longrightarrow \text{Ext}^*_F G(\pi, \pi), \) where \( I \) is an Iwahori subgroup and \( \mathfrak{H} \) is the corresponding Hecke algebra. This is a local graded algebra and we denote by \( \mathcal{E}^*_\pi \) its maximal ideal. In the cases when (1.1.4) has been established, one also observes that either \( \mathcal{E}^*_\pi = 0 \) or at least its action on \( R^*_{\pi, k} \) vanishes. In contrast, in the limit case under study here, this action is nonzero and is somehow responsible for \( R^*_{\pi, k} \) being “too big”. So, define \( R^\text{red}_{\pi, k} := R^*_{\pi, k}/\mathcal{E}^*_\pi \). This is still a graded \( F_{\ell} \)-representation of \( W_K \times D^\times \), and \( L^*_{\pi, k} \) induces an operator \( L^\text{red}_{\pi, k} : R^\text{red}_{\pi, k} \longrightarrow R^\text{red}_{\pi, k}[2](1) \). Let us finally denote by \( [R^\text{red}_{\pi, k}, L^\text{red}_{\pi, k}] \) the image of the pair \( (R^\text{red}_{\pi, k}, L^\text{red}_{\pi, k}) \) in the Grothendieck group of Weil–Deligne representations of \( \text{GL}_d(K) \).

**Theorem.** Let \( \pi \) be an elliptic unipotent irreducible \( F_{\ell} \)-representation of \( \text{GL}_d(K) \). As above, let \( \pi = \pi_\lambda \) for \( \lambda = (d - j, 1^{(j)}) \). Then we have a \( F_{\ell} \)-linear isomorphism \( (R^\text{red}_{\pi, k}, L^\text{red}_{\pi, k}) \simeq P_{j'} \oplus (P_{j' - 1})^{\oplus j} \). Hence in the Grothendieck group of Weil–Deligne \( F_{\ell} \)-\( D^\times \)-representations we get

\[
[R^\text{red}_{\pi, k}, L^\text{red}_{\pi, k}] = \text{LJ}(\pi) \otimes [\sigma^{ss}(\pi), N_\pi].
\]

When \( \pi \) is not elliptic but has a nonzero \( R^*_{\pi, k} \) (that is, \( \pi \) is associated to a double hook) we expect that \( [R^\text{red}_{\pi, k}, L^\text{red}_{\pi, k}] \) vanishes, but we don’t prove this here.
1.2.3. A sketch of the argument. Representation theoretic considerations tell us that, under our assumption on $\ell$, the graded space $R^*_\pi$ for $\pi$ unipotent is the abutment of a spectral sequence whose $E^{pq}_2$ term is $\text{Ext}^p_{\mathcal{H}}(H^q_{\mathcal{LT}}(M_{\mathcal{LT},I}^{\text{ca}}, \bar{F}_\ell), \pi^I)$, where $M_{\mathcal{LT},I}$ is the Lubin–Tate space at Iwahori level, and $\mathcal{H}$ is the Hecke–Iwahori algebra as above. The main point of the paper is to compute this $E_2$ term and show that the spectral sequence degenerates at $E_2$. There are three ingredients coming into this computation.

- We can compute the $\bar{F}_\ell$-cohomology of $M_{\mathcal{LT},I}$ because the $\mathbb{Q}_\ell$-cohomology is known and the simple geometry of $M_{\mathcal{LT},I}$ shows the $\mathbb{Z}_\ell$-cohomology has no torsion.
- Representation theory of $p$-adic groups, under our assumption on $\ell$, reduces the computation of the $E_2$ term to that of known multiplicities in certain tensor product representations of a symmetric group.
- Some numerical coincidences appear, that force degeneration of the spectral sequence.

Then comes the computation of $L^*_\pi$. Here we have to understand cup-products between the extensions mentioned above, and this also boils down to a problem in representation theory of the symmetric group that we solve in the Appendix. Once cup-products are understood, we need a handle on the Lefschetz operator (after all, it could be trivial!). This is provided by the explicit form of $L^*_\pi$ when $\pi$ is the trivial representation, which itself comes from the very definition of the Lefschetz operator as the Chern class of a bundle that is lifted from the crystalline (or Gross–Hopkins) period space. It turns out that knowing this particular $L^*_\pi$ is enough to compute $L^*_\pi$ for all unipotent elliptic $\pi$. Eventually, our computation of cup-products also allows going from the pair $(R^*_\pi, L^*_\pi)$ to $(R^{\text{red}}_\pi, L^{\text{red}}_\pi)$.

Remark. Part of the above arguments can be generalized to approach the computation of $R^*_\pi$ for any irreducible representation $\pi$ (under the same hypothesis $q \equiv 1 \pmod{\ell}$ and $\ell > d$). Indeed, Boyer’s announcement that the $\mathbb{Z}_\ell$-cohomology of the Lubin–Tate tower is torsion free implies that the only $\pi$’s for which $R^*_\pi$ is nonzero contain a simple type $(J, \tau)$. Then, in the above spectral sequence, one should replace $\mathcal{H}$ by the Hecke ring of $(J, \tau)$, $\pi^I$ by $\text{Hom}_I(\tau, \pi)$, and $H^q_{\mathcal{H}}(M_{\mathcal{LT},I}^{\text{ca}}, \bar{F}_\ell)$ by $R^q \text{Hom}_I(\tau, R\Gamma_c(M_{\mathcal{LT},I}^{\text{ca}}, \bar{F}_\ell))$. The main problem may then be to show that the latter is torsion free. Granted this, and since the Hecke ring of $(J, \tau)$ is known to be isomorphic to a Hecke–Iwahori algebra, all the combinatorics should be the same as in this paper. However, as in the regular case, at the moment we don’t see how to get any handle on $L^*_\pi$ when $\pi$ is not unipotent.

1.2.4. Organization of the paper. Section 2 deals with most of the representation-theoretic prerequisites. We recall and expand on Vignéras’ appendix to [Clozel et al.
2008] to describe the unipotent block and the elliptic unipotent representations in our context. We then compute extensions of Iwahori-invariants of these representations. This involves representation theory of the symmetric group, and in particular some knowledge of the decomposition of tensor products. We postpone to the Appendix a delicate computation of cup-products in this context, which we use in the study of $R^\text{red}_\pi$. Section 3 deals with the cohomological study. The main point is to show that some spectral sequences degenerate, which implies that the cohomology complex at Iwahori level is split. With this splitting property and our knowledge of extensions and cup-products from Section 2 in hand, the results listed above are quite easy computations. The theorem we gave in Section 1.2.1 is proved in Section 3.3 and our main theorem in Section 3.4.

2. Representation theory

2.1. The unipotent block. We put $G := \text{GL}_d(K)$ and denote by $\text{Rep}_{\infty}^G(G)$ the abelian category of smooth representations of $G$ with coefficients in the commutative ring $R$. Let $b$ be the unique primitive idempotent of the center $\mathcal{Z}_\ell(G)$ of the category $\text{Rep}_{\mathcal{Z}_\ell}^G(G)$ which is nonzero on the trivial representation. Denote by $\text{Rep}_{\mathcal{Z}_\ell}^G(G)$ the full subcategory of all objects on which $b$ acts by the identity. This is a Serre subcategory, called the unipotent block of $\text{Rep}_{\mathcal{Z}_\ell}^G(G)$.

Let $I$ be the standard Iwahori subgroup of $G$ and let $I^\ell$ be the maximal prime-to-$\ell$ subgroup of $I$. This is a distinguished open subgroup of $I$ and the quotient $I/I^\ell$ is isomorphic to the $\ell$-Sylow subgroup $\text{Syl}_{\ell}(F \times q^d)$ of $(F \times q^d)$.

2.1.1. Proposition. The unipotent block is generated by the projective representation $\mathcal{Z}_\ell[G/I^\ell]$.

Proof. When $\mathcal{Z}_\ell$ is replaced by $\mathcal{F}_\ell$, this is explained in [Clozel et al. 2008, Appendix 1], and we could probably reduce our claim to this reference. Here is another argument relying on our description of the unipotent block in [Dat 2012a, §3.1]. Indeed, by [Dat 2012a, Proposition 3.1.2], our claim reduces to a claim about the finite group $\overline{G} := \text{GL}_d(F_q)$. Namely, let $\overline{B}^\ell$ be the maximal prime-to-$\ell$ subgroup of the standard Borel subgroup $\overline{B}$ of $\overline{G}$, and let $b_{\overline{G}}$ be the central idempotent in $\mathcal{Z}_\ell[\overline{G}]$ corresponding to the sum of all blocks that contain a unipotent rational series. Explicitly, $b_{\overline{G}}$ is the sum in $\mathcal{Q}_\ell[\overline{G}]$ of all central primitive idempotents $e_\pi$ corresponding to irreducible $\mathcal{Q}_\ell\overline{G}$-representations $\pi$ whose semisimple part $s_\pi$ in Lusztig’s classification is an $\ell$-element. Then the claim is that $\overline{P} := \mathcal{Z}_\ell[\overline{G}/\overline{B}^\ell]$ is a projective generator of the category $b_{\overline{G}} \text{Rep}_{\mathcal{Z}_\ell}(\overline{G})$.

It is indeed clear that $\overline{P}$ is projective. Moreover, the Jordan–Hölder constituents of $\overline{P} \otimes_{\mathcal{Z}_\ell} \mathcal{Q}_\ell$ are all the irreducible representations whose semisimple part in Lusztig’s parametrization is an $\ell$-element of a split torus of the dual group $\overline{G}^*$. But because $q \equiv 1(\text{mod } \ell)$, every semisimple $\ell$-element of $\overline{G}^*$ lies in a split torus.

□
If $H$ is an open compact subgroup of $G$, we denote by $\mathcal{H}_R(G, H)$ the Hecke algebra of left and right $H$-invariant measures on $G$ with coefficients in $R$.

2.1.2. Corollary. The functor $V \mapsto V^I$ induces an equivalence of categories

$$\text{Rep}_F^\infty(G) \xrightarrow{\sim} \text{Mod}(\mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)),$$

a quasi-inverse of which is the functor $M \mapsto \mathbb{Z}_\ell[G/I^\ell] \otimes_{\mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)} M$.

The “intersection” $\text{Rep}_F^\infty(G) \cap \text{Rep}_b^\infty(G)$ is Vignéras’ unipotent block. In particular, the irreducible $\mathbb{F}_\ell$-objects in $\text{Rep}_b^\infty(G)$ are the irreducible $\mathbb{F}_\ell$-representations which appear as subquotients of some representation $\text{Ind}_b^G(\chi)$, induced from an unramified $\mathbb{F}_\ell$-character $\chi$ of a Borel subgroup $B$; see [Dat 2012a, Proposition 3.1.3]. Via the functor of the above corollary, these irreducible objects are in bijection with simple $\mathcal{H}_{\mathbb{F}_\ell}(G, I^\ell)$-modules.

Let $m_f$ be the maximal ideal of the local subalgebra $\mathbb{Z}_\ell[I/I^\ell]$ of $\mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)$.

2.1.3. Proposition. The ideal $m := m_f \mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)$ is two sided and is equal to $\mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)m_f$. The map $[I^\ell \mathfrak{g} I^\ell] \mapsto [I \mathfrak{g} I]$ induces an isomorphism of $\mathbb{F}_\ell$-algebras

$$\mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)/m \xrightarrow{\sim} \mathcal{H}_{\mathbb{F}_\ell}(G, I).$$

Before proving the proposition, we introduce some more notation. Let $T$ be the diagonal torus in $G$ and let $N := N_G(T)$ be its normalizer. We denote by $T^0$ the maximal compact subgroup of $T$, and by $T^\ell$ the maximal prime-to-$\ell$ subgroup of $T^0$. Both are normal subgroups of $N$.

Proof. Since $T^\ell \subset I^\ell$, any element $w \in N/T^\ell$ gives rise to a well-defined Hecke operator $[I^\ell w I^\ell]$. By the Iwahori decomposition, the Hecke operators $[I^\ell w I^\ell]$, with $w$ running on $N/T^\ell$, form a $\mathbb{Z}_\ell$-basis of $\mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)$. Among them, the operators $[I^\ell t I^\ell]$ with $t \in T^0/T^\ell$ form a basis of the subalgebra $\mathbb{Z}_\ell[I/I^\ell]$. Then, the formula

$$[I^\ell w I^\ell] * [I^\ell t I^\ell] = [I^\ell wtw^{-1} I^\ell] * [I^\ell w I^\ell]$$

shows that $m_f \mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell) = \mathcal{H}_{\mathbb{Z}_\ell}(G, I^\ell)m_f$ is a two-sided ideal, since $m_I$ is generated by elements $1 - [I^\ell t I^\ell]$, $t \in T/T^\ell$. The same formula shows that the map of the proposition is an isomorphism of $\mathbb{F}_\ell$-vector spaces. That it is a morphism of algebras follows from the definition of convolution products on both sides, and the fact that for an element $w \in N$ the obvious map

$$(I^\ell \cap w I^\ell w^{-1})/I^\ell \longrightarrow (I \cap w I w^{-1})/I$$

is a bijection. \qed

We note that if $M$ is an $\mathcal{H}_{\mathbb{F}_\ell}(G, I^\ell)$-module, then $M/mM$ identifies with the $I$-coinvariants $M_I$, where $I$ acts through $I/I^\ell$. 
2.1.4. Corollary. Any simple \( \mathcal{H}_{F^\ell}(G, I^\ell) \)-module is killed by \( \mathfrak{m} \), and the map of the previous proposition induces a bijection between simple \( \mathcal{H}_{F^\ell}(G, I) \)-modules and simple \( \mathcal{H}_{F^\ell}(G, I^\ell) \)-modules. Equivalently, for any irreducible \( \overline{F}_\ell \)-representations \( V \) of \( G \), we have \( V^{I^\ell} = V^I \overset{\sim}{\rightarrow} V_I \) and the functor \( V \mapsto V^{I^\ell} \) induces a bijection between irreducible \( \overline{F}_\ell \)-representations in \( \text{Rep}^G_{\overline{F}}(G) \) and simple \( \mathcal{H}_{F^\ell}(G, I) \)-modules.

2.2. Elliptic unipotent representations. We first recall the structure of the Iwahori–Hecke algebra, taking into account the fact that \( q = 1 \) in \( \overline{F}_\ell \).

2.2.1. Fact. The map \( w \mapsto [IwI] \) is an isomorphism of \( \overline{F}_\ell \)-algebras

\[
\overline{F}_\ell[N/T^0] \xrightarrow{\sim} \mathcal{H}_{F^\ell}(G, I).
\]

Proof. In general, this map induces an isomorphism of algebras \( T_w \mapsto [IwI] \) from the Iwahori–Hecke algebra \( \mathcal{H}_q(W) \otimes \overline{F}_\ell \) with parameter \( q \) of the extended Weyl group \( \tilde{W} = N/T^0 \) of \( (G, T) \) to \( \mathcal{H}_{F^\ell}(G, I) \). The multiplication in \( \mathcal{H}_q(\tilde{W}) \) is determined by the braid relation and the formula \( T_s^2 = (q - 1)T_s + q \) for each simple reflection \( s \) associated to \( I \). Specializing at \( q = 1 \) therefore gives \( \mathcal{H}_q(\tilde{W}) \otimes \overline{F}_\ell = \overline{F}_\ell[\tilde{W}] \).

We now revisit the classical relation between parabolic induction and compact induction in the context where \( q = 1 \) in \( \overline{F}_\ell \). Let \( \chi : T/T^0 \longrightarrow \overline{F}_\ell^{\times} \) be an unramified character of \( T \) and consider the (unnormalized) induction \( \text{Ind}^{G}_{B}(\chi) \). Let us also identify the symmetric group \( \mathfrak{S}_d \) with the subgroup of permutation matrices of \( G \) in the usual way. Because of the double cosets decomposition \( G = \bigsqcup_{w \in \mathfrak{S}_d} IwB = \bigsqcup_{w \in \mathfrak{S}_d} I^\ell wB \), we see that

\[
\text{Ind}^{G}_{B}(\chi)^{I^\ell} = \text{Ind}^{G}_{B}(\chi)^{I}.
\]

In particular, the action of \( \mathcal{H}_{F^\ell}(G, I^\ell) \) on \( \text{Ind}^{G}_{B}(\chi)^{I^\ell} \) factors through \( \mathcal{H}_{F^\ell}(G, I) \). Through the previous isomorphism \( \overline{F}_\ell[N/T^0] \xrightarrow{\sim} \mathcal{H}_{F^\ell}(G, I) \), this action is given as follows.

2.2.3. Fact. For \( w \in \mathfrak{S}_d \), let \( [IwB]_{\chi} \) be the unique element of \( \text{Ind}^{G}_{B}(\chi)^{I} \) that is supported on \( IwB \) and takes value 1 on \( w \). Similarly, let \( [wT]_{\chi} \) be the unique element of \( \text{ind}^{N}_{I}(\chi) \) that is supported on \( wT \) and takes value 1 on \( w \). Then the map \( [wT]_{\chi} \mapsto [IwB]_{\chi} \) is an isomorphism of \( \overline{F}_\ell[N/T^0] \)-modules

\[
\text{ind}^{N}_{I}(\chi) \xrightarrow{\sim} \text{Ind}^{G}_{B}(\chi)^{I}.
\]

Proof. The mixed Bruhat decomposition shows that \( ([IwB]_{\chi})_{w \in \mathfrak{S}_d} \) is a basis of \( \text{ind}^{N}_{I}(\chi)^{I} \) over \( \overline{F}_\ell \), therefore the map is an isomorphism of \( \overline{F}_\ell \)-vector spaces. It is elementary to check that \( [IwI]*[IB]_{\chi} = [IwB]_{\chi} \) for all \( w \in \mathfrak{S}_d \), showing that the map is \( \mathfrak{S}_d \)-equivariant. Moreover if \( t \in T \) dilates the unipotent radical of \( B \), we see that \( [ItI]*[IB]_{\chi} = \chi^{-1}(t)[IB]_{\chi} \). Since the semigroup \( T^+ \) of all elements
that dilate the radical of \( B \) generates the group \( T \), this equality is true for all \( t \in T \). The \( T \)-equivariance of the map follows.

As a particular case, we get \( \text{Ind}_{B}^{G}(\overline{\mathbb{F}}_{\ell})_{I} \simeq \overline{\mathbb{F}}_{\ell}[N/T] = \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}] \). Because of our assumption that \( \ell > d \), the right-hand side is a semisimple \( \mathcal{H}_{\ell}(G, I^{\ell}) \)-module. We summarize this as follows.

2.2.4. Corollary. \( \text{Ind}_{B}^{G}(\overline{\mathbb{F}}_{\ell}) \) is a semisimple representation of \( G \) and the functor \( V \mapsto V^{I} \) induces an isomorphism between the poset of subrepresentations of \( \text{Ind}_{B}^{G}(\overline{\mathbb{F}}_{\ell}) \) and that of subrepresentations of the regular \( \overline{\mathbb{F}}_{\ell} \)-representation of the symmetric group \( \mathcal{S}_{d} \).

2.2.5. More notation. We put \( S := \{1, \ldots, d-1\} \) and we think of \( S \) as the set of simple roots of \( T \) in the upper triangular matrices, numbered by rows. To each subset \( J \subset S \) is associated a unique standard parabolic subgroup \( P_{J} \) which contains \( B \) and such that \( J \) is the set of simple roots of \( T \) in the upper triangular matrices of the Levi component \( L_{J} \) of \( P_{J} \). Denote the Weyl group of \( L_{J} \) by \( \mathcal{S}_{J} \), a parabolic subgroup of the Weyl group \( \mathcal{S}_{S} = \mathcal{S}_{d} \) of \( G \). Then we have an isomorphism of \( \overline{\mathbb{F}}_{\ell}[N/T^{0}] \)-modules

\[
\text{Ind}_{P_{J}}^{G}(\overline{\mathbb{F}}_{\ell})_{I} = \text{Ind}_{P_{J}}^{G}(\overline{\mathbb{F}}_{\ell})_{I} \simeq \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}/\mathcal{S}_{J}].
\]

In fact, the image of the submodule \( \text{Ind}_{P_{J}}^{G}(\overline{\mathbb{F}}_{\ell})_{I} \) of \( \text{Ind}_{B}^{G}(\overline{\mathbb{F}}_{\ell})_{I} \) by the map of Corollary 2.2.4 is the submodule \( \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}/\mathcal{S}_{J}] \) of \( \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}] \). As usual in this context, for any ring \( R \) we put

\[
i_{J}(R) := \text{Ind}_{P_{J}}^{G}(R) \quad \text{and} \quad v_{J}(R) := i_{J}(R) / \sum_{K \supset J} i_{K}(R).
\]

Recall that \( \text{Ind}_{B}^{G}(\overline{\mathbb{F}}_{\ell}) \) is multiplicity free, with pairwise distinct irreducible subquotients all \( v_{J}(\overline{\mathbb{F}}_{\ell}) \), \( J \subset S \). In contrast, \( \text{Ind}_{B}^{G}(\overline{\mathbb{F}}_{\ell})_{I} \) is not multiplicity free, and \( v_{J}(\overline{\mathbb{F}}_{\ell}) \) need not be irreducible.

2.2.6. Notation again. We denote by \( P(d) \) the set of partitions \( \lambda = (\lambda_{1} \geq \lambda_{2} \geq \cdots) \) of \( d \). To such a partition are associated the parabolic subgroup \( \mathcal{S}_{\lambda} := \mathcal{S}_{\lambda_{1}} \times \mathcal{S}_{\lambda_{2}} \times \cdots \) of \( \mathcal{S}_{d} \), the permutation module \( M_{\lambda} := \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}/\mathcal{S}_{\lambda}] \), and the simple \( \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}] \)-module \( S_{\lambda} \). The latter appears with multiplicity one in \( M_{\lambda} \) and may be inductively characterized by equalities \( M_{\lambda} = S_{\lambda} + \sum_{\mu > \lambda} m_{\lambda, \mu} S_{\mu} \) in the Grothendieck group of \( \overline{\mathbb{F}}_{\ell}[\mathcal{S}_{d}] \)-modules. We will denote by \( \pi_{\lambda} \) the unique irreducible \( \overline{\mathbb{F}}_{\ell} \)-representation of \( G \) such that \( (\pi_{\lambda})^{I} \simeq S_{\lambda} \).

To a subset \( J \subset S \) we associate the unique partition \( \lambda_{J} \) such that \( \mathcal{S}_{\lambda_{J}} \) is conjugate to \( \mathcal{S}_{J} \). We then have \( i_{J}(\overline{\mathbb{F}}_{\ell})_{I} \simeq M_{\lambda_{J}} \), so that

\[
i_{J}(\overline{\mathbb{F}}_{\ell}) = \pi_{\lambda_{J}} + \sum_{\mu > \lambda_{J}} m_{\lambda_{J}, \mu} \pi_{\mu}.
\]
in the Grothendieck group of finite-length \( \mathbb{F}_\ell \)-representations of \( G \). We can also write
\[
v_f(\mathbb{F}_\ell) = \pi_{\lambda,j} + \sum_{\mu > \lambda,j} m_{\lambda,j,\mu}^\prime \pi_\mu,
\]
but in general \( m_{\lambda,j,\mu}^\prime \) need not vanish.

### 2.2.7. Elliptic unipotent representations.

An irreducible representation of \( G \) is called \textit{elliptic} if it is not a virtual sum of parabolically induced representations. We know from [Dat 2012d, lemme 3.2.1] that up to unramified twist, an elliptic unipotent representation occurs as a subquotient of \( \text{Ind}_G^G(\mathbb{F}_\ell) \). However, in contrast with the regular case, not all such subquotients are elliptic.

**Proposition.** The representation \( \pi_\lambda \) is elliptic if and only if \( \lambda \) is hook-shaped, that is, if \( \lambda = (i, 1^{(d-i)}) \) for some \( i \in \{1, \ldots, d\} \).

**Proof.** The set \( \{M_\mu\}_{\mu \in P(d)} \) is a basis of the Grothendieck group of \( \mathbb{F}_\ell \)-representations of \( \mathfrak{S}_d \) (recall that \( \ell > d \)). Write \( [S_\lambda] = \sum_{\mu \geq \lambda} a_{\lambda,\mu}[M_\mu] \). By the foregoing, \( \pi_\lambda \) is elliptic if and only if \( a_{\lambda,(d)} \neq 0 \). It is proved in [James and Kerber 1981, 2.3.17] that this is equivalent to \( \lambda \) being a hook. \( \square \)

Therefore, there are only \( d \) elliptic constituents in \( \text{Ind}_G^G(\mathbb{F}_\ell) \), in high contrast with the \( \ell \)-adic or banal case \( (2d-1 \text{ of them}) \) or the regular nonbanal case \( (2^d - 1 \text{ of them}) \).

There is a convenient realization of the modules \( S_{(i,1^{(d-i)})} \). Denote by \( \text{Std} \) the standard \( (d-1) \)-dimensional \( \mathbb{F}_\ell \)-representation of \( \mathfrak{S}_d \). This is the subrepresentation of the permutation representation on \( \mathbb{F}_\ell^d \) on the subspace of vectors whose sum of coordinates vanish.

**Fact.** For \( i = 1, \ldots, d \), we have \( S_{(i,1^{(d-i)})} = \wedge^{d-i} \text{Std} \). In particular, \( S_{(d)} \) is the trivial representation, and \( S_{(1)} \) is the sign representation.

The next fact will be an important technical tool in the study of the unipotent part of the cohomology complex of the Lubin–Tate tower.

### 2.2.8. Proposition.

**For** \( i \in \{1, \ldots, d\} \), we have
\[
v_{[1,\ldots,i-1]}(\mathbb{F}_\ell) \cong v_{[d-i+1,\ldots,d-1]}(\mathbb{F}_\ell) \cong \pi_{(i,1^{(d-i)})}.
\]

**Proof.** Because \( \pi_{(i,1^{(d-i)})} \) is a Jordan–Hölder factor of both \( v_{[1,\ldots,i-1]}(\mathbb{F}_\ell) \) and \( v_{[d-i+1,\ldots,d-1]}(\mathbb{F}_\ell) \), it suffices to prove the following equalities of dimensions:
\[
\dim_{\mathbb{F}_\ell} v_{[1,\ldots,i-1]}(\mathbb{F}_\ell)^I = \dim_{\mathbb{F}_\ell} v_{[d-i+1,\ldots,d-1]}(\mathbb{F}_\ell)^I = \dim_{\mathbb{F}_\ell} S_{(i,1^{(d-i)})}.
\]

From the previous fact or from the hook-length formula, we have
\[
\dim_{\mathbb{F}_\ell} S_{(i,1^{(d-i)})} = \binom{d-1}{d-i}.
\]
On the other hand, for any subset $J \subset S = \{1, \ldots, d-1\}$, we have by definition $v_J(\overline{\mathbb{F}_p}) = v_J(\mathbb{Z}_\ell) \otimes_{\mathbb{Z}_\ell} \overline{\mathbb{F}_p}$ and we know from [Schneider and Stuhler 1991, Corollary 4.5] that $v_J(\mathbb{Z}_\ell)$ is free over $\mathbb{Z}_\ell$. Therefore we have

$$\dim_{\mathbb{F}_\ell} v_J(\overline{\mathbb{F}_p})^I = \dim_{\mathbb{F}_\ell} v_J(\overline{\mathbb{F}_p})^I' = \dim_{\mathbb{Q}_\ell} v_J(\overline{\mathbb{Q}_p})^I = \dim_{\mathbb{Q}_\ell} v_J(\overline{\mathbb{Q}_p})^I'.$$

Denote by $r_B$ the normalized Jacquet functor along $B$. Then Borel’s theorem on principal series representations tells us that for any $J \subset S$, we have

$$\dim_{\mathbb{Q}_\ell} r_B(v_J(\overline{\mathbb{Q}_p})) = \#\{w \in \mathcal{G}_d, J(w) = J\}.$$

Now, for $w \in \mathcal{G}_d$, put $J(w) := \{j \in \{1, \ldots, d-1\}, w(j) < w(j+1)\}$. By [Dat 2012a, Fact 2.1.1 and subsequent paragraph], we have

$$\dim_{\mathbb{Q}_\ell} r_B(v_J(\overline{\mathbb{Q}_p})) = \#\{w \in \mathcal{G}_d, J(w) = J\}.$$

Observe that in the cases where $J = \{1, \ldots, i-1\}$ or $J = \{d-i, \ldots, d-1\}$, the map $w \mapsto w_J$ induces a bijection from $\{w \in \mathcal{G}_d, J(w) = J\}$ to the set of nondecreasing maps $J \to \{1, \ldots, d-1\}$. Therefore, in the same cases, the map $w \mapsto w(J)$ induces a bijection from $\{w \in \mathcal{G}_d, J(w) = J\}$ to the set of subsets of size $|J| = i - 1$ in $S$, whence the desired equalities

$$\dim_{\mathbb{F}_\ell} v_{\{1,\ldots,i-1\}}(\overline{\mathbb{F}_p})^I = \dim_{\mathbb{F}_\ell} v_{\{d-i+1,\ldots,d-1\}}(\overline{\mathbb{F}_p})^I = \binom{d-1}{i-1}.$$

\section{2.3. Extensions between some simple $\mathcal{H}_{\mathbb{F}_\ell}(G, I)$-modules.}

\subsection{2.3.1.} Let $G^0$ be the subgroup of $G$ generated by compact elements. We have $G^0 = \ker(\det|_K : G \to \mathbb{R}_+^\times)$. The isomorphism of Fact 2.2.1 restricts to an isomorphism

$$\mathbb{F}_\ell[(N \cap G^0)/T^0] \cong \mathcal{H}_{\mathbb{F}_\ell}(G^0, I).$$

The group $(N \cap G^0)/T^0$ is an extension

$$(T \cap G^0)/T^0 \cong (N \cap G^0)/T^0 \twoheadrightarrow \mathcal{G}_d,$$

where $(T \cap G^0)/T^0$ is a free abelian group of rank $d-1$ on which the conjugation action of $N \cap G^0$ factors through $\mathcal{G}_d$ and is the standard representation, namely

$$\mathbb{F}_\ell \otimes_{\mathbb{Z}} ((T \cap G^0)/T^0) \cong \mathcal{G}_d \text{ Std}.$$

\subsection{2.3.2. Proposition.} Let $A$ and $B$ be two $\mathbb{F}_\ell[\mathcal{G}_d]$-modules, that we may see as $\mathbb{F}_\ell[N/T^0]$-modules via the projection $N/T^0 \twoheadrightarrow \mathcal{G}_d$.

(i) There is a natural isomorphism

$$\text{Ext}^*_{\mathbb{F}_\ell[N \cap G^0)/T^0]}(A, B) \cong \text{Hom}_{\mathbb{F}_\ell[\mathcal{G}_d]}(A, B \otimes \wedge^* \text{Std})$$

functorial in $A$ and $B$. 

(ii) If $C$ is another $\mathbb{F}_\ell[\mathfrak{S}_d]$-module, cup-products are given by the following compositions:

$$\text{Ext}_{\mathbb{F}_\ell[(N\cap G^0)/T^0]}'(A, B) \otimes \text{Ext}_{\mathbb{F}_\ell[(N\cap G^0)/T^0]}'(B, C) \cong \text{Hom}_{\mathbb{F}_\ell[\mathfrak{S}_d]}(A, B \otimes \wedge^k \text{Std}) \otimes \text{Hom}_{\mathbb{F}_\ell[\mathfrak{S}_d]}(B, C \otimes \wedge^l \text{Std})$$

$$\cong \text{Hom}_{\mathbb{F}_\ell[\mathfrak{S}_d]}(A, C \otimes \wedge^l \text{Std} \otimes \wedge^k \text{Std})$$

$$\rightarrow \text{Hom}_{\mathbb{F}_\ell[\mathfrak{S}_d]}(A, C \otimes \wedge^{k+l} \text{Std})$$

$$\cong \text{Ext}_{\mathbb{F}_\ell[(N\cap G^0)/T^0]}'(A, C),$$

where the second map is composition and the third is induced by the exterior product.

**Proof.** As with any free abelian group of finite rank, there is a natural isomorphism of graded algebras

$$\text{Ext}_{\mathbb{F}_\ell[(T\cap G^0)/T^0]}'(\mathbb{F}_\ell, \mathbb{F}_\ell) \cong \wedge^* (\mathbb{F}_\ell \otimes \mathcal{Z} ((T \cap G^0)/T^0)).$$

This isomorphism is compatible with automorphisms of the group $(T \cap G^0)/T^0$, and in particular with the action of $\mathfrak{S}_d$. As already noted above the proposition, the right-hand side with its $\mathfrak{S}_d$ action is $\wedge^* \text{Std}$. With $A$ and $B$ as in the proposition, we thus get

$$\text{Ext}_{\mathbb{F}_\ell[(N\cap G^0)/T^0]}'(A, B) \cong \text{Ext}_{\mathbb{F}_\ell[(T\cap G^0)/T^0]}'(A, B)^{\mathfrak{S}_d}$$

$$\cong (\text{Hom}_{\mathbb{F}_\ell}(A, B) \otimes \wedge^* \text{Std})^{\mathfrak{S}_d}$$

$$\cong \text{Hom}_{\mathbb{F}_\ell[\mathfrak{S}_d]}(A, B \otimes \wedge^* \text{Std}).$$

Here in the first line we have used that $\ell > d$, so that $\mathfrak{S}_d$ has no higher cohomology on $\mathbb{F}_\ell[\mathfrak{S}_d]$-modules. This also shows (ii) on the cup-products, since the algebra structure on $\text{Ext}_{\mathbb{F}_\ell[(T\cap G^0)/T^0]}'(\mathbb{F}_\ell, \mathbb{F}_\ell)$ is given by the exterior product. \qed

We see in particular that the dimension of $\text{Ext}_{\mathbb{F}_\ell[(N\cap G^0)/T^0]}'(S_\lambda, S_\mu)$ equals the multiplicity of $S_\lambda$ as a constituent of $S_\mu \otimes S_{(n-k,1^j)}$. Computing such multiplicities is a notoriously difficult problem and remains largely open. Fortunately, enough is known for our purposes in this paper.

**2.3.3. Corollary.** For $i, j, k \in \{0, \ldots, d-1\}$, the dimension over $\mathbb{F}_\ell$ of the extension space $\text{Ext}_{\mathbb{F}_\ell[(N\cap G^0)/T^0]}'(\wedge^i \text{Std}, \wedge^j \text{Std})$ is either 0 or 1. It is 1 if and only if the following inequalities hold:

$$i + j \geq k, \quad j + k \geq i, \quad k + i \geq j, \quad i + j + k \leq 2d - 2.$$
Remark. The symmetry of the above conditions should not be surprising since the dimension we are interested in is that of \((\bigwedge^i \text{Std} \otimes \bigwedge^j \text{Std} \otimes \bigwedge^k \text{Std})^S_d\) by the last proposition and the self-duality of irreducible representations of \(S_d\).

The above conditions are also invariant under the transformation

\[(i, j) \mapsto (i', j') := (d-1-i, d-1-j).\]

This corresponds to the fact that \(\bigwedge^{i'} \text{Std} \cong \bigwedge^i \text{Std} \otimes \bigwedge^{d-1} \text{Std}.\)

A less symmetric formulation of the inequalities of the corollary, which is sometimes more convenient, is:

\[(2.3.4) \quad |j - i| \leq k \leq \min(i + j, i' + j').\]

Proof of the Corollary. This is Theorem 2.1 of [Remmel 1989], formulated in a more symmetric way, and corrected. More precisely, assume, as we may from the above remark, that \(i \leq j\) and \(i + j \leq d-1\). Then our claim is that we have nonvanishing (and multiplicity one) if and only if \(j - i \leq k \leq i + j\). To match the notation of [Remmel 1989], we put \(n := d, r := n-i, \) and \(s := n-j.\) Then Remmel asserts that nonvanishing (and multiplicity one) holds if and only if \(j - i \leq k \leq i + j + 1,\) which seems incompatible with our claim, and which is obviously false when \(i = j = 0.\)

However, there is a slight mistake in the proof, located in the third line of [Remmel 1989, p. 113], where it is asserted that “there are two possibilities for the positions of the remaining green cells [. . .].” Indeed, in the case that there are no green cells at all (that is, when \(x = n - i - j\)) there is only one possibility. Once corrected, we get our claim. \(\square\)

In our study of the cohomology complex of the Lubin–Tate tower we will need some cup-products between some nonvanishing Ext spaces of the above corollary. In order to simplify the notation a bit, we will abbreviate \(\bigwedge^i \text{Std} := \bigwedge^i \text{Std}\) and write \(\text{Ext}^k(\bigwedge^i \Lambda^i, \bigwedge^j \Lambda^j)\) instead of \(\text{Ext}^k_{\mathbb{F}_\ell(G^0 \cap T)/T^0}(\bigwedge^i \text{Std}, \bigwedge^j \text{Std}).\)

2.3.5. Theorem. For \(i = 1, \ldots, d - 2,\) we fix a generator \(\xi_{1,i}^1\) of \(\text{Ext}^1(\Lambda^i, \Lambda^i).\) Let \(i, j, k\) be integers such that \(\text{Ext}^k(\Lambda^i, \Lambda^j)\) is nonzero and \(\text{Ext}^{k+1}(\Lambda^i, \Lambda^j)\) is also nonzero. Then, both the cup-product maps from \(\text{Ext}^k(\Lambda^i, \Lambda^j)\) to \(\text{Ext}^{k+1}(\Lambda^i, \Lambda^j),\)

\[\xi_{1,i}^1 \cup - \quad \text{and} \quad - \cup \xi_{1,j}^1,\]

are isomorphisms.

We postpone the proof of this theorem to the Appendix, in order to lighten the exposition a bit. Let us mention the following corollary, in which we use the notation \(i' = d - 1 - i\) introduced above.

2.3.6. Corollary. For \(i \in \{1, \ldots, d-1\},\) the self-extension algebra \(\text{Ext}^*(\Lambda^i, \Lambda^i)\) is (graded) isomorphic to \(\mathbb{F}_\ell[X]/(X^{2 \min(i,i')}\) via \(X \mapsto \xi_{1,i}^1.\) Moreover, for any other
We have the analytic space \( \mathcal{M}_{LT} \) of the Lubin–Tate tower of height \( d \).

Moreover, since the action of \( \text{Gal}(\bar{K}/K) \) is an isomorphism.

2.3.7. Proposition. Let \( i \leq j \in \{0, \ldots, d-1\} \) and let \( \xi_{j,i} \) be a fixed generator of \( \text{Ext}^{j-i}(\Lambda^j, \Lambda^i) \). For any simple module \( S \) over \( \bar{F}[G] \), the cup-product

\[
\xi_{j,i} \cup - : \text{Ext}^j(\Lambda^i, S) \to \text{Ext}^i(\Lambda^j, S)
\]

is an isomorphism.

3. Cohomology and the Lefschetz operator

As in Section 1, we denote by \( R\Gamma_c(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell) \) the cohomology complex of the Lubin–Tate tower of height \( d \) of the field \( K \). This is an object of the derived category \( D^b(\text{Rep}_\ell^{\infty}(G)) \) with an action of the Weil group \( W_K \) and of the unit group \( D^\times \) of the division algebra with invariant \( 1/d \) over \( K \). We refer to [Dat 2007, §3.2] for a precise definition of this object.

We want to compute the graded \( \bar{F}_\ell[D^\times \times W_K] \)-module

\[
R^*_\pi := \mathcal{H}^*(R\hom_{\mathbb{Z}/\ell}(R\Gamma_c(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell), \pi))[1-d]
\]

for \( \pi \) a unipotent irreducible \( \bar{F}_\ell \)-representation of \( G \). Notice the shift by \( 1-d \), which is here for convenience. Indeed, by [Dat 2012c, Proposition 2.1.3], the graded space \( R^*_\pi \) is supported in the range \([1-d, d-1]\).

3.1. The unipotent part of the cohomology complex. Thanks to the equivalence of categories of Corollary 2.1.2 we have

\[
R^*_\pi \simeq R^* \hom_{\mathcal{H}_{\mathbb{Z}_\ell}(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell)}(R\Gamma_c(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell), \pi)^[1-d].
\]

Moreover, since the action of \( I \) on \( \pi^I \) is trivial, Proposition 2.1.3 implies

\[
R^*_\pi \simeq \mathcal{H}^* \left( R\hom_{\mathcal{H}_{\mathbb{Z}_\ell}(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell)}(R\Gamma_c(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell), \pi^I) \right)[1-d]\]

\[
\simeq \mathcal{H}^* \left( R\hom_{\mathcal{H}_{\mathbb{Z}_\ell}(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell)}(L_I(R\Gamma_c(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell), \pi^I)) \right)[1-d],
\]

where \( L_I \) denotes the left-derived functor of the \( I \)-coinvariant functor. Let \( \mathcal{M}_{LT,I} \) denote the Iwahori level of the Lubin–Tate tower (a quotient of the tame level \( \mathcal{M}_{LT,1} \)). We have \( L_I(R\Gamma_c(\mathcal{M}_{LT}^{ca}, \mathbb{Z}_\ell)) \simeq R\Gamma_c(\mathcal{M}_{LT,I}^{ca}, \mathbb{Z}_\ell) \). Now recall that the \( G \)-tower \( \mathcal{M}_{LT} \) is induced from a \( G^0 \)-tower \( \mathcal{M}_{LT,0}^{ca} \) (the notation we use is that of [Dat 2007, 3.5.1]).

The analytic space \( \mathcal{M}_{LT,I}^{ca} \) is the deformation space with Iwahori level structure of a formal \( \mathcal{O}_K \)-module of height \( d \) over \( \bar{k} \). Finally we have obtained

\[
R^*_\pi \simeq \mathcal{H}^* \left( R\hom_{\mathcal{H}_{\mathbb{Z}_\ell}(\mathcal{M}_{LT,I}^{ca}, \mathbb{Z}_\ell)}(R\Gamma_c(\mathcal{M}_{LT,I}^{ca}, \bar{F}_\ell), \pi^I)) \right)[1-d].
\]

\[ j \in \{1, \ldots, d-1\}, \] the graded space \( \text{Ext}^*(\Lambda^j, \Lambda^j) \) is a (shifted) cyclic module over \( \text{Ext}^*(\Lambda^j, \Lambda^j) \).

The proof of the next result is also postponed to the Appendix, Section A.1.4.
Let us abbreviate
\[ \mathcal{C}_I := R\Gamma_c(M_{LT,I}^{\text{ca}}, \mathbb{F}_\ell)[d-1] \in D^b(\mathcal{H}_{\mathbb{F}_\ell}(G^0, I)). \]
Its cohomology is quite easy to describe, although the author does not know any elementary proof. Recall that any \( \mathbb{F}_\ell[\mathcal{G}_d] \)-module inflates to a \( \mathcal{H}_{\mathbb{F}_\ell}(G^0, I) \)-module via the isomorphism \( \mathbb{F}_\ell[(N \cap G^0)/T^0] \cong \mathcal{H}_{\mathbb{F}_\ell}(G^0, I) \) and the projection
\[ (N \cap G^0)/T^0 \twoheadrightarrow \mathcal{G}_d. \]

3.1.2. Proposition. The cohomology of \( \mathcal{C}_I \) vanishes outside the range \( 0, \ldots, d-1 \). For \( i \in \{0, \ldots, d-1\} \), we have \( \mathcal{H}^i(\mathcal{C}_I) \cong \wedge^i \text{Std} \), where \( i' := d-1-i \).

Proof. The deformation ring \( R_I \) with Iwahori level structure of a formal \( \mathcal{O}_K \)-module of height \( d \) is known to be isomorphic to \( \mathcal{O}[[X_1, \ldots, X_d]]/(X_1 X_2 \cdots X_d - \sigma) \), where \( \mathcal{O} \) is the completed maximal unramified extension of \( \mathcal{O}_K \) and \( \sigma \) is a uniformizer of \( \mathcal{O}_K \). A reference is [Taylor and Yoshida 2007, top of p. 483]. It follows that the vanishing cycles \( \Psi^i(R_I, \mathbb{Z}_\ell) \) are isomorphic, as \( \mathbb{Z}_\ell \)-modules, to \( \wedge^i(\mathbb{Z}_\ell^{d-1}) \). Since \( \mathcal{H}^i(\mathcal{C}_I) = H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{F}_\ell) = \Psi^{d-1-i}(R_I, \mathbb{F}_\ell) \vee \), we get at least the expected dimension for these cohomology spaces.

Unfortunately, computing the action of the Hecke algebra is not so easy. However, here we observe that
\[ H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{Z}_\ell) \text{ is torsion free, so that} \]
\[ H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{F}_\ell) = H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{Z}_\ell) \otimes \mathbb{F}_\ell, \]
and we may hope to deduce \( H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{F}_\ell) \) by reduction modulo \( \ell \) of
\[ H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{Q}_\ell). \]
Indeed, by Proposition 2.2.8, it suffices to know that
\[ H^{d-1+i}_c(M_{LT,I}^{\text{ca}}, \mathbb{Q}_\ell) \cong v_{\{1, \ldots, i\}}(\mathbb{Q}_\ell)^I. \]

There are two ways to infer such an isomorphism. It follows from Boyer’s local theorem in [Boyer 2009], which uses global arguments, but remains “on the Lubin–Tate side”. It also follows by purely local arguments, from the Faltings–Fargues theorem [Fargues 2008] that the cohomology of the Lubin–Tate tower coincides with that of the Drinfeld tower, and the Schneider–Stuhler computation [Schneider and Stuhler 1991] of the cohomology of the Drinfeld symmetric space.

3.1.3. Corollary. We have \( R^*_\pi = 0 \) unless \( \pi \) is a subquotient of \( \text{Ind}_R^G(\mathbb{F}_\ell) \) and \( \pi^I = \pi_\lambda \) with \( \lambda \) a hook or double-hook partition. Moreover, the action of \( D^x \) is trivial and that of \( W_K \) is unipotent.

Proof. By the proposition we have a spectral sequence
\[ E_2^{p,q} := \text{Ext}^p_{\mathcal{H}(G^0,I)}(\wedge^q \text{Std}, \pi^I) \Rightarrow R^p_{\pi^q}. \]
So $R^*_\pi$ vanishes unless $\text{Ext}^p_{\mathcal{H}(G^0,I)}(\wedge^q \text{Std}, \pi^I) \neq 0$ for some $p$ and $q$. In this case, $\pi^I$ has to be trivial on $(T \cap G^0)/T^0 \subset \mathcal{H}(G^0,I)$, so that $\pi$ is a subquotient of $\text{Ind}_H^G(\mathbb{F}_\ell)$ and $\pi^I$ comes from a simple $\mathbb{F}_\ell[G_d]$-module. Then, by Proposition 2.3.2 this simple module occurs in $\wedge^q \text{Std} \otimes \wedge^p \text{Std}$. It follows from Remmel’s theorem [Remmel 1989] that this simple module is associated to a double-hook or hook partition.

Let us turn to the actions of $W_K$ and $D^\times$. We know that $W_K$ acts trivially on the cohomology of $\mathcal{C}_I$ (because of $q = 1$ in $\mathbb{F}_\ell$), therefore $W_K$ acts unipotently on $\mathcal{C}_I$ hence also on $R^*_\pi$. For the same reason, the action of $D^\times$ on $\mathcal{C}_I$ has to be unipotent. However, the center $F^\times$ of $D^\times$ acts on $R^*_\pi$ by the same character as $F^\times$ acts on $\pi$, that is, the trivial character. Since $\ell$ does not divide the pro-order of $D^\times/F^\times$, we deduce that $D^\times$ acts trivially. □

One consequence of the next section will be the following theorem.

3.1.4. Theorem. The complex $\mathcal{C}_I$ is split in $D^b(\mathcal{H}_I(G^0,I))$. Namely, we have (noncanonically) $\mathcal{C}_I \simeq \bigoplus_{i=0}^{n-1} \wedge^i \text{Std}[-i]$ in $D^b(\mathcal{H}_I(G^0,I))$.

Proof. In the proof of Theorem 3.2.1 below, we get the following property on $\mathcal{C}_I$. For all $i = 0, \ldots, d-1$, the spectral sequence

$$E^p_{2,q} = \text{Ext}^p_{\mathcal{H}(G^0,I)}(H^q(\mathcal{C}_I), H^i(\mathcal{C}_I)) \Rightarrow \text{Hom}_{D^b(\mathcal{H}(G^0,I))}(\mathcal{C}_I[q-p], H^i(\mathcal{C}_I))$$

degenerates at $E_2$. But then, it follows from the proof of the implication (i) $\Rightarrow$ (ii) of [Deligne 1968, Proposition (1.2)] (or rather a dual version of it, as in [ibid., Remark (1.4)]) that the complex $\mathcal{C}_I$ is split. □

Remark. In contrast, the complex $b_G R\Gamma_c(\mathcal{M}_{LT}, \mathbb{F}_\ell)$ is certainly not split in $D^b_{\mathbb{F}_\ell}(G)$. Equivalently, $\mathcal{C} := R\Gamma_c(\mathcal{M}_{LT}, \mathbb{F}_\ell)^I$ is not split in $D^b(\mathcal{H}(G,I^I))$. Indeed, it is a perfect complex of $\mathbb{F}_\ell[I/I^\ell]$-modules whose cohomology spaces are not of finite projective dimension since $I$ acts trivially on them.

3.2. The graded dimension of $R^*_\pi$ when $\pi$ is elliptic unipotent. For $j = 0, \ldots, d-1$, we put $\pi_j := \pi_{(d-j,1)}$, so that $(\pi_j)^I \simeq \wedge^I \text{Std}$. As in Proposition 3.1.2, we put

$$j' := d-1-j.$$

3.2.1. Theorem. The graded vector space $R^*_\pi_j$ is supported in the range $[-j', j']$. For $k \in [-j', j']$ we have

$$\dim_{\mathbb{F}_\ell}(R^k_{\pi_j}) = \begin{cases} j + 1, & \text{if } k - j' \text{ is even}, \\ j, & \text{if } k - j' \text{ is odd}. \end{cases}$$

Proof. We prove equality of dimensions by proving inequalities in both directions.
In order to bound above \( \dim_{\mathbb{F}_\ell}(R^k_{\pi_j}) \), we use the spectral sequence
\[
E_2^{p,q} := \Ext^p_{\mathbb{H}(G^0, I)}(\mathcal{H}^q(G^0, I), \pi^I_j) \Rightarrow R^{p-q}_{\pi_j}.
\]
Proposition 3.1.2 tells us that \( E_2^{p,q} = \Ext^p_{\mathbb{H}(G^0, I)}(\wedge^q \Std, \wedge^p \Std) \) and Corollary 2.3.3 then ensures that \( \dim_{\mathbb{F}_\ell}(E_2^{p,q}) \leq 1 \) for all \( p \) and \( q \) and
\[
\dim_{\mathbb{F}_\ell}(E_2^{p,q}) = 1 \iff (-j' \leq p - q \leq j' \text{ and } -j \leq p + q - (d - 1) \leq j)
\]
\[\iff (p, q) \text{ lies in the rectangle } (0, j'), (j', 0), (d - 1, j), (j, d - 1).\]
This rectangle is contained in the square \([0, d - 1] \times [0, d - 1]\) and its faces have slopes \( \pm 1 \). Since this spectral sequence has finite support, it converges and we have
\[
\dim_{\mathbb{F}_\ell}(R^k_{\pi_j}) = \sum_{i=0}^{d-1} \dim(E^{k+i,i}_\infty) \leq \sum_{i=0}^{d-1} \dim(E^{k+i,i}_2).
\]
In particular, we see that \( R^k_{\pi_j} \) vanishes unless \(-j' \leq k \leq j'\), in which case we get
\[
\dim_{\mathbb{F}_\ell}(R^k_{\pi_j}) \leq \#\{i \in \{0, \ldots, d - 1\}, -j \leq k + 2i - (d - 1) \leq j\}
\]
\[= \#\{i \in \{0, \ldots, d - 1\}, -j + k' \leq 2i \leq j - k'\}
\]
\[= \#\{\text{even integers in the range } [-j + k', j + k']\}.
\]
For the last equality, we use that \([-j + k', j + k'] \subset [0, 2d - 2]\), which is indeed equivalent to \(-j' \leq k \leq j'\). Now the last expression in the right-hand side above is \( j + 1 \) if \(-j + k' = j' - k \) is even, and is \( j \) otherwise.

We now look for lower bounds on \( \dim_{\mathbb{F}_\ell}(R^k_{\pi_j}) \). We will use the fact that, by Proposition 2.2.8, we have
\[
\pi_j \simeq v_{\{1, \ldots, j'\}}(\mathbb{F}_\ell) \simeq v_{\{j + 1, \ldots, d - 1\}}(\mathbb{F}_\ell).
\]
Denote by \( \tilde{\pi}_\ell \) the Witt vectors of \( \mathbb{F}_\ell \). We put
\[
\omega^+_j := v_{\{1, \ldots, j\}}(\tilde{\pi}_\ell) \quad \text{and} \quad \omega^-_j := v_{\{j + 1, \ldots, d - 1\}}(\tilde{\pi}_\ell).
\]
As recalled in the proof of Proposition 2.2.8, these are liftings of \( \pi_j \) over \( \tilde{\pi}_\ell \), that is, admissible free \( \tilde{\pi}_\ell \)-representations of \( G \) such that
\[
\omega^+_j \otimes_{\tilde{\pi}_\ell} \mathbb{F}_\ell \simeq \pi_j.
\]
Therefore we have universal coefficients exact sequences
\[
R^k_{\omega^+_j} \otimes_{\tilde{\pi}_\ell} \mathbb{F}_\ell \hookrightarrow R^k_{\pi_j} \to R^k_{\omega^-_j}[\ell],
\]
for all \( k \in \mathbb{Z} \), and where the \([\ell]\) denotes \( \ell \)-torsion (kernel of multiplication by \( \ell \)).
Since the $R^{k}_{\omega_{j}}$ are finitely generated $\bar{\mathbb{Z}}_{\ell}$-modules, we have equalities
\[
\dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}) = \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k+1}_{\omega_{j}}[\ell]) + \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}[1/\ell]),
\]
where $\overline{\mathbb{F}}_{\ell} = \bar{\mathbb{Z}}_{\ell}[1/\ell]$ is the fraction field of $\bar{\mathbb{Z}}_{\ell}$. Therefore we get
\[
(3.2.3) \quad \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}) = \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k+1}_{\omega_{j}}[\ell]) + \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}[1/\ell]).
\]

Since $\omega^{j}_{\ell}[1/\ell] = v_{1,...,j}^{-1}(\overline{\mathbb{Q}}_{\ell})$ and $\omega^{j}_{\ell}[1/\ell] = v_{j+1,...,n-1}(\overline{\mathbb{Q}}_{\ell})$, we have already computed the last summand of the right-hand side in [Dat 2006] (see, more precisely, the display below [Dat 2006, Lemma 4.4.1]). This gives
\[
(3.2.5) \quad \dim_{\overline{\mathbb{Q}}_{\ell}}(R^{k}_{\omega_{j}}[1/\ell]) = 1 \quad \text{if} \quad -j' < k < j' \quad \text{and} \quad j' - k \quad \text{is even},
\]
\[
(3.2.6) \quad \dim_{\overline{\mathbb{Q}}_{\ell}}(R^{j'}_{\omega_{j}}[1/\ell]) = j + 1, \quad \dim_{\overline{\mathbb{Q}}_{\ell}}(R^{j'}_{\omega_{j}}[\ell]) = 1,
\]
\[
(3.2.7) \quad \dim_{\overline{\mathbb{Q}}_{\ell}}(R^{j'}_{\omega_{j}}[1/\ell]) = 1, \quad \dim_{\overline{\mathbb{Q}}_{\ell}}(R^{j'}_{\omega_{j}}[\ell]) = j + 1,
\]
\[
(3.2.8) \quad \dim_{\overline{\mathbb{Q}}_{\ell}}(R^{k}_{\omega_{j}}[1/\ell]) = 0 \quad \text{in all other cases}.
\]

**Case $k = -j'$.** In this case, the equality $\dim_{\overline{\mathbb{F}}_{\ell}}(R^{-j'}_{\omega_{j}}) = j + 1$ follows from (3.2.3) applied to $\omega^{j}_{\ell}$ in degree $-j'$, (3.2.6), and our previously obtained upper bound.

**Case $k = j'$.** Similarly, the equality $\dim_{\overline{\mathbb{F}}_{\ell}}(R^{j'}_{\omega_{j}}) = j + 1$ follows from (3.2.3) applied to $\omega^{-}_{j}$ in degree $j'$, (3.2.7), and our previously obtained upper bound.

**Case $-j' < k < j'$.** For $k$ in this range, we are going to prove that
\[
\dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}[\ell]) = j \quad \text{and} \quad \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}[1/\ell]) = j \quad \text{if} \quad j' - k \quad \text{is odd},
\]
\[
\dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}[\ell]) = 0 \quad \text{and} \quad \dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}[1/\ell]) = j \quad \text{if} \quad j' - k \quad \text{is even}.
\]

Because of (3.2.3) and (3.2.5), this implies our desired equalities:
\[
\dim_{\overline{\mathbb{F}}_{\ell}}(R^{k}_{\omega_{j}}) = \begin{cases} j + 1 & \text{if} \quad j' - k \quad \text{is even}, \\ j & \text{if} \quad j' - k \quad \text{is odd}. \end{cases}
\]

We will prove (3.2.8) by induction on $k$. The first case is $k = -j' + 1$. When (3.2.3) is applied to $\omega^{-}_{j}$ in degree $-j'$ it reads
\[
j + 1 = \dim_{\overline{\mathbb{F}}_{\ell}}(R^{-j' + 1}_{\omega_{j}}[\ell]) + \dim_{\overline{\mathbb{F}}_{\ell}}(R^{-j' + 1}_{\omega_{j}}[1/\ell]) + 1.
\]

The same equation in degree $-j' - 1$ tells us that $R^{-j' + 1}_{\omega_{j}}[\ell] = 0$, whence the desired equality $\dim_{\overline{\mathbb{F}}_{\ell}}(R^{-j' + 1}_{\omega_{j}}[\ell]) = 0$. On the other hand, (3.2.3) applied to $\omega^{j}_{j}$ in degree $-j'$ immediately implies that $\dim_{\overline{\mathbb{F}}_{\ell}}(R^{-j' + 1}_{\omega_{j}}[1/\ell]) = 0$.

We now assume that (3.2.8) has been proved up to $k - 1$ and we want to prove it for $k$. We distinguish two cases.

Suppose first that $j' - k$ is even. Then our induction hypothesis tells us that $\dim_{\overline{\mathbb{F}}_{\ell}}(R^{k-1}_{\omega_{j}}[\ell]) = j$ so that the upper bound already obtained and (3.2.3) for $\omega^{-}_{j}$ in
Moreover we have \(/H5103\) As in Corollary 3.2.9, the splitting property of \(\omega(3.2.3)\) for \(S\lambda\) let module structure over \(/H5108\) On the other hand we have on the left \(3.3.1\). By (3.1.1) we have \(\pi\) Let us write \(3.3.1.\) from Section 1.2.1 and its corollary. Any splitting result in the following way. In particular, Theorem 3.1.4 is now proved. We may use it to recast the foregoing (of the proof). The spectral sequence (3.2.2) degenerates at \(E_2\). □

Corollary (of the proof). The spectral sequence (3.2.2) degenerates at \(E_2\).

In particular, Theorem 3.1.4 is now proved. We may use it to recast the foregoing result in the following way.

3.2.9. Corollary. Any splitting \(\bigoplus_{q=0}^{d-1} /H5108\) \(\bigwedge^q\) \(\text{Std}[-q] \xrightarrow{\sim} \langle I \rangle\) as in Theorem 3.1.4 induces a graded isomorphism

\[
R_{i, j}^* \xrightarrow{\sim} \bigoplus_{-j \leq p-q \leq j'} \bigoplus_{-j \leq p+q+1-d \leq j} \text{Ext}^p_{\mathcal{F}^*_{(G^0, I)}} \left( \bigwedge^q \text{Std}, \bigwedge^j \text{Std} \right)[q-p].
\]

Moreover, each term of the above sum has dimension 1.

3.3. The description of the pair \((R_{i, j}^*, L_{i, j}^*)\). In this section we prove the theorem from Section 1.2.1 and its corollary.

3.3.1. Let us write \(i_B := \text{Ind}_{B}^G(\mathbb{F}_\ell)\) and consider the graded \(\mathbb{F}_\ell\)-vector space \(R_{i_B}^*\). By (3.1.1) we have

\[
R_{i_B}^* \xrightarrow{\sim} \mathcal{H}^* \left( \text{Hom}_{\mathcal{F}^*_{(G^0, I)}} (R \Gamma_{\ell} (\mathcal{G}_{\ell} (0)) \cdot \mathbb{F}_\ell, (i_B)^I) \right)[1-d].
\]

On the other hand we have on the left \(\mathcal{H}^*_{\mathcal{F}^*_{(G^0, I)}}\)-module \((i_B)^I = \mathbb{F}_\ell[\mathcal{G}_d]\) a right module structure over \(\mathbb{F}_\ell[\mathcal{G}_d]\) which induces a left module structure on \(R_{i_B}^*\). Now let \(\lambda \in \mathcal{P}(d)\) and denote by \(\varepsilon_\lambda\) the central idempotent corresponding to the simple module \(S_\lambda\), as well as \(d_\lambda := \text{dim}_{\mathbb{F}_\ell} S_\lambda\). We then may recover \(R_{\pi, \lambda}^*\) by applying \(\varepsilon_\lambda\):

\[
(R_{\pi, \lambda}^*) \otimes_d = \varepsilon_\lambda R_{i_B}^*.
\]

As in Corollary 3.2.9, the splitting property of \(\langle I \rangle\) shows that for \(k = 0, \ldots, 2d - 2\) we have

\[
R_{i_B}^{k+1-d} \xrightarrow{\sim} \bigoplus_{p-q=k+1-d} \text{Ext}^p_{\mathcal{F}^*_{(G^0, I)}} \left( \bigwedge^q \text{Std}, \mathbb{F}_\ell[\mathcal{G}_d] \right).
\]

Inserting Proposition 2.3.2 we get

\[
R_{i_B}^{k+1-d} \xrightarrow{\sim} \bigoplus_{p+q=k} \text{Hom}_{\mathcal{F}^*_{(G^0, I)}} \left( \bigwedge^q \text{Std}, \mathbb{F}_\ell[\mathcal{G}_d] \right).
\]
By Frobenius reciprocity and self-duality we finally get a $\mathfrak{S}_d$-equivariant isomorphism
\[
R_{i_B}^{k+1-d} \simeq \bigoplus_{p+q'=k} \wedge^q \text{Std} \otimes \wedge^p \text{Std},
\]
which shows that, as a graded vector space $R_{i_B}^*[d-1]$ is $\mathfrak{S}_d$-equivariantly isomorphic to the graded space $H^*$ considered in the theorem given in Section 1.2.1. So we have obtained half of this theorem and we now have to study compatibility with Lefschetz operators.

3.3.2. We refer to [Dat 2012b] for the precise definition of the Lefschetz operator
\[
L : R \Gamma_c(M_{LT}^d, \mathbb{F}_\ell) \longrightarrow R \Gamma_c(M_{LT}^d, \mathbb{F}_\ell)[2](1)
\]
on the cohomology complex of the Lubin–Tate tower. By functoriality, the latter induces a graded equivariant map $L^*_\pi : R^*_\pi \longrightarrow R^*_\pi[2](1)$ for any smooth $\mathbb{F}_\ell$-representation of $G$. For our purposes here, the most useful feature of $L$ is that it is lifted from the Chern class of the tautological bundle on the crystalline period space $\mathbb{P}^{d-1}$ of the Lubin–Tate space. This explains the following description of the pair $(R^*_\pi, L^*_\pi)$ where $\pi_0$ denotes the unit representation of $G$ over $\mathbb{F}_\ell$ (see the first paragraph of the proof of [Dat 2012a, Theorem 4.2.2]).

**Fact.** We have an isomorphism $R^*_\pi \simeq H^*((\mathbb{P}^{d-1}, \mathbb{F}_\ell)[d-1] = \bigoplus_{j=0}^{d-1} \mathbb{F}_\ell[d-1-2j]$ with $L^*_\pi$ corresponding to the Chern class of the tautological sheaf on $\mathbb{P}^{d-1}$.

Because of our assumption that $q \equiv 1[\ell]$, we may and will forget all Tate twists in the sequel. We will also denote by
\[
L_I \in \text{Hom}_{D^b(\mathcal{M}_{\tau}(G^0, I))}(\mathcal{E}_I, \mathcal{E}_I[2])
\]
the morphism induced by $L$ on the complex at Iwahori level. When $\pi$ is in the unipotent block and $\pi' = \pi^I$, the morphism $L^*_\pi$ is induced by $L_I$ through the identification (3.1.1). We also denote by $L^{(k)} := L[2k-2] \cdots \circ L : R \Gamma_c \longrightarrow R \Gamma_c[2k]$ the $k$-th iterate of $L$, and similarly for $(L_I)^{(k)}$ or $(L^*_\pi)^{(k)}$.

3.3.3. **Theorem.** Let $\pi$ be any unipotent irreducible $\mathbb{F}_\ell$-representation of $G$. Then $(L^*_\pi)^{(k)}$ induces an isomorphism $R^*_{\pi} \xrightarrow{k} R^*_\pi$ for any $k \geq 0$.

**Proof.** We know from Theorem 3.1.4 that $\mathcal{E}_I$ is a split complex. Let us choose a splitting $\mathcal{E}_I \xrightarrow{\sim} \bigoplus_{i=0}^{d-1} \mathcal{H}^i(\mathcal{E}_I)[-i]$. As in Corollary 3.2.9, this induces an isomorphism from $R^*_\pi$ to the graded space associated to the bigraded space
\[
(p, q) \mapsto E_{\pi}^{\ell, q} := \text{Ext}^{p-\ell}_\mathbb{F}_\ell(G^0, I)(\Lambda^q, \pi^I).
\]
This also induces an isomorphism
\[
\text{Hom}_{D^b(\mathcal{M}_{\tau}(G^0, I))}(\mathcal{E}_I, \mathcal{E}_I[2]) \simeq \bigoplus_{i, j=0}^{d-1} \text{Ext}^{i-j+2}(\mathcal{H}^i(\mathcal{E}_I), \mathcal{H}^j(\mathcal{E}_I))
\]
according to which we have a decomposition \( L_l = \sum_{i,j=0}^{d-1} L_{i,j}^l \). By Proposition 3.1.2 we have

\[
\text{Ext}^{i-j+2}(\mathcal{X}(\mathcal{E}_l), \mathcal{X}(\mathcal{E}_l)) \simeq \text{Ext}^{i-j+2}(\Lambda^i, \Lambda^j)
\]

and by Corollary 2.3.3 (see (2.3.4)), the latter has dimension 1 if \(|i-j| \leq i-j+2 \leq \min(i+j, i'+j')\) and vanishes otherwise. In particular, when it does not vanish, we have \( i-j+2 \geq 1 \) with equality if and only if \( j = i + 1 \). Now, each \( L_{i,j}^l \) acts on the bigraded space \( E_\pi \) by a map of degree \((i-j+2, i-j)\). Since \((i-j+2) + (i-j) \geq 0\), it follows that \( L_l \) preserves the decreasing filtration on \( E_\pi \) defined by \( \text{Fil}_r E_\pi := \bigoplus_{p+q \geq r} E_{\pi}^{p,q} \), hence that \( L_\pi^r \) preserves the filtration induced on \( R_\pi^r \). In particular, we may check the expected property of \((L_{i,j}^p)^k\) on the associated graded space. Concretely, this means that it suffices to prove that for all \( 0 \leq p \leq q \leq d-1 \), the map

\[
E_{\pi}^{p,q} \longrightarrow E_{\pi}^{(L_l)^{q-p}} \longrightarrow E_{\pi}^{q-p}
\]

is an isomorphism. This map is the composition

\[
E_{\pi}^{p,q} \longrightarrow E_{\pi}^{p+1,q-1} \longrightarrow \cdots \longrightarrow E_{\pi}^{q,p}
\]

and is given by cup-product:

\[
(L_{i,j}^{p+1} \cup \cdots \cup L_{i,j}^{q-1}) \longrightarrow \text{Ext}^p(\Lambda^q, \pi^l) \longrightarrow \text{Ext}^q(\Lambda^{p}, \pi^l).
\]

But Proposition 2.3.7 and the next lemma imply that the latter map is an isomorphism.

\[\square\]

**Lemma.** The element \( L_{i,j}^{p+1} \cup \cdots \cup L_{i,j}^{q-1} \) is nonzero in \( \text{Ext}^{q-p}(\Lambda^{p'}, \Lambda^{q'}) \).

**Proof.** Clearly, it suffices to prove this for \( p = 0 \) and \( q = d-1 \). Let us consider the space \( \text{Hom}_{D^b(\mathcal{X}))}^{d-1}(\mathcal{E}_l, \mathcal{E}_l[2d-2]) \). It is isomorphic to

\[
\bigoplus_{i,j=0}^{d-1} \text{Ext}^{i-j+2d-2}(\mathcal{X}(\mathcal{E}_l), \mathcal{X}(\mathcal{E}_l))
\]

via our splitting of \( \mathcal{E}_l \). But for \( i, j \in \{0, \ldots, d-1\} \) the space \( \text{Ext}^{i-j+2d-2}(\Lambda^i, \Lambda^j) \) vanishes unless \( i-j+2d-2 \leq d-1 \), which happens only when \( i = 0 \) and \( j = d-1 \). In other words, we have

\[
\text{Hom}_{D^b(\mathcal{X}))}^{d-1}(\mathcal{E}_l, \mathcal{E}_l[2d-2]) \simeq \text{Ext}^{d-1}(\mathcal{X}(\mathcal{E}_l), \mathcal{X}(\mathcal{E}_l)) = \text{Ext}^{d-1}(\Lambda^{d-1}, \Lambda^{0}).
\]

Moreover, through this identification we have

\[
(L_l)^{(d-1)} = L_{0,1}^l \cup L_{1,2}^l \cup \cdots \cup L_{d-2,d-1}^l.
\]
we find that 
\( R_{i_B}^* \), \( L_{i_B}^* \) satisfies the “hard Lefschetz theorem”. Therefore, by the discussion in Section 3.3.1 it is 
the only cases where the total dimension is 
\( d \), in contrast with the other situations \( \pi \) is elliptic, we will now describe precisely the isomorphism class of 
the pair \( (R_{\pi j}^*, L_{\pi j}^*) \) in the category of finite-dimensional graded vector spaces 
edowed with a degree-2 endomorphism. This category is abelian artinian and its 
decomposable objects are isomorphic, up to shift, to some 
\[
P_k := \left( \bigoplus_{i=0}^{k} \mathbb{F}_\ell[k - 2i], L_k \right) \] with \( L_k \) the unique map of degree 2 and rank \( k \).

Note also that 
\[
P_k \simeq (H^*([\mathbb{P}^k, \mathbb{F}_\ell])[k], c(\mathcal{O}_{\mathbb{P}^k(1)})),
\]
the shifted cohomology of a projective space of dimension \( k \) with its tautological 
Lefschetz operator.

**Corollary.** For \( j = 0, \ldots, d-1 \), we have \( (R_{\pi j}^*, L_{\pi j}^*) \simeq (P_j)^{\otimes j+1} \oplus (P_{j-1})^{\otimes j} \).

**Proof.** By Theorem 3.2.1, the graded pieces \( R_{\pi j}^{-j'}, R_{\pi j}^{-j'+2}, \ldots, R_{\pi j}^{j'} \) all have dimen-
sion \( j+1 \). By Theorem 3.3.3 we see that \( L_{\pi j}^* \) induces isomorphisms 
\[
R_{\pi j}^{-j'} \rightarrow R_{\pi j}^{-j'+2} \rightarrow \cdots \rightarrow R_{\pi j}^{j'},
\]
whence the summand \((P_j)^{\otimes j+1}\). Similarly, \( L_{\pi j}^* \) induces isomorphisms 
\[
R_{\pi j}^{-j'+1} \rightarrow R_{\pi j}^{-j'+3} \rightarrow \cdots \rightarrow R_{\pi j}^{j'-1}
\]
between all these \( j \)-dimensional spaces, whence the summand \((P_{j-1})^{\otimes j}\). \( \square \)

### 3.4. Computation of \( (R_{\pi}^{\text{red},*}, L_{\pi}^{\text{red}}) \).

We now assume that the unipotent representation \( \pi \) is elliptic. So it is of the form \( \pi = \pi_j \) for some \( j \in \{0, \ldots, d-1\} \). The 
particular case \( j = 0 \) corresponds to the trivial representation \( \pi_0 \simeq \mathbb{F}_\ell \). In this case 
we find that \( R_{\pi 0}^* = \bigoplus_{i=0}^{d-1} \mathbb{F}_\ell[-2i + d-1] \) so that the total dimension of \( R_{\pi 0}^* \) is \( d \). In 
the other extreme case, when \( j = d-1 \) so that \( \pi_j \) is the Steinberg representation, we 
get that \( R_{\pi_d}^* \) is concentrated in degree 0 and has dimension \( d \). These are, however, 
the only cases where the total dimension is \( d \), in contrast with the other situations 
we have studied in previous papers (\( \ell \)-adic, banal, and regular cases).
3.4.1. In order to recover a \( d \)-dimensional vector space, we consider the following “reduced” version of \( R_{\pi}^\ast \). We put

\[
\mathcal{E}_{\pi I}^\ast := R^\ast \text{End}_{\mathcal{H}_{\pi I}}(G^0, I)(\pi^I) = \bigoplus_{k \geq 0} \text{Ext}^k_{\mathcal{H}_{\pi I}}(G^0, I)(\pi^I, \pi^I),
\]

the self-extension algebra of the \( \mathcal{H}_{\pi I} \) \((G^0, I)\)-module \( \pi^I \). This is a positively graded algebra and we denote by \( \mathcal{E}_{\pi I}^+ := \bigoplus_{k \geq 0} \text{Ext}^k_{\mathcal{H}_{\pi I}}(G^0, I)(\pi^I, \pi^I) \) its augmentation ideal. Via the isomorphism (3.1.1), the graded \( F_{\pi} \)-vector space \( R_{\pi}^\ast \) carries a graded right-module structure over \( \mathcal{E}_{\pi I}^\ast \). We then put

\[
R_{\pi}^{\text{red}, \ast} := R_{\pi}^\ast / R_{\pi}^\ast \mathcal{E}_{\pi I}^+.
\]

For \( \pi \) elliptic, we will show that this graded vector space has total dimension \( d \), as desired.

3.4.2. Theorem. Choose a splitting \( \bigoplus_{q=0}^{d-1} \Lambda^q \text{Std}[-q] \xrightarrow{\sim} \mathcal{E}_I \) as in Theorem 3.1.4. Then, through the isomorphism of Corollary 3.2.9, we have

\[
R_{\pi j}^\ast \mathcal{E}_{\pi j}^+ \xrightarrow{\sim} \bigoplus_{-j' \leq p-q \leq j', -j < p+q+1-d \leq j} \text{Ext}^p_{\mathcal{H}_{\pi I}}(G^0, I)(\Lambda^q \text{Std}, \Lambda^j \text{Std})[q-p].
\]

Therefore we also get an isomorphism

\[
R_{\pi j}^{\text{red}} \simeq \bigoplus_{q=0}^{j'} \text{Ext}_{\mathcal{H}_{\pi I}}^p(G^0, I)(\Lambda^q, \Lambda^j)[-j' + 2q] \oplus \bigoplus_{q=j'+1}^{d-1} \text{Ext}_{\mathcal{H}_{\pi I}}^{q-j'}(G^0, I)(\Lambda^q, \Lambda^j)[j'].
\]

In particular \( R_{\pi j}^{\text{red}} \) has total dimension \( d \) and its graded dimension is given by

\[
\dim_{F_{\pi}} R_{\pi j}^{\text{red}, k} = \begin{cases} 
  j + 1 & \text{if } k = -j', \\
  1 & \text{if } k = -j' + 2i \text{ with } 0 < i \leq j', \\
  0 & \text{else}.
\end{cases}
\]

Proof. Let \( D \) be the square defined by the inequalities \(-j' \leq p - q \leq j'\) and \(-j \leq p + q - d + 1 \leq j\) and let \( D^+ \) be the complement in \( D \) of the left-side edges defined by \( p - q = -j' \) and \( p + q = -j + d - 1 \). Corollary 3.2.9 expresses \( R_{\pi j}^\ast \) as the graded vector space associated to the double graded vector space \((p, q) \mapsto E_{pq} := \text{Ext}^p(\Lambda^q, \Lambda^j)\), whose support is \( D \). For \( l > 0 \), an element of \( \mathcal{E}_{\pi I}^{l I} = \text{Ext}^l(\Lambda^j, \Lambda^j) \) acts through a bigraded map of degree \((l, 0)\). Therefore, \( R_{\pi j}^\ast \mathcal{E}_{\pi j}^+ \) is the graded space associated to a bigraded subspace of \( E^{**} \) whose support is contained in \( D^+ \). In other words, the isomorphism of Corollary 3.2.9 takes \( R_{\pi j}^\ast \mathcal{E}_{\pi j}^+ \) in the right-hand side of our statement.
To get the other inclusion, we need to understand the action of a generator $\xi^1_{j,j}$ of $\mathcal{E}^1_{\pi_j} = \text{Ext}^1(\Lambda^j, \Lambda^j)$, which is given by the cup-product

$$E^{p,q} = \text{Ext}^p_{\mathbb{H}(G^0, I)}(\Lambda^{q'}, \Lambda^j) \xrightarrow{-\cup \xi^1_{j,j}} E^{p+1,q} = \text{Ext}^{p+1}_{\mathbb{H}(G^0, I)}(\Lambda^{q'}, \Lambda^j).$$

But Theorem 2.3.5 tells us that this is an isomorphism, whenever both sides are nonzero. It follows that $E^{p+1,q} \subset R^*_{\pi_j} \mathcal{E}^+_\pi_{j,j}$, and finally that the isomorphism of Corollary 3.2.9 induces the claimed isomorphism. The claim on $R^\text{red}_{\pi_j}$ is a direct consequence of the latter.

By definition the graded map $L^*_\pi$ commutes with $\mathcal{E}^+_\pi$, so $L^*_\pi$ induces a graded linear map $L^\text{red}_\pi : R^\text{red}_{\pi_j} \rightarrow R^\text{red}_{\pi_j}[2]$.

**3.4.3. Corollary.** For $j = 0, \ldots, d-1$, we have $(R^\text{red}_{\pi_j}, L^\text{red}_{\pi_j}) \simeq P_j \oplus (P_0)^{\oplus j} [j']$. In particular we have the equality

$$[R^\text{red}_{\pi_j}, L^\text{red}_{\pi_j}] = \text{LJ}(\pi_j) \otimes (\sigma^{ss}(\pi_j), N_{\pi_j})$$

in the Grothendieck group of Weil–Deligne $\overline{\mathbb{F}}_\ell D^\infty$-representations.

**Proof.** By the corollary in Section 3.3.5 (and its proof) and the very definition of $R^\text{red}_{\pi_j}$ as a quotient of $R^*_{\pi_j}$, we see that $L^\text{red}_{\pi_j}$ induces a surjective map $R^\text{red}_{\pi_j} \rightarrow R^\text{red}_{\pi_j}$ for all $k \geq -j'$. So our first claim follows from the description of the graded dimension of $R^*_{\pi_j}$ in the above theorem. The second claim follows from the equalities

- $\text{LJ}(\pi_j) = (-1)^j \text{LJ}(\pi_0) = (-1)^j \text{LJ}(\pi_{d-1}) = (-1)^j [1_{D^\infty}]$ and
- $\sigma^{ss}(\pi_j) = (1_{W_k})^{\oplus d}$ and $N_{\pi_j}$ has Jordan type $\lambda = (d - j, 1^{(j)})$.

The latter equalities are seen, for example, by reducing modulo $\ell$ the corresponding equalities for $v_{[1,\ldots,j]}(\overline{\mathbb{Q}}_\ell)$, since we have $\pi_j = v_{[1,\ldots,j]}(\overline{\mathbb{F}}_\ell)$.

**3.4.4. Remark.** There are dual versions of the theorem and corollary. Instead of considering $R^\text{red}_{\pi_j}$, one could consider

$$R^\text{cored}_{\pi_j} := R^*_\pi(\mathcal{E}^+_\pi_{j,j})$$

the graded subvector space of $R^*_\pi$ which is annihilated by the augmentation ideal $\mathcal{E}^+_\pi_{j,j}$. Then a very similar argument to the proof of the above theorem shows that the isomorphism of Corollary 3.2.9 induces the following one:

$$R^\text{cored}_{\pi_j} \simeq \bigoplus_{q = 0}^{j-1} \text{Ext}^{j+q}_{\mathbb{H}(G^0, I)}(\Lambda^{q'}, \Lambda^j)[j'] \oplus \bigoplus_{q = j}^{d-1} \text{Ext}^{j+q'}_{\mathbb{H}(G^0, I)}(\Lambda^{q'}, \Lambda^j)[j' - 2q].$$

In particular $R^\text{cored}_{\pi_j}$ has total dimension $d$ and graded dimension given by

$$\dim_{\overline{\mathbb{F}}_\ell} R^\text{red}_{\pi_j} \begin{cases} j + 1 & \text{if } k = j', \\ 0 & \text{if } k = j' - 2i \text{ with } 0 < i \leq j', \\ 1 & \text{else.} \end{cases}$$
Similar arguments as in the last corollary show that \( L^\star \) takes \( R^\text{cored} \) to itself, and that for \( j = 0, \ldots, d-1 \), we have \( (R^\text{cored}, L^\text{cored}) \simeq P_j \oplus (P_0) \oplus [-j'] \), leading to the same conclusion that \( [R^\text{cored}, L^\text{cored}] = LJ_j \otimes (\sigma^{ss_j}(\pi_j), N_{\pi_j}) \).

3.4.5. We now give the relation between the algebra \( E^\star \) used here and that used in the statement of the main theorem in Section 1.2.2. The inflation functor from \( H_\ell(G^0, I) \)-modules to \( H_\ell(G^0, I') \)-modules along the map of Proposition 2.1.3 yields a morphism of graded algebras

\[
E^\star \rightarrow \text{Ext}^\star_{H_\ell(G^0)}(\pi, \pi)
\]

and the right action of \( E^\star \) on \( R^\star \) that one deduces from this morphism coincides with the right-action used above, which was obtained from the expression (3.1.1). We claim that the image of the above map is the algebra \( E^\star \) defined in Section 1.2.2. Since \( H^\star \) is generated in degree 1, we only need to see that sequence

\[
\text{Ext}^1_{H_\ell(G^0, I)}(\pi^I, \pi^I) \rightarrow \text{Ext}^1_{H_\ell(G^0)}(\pi, \pi) \rightarrow \text{Ext}^1_{H_\ell(G^0)}(\pi, \pi)
\]

is exact. But through the equivalence of Corollary 2.1.2 this sequence reads

\[
\text{Ext}^1_{H_\ell(G^0, I)}(\pi^I, \pi^I) \rightarrow \text{Ext}^1_{H_\ell(G^0, I')}(\pi^I, \pi^I) \rightarrow \text{Ext}^1_{H_\ell(G^0, I')}(\pi^I, \pi^I).
\]

On the other hand, since \( \ell > d \), the right-hand side coincides with \( \text{Ext}^1_{H_\ell(I'/I)}(\pi^I, \pi^I) \). Therefore the exactness is equivalent to the fact that any extension \( E \) of \( \pi^I \) by \( \pi^I \) as \( \mathcal{H}(G^0, I^\ell) \)-modules is a \( \mathcal{H}(G^0, I) \)-module if and only if it splits as an extension of \( I^\ell/I \)-modules. But this is clear.

**Appendix: Proof of Theorem 2.3.5 and Proposition 2.3.7**

In order to compute enough cup-products between the nonvanishing Ext spaces of Corollary 2.3.3, we need to exhibit explicit generators of some of these Ext spaces.

**A.1. Construction of extensions.** Recall that we have abbreviated \( \Lambda^i := \wedge^i \text{Std} \) and \( \text{Ext}^k_{\ell[\wedge^i]}(\Lambda^i, \Lambda^j) \) by \( \text{Ext}^k(\Lambda^i, \Lambda^j) \).

**A.1.1. Further notation.** The standard representation \( \Lambda^1 = \text{Std} \) can be presented as the quotient of the permutation module \( F^d_\ell \) by the line generated by \( (1, 1, \ldots, 1) \). Let \( e_1, \ldots, e_d \) be the image of the canonical basis of \( F^d_\ell \) in \( \Lambda^1 \). This set of vectors enjoys the following properties:

- it is a generating set with “only” linear relation \( \sum_{r=1}^d e_r = 0 \) and
- the action of \( \mathfrak{S}_d \) is given by \( \sigma(e_r) = e_{\sigma(r)} \), where we see \( \mathfrak{S}_d \) as the permutation group of \( \{1, \ldots, d\} \).
More generally, if \( I \) is a subset of \( \{1, \ldots, d\} \) of size \( |I| = i \) we put
\[
e_i := e_{r_1} \wedge \cdots \wedge e_{r_i} \in \Lambda^i,
\]
where \( I = \{r_1, r_2, \ldots, r_i\} \) and \( r_1 < r_2 < \cdots < r_i \). For a collection \( I_1, \ldots, I_n \) of subsets of \( \{1, \ldots, d\} \) we define \( \varepsilon(I_1, \ldots, I_n) \) by the equality
\[
e_{I_1} \wedge \cdots \wedge e_{I_n} = \varepsilon(I_1, \ldots, I_n)e_{I_1 \cup \cdots \cup I_n}.
\]
Thus \( \varepsilon(I_1, \ldots, I_n) = 0 \) unless all \( I_i \)'s are pairwise disjoint, in which case it is a sign. Now, if we fix \( i \), the set of vectors \( \{e_I, I \subset \{1, \ldots, d\}, |I| = i\} \) enjoys the following properties:

- It is a generating set whose space of linear relations is generated by the following ones: \( \sum_{r=1}^d \varepsilon(J, \{r\})e_{J \cup \{r\}} = 0 \) for each \( J \subset \{1, \ldots, d\} \) of size \( |J| = i - 1 \). In particular, the subset of all \( e_I \)'s for \( I \) contained in \( \{1, \ldots, d-1\} \) is a basis of \( \Lambda^i \).

- The action of \( \mathfrak{S}_d \) is given by \( \sigma(e_I) = \text{sgn}(\sigma_{|I})e_{\sigma(I)} \), where \( \sigma_{|I} \) is considered as a permutation of \( \{1, \ldots, i\} \) via the orderings on \( I \) and \( \sigma(I) \) inherited from that of \( \{1, \ldots, d\} \).

When \( i = i_1 + \cdots + i_n \) is a composition series of \( i \), we have a canonical map (exterior product) \( \Lambda^{i_1} \otimes \cdots \otimes \Lambda^{i_n} \overset{\text{prod}}{\longrightarrow} \Lambda^i \). We will later need the quasisection \( \Lambda^i \overset{\text{can}}{\longrightarrow} \Lambda^{i_1} \otimes \cdots \otimes \Lambda^{i_n} \) of this map defined by
\[
\text{can}(v_1 \wedge \cdots \wedge v_i) = \sum_{\tau \in \mathfrak{S}_d/\mathfrak{S}_{i_1} \times \cdots \times \mathfrak{S}_{i_n}} \text{sgn}(\tau)(v_{\tau(1)} \wedge \cdots \wedge v_{\tau(i_1)}) \otimes \cdots \otimes (v_{\tau(i-i_n+1)} \wedge \cdots \wedge v_{\tau(i)}),
\]
where the index set stands for permutations \( \tau \) that are increasing on each \( \left[ \sum_{s < i} i_s + 1, \sum_{s \leq i} i_s \right] \). Note that \( \text{prod} \circ \text{can} \) is the multiplication by \( i!/(i_1! \cdots i_n!) \), which is nonzero in \( \mathbb{F}_\ell \), due to our assumption that \( \ell > d \). Note also that \( \text{can} \) is \( \mathfrak{S}_d \)-equivariant and the evaluation on \( e_I \) is given by
\[
\text{can}(e_I) = \sum_{I_1 \cup \cdots \cup I_n = I, |I_i| = i} \varepsilon(I_1, \ldots, I_n) e_{I_1} \otimes \cdots \otimes e_{I_n}.
\]

**A.1.3. Definition.** For \( d-1 \geq i \geq j \geq 0 \), we denote by \( \xi_{i,j}^j \) the generator of \( \text{Ext}^{i-j}(\Lambda^i, \Lambda^j) \) provided by the nonzero \( \mathfrak{S}_d \)-equivariant map \( \Lambda^i \overset{\text{can}}{\longrightarrow} \Lambda^j \otimes \Lambda^{i-j} \) via the isomorphism of Proposition 2.3.7(ii).

**A.1.4. Proof of Proposition 2.3.7.** Since the regular representation \( \mathbb{F}_\ell[\mathfrak{S}_d] \) is semi-simple, it is sufficient to prove that for all \( i \leq j \) the cup-product
\[
\xi_{j,i}^j \cup - : \text{Ext}^j'(\Lambda^i, \mathbb{F}_\ell[\mathfrak{S}_d]) \longrightarrow \text{Ext}^j'(\Lambda^j, \mathbb{F}_\ell[\mathfrak{S}_d])
\]
is an isomorphism. Note that, as a \( \mathbb{F}_\ell[(N \cap G^0)/T^0] \)-module, we have \( \mathbb{F}_\ell[\mathcal{G}_d] = \text{ind}_{T \cap G^0}^{N \cap G^0}(\mathbb{F}_\ell) \), so Frobenius reciprocity tells us that

\[
\text{Ext}^j_{\mathbb{F}_\ell[(N \cap G^0)/T^0]}(\Lambda^i, \mathbb{F}_\ell[\mathcal{G}_d]) \simeq \text{Ext}^j_{\mathbb{F}_\ell[(T \cap G^0)/T^0]}(\Lambda^i, \mathbb{F}_\ell) \simeq \text{Hom}_{\mathbb{F}_\ell}(\Lambda^i, \Lambda^{j+i}).
\]

Now, by the formula for cup-products in Proposition 2.3.2(ii) and the expression of \( \xi_{j,i} \) in Definition A.1.3, we see that the map (A.1.5) is isomorphic to the map

\[
\text{Hom}_{\mathbb{F}_\ell}(\Lambda^i, \Lambda^{j+i}) \rightarrow \text{Hom}_{\mathbb{F}_\ell}(\Lambda^i, \Lambda^j)
\]

(A.1.6)

\[
\varphi \mapsto \psi : (\Lambda^j \xrightarrow{\text{can}} \Lambda^i \otimes \Lambda^{j-i} \xrightarrow{\varphi \otimes \text{Id}} \Lambda^{j'} \otimes \Lambda^{i'-j'} \xrightarrow{\Lambda^i'}).
\]

That the latter map is an isomorphism is an avatar of the Lefschetz decomposition of the exterior algebra of an hermitian space (see, for example, [Griffiths and Harris 1978, Chapter 0.7]). Since our field of coefficients \( \mathbb{F}_\ell \) has positive characteristic we briefly review the argument in order to ensure that it is still valid in our context.

Let us consider the graded space \( H^* := \text{Hom}_{\mathbb{F}_\ell}(\Lambda^*, \Lambda^*) = \check{\Lambda}^* \otimes \Lambda^* \), where \( \check{\Lambda} \) is the \( \mathbb{F}_\ell \)-linear dual space of \( \Lambda \). We endow it with an operator of degree 2 which on the \( (p, q) \) part is given by

\[
L : \text{Hom}_{\mathbb{F}_\ell}(\Lambda^p, \Lambda^q) \rightarrow \text{Hom}_{\mathbb{F}_\ell}(\Lambda^{p+1}, \Lambda^{q+1})
\]

\[
\varphi \mapsto L\varphi : (\Lambda^p \xrightarrow{\text{can}} \Lambda^p \otimes \Lambda^{q} \xrightarrow{\varphi \otimes \text{Id}} \Lambda^{q+1}),
\]

and an operator of degree \(-2\) which on the \((p, q)\)-part is given by

\[
'L : \text{Hom}_{\mathbb{F}_\ell}(\Lambda^p, \Lambda^q) \rightarrow \text{Hom}_{\mathbb{F}_\ell}(\Lambda^{p-1}, \Lambda^{q-1})
\]

\[
\varphi \mapsto 'L\varphi : (\Lambda^p \xrightarrow{\text{can}} \check{\Lambda} \otimes \Lambda^{q} \xrightarrow{\varphi \otimes \text{Id}} \check{\Lambda}^{q-1}).
\]

Here the last map is the composition of \( \text{can} \) with the evaluation map \( \Lambda \otimes \check{\Lambda} \rightarrow \mathbb{F}_\ell \).

Explicitly, denoting by \( e^*_1, \ldots, e^*_{d-1} \) the dual basis of \( e_1, \ldots, e_{d-1} \), we have \( L\varphi = \varphi \wedge (\sum_i e^*_i \otimes e_i) \), or, even more explicitly, we have for \( I, J \subset \{1, \ldots, d-1\} \) with \(|I| = p\) and \(|J| = q\), denoting by \( I^c \) the complementary subset,

\[
L(e^*_I \otimes e_J) = \sum_{k \in I \cap J^c} \varepsilon(I, k) \varepsilon(J, k)e^*_{I \cup \{k\}} \otimes e_{J \setminus \{k\}},
\]

while

\[
'L(e^*_I \otimes e_J) = \sum_{k \in I \setminus J} \varepsilon(I \setminus \{k\}, k) \varepsilon(J \setminus \{k\}, k)e^*_{I \setminus \{k\}} \otimes e_{J \setminus \{k\}}.
\]

Then a simple computation shows that commutator \([L, 'L]\) acts on \( \text{Hom}_{\mathbb{F}_\ell}(\Lambda^p, \Lambda^q) \) by multiplication by \( p + q - d + 1 \), hence it acts on \( H^k \) by multiplication by \( k - d + 1 \). It follows that the triple \([L, [L, 'L]]\) is a \( \mathfrak{s}\mathfrak{l}_2 \)-triple, that is, is the image of the canonical basis \( (E_{12}, E_{11} - E_{22}, E_{21}) \) of \( \mathfrak{s}\mathfrak{l}_2(\mathbb{F}_\ell) \) by a unique structure of \( \mathfrak{s}\mathfrak{l}_2(\mathbb{F}_\ell) \)-modules on \( H^* \). Moreover, the weights are \( 1 - d, 2 - d, \ldots, d - 1 \) and the eigenspace of weight \( 1 - d + k \) is \( H^k \). Now, we use our assumption that \( \ell > d \).
This means that the simple $\mathfrak{sl}_2(\overline{\mathbb{F}}_\ell)$-modules with weights in the above range are constructed in the same way as for $\mathfrak{sl}_2(\mathbb{C})$. In particular, for each $\lambda \in \{0, \ldots, d-1\}$ there is a unique simple module $(V_\lambda, r_\lambda)$ of highest weight $\lambda$, its weights are $-\lambda, \lambda+2, \ldots, \lambda$, and $r_\lambda(E_{12})$ induces an isomorphism between eigenspaces $V_\lambda^k \cong V_{\lambda+2}^{k+2}$ for $-\lambda \leq k < \lambda$. Now, taking a filtration of $H^*$ with simple subquotients, we see that $L^k$ induces an isomorphism $H^{d-1-k} \cong H^{d-1+k}$ for all $k = 0, \ldots, d-1$, and consequently an isomorphism

$$L^k : \text{Hom}_{\overline{\mathbb{F}}_\ell}(\Lambda^p, \Lambda^q) \cong \text{Hom}_{\overline{\mathbb{F}}_\ell}(\Lambda^{p+k}, \Lambda^{q+k})$$

whenever $p+q = d-1-k$. But we have $L^k \varphi = \varphi \wedge (k! \sum_{|I|=k} e^*_I \otimes e_I)$, so that $L^k$ is also given by

$$L^k \varphi = k!(\Lambda^{p+k} \xrightarrow{\text{can}} \Lambda^p \otimes \Lambda^k \xrightarrow{\varphi \otimes \text{Id}} \Lambda^q \otimes \Lambda^k \xrightarrow{\wedge} \Lambda^{q+k}).$$

Now, taking $p = i$, $k = j-i = i'-j'$, and $q = j'$ we get that (A.1.6) is an isomorphism, as desired.

**A.1.7. Lemma.** For $i = 1, \ldots, d-1$, we define inductively an element $F_i \in \Lambda^i \otimes \Lambda^i$ by setting

(A.1.8) $F_1 := \frac{1}{d} \sum_{r=1}^d e_r \otimes e_r$, and $F_i = \frac{1}{d} \sum_{r=1}^d e_r \wedge F_{i-1} \wedge e_r$, for $i > 1$.

Then, $F_i$ is a generator of $(\Lambda^i \otimes \Lambda^i) \circ \mathfrak{S}_d$ and we have the formula

(A.1.9) $F_i = (-1)^{(i-1)/2} \frac{i!}{d^i} \sum_{I \subset \{1, \ldots, d\}, |I| = i} e_I \otimes e_I$.

**Proof.** Formula (A.1.9) is easily checked by induction, using the fact that

$$e_r \wedge e_I \otimes e_I \wedge e_r = \varepsilon([r], I) \varepsilon(I, \{r\}) e_{I \cup \{r\}} \otimes e_{I \cup \{r\}}$$

is 0 unless $r \in \{1, \ldots, d\} \setminus I$, in which case we have $\varepsilon([r], I)\varepsilon(I, \{r\}) = (-1)^{|I|}$. Now, $F_i$ is clearly $\mathfrak{S}_d$-invariant, so it only remains to check it is nonzero. Consider the element

$$E_i := e_{\{i+1, \ldots, d-1\}} \wedge F_i \wedge e_{\{i+2, \ldots, d\}} \in \Lambda^{d-1} \otimes \Lambda^{d-1} \cong \overline{\mathbb{F}}_\ell.$$

In our formula for $F_i$, the only subset $I$ that will contribute to $E_i$ is $I = \{1, \ldots, i\}$, so that we get

$$E_i = c_i \cdot e_{\{1, \ldots, d\} \setminus \{d-1\}} \otimes e_{\{1, \ldots, d\} \setminus \{i+1\}},$$

with $c_i = \pm i!/d^i$ nonzero. Hence $E_i \neq 0$ and therefore $F_i \neq 0$. □
The element \( F_i \) defines a nonzero morphism \( \xi_{0,i}^i : \Lambda^0 = \mathbb{F}_\ell \to \Lambda^i \otimes \Lambda^i \), and therefore provides a generator \( \xi_{0,i}^i \) for \( \text{Ext}^i(\Lambda^0, \Lambda^i) \). More generally, for \( i \leq j \), the map \( \Lambda^i \to \Lambda^j \otimes \Lambda^{j-i} \), \( v \mapsto v \wedge F_{j-i} \) is a \( \mathcal{G}_d \)-equivariant map and the above proof shows that it takes nonzero value on \( v = e_{(d-i,\ldots,d-1)} \), for example.

**A.1.10. Definition.** For \( 0 \leq i \leq j \leq d-1 \), we denote by \( \xi_{i,j}^{j-i} \) the generator of \( \text{Ext}^{j-i}(\Lambda^i, \Lambda^j) \) provided by the nonzero \( \mathcal{G}_d \)-equivariant map \( v \mapsto v \wedge F_{j-i} \), \( \Lambda^i \to \Lambda^j \otimes \Lambda^{j-i} \) via the isomorphism of Proposition 2.3.2(i).

**A.1.11. Lemma.** For \( 0 < i < d-1 \), the mapping \( e_r \mapsto e_r \wedge F_{i-1} \wedge e_r - F_i \) extends uniquely to a \( \mathcal{G}_d \)-equivariant \( \mathbb{F}_\ell \)-linear nonzero map

\[
\xi_{i,i}^i : \Lambda^1 \to \Lambda^i \otimes \Lambda^i.
\]

**Proof.** Since the \( e_r \)'s generate \( \Lambda^1 \), the extension is unique. For its existence we need to check compatibility with the linear relation \( \sum_r e_r = 0 \). But this follows from the recursive definition (A.1.8). Equivariance is clear, given the invariance of \( F_i \) and \( F_{i-1} \). It remains to check nonvanishing. But we have

\[
e_{i+1,\ldots,d-1} \wedge \xi_{1,i}^i(e_d) \wedge e_{i+2,\ldots,d} = e_{i+1,\ldots,d-1} \wedge (e_d \wedge F_i - F_i) \wedge e_{i+2,\ldots,d} = -e_{i+1,\ldots,d-1} \wedge F_i \wedge e_{i+2,\ldots,d},
\]

which was shown to be nonzero in the previous proof. \( \square \)

The homomorphism \( \xi_{i,i}^i \) therefore provides a generator of \( \text{Ext}^i(\Lambda, \Lambda^i) \). We will now construct generators of some other nonzero Ext spaces.

**A.1.12. Explicit basis of Ext spaces.** In this section we fix integers \( i, j, k \in \{0, \ldots, d-1\} \) and we assume that \( i \leq j \) and \( i + j \leq d-1 \). Under these assumptions, Corollary 2.3.3 tells us that \( \text{Ext}^k(\Lambda^i, \Lambda^j) \) has dimension 1 exactly when \( j-i \leq k \leq j+i \).

**Definition.** In this context, if \( k \) is of the form \( k = j-i+2l \), we define

\[
\xi_{i,j}^i : \Lambda^i \to \Lambda^{i-l} \otimes \Lambda^l \to \Lambda^j \otimes \Lambda^k
\]

\[v \otimes w \mapsto v \wedge F_{k-l} \wedge w.
\]

If \( k \) is of the form \( k = j-i+2l+1 \), we define

\[
\xi_{i,j}^i : \Lambda^i \to \Lambda^{i-l-1} \otimes \Lambda^l \otimes \Lambda^l \to \Lambda^j \otimes \Lambda^k
\]

\[v \otimes u \otimes w \mapsto v \wedge \xi_{i,j}^{k-l}(u) \wedge w.
\]

By construction, the map \( \xi_{i,j}^i \) is \( \mathcal{G}_d \)-equivariant, and we denote by the same symbol the corresponding element of \( \text{Ext}^k(\Lambda^i, \Lambda^j) \) via Proposition 2.3.2(i).
Remark. This definition is consistent with Definition A.1.10. Moreover, by Proposition 2.3.2(ii), we see that by construction we have a factorization \( \xi^k_{l,i,j} = \xi^l_{i,j} + \xi^{k-l}_{i-l,j} \) with \( l \) as in the definition above.

The following proposition is the key to Theorem 2.3.5.

**Proposition.** For all \( k \) such that \( j - i \leq k \leq j + i \), the element \( \xi^k_{l,i,j} \) is a generator of \( \Ext^k(\Lambda^i, \Lambda^j) \). Moreover, if \( k < j + i \), we have

1. \( \xi^k_{l,i} \cup \xi^k_{l,j} \in \mathbb{F}_\ell^\times \cdot \xi^{k+1}_{l,i,j} \) and
2. \( \xi^k_{l,i,j} \cup \xi^k_{l,i} \in \mathbb{F}_\ell^\times \cdot \xi^{k+1}_{l,i,j} \).

**Proof.** The proofs of (i) and (ii) are somewhat lengthy and complicated computations, and are postponed to Section A.2 in order to lighten a bit this section.

Let us deduce that \( \xi^k_{l,i,j} \) is a generator of \( \Ext^k(\Lambda^i, \Lambda^j) \). We know that this is equivalent to \( \xi^k_{l,i,j} \) being nonzero. By either (i) and (ii), it is enough to prove that \( \xi^{k+1}_{l,i,j} \) is nonzero. By definition, the homomorphism \( \xi^{k+1}_{l,i,j} : \Lambda^i \rightarrow \Lambda^j \otimes \Lambda^{k+1} \) is given by \( v \mapsto F_j \wedge v \). But the proof of Lemma (A.1.9) shows that, for example, \( F_j \wedge e_{[d-i+1,...,d]} \) is nonzero (note that \( j + 2 \leq d - i + 1 \)). \( \square \)

**A.1.13. Proof of Theorem 2.3.5.** The last proposition implies the claim in the case where \( i \leq j \) and \( i + j \leq d - 1 \). Using duality we get the case where \( i \geq j \) and \( i + j \leq d - 1 \). Here by duality we mean contragredient \( A \mapsto A^* = \Hom_{\mathbb{F}_\ell}(A, \mathbb{F}_\ell) \) of \( \mathbb{F}_\ell \)-representations of \( \mathcal{G}_d \). Indeed, for such representations we have functorial isomorphisms

\[
\Ext^*_\mathbb{F}_\ell([N\cap G^0]/T^0)(A, B) \simeq \Ext^*_\mathbb{F}_\ell([N\cap G^0]/T^0)(B^*, A^*)
\]

that are compatible with cup-products in the obvious sense, and, on the other hand, we have \( (\Lambda^i)^* \simeq \Lambda^i \) and \( (\Lambda^j)^* \simeq \Lambda^j \). So the claim is now proved for \( i + j \leq d - 1 \).

In order to get the case \( i + j \geq d - 1 \) we use the endoequivalence of the category of \( \mathbb{F}_\ell \)-representations of \( \mathcal{G}_d \) given by \( A \mapsto A \otimes \Lambda^{d-1} \). Again we have functorial isomorphisms

\[
\Ext^*_\mathbb{F}_\ell([N\cap G^0]/T^0)(A, B) \simeq \Ext^*_\mathbb{F}_\ell([N\cap G^0]/T^0)(A \otimes \Lambda^{d-1}, B \otimes \Lambda^{d-1})
\]

that are compatible with cup-products. On the other hand, we have

\[
\Lambda^i \otimes \Lambda^{d-1} \simeq \Lambda^{d-1-i} \quad \text{and} \quad \Lambda^j \otimes \Lambda^{d-1} \simeq \Lambda^{d-1-j},
\]

and \( (d-1-i) + (d-1-j) \leq d - 1 \) whenever \( i + j \geq d - 1 \).

**A.2. Proof of the preceding proposition.** We now prove items (i) and (ii) of the proposition appearing on this page. We will evaluate both sides of the claimed
equalities on elements $e_I$ for $I \subset \{1, \ldots, d\}$ of size $i$. Inserting (A.1.2) in our definitions, we get

$$
\xi^1_{i,j}(e_I) = \sum_{r \in I} \varepsilon(I \setminus \{r\}, \{r\}) e_{I \setminus \{r\}} \wedge (e_r \otimes e_r - F_1)
$$

$$
= \sum_{r \in I} e_I \otimes e_r - \sum_{r \in I} \varepsilon(I \setminus \{r\}, \{r\}) e_{I \setminus \{r\}} \wedge F_1.
$$

Similarly, when $k = j - i + 2l$ we get

$$
\xi^k_{i,j}(e_I) = \sum_{l=I_{i-1} \cup I_l} \varepsilon(I_{i-1}, I_l) e_{I_{i-1}} \wedge F_{k-1} \wedge e_l,
$$

and when $k = j - i + 2l + 1$ we get

$$
\xi^k_{i,j}(e_I) = \sum_{l=I_{i-1} \cup [r] \cup I_l} \varepsilon(I_{i-1}, \{r\}, I_l) e_{I_{i-1}} \wedge (e_r \wedge F_{k-1} \wedge e_r) \wedge e_l.
$$

**A.2.1. Proof of (i) in the case $k = j - i + 2l$.** We assume that $k = j - i + 2l$. From the two expressions above and from the dictionary for cup-products in Proposition 2.3.2(ii), we get

$$(\xi^1_{i,j} \cup \xi^k_{i,j})(e_I) = A - B,$$

with

$$A = \sum_{r \in I} \xi^k_{i,j}(e_I) \wedge e_r = \sum_{r \in I} \sum_{l=I_{i-1} \cup I_l} \varepsilon(I_{i-1}, I_l) e_{I_{i-1}} \wedge F_{k-1} \wedge e_l \wedge e_r$$

and

$$B = \frac{1}{d} \sum_{r \in I} \varepsilon(I \setminus \{r\}, \{r\}) \sum_{s=1}^{d} \xi^k_{i,j}(e_{I \setminus \{r\}} \wedge e_s) \wedge e_s.$$

Now in the expression $A$, each summand is 0 unless $r \in I_{i-1}$, in which case we have

$$\varepsilon(I_{i-1}, I_l) e_{I_{i-1}} \wedge F_{k-1} \wedge e_l \wedge e_r$$

$$= (-1)^l \varepsilon(I_{i-1}, I_l) e_{I_{i-1} \setminus \{r\}} \wedge (e_r \wedge F_{k-1} \wedge e_r) \wedge e_l$$

$$= (-1)^l \varepsilon(I_{i-1} \setminus \{r\}, \{r\}, I_l) e_{I_{i-1} \setminus \{r\}} \wedge (e_r \wedge F_{k-1} \wedge e_r) \wedge e_l,$$

so that eventually we may rewrite

$$A = (-1)^l \sum_{l=I_{i-1} \cup \{r\} \cup I_l} \varepsilon(I_{i-1}, \{r\}, I_l) e_{I_{i-1}} \wedge (e_r \wedge F_{k-1} \wedge e_r) \wedge e_l$$

and thus recognize one summand of the expression of $\xi^{k+1}_{i,j}(e_I)$. Moreover, in expression $B$ each summand is 0 unless $s$ is outside $I \setminus \{r\}$, in which case, putting
\[ I^{-r+s} := I \setminus \{r\} \sqcup \{s\}, \text{ we may write} \]
\[ \xi^{k}_{i,j}(e_{I \setminus \{r\}} \wedge e_{s}) \wedge e_{s} \]
\[ = \varepsilon(I \setminus \{r\}, \{s\}) \xi^{k}_{i,j}(e_{I^{-r+s}}) \wedge e_{s} \]
\[ = \varepsilon(I \setminus \{r\}, \{s\}) \sum_{I^{-r+s} = I^{-r+s}_{i} \sqcup I^{-r+s}_{l}} \varepsilon(I_{l}^{-r+s}, I_{l}^{-r+s}) e_{I_{l}^{-r+s}} \wedge F_{k-1} \wedge e_{I_{l}^{-r+s}} \wedge e_{s}. \]

Now in the last expression, each summand vanishes unless \( s \in I_{l}^{-r+s} \) and, as above, we have
\[ \varepsilon(I_{l}^{-r+s}, I_{l}^{-r+s}) e_{I_{l}^{-r+s}} \wedge F_{k-1} \wedge e_{I_{l}^{-r+s}} \wedge e_{s} \]
\[ = (-1)^{l} \varepsilon(I_{l}^{-r+s} \setminus \{s\}, \{s\}) e_{I_{l}^{-r+s} \setminus \{s\}} \wedge (e_{s} \wedge F_{k-1} \wedge e_{s}) \wedge e_{I_{l}^{-r+s}}. \]

Hence we get
\[ \xi^{k}_{i,j}(e_{I \setminus \{r\}} \wedge e_{s}) \wedge e_{s} \]
\[ = (-1)^{l} \varepsilon(I \setminus \{r\}, \{s\}) \sum_{I \setminus \{r\} = I_{l-1} \sqcup I_{l}} \varepsilon(I_{l-1}, \{s\}, I_{l}) e_{I_{l-1}} \wedge (e_{s} \wedge F_{k-1} \wedge e_{s}) \wedge e_{I_{l}}. \]

Because of the equality
\[ \varepsilon(I_{l-1}, \{s\}, I_{l}) = (-1)^{l} \varepsilon(I_{l-1}, I_{l}, \{s\}) = (-1)^{l} \varepsilon(I_{l-1}, I_{l}) \varepsilon(I \setminus \{r\}, \{s\}), \]
we have
\[ \varepsilon(I \setminus \{r\}, \{s\}) \varepsilon(I_{l-1}, \{s\}, I_{l}) = \varepsilon(I \setminus \{r\}, \{r\}) \varepsilon(I_{l-1}, \{r\}, I_{l}), \]
so that eventually
\[ B = \frac{(-1)^{l}}{d} \sum_{s=1}^{d} \sum_{l=I_{l-1} \sqcup \{r\} \sqcup I_{l}} \varepsilon(I_{l-1}, \{r\}, I_{l}) e_{I_{l-1}} \wedge (e_{s} \wedge F_{k-1} \wedge e_{s}) \wedge e_{I_{l}} \]
\[ = (-1)^{l} \sum_{l=I_{l-1} \sqcup \{r\} \sqcup I_{l}} \varepsilon(I_{l-1}, \{r\}, I_{l}) e_{I_{l-1}} \wedge F_{k-1} \wedge e_{I_{l}}, \]
which gives the second summand in the expression of \( \xi^{k+1}_{i,j}(e_{l}) \). Namely, we have shown that \( \xi^{1}_{i,i} \cup \xi^{k}_{i,j} = (-1)^{l} \xi^{k+1}_{i,j} \) in this case.

**A.2.2. Proof of (i) in the case \( k = j-i+2l+1 \).** We now assume that \( k = j-i+2l+1 \). Again we can write
\[ (\xi^{1}_{i,i} \cup \xi^{k}_{i,j})(e_{l}) = A - B, \]
with
\[ A = \sum_{r \in l} \xi^{k}_{i,j}(e_{l}) \wedge e_{r} \]
and

\[ B = \frac{1}{d} \sum_{r \in I} \varepsilon(I \setminus \{r\}, \{r\}) \sum_{s=1}^{d} \xi_{i,j}^{r,s}(e_{I \setminus \{r\}} \wedge e_s) \wedge e_s. \]

Inserting the expression of \( \xi_{i,j}^{k} \) in \( A \) we may decompose \( A = A_1 + A_2 \) with

\[ A_1 = \sum_{r \in I} \sum_{l = I_{r-1} \cup \{r\} \cup I_r} \varepsilon(I_{r-1}, t, I_l) e_{I_{r-1}} \wedge e_t \wedge F_{k_{r-1}} \wedge e_t \wedge e_r \]

and

\[ A_2 = -\sum_{r \in I} \sum_{l = I_{r-1} \cup \{r\} \cup I_r} \varepsilon(I_{r-1}, t, I_l) e_{I_{r-1}} \wedge F_{k_{r-1}} \wedge e_t \wedge e_r. \]

Each summand of \( A_1 \) vanishes unless \( r \in I_{r-1} \). This remark allows us to rewrite the sum in the following way:

\[ A_1 = \sum_{l = I_{r-1} \cup I_t} \varepsilon(I_{r-1}, I_l) \sum_{r,t \in I_{r-1}} e_{I_{r-1}} \wedge F_{k_{r-1}} \wedge e_t \wedge e_r = 0. \]

Indeed, the sum vanishes because the summands are antisymmetric in \((r, t)\). As for \( A_2 \), we split it further as \( A_{21} + A_{22} \), according to whether \( r = t \) or \( r \neq t \):

\[ A_{21} = -\sum_{l = I_{r-1} \cup \{t\} \cup I_t} \varepsilon(I_{r-1}, t, I_l) e_{I_{r-1}} \wedge F_{k_{r-1}} \wedge e_t, \]

\[ A_{22} = -\sum_{l = I_{r-1} \cup \{t\} \cup I_t} \sum_{r \neq t} \varepsilon(I_{r-1}, t, I_l) e_{I_{r-1}} \wedge F_{k_{r-1}} \wedge e_t \wedge e_r. \]

We are then pleased to see that

\[ A_{21} = -(-1)^l \sum_{l = I_{r-1} \cup \{t\} \cup I_t} \varepsilon(I_{r-1}, I_l \cup \{t\}) e_{I_{r-1}} \wedge F_{k_{r-1}} \wedge e_t \wedge e_t \]

\[ = (-1)^{l+1}(l+1) \sum_{l = I_{r-1} \cup I_{t+1}} \varepsilon(I_{r-1}, I_{t+1}) e_{I_{r-1}} \wedge F_{k_{r-1}} \wedge e_t \wedge e_t \]

\[ = (-1)^{l+1}(l+1) \xi_{i,j}^{k+1}(e_t). \]

The term \( A_{22} \) will be canceled by a term occurring in \( B \), so we now turn to \( B \), and begin to decompose it as \( B_1 + B_2 \), with

\[ B_1 = \sum_{r \in I} \varepsilon(I \setminus r, r) \left( \frac{1}{d} \sum_{s=1}^{d} \varepsilon(I \setminus r, s) \times \sum_{l' = I_{r-1} \cup \{t\} \cup I_t} \varepsilon(I_{r-1} \setminus \{t\}, I_l^r) e_{I_{r-1}} \wedge (e_t \wedge F_{k_{r-1}} \wedge e_t) \wedge e_i \wedge e_s \right) \]

and
\[
B_2 = -\sum_{r \in I} \varepsilon(I \setminus r, r) \left( \frac{1}{d} \sum_{s=1}^{d} \varepsilon(I \setminus r, s) \times \sum_{I^s = I_{i-1} \cup \{t\} \cup I_i^s} \varepsilon(I_{i-1}^s, \{t\}, I_i^s) e_{I_{i-1}^s} \wedge F_{k-l} \wedge e_{I_i^s} \wedge e_s, \right)
\]

where we have written \( I^s := I \setminus \{r\} \cup \{s\} \). We may split further, \( B_2 = B_{21} + B_{22} \), according to whether \( t = s \) or \( t \neq s \). Then we have

\[
B_{21} = -\sum_{r \in I} \varepsilon(I \setminus r, r) \left( \frac{1}{d} \sum_{s=1}^{d} \varepsilon(I \setminus r, s) \times \sum_{l \setminus \{r\} = I_{i-1} \cup l_i} \varepsilon(I_{i-1}, \{s\}, I_i) e_{I_{i-1}} \wedge F_{k-l} \wedge e_{I_i} \wedge e_s \right)
\]

\[
= -\sum_{r \in I} \varepsilon(I \setminus r, r) \frac{1}{d} \sum_{s=1}^{d} \sum_{l \setminus \{r\} = I_{i-1} \cup l_i} (-1)^t \varepsilon(I_{i-1}, \{s\}, I_i) e_{I_{i-1}} \wedge F_{k-l} \wedge e_{I_i} \wedge e_s
\]

\[
= -\sum_{r \in I} \varepsilon(I \setminus r, r) \sum_{l \setminus \{r\} = I_{i-1} \cup l_i} (-1)^t \varepsilon(I_{i-1}, \{s\}, I_i) e_{I_{i-1}} \wedge F_{k-l} \wedge e_{I_i} \wedge e_s \left( \frac{1}{d} \sum_{s=1}^{d} e_s \right)
\]

\[
= 0 \quad (\text{since } \sum_{s=1}^{d} e_s = 0).
\]

As for \( B_{22} \), we note that each summand vanishes unless \( s \in I^s_{i-1} \). In this case, we may write \( e_{I_{i-1}} = \varepsilon(I_{i-1}, \{s\}, I_i) e_{I_{i-2}} \wedge e_s \) for \( I_{i-2} \) a subset of \( I \setminus \{r, t\} \), and we note that \( I^s_i \) is also a subset of \( I \setminus \{r, s\} \), so we simply denote it by \( I_j \). Therefore we may rearrange the sum in the following way:

\[
B_{22} = -\sum_{r, t \in I, r \neq t \setminus \{r, t\} = I_{i-2} \cup l_i} \frac{1}{d} \sum_{s=1}^{d} \text{sign}(r, s, t, I_{i-2}, I_i) e_{I_{i-2}} \wedge e_s \wedge F_{k-l} \wedge e_{I_i} \wedge e_s,
\]

where

\[
\text{sign}(r, s, t, I_{i-2}, I_i) = \varepsilon(I \setminus r, r) \varepsilon(I \setminus r, s) \varepsilon(I_{i-2} \cup \{s\}, \{t\}, I_i) \varepsilon(I_{i-2}, \{s\})
\]

\[
= \varepsilon(I \setminus r, r) \varepsilon(I \setminus r, s) \varepsilon(I_{i-2}, \{s\}, \{t\}, I_i)
\]

\[
= (-1)^{i+1} \varepsilon(I \setminus r, r) \varepsilon(I \setminus r, s) \varepsilon(I_{i-2}, \{t\}, I_i, \{s\})
\]

\[
= (-1)^{i+1} \varepsilon(I \setminus r, r) \varepsilon(I_{i-2}, \{t\}, I_i)
\]

\[
= (-1)^{i+1} \varepsilon(I_{i-2}, \{t\}, I_i, \{r\})
\]

\[
= \varepsilon(I_{i-2}, \{r\}, \{t\}, I_i).
\]
But since $\varepsilon(I_{i-l-2}, \{r\}, \{t\}, I_l) = -\varepsilon(I_{i-l-2}, \{t\}, \{r\}, I_l)$, we see that $B_{22} = 0$. It remains to deal with $B_1$. As in the case of $B_{22}$, we see that each summand vanishes unless $s \in I_{i-l-1}^s$, so that we may rearrange the sum

$$B_1 = \sum_{r,t \in I, r \neq t} \sum_{I \setminus \{r, t\} = I_{i-l-2} \cup I_l} 1 \sum_{s=1}^d \varepsilon(I_{i-l-2}, \{r\}, \{t\}, I_l) \times e_{I_{i-l-2}} \wedge e_s \wedge (e_t \wedge F_{k-l-1} \wedge e_t) \wedge e_l \wedge e_s$$

$$= (-1)^l \sum_{r,t \in I, r \neq t} \sum_{I \setminus \{r, t\} = I_{i-l-2} \cup I_l} \varepsilon(I_{i-l-2} \cup \{t\}, \{r\}, I_l) e_{I_{i-l-2} \cup \{t\}} \wedge F_{k-l} \wedge e_t \wedge e_l$$

$$= \sum_{l=I_{i-l-1} \cup \{r\} = I_l} \sum_{r \neq t} \varepsilon(I_{i-l-1}, r, I_l) e_{I_{i-l-1}} \wedge F_{k-l} \wedge e_l \wedge e_t$$

$$= A_{22}.$$  

Finally we have proved that in the case $k = j - i + 2l + 1$,

$$(\xi_{i,l}^1 \cup \xi_{j,l}^k)(e_I) = A_1 + A_{21} + A_{22} - B_1 - B_{21} - B_{22} = A_{21} = (-1)^{l+1}(l+1)\xi_{i,j}^{k+1}(e_I).$$

A.2.3. Proof of (ii). It is certainly possible to do a direct computation as above, but it seems easier to use case (i) and prove (ii) by induction on $k$. Indeed, if we assume that $\xi_{i,j}^{k-1} \cup \xi_{j,i}^1 \in \mathbb{F}_\ell^\times : \xi_{i,i}^j$, then we get, thanks to (i),

$$\xi_{i,j}^k \cup \xi_{j,i}^1 \in \mathbb{F}_\ell^\times : \xi_{i,i}^j \cup \xi_{j,i}^1 \cup \xi_{i,j}^{k-1} \cup \xi_{j,i}^1 \in \mathbb{F}_\ell^\times : \xi_{i,i}^j \cup \xi_{j,i}^1 \cup \xi_{i,j}^k \in \mathbb{F}_\ell^\times : \xi_{i,i}^j.$$  

Therefore all we have to do is initialize the induction by proving that $\xi_{i,j}^{j-i} \cup \xi_{j,i}^1 \in \mathbb{F}_\ell^\times : \xi_{i,j}^{j-i+1}$. But since we already know that $\xi_{i,j}^1 \cup \xi_{j,i}^1 \in \mathbb{F}_\ell^\times : \xi_{i,j}^2$, it will suffice to check that $\xi_{i,j}^{j-i} \cup \xi_{j,i}^2 \in \mathbb{F}_\ell^\times : \xi_{i,j}^{j-i+2}$ (this involves less computation). Again we evaluate both sides on elements $e_I$. Let us write

$$\xi_{i,j}^{j-i}(e_I) = e_I \wedge F_{j-i} = C_{j-i} \sum_{|K| = j-i} e_I \wedge e_K \otimes e_K,$$

with $C_{j-i} = (-1)^{(j-i)(j-i-1)/2}(j-i)!/(d^{j-i})$. We then have

$$(\xi_{i,j}^{j-i} \cup \xi_{j,i}^2)(e_I) = C_{j-i} \sum_{|K| = j-i} \varepsilon(I, K) \xi_{j,i}^2(e_{I \cup K}) \wedge e_K.$$  

Inserting the expression

$$\xi_{j,i}^2(e_{I \cup K}) = \sum_{r \in I \cup K} \varepsilon(I \cup K \setminus r, r) e_{I \cup K \setminus r} \wedge F_{j-i} \wedge e_r,$$

which is valid for $I$ and $K$ disjoint, we get
We see that those summands where \( r \in K \) vanish. Hence we may restrict the second sum to \( I \):

\[
\begin{align*}
\left( \xi_{i,j}^{j-i} \cup \xi_{j,i}^{2} \right)(e_I) &= C_{j-i} \sum_{|K|=j-i} \sum_{r \in I \setminus K} \varepsilon(I, K) \cdot \varepsilon(I \setminus K \setminus r, r) e_{I \setminus K \setminus r} \setminus F_1 \setminus e_r \setminus e_K.
\end{align*}
\]

Eventually we get

\[
\begin{align*}
\left( \xi_{i,j}^{j-i} \cup \xi_{j,i}^{2} \right)(e_I) &= C_{j-i} \sum_{|K|=j-i} \sum_{r \in I} \varepsilon(I, K) \cdot \varepsilon(I \setminus r \setminus K, r) e_{I \setminus r \setminus K} \setminus F_1 \setminus e_r \setminus e_K
\end{align*}
\]

with

\[
\begin{align*}
\mu(I, K, r) &= \varepsilon(I, K) \cdot \varepsilon(I \setminus r \setminus K, r) \cdot \varepsilon(I \setminus r, K)(-1)^{j-i}
\end{align*}
\]

\[
\varepsilon(I, K) \cdot \varepsilon(I \setminus r, K) \cdot (-1)^{j-i} = \varepsilon(I, K) \cdot \varepsilon(I \setminus r, K) = \varepsilon(I \setminus r, r).
\]

Eventually we get

\[
\begin{align*}
\left( \xi_{i,j}^{j-i} \cup \xi_{j,i}^{2} \right)(e_I) &= C_{j-i} \sum_{|K|=j-i} \sum_{r \in I} \varepsilon(I \setminus r, r) e_{I \setminus r} \setminus e_K \setminus F_1 \setminus e_K \setminus e_r
\end{align*}
\]

\[
= \sum_{r \in I} \varepsilon(I \setminus r, r) e_{I \setminus r} \setminus \left( C_{j-i} \sum_{|K|=j-i} e_K \setminus F_1 \setminus e_K \right) \setminus e_r
\]

\[
= \sum_{r \in I} \varepsilon(I \setminus r, r) e_{I \setminus r} \setminus F_j \setminus e_r
\]

\[
= \xi_{i,j}^{j-i+2}(e_I).
\]
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Splitting tower and degree of tt-rings

Paul Balmer

After constructing a splitting tower for separable commutative ring objects in tensor-triangulated categories, we define and study their degree.

Introduction

Let \( \mathcal{H} \) be a tensor-triangulated category (tt-category, for short). Denote its tensor by \( \otimes: \mathcal{H} \times \mathcal{H} \to \mathcal{H} \) and its \( \otimes \)-unit by \( 1 \). Let \( A \) be a ring object in \( \mathcal{H} \), that is, an associative monoid \( \mu: A \otimes A \to A \) with unit \( \eta: 1 \to A \). We want to study the degree of such a ring object under the assumption that \( A \) is what we call a tt-ring, that is, is commutative and separable. We focus on tt-rings because their Eilenberg–Moore category, \( A\text{-Mod}_\mathcal{H} \), of \( A \)-modules in \( \mathcal{H} \) remains a tt-category and extension of scalars \( F_A: \mathcal{H} \to A\text{-Mod}_\mathcal{H} \) is a tt-functor (a fact which also explains the terminology: tt-rings preserve tt-categories). See Section 1.

In practice, tt-rings appear in commutative algebra as finite étale algebras and in representation theory of finite groups as the amusing algebras \( A = k(G/H) \) associated to subgroups \( H < G \); see [Balmer 2012]. In the latter case, if \( \mathcal{H} = \mathcal{H}(G) \) is the derived or the stable category of the group \( G \) over a field \( k \), then \( A\text{-Mod}_{\mathcal{H}} \) is nothing but the corresponding category \( \mathcal{H}(H) \) for the subgroup. These two sources already provide an abundance of examples. Furthermore, the topological reader will find tt-rings among ring spectra, equivariant or not.

Let us contemplate the problem of defining a reasonable notion of degree, i.e., an integer \( \text{deg}(A) \) measuring the size of the tt-ring \( A \) in a general tt-category \( \mathcal{H} \). When working over a field \( k \), it is tempting to use \( \dim_k(A) \). When \( A \) is a projective separable \( R \)-algebra over a commutative ring \( R \), its rank must be finite [DeMeyer and Inghram 1971] and provides a fine notion of degree for \( A \) viewed in the tt-category of perfect complexes \( D^\text{perf}(R) = K^b(R\text{-proj}) \). However, tt-geometry covers more than commutative algebra. Unorthodox separable algebras already emerge in representation theory, for instance, as the above \( A = k(G/H) \). In \( D^b(kG\text{-mod}) \), one can still forget the \( G \)-action and take dimension over \( k \) as a possible degree —
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which of course yields the index $[G : H]$ in that example — but one step further, in the stable category $\mathcal{H} = \text{stab}(\mathbb{k}G)$, dimension over $\mathbb{k}$ becomes a slippery notion whereas the tt-ring $A = \mathbb{k}(G/H)$ remains equally important. Such questions become even harder in general stable homotopy categories (see [Hovey et al. 1997]) where there is simply no ground field $\mathbb{k}$ to deal with in the first place. So a good concept of degree in the broad generality of tt-geometry requires a new idea.

Our solution relies on the following splitting theorem, which echoes a classical property of usual separable rings (see [Chase et al. 1965]). Note that such a result is completely wrong for nonseparable rings, already with $B = A[X]$, for instance.

**Theorem 2.1.** Let $f : A \to B$ and $g : B \to A$ be homomorphisms of tt-rings such that $g \circ f = \text{id}_A$. Then there exists a tt-ring $C$ and a ring isomorphism

$$(g^*) : B \cong A \times C.$$

Using this theorem, we construct (Definition 3.1) a tower of tt-rings and homomorphisms

$$A =: A^{[1]} \to A^{[2]} \to \cdots \to A^{[n]} \to \cdots$$

such that after extending scalars to $A^{[n]}$ our $A$ splits as the product of $\mathbb{1} \times \cdots \times \mathbb{1}$ ($n$ times) with $A^{[n+1]}$. The degree of $A$ is defined to be the last $n$ such that $A^{[n]} \neq 0$ (Definition 3.4).

We prove a series of results which show that this concept of degree behaves according to intuition and provides a reasonable invariant. In basic examples, we recover expected values, like $[G : H]$ in the case of $\mathbb{k}(G/H)$ in $\text{D}^b(\mathbb{k}G\text{-mod})$. In the stable category however, $\text{deg}(\mathbb{k}(G/H))$ can be smaller than $[G : H]$. In the extreme case of $H < G$ strongly $p$-embedded, we even get $\text{deg}(\mathbb{k}(G/H)) = 1$ in $\text{stab}(\mathbb{k}G)$; see Example 4.6. We prove in Section 4 that the degree is finite for every tt-ring in the derived category of perfect complexes over a scheme, in the bounded derived category of a finite-dimensional cocommutative Hopf algebra and in the stable homotopy category of finite spectra.

It is an open question whether the degree must always be finite, at least locally. Several aspects of this work extend to nontriangulated additive tensor categories. This is discussed in Remark 3.13.

In [Balmer 2013], our degree theory will be used to control the fibers of the map $\text{Spc}(A\text{-Mod}_\mathcal{H}) \to \text{Spc}(\mathcal{H})$. We shall notably reason by induction on the degree, thanks to this result:

**Theorem.** Let $A$ be a tt-ring of finite degree $d$ in $\mathcal{H}$. Then in the tt-category of $A$-modules, we have an isomorphism of tt-rings $F_A(A) \cong \mathbb{1} \times A^{[2]}$ where the tt-ring $A^{[2]}$ has degree $d - 1$ in $A\text{-Mod}_\mathcal{H}$.

**Convention.** All our tt-categories are essentially small and idempotent complete.
We quickly list standard properties of the Eilenberg–Moore category \( A \)-modules in \( \mathcal{K} \); see [Eilenberg and Moore 1965; Mac Lane 1998, Chapter VI; Balmer 2011].

As \( A \) is separable (that is, \( \mu : A \otimes A \to A \) has a section \( \sigma \) as \( A \)-bimodules) the category \( A\text{-Mod}_{\mathcal{K}} \) admits a unique triangulation such that both extension of scalars \( F_A : \mathcal{K} \to A\text{-Mod}_{\mathcal{K}}, x \mapsto A \otimes x \), and its forgetful right adjoint \( U_A : A\text{-Mod}_{\mathcal{K}} \to \mathcal{K} \) are exact; see [Balmer 2011]. Also, \( A\text{-Mod}_{\mathcal{K}} \) is equivalent to the idempotent completion of the Kleisli category \( A\text{-Free}_{\mathcal{K}} \) of free \( A \)-modules; see [Kleisi 1965]. Objects of \( A\text{-Free}_{\mathcal{K}} \) are the same as those of \( \mathcal{K} \), denoted \( F_A(x) \) for every \( x \in \mathcal{K} \), and morphisms \( \text{Hom}_A(F_A(x), F_A(y)) := \text{Hom}_\mathcal{K}(x, A \otimes y) \). Denote by \( \tilde{f} : F_A(x) \to F_A(y) \) the morphism in \( A\text{-Free}_{\mathcal{K}} \) corresponding to \( f : x \to A \otimes y \) in \( \mathcal{K} \).

As our \( A \)-ring \( A \) is furthermore commutative, there is a tensor structure \(- \otimes_A - : A\text{-Mod}_{\mathcal{K}} \times A\text{-Mod}_{\mathcal{K}} \to A\text{-Mod}_{\mathcal{K}} \) making \( F_A : \mathcal{K} \to A\text{-Mod}_{\mathcal{K}} \) a \( \mathcal{A} \)-functor. Indeed, one can define \( \otimes_A \) on the Kleisli category by \( F_A(x) \otimes_A F_A(y) := F_A(x \otimes y) \) and \( \tilde{f} \otimes_A \tilde{g} = (\mu \otimes 1 \otimes 1)(23)(f \otimes g) \) if \( f : x \to A \otimes x' \) and \( g : y \to A \otimes y' \), thus:

\[
\begin{align*}
  x \otimes y & \xrightarrow{f \otimes g} A \otimes x' \otimes A \otimes y' \xrightarrow{(23)} A \otimes A \otimes x' \otimes y' \\
  & \xrightarrow{\mu \otimes 1 \otimes 1} A \otimes x' \otimes y'.
\end{align*}
\]

Idempotent completion then yields \( \otimes_A \) on \( A\text{-Mod}_{\mathcal{K}} \). One can also describe \( \otimes_A \) on all modules directly. First only assume that \( A \) is separable with a chosen \( A \)-bimodule section \( \sigma : A \to A \otimes A \) of \( \mu \). Let \( (x_1, \varrho_1) \) and \( (x_2, \varrho_2) \) be right and left \( A \)-modules in \( \mathcal{K} \), respectively. Then the endomorphism \( v \) in \( \mathcal{K} \),

\[
(1.1) \quad v : x_1 \otimes x_2 \xrightarrow{1 \otimes \varrho_2} x_1 \otimes A \otimes x_2 \xrightarrow{1 \otimes \sigma_1} x_1 \otimes A \otimes A \otimes x_2 \xrightarrow{\varrho_1 \otimes 1} x_1 \otimes x_2,
\]

is an idempotent: \( v \circ v = v \). Hence one can define \( x_1 \otimes_A x_2 := \text{Im}(v) \) as the corresponding direct summand of \( x_1 \otimes x_2 \). We obtain a split coequalizer in \( \mathcal{K} \):

\[
\begin{align*}
  x_1 \otimes A \otimes x_2 & \xrightarrow{\varrho_1 \otimes 1} x_1 \otimes x_2 \xrightarrow{\varrho_2 \otimes 1} x_1 \otimes x_2 \\
  & \xrightarrow{v} \text{Im}(v) = x_1 \otimes_A x_2,
\end{align*}
\]

as in the traditional definition of \( \otimes_A \). When \( A \) is commutative, left and right \( A \)-modules coincide and one induces an \( A \)-action on \( x_1 \otimes_A x_2 \) from the usual formula on \( x_1 \otimes x_2 \). One verifies that this coincides with the tensor constructed above.

**Proposition 1.2** (Projection formula). Let \( A \) be a \( tt \)-ring in \( \mathcal{K} \). For all \( y \in \mathcal{K} \) and \( x \in A\text{-Mod}_{\mathcal{K}} \), we have a natural isomorphism \( U_A(x \otimes_A F_A(y)) \cong U_A(x) \otimes y \) in \( \mathcal{K} \).

**Proof.** By construction of \( \otimes_A \), it suffices to prove the existence of such an isomorphism for \( x \in A\text{-Free}_{\mathcal{K}} \), which is natural in \( x \) in that category (and in \( y \) too, but that is easy). So, let \( x = F_A(z) \) for some \( z \in \mathcal{K} \). Then \( U_A(x \otimes F_A(y)) = \)
$U_A(F_A(z) \otimes_A F_A(y)) = U_A(F_A(z \otimes y)) = A \otimes (z \otimes y) \cong (A \otimes z) \otimes y = U_A(x) \otimes y$.

This looks trivial, but the point is that this isomorphism is natural with respect to morphisms $f : x = F_A(z) \to F_A(z') = x'$ in $A$-$\text{Free}_\mathcal{H}$ for $f : z \to A \otimes z'$ in $\mathcal{H}$ (not just natural in $z$). This is now an easy verification.

□

**Remark 1.3.** For two ring objects $A$ and $B$, the ring object $A \times B$ is $A \oplus B$ with componentwise structure. The ring object $A \otimes B$ has multiplication $(\mu_1 \otimes \mu_2) : (A \otimes B)^{\otimes 2} \to A \otimes B$ and obvious unit. The opposite $A^{\text{op}}$ is $A$ with $\mu^{\text{op}} = \mu(12)$. The enveloping ring $A^e$ is $A \otimes A^{\text{op}}$. Left $A^e$-modules are just $A$, $A$-bimodules.

If $A$ and $B$ are separable, then so are $A \times B$, $A \otimes B$, and $A^{\text{op}}$. Conversely, if $A \times B$ is separable then so are $A$ and $B$ (restrict the section “$\sigma$” to each factor).

**Remark 1.4.** Let $h : A \to B$ be a homomorphism of tt-rings in $\mathcal{H}$ (that is, $h$ is compatible with multiplications and units). We also say that $B$ is an $A$-algebra or a tt-ring over $A$. Then idempotent-complete the functor $F_h : A$-$\text{Free}_\mathcal{H} \to B$-$\text{Free}_\mathcal{H}$ defined on objects by $F_h(F_A(x)) = F_B(x)$ and on morphisms by $F_h(f) = (h \otimes 1) \circ f$.

Alternatively, equip $B$ with a right $A$-module structure via $h$ and define for every $A$-module $x \in A$-$\text{Mod}_\mathcal{H}$, its extension $F_h(x) = B \otimes_A x$ equipped with the left $B$-module structure on the $B$ factor. Both define the same tt-functor $F_h : A$-$\text{Mod}_\mathcal{H} \to B$-$\text{Mod}_\mathcal{H}$ and the following diagram commutes up to isomorphism:

\[
\begin{array}{ccc}
A$-$\text{Mod}_\mathcal{H} & \xrightarrow{F_h} & B$-$\text{Mod}_\mathcal{H} \\
\downarrow F_A & & \downarrow F_B \\
\mathcal{H} & \xrightarrow{\cong} & F \&\& B \otimes_A - \\
\end{array}
\]

Furthermore, if $k : B \to C$ is another homomorphism then $F_{kh} \cong F_k \circ F_h$.

**Remark 1.5.** For $A$ a tt-ring in $\mathcal{H}$, there is a one-to-one correspondence between

(i) $A$-algebras in $\mathcal{H}$, that is, homomorphism $h : A \to B$ of tt-rings in $\mathcal{H}$, and

(ii) tt-rings $\mathcal{B}$ in $A$-$\text{Mod}_\mathcal{H}$.

The correspondence is the obvious one: To every tt-ring $\mathcal{B} = (\mathcal{B}, \mu, \eta)$ in $A$-$\text{Mod}_\mathcal{H}$, associate $B := U_A(\mathcal{B})$ and $h := U_A(\eta)$. The ring structure on $B$ is given by $B \otimes B = U_A(\mathcal{B}) \otimes U_A(\mathcal{B}) \overset{\mu}{\to} U_A(\mathcal{B} \otimes A \mathcal{B}) \overset{\mu}{\to} U_A(\mathcal{B}) = B$ and $\eta_B : 1 \overset{\eta}{\to} A \overset{h}{\to} B$.

Conversely, if $h : A \to B$ is a homomorphism, then one can use $h$ to equip $\mathcal{B} := B$ with an $A$-module structure and verify that $\mu : B \otimes B \to B$ respects the idempotent $v$ of (1.1), and hence defines $\mu : B \otimes_A B \to B$. Then $B$ is separable in $\mathcal{H}$ (with section $\sigma$ of $\mu$) if and only if $\mathcal{B}$ is separable in $A$-$\text{Mod}_\mathcal{H}$ (with section $\sigma\sigma$ of $\mu$).

We tacitly use this dictionary below. If we need to distinguish the $A$-algebra $B$ in $\mathcal{H}$ from the tt-ring $\mathcal{B}$ in $A$-$\text{Mod}_\mathcal{H}$, we shall write $U_A(\mathcal{B})$ for the former.
Under this correspondence, if $\mathcal{L} := A\text{-Mod}_{\mathcal{K}}$, there is an equivalence $B\text{-Mod}_{\mathcal{K}} \cong \overline{B}\text{-Mod}_{\mathcal{K}}$ such that the following diagram commutes up to isomorphism:

$$
\begin{array}{ccc}
\mathcal{K} & \xrightarrow{F_A} & \mathcal{L} = A\text{-Mod}_{\mathcal{K}} \\
\downarrow F_B & & \downarrow F_B \\
B\text{-Mod}_{\mathcal{K}} & \cong & B\text{-Mod}_{\mathcal{K}}.
\end{array}
$$

On Kleisli categories, it maps $F_B(x)$ to $F_B(F_A(x))$ for every $x \in \mathcal{K}$ and follows the sequence of isomorphisms $\text{Hom}_B(F_B(x), F_B(y)) \cong \text{Hom}_{\mathcal{K}}(x, B \otimes y) \cong \text{Hom}_A(F_A(x), B \otimes A F_A(y)) \cong \text{Hom}_B(F_B F_A(x), F_B F_A(y))$ on morphisms. Idempotent completion does the rest.

**Remark 1.6.** Let $F : \mathcal{K} \to \mathcal{L}$ be a tt-functor. Let $A$ be a tt-ring in $\mathcal{K}$ and let $B := F(A)$ its image in $\mathcal{L}$. Then $B$ is also a tt-ring and there exists a tt-functor $\overline{F} : A\text{-Mod}_{\mathcal{K}} \to B\text{-Mod}_{\mathcal{K}}$:

$$
\begin{array}{ccc}
\mathcal{K} & \xrightarrow{F} & \mathcal{L} \\
\downarrow F_A & & \downarrow F_B \\
A\text{-Mod}_{\mathcal{K}} & \xrightarrow{\overline{F}} & B\text{-Mod}_{\mathcal{K}},
\end{array}
$$

such that $\overline{F} F_A = F_B F$ and $U_B \overline{F} = F U_A$. Explicitly, for every $A$-module $(x, \varrho)$, we have $\overline{F}(x, \varrho) = (F(x), F(\varrho))$, where

$$
B \otimes F(x) = F(A) \otimes F(x) \cong F(A \otimes x) \xrightarrow{F(\varrho)} F(x).
$$

On morphisms, $\overline{F}(f) = F(f)$. The “Kleislian” description of $\overline{F}$ is equally easy.

**2. Splitting theorems**

We will iteratively use the following splitting result:

**Theorem 2.1.** Let $f : A \to B$ and $g : B \to A$ be homomorphisms of tt-rings in $\mathcal{K}$ such that $g \circ f = \text{id}_A$. Then there exists a tt-ring $C$ and a ring isomorphism $h : C \cong A \times C$ such that $\text{pr}_1 h = g$. Consequently, $C$ becomes an $A$-algebra, via $\text{pr}_2 h f$. Moreover, if $C'$ is another $A$-algebra and $h' : C \cong A \times C'$ is another $A$-algebra isomorphism such that $\text{pr}_1 h = g$, then there exists an isomorphism of $A$-algebras $\ell : C \cong C'$ such that $\text{pr}_1 \ell = (1 \times \ell) h$.

We start with a couple of additive lemmas.

**Lemma 2.2.** Let $B$ be a ring object, $B_1$ and $B_2$ two $B$, $B$-bimodules and

$$
h : B \cong B_1 \oplus B_2
$$

an isomorphism of $B$, $B$-bimodules. Then $B_1$ and $B_2$ admit unique structures of ring objects such that $h$ becomes a ring isomorphism $B \cong B_1 \times B_2$. 
Proof. Write the given isomorphisms

\[ h = \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} : B \cong B_1 \oplus B_2 \quad \text{and} \quad h^{-1} = (k_1 \ k_2) : B_1 \oplus B_2 \cong B. \]

If \( h \) is to be a ring isomorphism, we must have for \( i = 1, 2 \) that the multiplication \( \mu_i : B_i \otimes B_i \to B_i \) is given by \( \mu_i = h_i \mu (k_i \otimes k_i) \) and the unit \( \eta_i : \mathbb{1} \to B_i \) by \( \eta_i = h_i \eta \). Hence we have uniqueness. Conversely, let us see that these formulas provide the wanted ring structures. Let \( \rho : B \otimes B_2 \to B_2 \) be the left \( B \)-action on \( B_2 \). By left \( B \)-linearity of \( k_2 : B_2 \to B \), we have \( \mu(1 \otimes k_2) = k_2 \rho : B \otimes B_2 \to B \). Note that \( hh^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) implies \( h_i k_j = 0 \) when \( i \neq j \). Therefore \( h_1 \mu (1 \otimes k_2) = h_1 k_2 \rho = 0 \). Similarly, \( B, B \)-linearity of \( k_1 \) and \( k_2 \) gives \( h_i \mu (1 \otimes k_j) = 0 \) and \( h_i \mu(k_j \otimes 1) = 0 \) when \( i \neq j \). So the bottom square of the following diagram commutes, in which the top one commutes by definition:

\[
\begin{array}{cccccc}
(B_1 \oplus B_2) \otimes (B_1 \oplus B_2) & \xrightarrow{\mu_{B_1 \times B_2}} & B_1 \oplus B_2 \\
\xrightarrow{h^{-1} \otimes h^{-1}} & \cong & \\
(B_1 \otimes B_1) \oplus (B_1 \otimes B_2) \oplus (B_2 \otimes B_1) \oplus (B_2 \otimes B_2) & \xrightarrow{\mu} & B_1 \oplus B_2 \\
\xrightarrow{(k_1 \otimes k_1, k_1 \otimes k_2, k_2 \otimes k_1, k_2 \otimes k_2)} & & \\
B \otimes B & \xrightarrow{h} & B.
\end{array}
\]

Hence \( h : B \cong B_1 \oplus B_2 \) is an isomorphism of objects-equipped-with-multiplications. Since \( B \) is associative and unital, \( B_1 \) and \( B_2 \) must have the same properties. \( \square \)

Lemma 2.3. Let \( C \) and \( C' \) be ring objects and

\[
\begin{pmatrix} 1 \\ s \end{pmatrix} : 1 \times C \cong 1 \times C'
\]
a ring isomorphism. Then \( s = 0 \) and \( \ell \) is a ring isomorphism.

Proof. Let us denote by \((C, \mu, \eta)\) and \((C', \mu', \eta')\) the structures. Clearly \( \ell \) is an isomorphism of objects. From the fact that \( \begin{pmatrix} 1 & 0 \\ s & \ell \end{pmatrix} \) preserves the structures it follows that \( \eta' = s + \ell \eta \) and that

\[
\begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \mu' \end{pmatrix} \begin{pmatrix} 1 & 0 \\ s & \ell \end{pmatrix} \otimes \begin{pmatrix} 1 & 0 \\ s & \ell \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \mu \end{pmatrix},
\]
giving in particular \( \mu' (s \otimes \ell) = 0 \) and \( \mu' (\ell \otimes \ell) = \ell \mu \). Composing the former with \((1 \otimes \ell^{-1} \eta') : 1 \otimes 1 \to 1 \otimes C\), we get

\[
0 = \mu' (s \otimes \ell) (1 \otimes \ell^{-1} \eta') = \mu' (s \otimes \eta') = \mu' (1_C \otimes \eta') s = s
\]
and therefore \( \ell \eta = \eta' \). Hence \( \ell \) preserves multiplication and unit. \( \square \)
Proof of Theorem 2.1. Via the morphism $g : B \to A$, we can equip $A$ with a structure of $B$, $B$-bimodule, so that $g$ becomes $B^e$-linear. Since $B^e = B \otimes B^{\text{op}}$ is separable, the category $B^e\text{-Mod}_{\mathcal{K}}$ of $B$, $B$-bimodules is triangulated in such a way that $U_{B^e} : B^e\text{-Mod}_{\mathcal{K}} \to \mathcal{K}$ is exact. Choose a distinguished triangle over $g$ in $B^e\text{-Mod}_{\mathcal{K}}$ say $C \to B \stackrel{g}{\to} A \to \Sigma C$. Forgetting the $B^e$-action, since $g$ is split by $f$ in $\mathcal{K}$, we see that $U_{B^e}(z) = 0$. Since $U_{B^e}$ is faithful, $z$ is also zero in the triangulated category $B^e\text{-Mod}_{\mathcal{K}}$, which in turn yields an isomorphism $h : B \cong A \oplus C$ of $B$, $B$-bimodules such that $\text{pr}_1 h = g$. By Lemma 2.2, $A$ and $C$ can be equipped with ring structures so that $h$ is a ring isomorphism. We are left to verify that this new ring structure on $A$ is indeed the original one. This follows from the fact that $g : B \to A$ is a split epimorphism which is a homomorphism from $B$ to $A$ with both structures (the original one by hypothesis and the new one because $h = \left( \begin{smallmatrix} g \\ \ast \end{smallmatrix} \right)$ is a homomorphism). Note that $C$ is separable by Remark 1.3. Finally, for uniqueness of $C$ as $A$-algebra, with the notation of the statement, we obtain an isomorphism $k := h' \circ h^{-1} : \mathbb{1} \times C \cong \mathbb{1} \times C'$ in $A\text{-Mod}_{\mathcal{K}}$ such that $\text{pr}_1 k = \text{pr}_1$ which means that $k$ has the form $\left( \begin{smallmatrix} 1 \\ 0 \\ \ell \end{smallmatrix} \right)$, and we conclude by Lemma 2.3. \hfill $\square$

**Theorem 2.4.** Let $A$ be a tt-ring in $\mathcal{K}$. Then there exists a ring isomorphism $h : A \otimes A \cong A \times A'$ for some tt-ring $A'$ in such a way that $\text{pr}_1 h = \mu$. Moreover, the $A$-algebra $A'$ is unique up to isomorphism with this property, where $A \otimes A$ is considered as an $A$-algebra on the left (via the homomorphism $1 \otimes \eta : A \to A \otimes A$).

**Proof.** Apply Theorem 2.1 to the tt-ring $B = A \otimes A$ with $g = \mu : A \otimes A \to A$ and $f = 1_A \otimes \eta = F_A(\eta) : A \to A \otimes A$. \hfill $\square$

**Remark 2.5.** From the isomorphism $\left( \begin{smallmatrix} \mu \\ \ast \end{smallmatrix} \right) : A \otimes A \cong A \oplus A'$, we observe that $A' \simeq \Sigma^{-1} \text{cone}(\mu) \simeq \text{cone}(1_A \otimes \eta) \simeq A \otimes \text{cone}(\eta)$ in $\mathcal{K}$. Furthermore,

$$\text{supp}(A') \subseteq \text{supp}(A).$$

### 3. Splitting tower and degree

**Definition 3.1.** We define the **splitting tower** of a tt-ring $A$,

$$A^{[0]} \to A^{[1]} \to A^{[2]} \to \cdots \to A^{[n]} \to A^{[n+1]} \to \cdots,$$

as follows: We start with $A^{[0]} = \mathbb{1}$, $A^{[1]} = A$, and $\eta : A^{[0]} \to A^{[1]}$. Then for $n \geq 1$ we define $A^{[n+1]} = (A^{[n]})'$ in the notation of Theorem 2.4 applied to the tt-ring $A^{[n]}$ in the tt-category $A^{[n-1]}\text{-Mod}_{\mathcal{K}}$ (see Remark 1.5). Equivalently, $A^{[n+1]}$ is characterized as an $A^{[n]}$-algebra by the existence of an isomorphism of $A^{[n]}$-algebras

$$h : A^{[n]} \otimes_{A^{[n-1]}} A^{[n]} \cong A^{[n]} \times A^{[n+1]},$$

such that $\text{pr}_1 h = \mu$, where $A^{[n]} \otimes_{A^{[n-1]}} A^{[n]}$ is an $A^{[n]}$-algebra via the left factor. This tower $\{A^{[n]}\}_{n \geq 0}$ is well-defined up to isomorphism.
Remark 3.3. By Remark 2.5, supp($A^{[n+1]}$) ⊆ supp($A^{[n]}$), and if $A^{[n]} = 0$ for some $n$ then $A^{[m]} = 0$ for all $m ≥ n$. Also, by construction, if we consider $A^{[n]}$ as a tt-ring in $A^{[n-1]}$-$\text{Mod}_\mathcal{K}$, we have $(A^{[n]})^{[m]} = A^{[n+m-1]}$ for all $m ≥ 1$.

Definition 3.4. We say that $A$ has finite degree $d$ if $A^{[d]} ≠ 0$ and $A^{[d+1]} = 0$. In that case, we write deg($A$) = $d$ or deg$_\mathcal{K}(A)$ = $d$ if we need to stress the category. If $A^{[n]} ≠ 0$ for all $n ≥ 0$, we say that $A$ has infinite degree.

Example 3.5. For $A = 1 × 1$, we have $A ⊗ A ≃ A × A$. Hence $A^{[2]} = A = A^{[1]}$. If one was to compute $A^{[2]} ⊗ A^{[2]}$ one would get $A^{[2]} × A$ again and misreading Definition 3.4 could lead to the false impression that $A^{[3]}$ is $A$ again and that all $A^{[n]}$ are equal. This is not the way to compute $A^{[3]}$! One needs to compute $A^{[2]} ⊗ A^{[2]} = A ⊗_A A = A = A^{[2]} × 0$ and therefore $A^{[3]} = 0$. So, the tt-ring $1 × 1$ has degree 2. In (3.2), it is important to perform the tensor over $A^{[n-1]}$.

An immediate gain of having a numerical invariant like the degree is the possibility of making proofs by induction. This is applied in [Balmer 2013] using the splitting theorem (Theorem 2.4), in the following form:

Theorem 3.6. Let $A$ be a tt-ring of finite degree $d$ in a tt-category $\mathcal{K}$. Then we have a ring isomorphism $F_A(A) ≃ 1_A × A^{[2]}$ and deg($A^{[2]}$) = $d - 1$ in $A$-$\text{Mod}_\mathcal{K}$.

Proof. Since $A^{[2]} = A'$, this is simply Theorem 2.4 with $A$-algebras replaced by tt-rings in $A$-$\text{Mod}_\mathcal{K}$ (see Remark 1.5 if necessary), together with the observation that $(A^{[2]})^{[n]} = A^{[n+1]}$ for all $n ≥ 1$, which gives deg$_{A$-$\text{Mod}_\mathcal{K}}(A^{[2]}) = \text{deg}_\mathcal{K}(A) - 1$.

Before showing in Section 4 that many tt-rings have finite degree, let us build our understanding of this deg($A$) ∈ $\mathbb{N} ∪ \{∞\}$, starting with functorial properties.

Theorem 3.7. Let $A$ be a tt-ring in $\mathcal{K}$.

(a) Let $F : \mathcal{K} → \mathcal{L}$ be a tt-functor. Then for every $n ≥ 0$, we have $F(A)^{[n]} ≃ F(A^{[n]})$ as tt-rings. In particular, deg($F(A)$) ≤ deg($A$).

(b) Let $F : \mathcal{K} → \mathcal{L}$ be a tt-functor. Suppose that $F$ is “weakly conservative on supp($A$)”, that is, for $x ∈ \mathcal{K}_{\text{supp}(A)}$ if $F(x) = 0$ then $x^{[m]} = 0$ for $m ≥ 0$; for instance, if $F$ is just conservative. Then deg($F(A)$) = deg($A$).

(c) Suppose that $B ∈ \mathcal{K}$ is a tt-ring such that supp($B$) ⊇ supp($A$); for instance, if supp($B$) = Spc($\mathcal{K}$). Then deg($A$) is equal to the degree of $F_B(A)$ in $B$-$\text{Mod}_\mathcal{K}$.

(d) Suppose $\mathcal{K}$ is local and that $B ∈ \mathcal{K}$ is a nonzero tt-ring. Then the degree of $A$ in $\mathcal{K}$ is equal to the degree of $F_B(A)$ in $B$-$\text{Mod}_\mathcal{K}$.

Proof. To prove (a) by induction on $n$, simply apply $F$ to (3.2), which characterizes the splitting tower $A^{[n]}$. So, if deg($A$) < $∞$ then $F(A)^{[\text{deg}(A)+1]} ≃ F(A^{[\text{deg}(A)+1]}) = 0$ and deg($F(A)$) ≤ deg($A$). For (b), recall that $A^{[n]} ∈ \mathcal{K}_{\text{supp}(A)}$ for every $n ≥ 1$ (Remark 3.3). As deg($F(A)$) = $d < ∞$ implies $F(A^{[d+1]}) ≃ F(A)^{[d+1]} = 0$ we
get by weak-conservativity of $F$ that $A^{[d+1]}$ is $\otimes$-nilpotent, and hence zero (every ring object is a direct summand of its $\otimes$-powers via the unit). This $A^{[d+1]} = 0$ means $\deg(A) \leq d = \deg(F(A))$, which finishes (b). Then (c) follows since $\supp(B) \supseteq \supp(A)$ implies that $F_B : \mathcal{H} \to \text{B-Mod}_{\mathcal{H}}$ is weakly conservative on $\mathcal{H}_{\supp(A)}$. Indeed, if $\supp(x) \subseteq \supp(A)$ and $F_B(x) = 0$ then $B \otimes x = U_B F_B(x) = 0$ and $\emptyset = \supp(B \otimes x) = \supp(B) \cap \supp(x) = \supp(x)$, which implies that $x$ is $\otimes$-nilpotent. For (d), recall that a tt-category is local if $x \otimes y = 0$ implies that $x$ or $y$ is $\otimes$-nilpotent. Hence for the nonzero tt-ring $B$, the functor $F_B : \mathcal{H} \to \text{B-Mod}_{\mathcal{H}}$ is weakly conservative on the whole of $\mathcal{H}$ and we can apply (b). □

Let us now describe the local nature of the degree. Recall that for every prime $\mathcal{P} \in \text{Spc}(\mathcal{H})$, the local category $\mathcal{H}_{\mathcal{P}} = (\mathcal{H}/\mathcal{P})^\natural$ at $\mathcal{P}$ is the idempotent completion of the Verdier quotient $\mathcal{H}/\mathcal{P}$, hence comes with a tt-functor $q_{\mathcal{P}} : \mathcal{H} \to \mathcal{H}/\mathcal{P} \hookrightarrow \mathcal{H}_{\mathcal{P}}$.

**Theorem 3.8.** Let $A$ be a tt-ring in $\mathcal{H}$. Suppose that $q_{\mathcal{P}}(A)$ has finite degree in the local tt-category $\mathcal{H}_{\mathcal{P}}$ for every point $\mathcal{P} \in \text{Spc}(\mathcal{H})$. Then $A$ has finite degree and

$$\deg(A) = \max_{\mathcal{P} \in \text{Spc}(\mathcal{H})} \deg(q_{\mathcal{P}}(A)) = \max_{\mathcal{P} \in \supp(A)} \deg(q_{\mathcal{P}}(A)).$$

**Proof.** There exists, for every $\mathcal{P} \in \text{Spc}(\mathcal{H})$, an integer $n_{\mathcal{P}} \geq 1$ such that $q_{\mathcal{P}}(A[n_{\mathcal{P}}]) = (q_{\mathcal{P}}(A)[n_{\mathcal{P}}]) = 0$. Hence $\mathcal{P}$ belongs to the open $\mathcal{U}(A[n_{\mathcal{P}}]) := \text{Spc}(\mathcal{H}) - \supp(A[n_{\mathcal{P}}])$. Putting all those open subsets together, we cover $\text{Spc}(\mathcal{H})$. But the spectrum is always quasicompact and $\mathcal{U}(A[n]) \subseteq \mathcal{U}(A[n+1])$, hence there exists $n \geq 0$ such that $\mathcal{U}(A[n]) = \text{Spc}(\mathcal{H})$. This means $A[n] = 0$, that is, $d := \deg(A) < \infty$. By Theorem 3.7(a) we have $d = \deg(A) \geq \max_{\mathcal{P} \in \text{Spc}(\mathcal{H})} \deg(q_{\mathcal{P}}(A)) \geq \max_{\mathcal{P} \in \supp(A)} \deg(q_{\mathcal{P}}(A))$. Since $A[d] \neq 0$ there exists $\mathcal{P} \in \supp(A[d]) \subseteq \supp(A)$ with $0 \neq q_{\mathcal{P}}(A[d]) \simeq (q_{\mathcal{P}}(A))[d]$ and hence $\deg(q_{\mathcal{P}}(A)) \geq d = \deg(A)$, wrapping up all the above inequalities into equalities. □

We now discuss the link between the degree and the trivial tt-ring $\mathbb{1}$.

**Theorem 3.9.** Let $A$ be a tt-ring in $\mathcal{H}$. Suppose $\mathcal{H} \neq 0$.

(a) For every $n \geq 1$, we have $\deg(\mathbb{1} \times n) = n$.

(b) For every $n \geq 1$ we have $F_{A[n]}(A) \simeq \mathbb{1} \times n \times A^{[n+1]}$ as tt-rings in $A^{[n]}\text{-Mod}_{\mathcal{H}}$.

(c) If $\deg(A) < \infty$ then $B := A^{[\deg(A)]}$ is nonzero and we have in $B\text{-Mod}_{\mathcal{H}}$

$$F_B(A) \simeq \mathbb{1} \times \deg(A).$$

(d) If a tt-functor $F : \mathcal{H} \to \mathcal{L}$ is weakly conservative on $\mathcal{H}_{\supp(A)}$ (see Theorem 3.7(b) for this notion — for example, if $F$ is conservative), and if $F(A) \simeq \mathbb{1} \times d$ in $\mathcal{L}$, then $\deg(A) = d$.

(e) Let $B$ be a tt-ring such that $F_B(A) \simeq \mathbb{1} \times d$ as tt-rings in $B\text{-Mod}_{\mathcal{H}}$. Suppose either that $\supp(B) \supseteq \supp(A)$, or that $\mathcal{H}$ is local and $B \neq 0$. Then $d = \deg(A)$. 
We need another additive lemma, whose naive proof (with a permutation) fails.

**Lemma 3.11.** Let \( A = \mathbb{1}^{\times n} \). Then there exists an isomorphism \( h : F_A(A) = A \otimes A \cong A \times A^{\times (n-1)} \) of \( A \)-algebras such that \( \text{pr}_1 h = \mu \).

**Proof.** To keep track of the various copies of \( \mathbb{1} \), write \( A = \bigoplus_{i=1}^n \mathbb{1}_i \) and \( A^{\times (n-1)} = \bigoplus_{\ell=1}^{n-1} \bigoplus_{i=1}^n 1_{i\ell} \) where \( 1_i = 1_{i\ell} = 1 \) for all \( i \) and \( \ell \). Then \( A \otimes A = \bigoplus_{i,j} 1_i \otimes 1_j \).

Define \( h \) by mapping the summand \( 1_i \otimes 1_j = 1 \) identically to \( 1_i \hookrightarrow A \) and \( 1_i \otimes 1_j = 1 \) identically to \( 1_{ij} \hookrightarrow A^{\times (n-1)} \) when \( i \neq j \) and \( j \leq n - 1 \), but mapping \( 1_i \otimes 1_n = 1 \) diagonally to \( \bigoplus_{\ell=1, \ell \neq i}^{n-1} 1_{i\ell} \hookrightarrow A^{\times (n-1)} \) for all \( i < n \). Verifications are now an exercise. \( \square \)

**Proof of Theorem 3.9.** We prove (a) by induction on \( n \). The result is clear for \( n = 1 \).

If \( A = \mathbb{1}^{\times n} \) for \( n \geq 2 \) then Lemma 3.11 gives \( A^{[2]} \cong A^{\times (n-1)} \cong \mathbb{1}_A^{\times (n-1)} \) in \( A\text{-Mod}_\mathcal{H} \).

By induction hypothesis applied to the tt-category \( A\text{-Mod}_\mathcal{H} \), we get \( \deg(A^{[2]}) = n - 1 \) and hence the result by the definition of the degree. For (b), we need to prove that there are \( A^{[n]} \)-algebra isomorphisms \( A^{[n]} \otimes A \cong A^{[n]} \times \cdots \times A^{[n]} \times A^{[n+1]} \) (with \( n \) factors \( A^{[n]} \)). This is an easy induction on \( n \), applying \( A^{[n+1]} \otimes A^{[n]} \) and using (3.2) at each stage. Equation (3.10) follows since \( A^{\deg(A)+1} \otimes A^{\deg(B)} = 0 \). Parts (d) and (e) follow from (a) and Theorem 3.7(b)–(d). \( \square \)

**Corollary 3.12.** Suppose that \( \mathcal{H} \) is local and that \( A, B \in \mathcal{H} \) are two tt-rings of finite degree. Then \( A \times B \) and \( A \otimes B \) have finite degree with \( \deg(A \times B) = \deg(A) + \deg(B) \) and \( \deg(A \otimes B) = \deg(A) \cdot \deg(B) \).

**Proof.** By Theorem 3.9(c), there exists two tt-rings \( \tilde{A} \neq 0 \) and \( \tilde{B} \neq 0 \) such that \( F_{\tilde{A}}(A) \cong \mathbb{1}_{\deg(A)} \) and \( F_{\tilde{B}}(B) \cong \mathbb{1}_{\deg(B)} \). Let then \( \overline{C} = \tilde{A} \otimes \tilde{B} \). Extending scalars from \( \tilde{A} \) and from \( \tilde{B} \) to \( \overline{C} \) gives \( F_{\overline{C}}(A \times B) \cong \mathbb{1}_{\deg(A)+\deg(B)} \) and \( F_{\overline{C}}(A \otimes B) \cong \mathbb{1}_{\deg(A) \cdot \deg(B)} \). Finally, \( \overline{C} \neq 0 \) since \( \mathcal{H} \) is local; now apply Theorem 3.9(e). \( \square \)

**Remark 3.13.** It will be clear to the interested reader that several arguments, mostly the early ones of Section 2, only depend on the property that split epimorphisms in \( \mathcal{H} \) admit a kernel (a property which holds when \( \mathcal{H} \) is triangulated, regardless of idempotent-completeness). The reader interested in using the degree in that generality will easily adapt our definition. However, all results which involve \( \text{Spc}(\mathcal{H}) \), the support \( \text{supp}(A) \), or the local categories \( \mathcal{H}/\mathcal{P} \), as well as the geometric applications in [Balmer 2013], only make sense when \( \mathcal{H} \) is triangulated. It is nonetheless interesting to be able to speak of the degree in the generality of, say, the category of abelian groups, for instance.

### 4. Examples

We start by quickly discussing tt-rings of minimal degree (beyond \( \deg(0) = 0 \)).

Proposition 4.1. Let $A$ be a tt-ring with $\deg(A) = 1$, that is, such that $\mu : A \otimes A \to A$ is an isomorphism. Then $A \otimes - : \mathcal{H} \to \mathcal{H}$ is a (very special) Bousfield localization with $F_A : \mathcal{H} \to \text{A-Mod}_\mathcal{H}$ as (Verdier) localization. Also, $\text{Spc}(\text{A-Mod}_\mathcal{H})$ is homeomorphic to the open and closed subset $\text{supp}(A)$ of $\text{Spc}(\mathcal{H})$. If $\mathcal{H}$ is rigid, this further implies a decomposition $\mathcal{H} = \mathcal{H}_1 \times \mathcal{H}_2$ under which $A \cong (\mathbb{1}, 0)$.

Proof. Since $\mu$ is an isomorphism, so are its two right inverses $\eta \otimes 1$ and $1 \otimes \eta : A \to A \otimes 2$, and these inverses coincide. So, $L := A \otimes -$ is a Bousfield localization ($\eta L = L \eta$ is an isomorphism). Let $C \to \mathbb{1} \eta A \to \Sigma(C)$ be an exact triangle on $\eta$. Since $A \otimes \eta$ is an isomorphism, we have $A \otimes C = 0$. Therefore $\text{Spc}(\mathcal{H}) = \text{supp}(A) \cup \text{supp}(C)$, hence $\text{supp}(A)$ is open and closed. Since every object $x \in \mathcal{H}$ fits in an exact triangle $C \otimes x \to x \to A \otimes x \to (\Sigma(C) \otimes x)$, it is standard to show that the kernel of $A \otimes -$ is exactly the thick $\otimes$-ideal $\mathcal{J} := (C)$ generated by $C$ and that $F_A$ induces an equivalence $\mathcal{H}/\mathcal{J} \simeq \text{A-Mod}_\mathcal{H}$. Hence $\text{Spc}(F_A)$ induces a homeomorphism $\text{Spc}(\text{A-Mod}_\mathcal{H}) \cong \{\mathcal{P} \in \text{Spc}(\mathcal{H}) \mid \mathcal{J} \subseteq \mathcal{P}\} = \{\mathcal{P} \mid C \in \mathcal{P}\} = \mathcal{U}(C) = \text{supp}(A)$. If $\mathcal{H}$ is rigid, $\text{supp}(A) \cap \text{supp}(C) = \emptyset$ forces, furthermore, $\text{Hom}_\mathcal{H}(A, \Sigma C) = 0$, in which case the above triangle splits: $\mathbb{1} \simeq A \oplus C$. This gives the desired decomposition, where $\mathcal{H}_1 = A \otimes \mathcal{H}$ and $\mathcal{H}_2 = C \otimes \mathcal{H}$. □

We want to show that the degree is finite in examples. Our main tool is:

Theorem 4.2. Suppose that $\mathcal{H}$ admits a conservative tt-functor $F : \mathcal{H} \to \mathcal{L}$ into a tt-category $\mathcal{L}$ such that every object of $\mathcal{L}$ is isomorphic to a sum of suspensions of $\mathbb{1}_\mathcal{L}$.\(^1\) Then every tt-ring in $\mathcal{H}$ has finite degree. More precisely, if $F(A) \simeq \bigoplus_{i=0}^\ell \Sigma^i \mathbb{1}_\mathcal{L}$ for $r_0, \ldots, r_\ell \in \mathbb{N}$ then $\deg(A) = \sum_{i=0}^\ell r_i$.

Proof. By Theorem 3.7(b), it suffices to prove that every tt-ring $A$ in $\mathcal{L}$ has finite degree $d = \sum_{i=0}^\ell r_i$, where $A \simeq \bigoplus_{i=0}^\ell \Sigma^i \mathbb{1}_\mathcal{L}$ as objects in $\mathcal{L}$. First, let $B = A^{[d+1]}$. Then, by Theorem 3.9(b), we have $F_B(A) \simeq \mathbb{1}^{d+1} \oplus x$ in $\text{B-Mod}_\mathcal{H}$. On the other hand, $F_B(A) \simeq \bigoplus_{i=0}^\ell \Sigma^i \mathbb{1}_\mathcal{L}$. Therefore there is a split monomorphism $\mathbb{1}^{d+1} \to \bigoplus_{i=0}^\ell \Sigma^i \mathbb{1}_\mathcal{L}$ in $\text{B-Mod}_\mathcal{H}$ which can be described by a split injective $d \times (d + 1)$ matrix with coefficients in the graded-commutative ring $S^* = \text{End}_{\mathcal{B}}^\mathcal{H}(\mathbb{1}_B)$. This is impossible (by mapping to a graded residue field of $S^*$) unless $S^* = 0$, that is, $B = 0$ meaning $A^{[d+1]} = 0$. Hence $\deg(A) \leq d$. Now, replace $B$ by $A[\deg(A)]$ and reason as above. We now have isomorphisms $F_B(A) \simeq \mathbb{1}^{\deg(A)}$ and $F_B(A) \simeq \bigoplus_{i=0}^\ell \Sigma^i \mathbb{1}_\mathcal{L}$ in $\text{B-Mod}_\mathcal{H}$ with $B \neq 0$. The isomorphism $\mathbb{1}^{\deg(A)} \simeq \bigoplus_{i=0}^\ell \Sigma^i \mathbb{1}_\mathcal{L}$ forces (periodicities $\Sigma^i \mathbb{1} \simeq \mathbb{1}$ in $\text{B-Mod}_\mathcal{H}$ whenever $r_i \neq 0$ and $\deg(A) = \sum_{i=0}^\ell r_i$.

Corollary 4.3. Let $X$ be a quasicompact and quasiseparated scheme (for example, an affine or a noetherian scheme). Then every tt-ring in $D^{\text{perf}}(X)$ has finite degree.

\(^1\)Such an $\mathcal{L}$ is sometimes called a “field” but the author finds this definition too restrictive. Also note that the existence of such a functor $F$ forces $\mathcal{H}$ to be local.
Proof. By Theorem 3.8, we can assume that \( X = \text{Spec}(R) \) with \((R, m)\) local. Then, the functor \( D^{\text{perf}}(R) \to D^{\text{perf}}(k) \) to the residue field \( k = R/m \) is conservative. \( \square \)

**Example 4.4.** Let \( A \) be a separable commutative \( R \)-algebra which is projective as an \( R \)-module (and finitely generated by [DeMeyer and Ingraham 1971, Proposition II.2.1]). Since \( A \) is \( R \)-flat, we can view it as the “same” tt-ring in \( D^{\text{perf}}(R) \). Then its degree can be computed in every residue field, hence \( \text{deg}(A) \) coincides with the rank of \( A \) as \( R \)-module.

**Corollary 4.5.** Let \( H \) be a finite-dimensional cocommutative Hopf algebra over a field \( \mathbb{k} \). Then every tt-ring in the bounded derived category \( D^b(\mathbb{H} \text{-mod}) \) of finitely generated \( \mathbb{H} \)-modules (with \( \otimes = \otimes_\mathbb{k} \)) has finite degree.

**Example 4.6.** For any finite group \( G \), all tt-rings in \( D^b(kG \text{-mod}) \) have finite degree. For every subgroup \( H \leq G \), the tt-ring \( A = \mathbb{k}(G/H) \) has finite degree \( \text{deg}(A) = \dim_{\mathbb{k}}(A) = [G:H] \) in \( D^b(kG \text{-mod}) \). Hence \( A \) has also finite degree in

\[
\text{stab}(\mathbb{k}G) \cong \frac{D^b(kG \text{-mod})}{D^{\text{perf}}(kG)}
\]

by Theorem 3.7(a). However, if \( H < G \) is a strongly \( p \)-embedded subgroup then \( F_A \cong \text{Res}_H^G \) is an equivalence \( \text{stab}(\mathbb{k}G) \xrightarrow{\sim} \text{stab}(\mathbb{k}H) \) and \( \eta_A : 1 \xrightarrow{\sim} A \) is an isomorphism, hence \( \text{deg}(A) = 1 \) in \( \text{stab}(\mathbb{k}G) \). (Example: \( p = 2 \) and \( C_2 < S_3 \).)

**Example 4.7.** Let \( H_1 \) and \( H_2 \) be two nonconjugate cyclic subgroups of order \( p \) in \( G \) (for instance, two nonconjugate symmetries in \( D_8 \) for \( p = 2 \)) and consider \( A_i = \mathbb{k}(G/H_i) \) in \( \mathcal{H} = \text{stab}(\mathbb{k}G) \) as above. Then, by the Mackey formula, \( A_1 \otimes A_2 = 0 \). Consequently they have disjoint support and therefore both formulas of Corollary 3.12 fail in this case, showing the importance of our assumption that the category be local. Yet one can still deduce global formulas via Theorem 3.8.

**Corollary 4.8.** In the stable homotopy category \( \mathcal{H} = \text{SH}^\text{fin} \) of finite (topological) spectra, every tt-ring has finite degree.

**Proof.** First note that the result is true in the localizations \( \text{SH}_Q^\text{fin} \cong D^b(\mathbb{Q} \text{-mod}) \) and \( \text{SH}_p^\text{fin} \), at zero and at each prime \( p \). For the latter, it suffices to apply Theorem 4.2 to homology with coefficients in \( \mathbb{Z}/p \), which is conservative on \( \text{SH}_p^\text{fin} \) and takes values in \( D^b(\mathbb{Z}/p \text{-mod}) \). Now, if \( A \) is a tt-ring in \( \text{SH}^\text{fin} \), then there exists \( m \geq 1 \) such that \( A^{[m]} \) goes to zero in \( \text{SH}_Q^\text{fin} \) (since its degree is finite there). Replacing \( A \) by \( A^{[m]} \), we can assume that \( A \) itself maps to zero in \( \text{SH}_Q^\text{fin} \), that is, \( A \) is torsion. But then \( A \) is nonzero in \( \text{SH}^\text{fin}_p \) for only finitely many primes \( p \). Therefore we can find \( n \) big enough that \( A^{[n]} = 0 \) everywhere. Hence \( A^{[n]} = 0 \). \( \square \)
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