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The derived moduli space of stable sheaves
Kai Behrend, Ionut Ciocan-Fontanine, Junho Hwang and Michael Rose

We construct the derived scheme of stable sheaves on a smooth projective variety
via derived moduli of finite graded modules over a graded ring. We do this by
dividing the derived scheme of actions of Ciocan-Fontanine and Kapranov by a
suitable algebraic gauge group. We show that the natural notion of GIT stability
for graded modules reproduces stability for sheaves.
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Introduction

For some years it has been a tenet of geometry that deformation theory problems
are governed by differential graded Lie algebras. This leads to formal moduli being
given, dually, by differential graded commutative algebras and gives rise to the
derived geometry program. Usually, the expectation is that to solve a given global
moduli problem with a differential graded Lie algebra, this differential graded Lie
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algebra will have to be infinite-dimensional and therefore will be ill-suited for
algebraic geometry.

For example, gauge theory can be used to construct analytic moduli spaces
of holomorphic vector bundles on a compact complex manifold Y . In the case
when the bundles are topologically trivial, the differential graded Lie algebra is
A0,•(Y,Mn), the algebra of C∞-forms of type (0, • ) with values in n× n-matrices
(or a suitable completion thereof). The differential is the Dolbeault differential, and
the bracket is combined from wedge product of forms and commutator bracket of
matrices. Almost complex structures are elements x ∈ A0,1(Y,Mn), and they are
integrable if and only if they satisfy the Maurer–Cartan equation

dx + 1
2 [x, x] = 0.

Dividing the Maurer–Cartan locus by the gauge group G= A0,0(Y,GLn), we obtain
the moduli space of topologically trivial holomorphic bundles.

One central observation of this paper is that there exists a finite-dimensional
analogue of this construction for moduli of coherent sheaves on a smooth projective
variety over C. Derived moduli of sheaves have been constructed before (see
[Ciocan-Fontanine and Kapranov 2001] or [Toën and Vaquié 2007]), but we believe
it is a new observation that there is a finite-dimensional differential graded Lie
algebra with an algebraic gauge group, solving this moduli problem globally. Simply
by virtue of being the space of Maurer–Cartan elements in a differential graded
Lie algebra up to gauge equivalence, the moduli space automatically comes with a
derived, or differential graded, structure.

This construction also leads one immediately to the examination of geometric
invariant theory (GIT) stability for this algebraic gauge group action. Thus, another
result of this paper it that GIT stability for our algebraic gauge group action
reproduces the standard notion of stability for sheaves.

Let Y be a smooth projective variety with homogeneous coordinate ring A and
α(t) ∈Q[t] a numerical polynomial.

We present a construction of the derived moduli scheme of stable sheaves on Y as
a Geometric Invariant Theory quotient of the derived scheme of actions. The derived
scheme of actions, RAct, was introduced by Ciocan-Fontanine and Kapranov [2001]
as an auxiliary tool in their construction of the derived scheme of quotients, RQuot.

The basic idea is to describe a coherent sheaf F on Y with Hilbert polynomial
α(t) in terms of the associated finite-dimensional graded A-module

0[p,q]F=

q⊕
i=p

0
(
Y,F(i)

)
,

with dimension vector α|[p,q] = (α(p), . . . , α(q)), for q � p� 0. In fact, for any
open bounded family U of sheaves with Hilbert polynomial α(t) on Y , there exist
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q � p� 0, such that

0[p,q] : U−→

(
graded A-modules in [p, q]
with dimension vector α|[p,q]

)
is an open embedding of moduli functors (i.e., of stacks).

We construct a finite-dimensional differential graded Lie algebra

L =
q−p⊕
n=0

Ln

together with an algebraic gauge group G (the Lie algebra of G is L0), acting linearly
on L , such that MC(L)/G, the quotient of the solution set of the Maurer–Cartan
equation

dx + 1
2 [x, x] = 0, x ∈ L1, (1)

by the gauge group, is equal to the set (or rather stack) of graded A-modules
concentrated in degrees between p and q with dimension vector α|[p,q], up to
isomorphism.

We do this by fixing a finite-dimensional graded vector space V of dimension
α|[p,q]. Then the degree 1 part of our differential graded Lie algebra is essentially
L1
= Homgr(A,EndC V ), the space of degree preserving C-linear maps from A to

EndC V , and the solutions to the Maurer–Cartan equation (1) turn out to be precisely
the algebra maps A→ EndC V , that is, the structures of graded A-modules on V .
Taking the quotient by the gauge group G = GLgr(V ) of graded automorphisms of
V can be viewed as removing the choice of basis in V .

Equivalently, a family of A-modules can be viewed as a graded vector bundle
of rank α|[p,q], that is, a G-torsor, endowed with an A-action. This approach to
constructing (derived) moduli of A-modules in these two steps by first constructing
moduli of vector bundles, that is, the stack BG, and then a relative (derived) scheme
of actions over BG is standard. For example, Toën and Vaquié [2007] use this
method to construct moduli of derived category objects.

Our main interest lies in the derived scheme, obtained by restricting to stable
objects (which are simple) and then removing the automorphism group (which is
C∗) by passing to the space underlying the C∗-gerbe.

The quotient L1/G is an instance of a moduli space of quiver representations.
The relevant quiver is directed, which implies that all points of L1 are unstable
for the action of G. Using standard techniques (as in [King 1994]), we modify
the action of G on L1 by a (canonical choice of) character of G to obtain a well-
defined GIT problem. Thus we obtain a quasiprojective moduli space MC(L)s//G
of stable A-modules with a compactification MC(L)ss//G consisting of semistable
A-modules. The key result is the following:
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Theorem. For every bounded family U of sheaves on Y with Hilbert polynomial
α(t), there exist q � p� 0 such that if F is a member of U, then F is a stable
sheaf if and only if 0[p,q]F is GIT-stable.

This shows that usual (semi)stability as defined by Simpson [1994] is the natural
notion of (semi)stability for sheaves induced from GIT-stability via our construction.
Moreover, using the fact that semistable sheaves are bounded and satisfy the valua-
tive criterion for properness, we see that the moduli space of semistable sheaves
with Hilbert polynomial α(t) is a union of connected components of the projective
scheme MC(L)ss//G of semistable modules.

This gives a new construction of the moduli space of (semi)stable sheaves on a
projective variety. One advantage of our approach over others, such as the classical
Quot-scheme approach of [Simpson 1994] and [Huybrechts and Lehn 1997] or the
Quiver approach of [Álvarez-Cónsul and King 2007], is that Equation (1) provides
us with a rather explicit set of equations cutting out the moduli space.

We can also explicitly describe the image of the moduli space of stable sheaves
inside the moduli space of [p, q]-graded A-modules. Namely, it is the scheme of
stable modules whose truncation into an interval [p′, q], for suitable p′ between p
and q , is also stable.

Since MC(L)/G is the moduli space of a differential graded Lie algebra, it (or
rather its stable locus) is automatically a differential graded scheme. It is naturally
embedded into the smooth stack L1/G as the “spectrum” of a sheaf of differential
graded algebras R on L1/G, obtained from the algebra of functions on the affine
supermanifold

L[1]≥0,

with its induced derivation by descending to the G-quotient. It is this differential
graded scheme structure on MC(L)/G which we refer to as a derived scheme.

A derived scheme comes with higher obstruction spaces at every point. In our
case, the higher obstruction spaces at the sheaf F, or the corresponding point
M = 0[p,q]F of MC(L)/G, are given by

ExtiOY
(F,F)= ExtiA(M,M).

The corresponding virtual fundamental class (see [Behrend and Fantechi 1997] and
[Ciocan-Fontanine and Kapranov 2009]) is thus the one giving rise to Donaldson–
Thomas invariants [Thomas 2000] if Y is Calabi–Yau.

The differential graded Lie algebra L is essentially the degree preserving part of
the Hochschild cochain complex

Ln
= HomC(A⊗n,EndC V )
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of the graded ring A with values in the graded bimodule EndC V , where V is a finite-
dimensional graded A-module in degrees from p to q with dimension vector α|[p,a]
together with its natural Lie bracket induced from the commutator bracket in End V .

Outline. In Section 1, we construct the derived scheme of finite-dimensional graded
A-modules with fixed dimension vector. This works for any algebra over C; in
particular, there is no need for commutativity of A. The main purpose of this
section is to carefully describe the various differential graded schemes and stacks
we construct, and to do this as explicitly as possible in terms of our finite-dimensional
differential graded Lie algebra with its gauge group. We hope the introduction of
bundles of curved differential graded Lie algebras will clarify the global geometric
objects described infinitesimally by differential graded Lie algebras. We also
advocate the use of Maurer–Cartan equations as a convenient way to package higher
structures, in particular, A∞-module structures.

Section 2 is devoted to the study of the GIT problem given by the action of the
gauge group G on the space L1. In particular, we construct quasiprojective derived
moduli spaces of equivalence classes of stable finite graded A-modules of given
dimension vector. We hope there will be applications in noncommutative geometry.

In Section 3 we introduce our projective scheme Y and consider the case where
our graded ring A is the homogeneous coordinate ring of Y . We compare the
stability notions for sheaves on Y and for graded A-modules. We prove the above
theorem and the amplification mentioned.

Finally, in Section 4, we write down the derived moduli problem for sheaves on
Y , which is solved by our differential graded scheme. This is the only place where
we need Y to be smooth. The reason we need smoothness is to assure that for a
coherent sheaf F on Y , the spaces ExtiOY

(F,F) vanish for sufficiently large i .

Derived geometry. For us, derived geometry is the geometry of differential graded
schemes. We make a few informal remarks here. For more detailed expositions of
derived geometry, see Toën–Vezzosi [2004; 2005; 2008] or Lurie [2009].

A differential graded scheme is a pair (T,RT ), where T is a scheme and RT is
a sheaf of differential graded C-algebras (without restriction on the grading) on T ,
endowed with a structure morphism of sheaves of algebras OT →R0

T .
It is natural to require (and we make it part of the definition) that all differential

graded schemes (T,RT ) satisfy OT =Z0(RT ), where Z0(RT )= ker(d :R0
T→R1

T )

is the sheaf of 0-cycles in RT . This implies that RT is a sheaf of differential graded
OT -algebras. Then a morphism of differential graded schemes (T,RT )→ (M,RM)

is a pair (φ, µ), where φ : T → M is a morphism of schemes, and µ : φ∗RM→RT

is a morphism of sheaves of differential graded OT -algebras.
The classical scheme associated to a differential graded scheme (T,RT ) is the

closed subscheme of T given by π0(T,RT )= SpecOT
h0(RT ).
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A differential graded scheme is affine if it comes from a differential graded
algebra which is free as a graded algebra, on a finite set of generators, all in
nonpositive degree.

Differential graded schemes form a category. (One may replace morphisms by
germs of morphisms, defined in suitable neighborhoods of the classical loci.) This
category is enriched over simplicial sets: the n-simplices in Hom(X, Y ) are the
morphisms X ×1n → Y , where 1n is the differential graded scheme (which is
not affine) corresponding to the differential graded algebra of algebraic differential
forms on the algebraic n-simplex.

The category of differential graded schemes also has a natural topology: the étale
topology, in which a family Ui →U is a covering family if π0(Ui )→ π0(U ) is a
covering family in the usual étale topology, and every Ui→U is an étale morphism,
which means that π0(Ui )→ π0(U ) is étale in the usual sense, and

hr (RUi )= hr (RU )⊗h0(RU ) h0(RUi ) for all r.

A morphism of differential graded schemes is a quasiisomorphism if it is étale,
and induces an isomorphism on π0.

In analogy with the definition of algebraic spaces, one can define a derived
scheme (or space) to be a simplicial presheaf X on the category of differential
graded schemes satisfying two properties:

(i) (sheaf property) For every hypercover U•→U , the map

X (U )→ hocolim X (U•)

is a weak equivalence.

(ii) (locally affine property) X is étale locally weakly equivalent to a presheaf
represented by an affine differential graded scheme.

The simplicial category of derived schemes localizes the differential graded schemes
at the quasiisomorphisms.

A particularly nice class of differential graded schemes comes from bundles of
curved differential graded Lie algebras on smooth schemes (see the beginning of
Section 1B). Our main object of study, RM̃od

sp
α (A)= (M̃

sp,R) is of this form.
We find it plausible (this will be proved elsewhere) that differential graded

schemes coming from bundles of curved differential graded Lie algebras represent
simplicial presheaves satisfying the above two properties (at least if we restrict
the underlying base category to affine objects). Therefore, the moduli functor
represented by such a “nice” differential graded scheme, in the derived world,
would be given directly by the functor it represents over the category of differential
graded schemes as defined here. This is the moduli functor we examine.
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Index of notation

A A graded ring.
m The maximal ideal of positive degree elements in A.
α Depending on the context, either a numerical polynomial α(t) ∈

Q[t] or a dimension vector (αp, . . . , αq).
V A graded vector space of dimension α = (αp, . . . , αq).
L Ln

=Homgr(m
⊗n,End V ), the differential graded Lie algebra; see

Section 1A.
M The scheme L1.
X The Maurer–Cartan locus in M .

RM The sheaf of differential graded algebras on M ; see Section 1B.
Actgr(A,V ) The scheme X , when it is viewed as representing the scheme of

graded actions of A on V .
RActgr(A,V ) The differential graded scheme (M,RM), which is the derived

scheme of actions.
G The gauge group G =

∏q
i=p GL(Vi ).

1 The one-parameter subgroup of scalars in G.
G̃ The quotient group G/1.
M The quotient stack [M/G].
M̃ The quotient stack [M/G̃].

M̃sp The open substack of M̃, which is an algebraic space.
X The Maurer–Cartan locus in M.
X̃ The Maurer–Cartan locus in M̃.

Modα(A) The algebraic stack X, when it is viewed as the stack of graded
A-modules of dimension α.

RModα(A) The differential graded stack (M,RM), which is the derived stack
of graded modules.

M̃od
sp
α (A) The algebraic space X̃, when viewed as the space of equivalence

classes of simple graded modules.
RM̃od

sp
α (A) The differential graded algebraic space (M̃sp,R), which is the

derived space of equivalence classes of simple modules.
RM̃od

s
α(A) The stable locus inside RM̃od

sp
α (A).

RM̃od
sp
α (OY ) The functor of equivalence classes of simple families of coher-

ent sheaves on Y with Hilbert polynomial α(t) parametrized by
differential graded schemes.

RM̃od
s
α(OY ) The stable locus inside RM̃od

sp
α (OY ).
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Notation and conventions. We work over a field of characteristic zero, which we
shall denote by C. All tensor products are over C, unless indicated otherwise. All
our differential graded algebras (and sheaves thereof), are graded commutative with
unit.

Cohomology sheaves (of a complex of sheaves E•) we usually denote by hi (E).

1. The derived scheme of simple graded modules

Let A be a unital graded C-algebra, not necessarily commutative, which is all
in nonnegative degrees, and such that each graded piece is finite-dimensional.
Moreover, we assume that the degree zero piece is one-dimensional, hence equal to
C. We denote by m the ideal of elements of positive degree in A. Note that m is a
positively graded algebra without unit. We refer to the grading on A as the internal
or projective grading if there is a fear of confusion. We indicate this grading with
lower indices.

Our main example of interest is that A is the homogeneous coordinate ring of a
projective variety over C.

A graded A-module is the same thing as a graded m-module. The advantage of
working with m is that there is only one module axiom: associativity.

1A. The differential graded Lie algebra L. Let V be a graded and finite-dimen-
sional vector space

V =
q⊕

i=p

Vi .

By End V we denote the algebra of C-linear endomorphisms of V . It inherits a
grading from V . Only Endi V in the range i ∈ [p− q, q − p] are nonzero.

We denote the dimension vector of V by

α = (αp, . . . , αq)= (dim Vp, . . . , dim Vq).

The graded vector space. We consider

Ln
= Homgr(m

⊗n,End V ),

the vector space of degree-preserving C-linear maps µ :m⊗n
→ End V , and

L =
∞⊕

n=0

Ln.

Thus, L0
= Endgr V and L1

= Homgr(m,End V ). We write elements µ ∈ Ln as
multilinear maps m×n

→End V . To distinguish the grading on L from the projective
grading, we may sometimes refer to it as the external grading. It is always indicated
by upper indices.
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Note that every Ln is finite-dimensional and that Ln
= 0, unless n is in the range

n ∈ [0, q − p] because m is positively graded.
Each Ln is bigraded projectively:

Ln
=

⊕
q≥i≥ j≥p

i− j≥n

Ln
i j ,

where

Ln
i j = Hom

(
(m⊗n)i− j ,Hom(V j , Vi )

)
.

For n = 0, this simplifies to

L0
=

q⊕
i=p

L0
i i , L0

i i = Hom(Vi , Vi ),

and for n = 1, we can write

L1
=

⊕
q≥i> j≥p

L1
i j , L1

i j = Hom
(
mi− j ,Hom(V j , Vi )

)
.

We say that L0 is diagonal, and L1 is strictly lower triangular. The higher Ln are
restricted to successively smaller southwest corners.

The gauge group. We let G = GLgr(V ) be the group of degree-preserving linear
automorphisms of V and call it the gauge group. Of course, L0 is the Lie algebra
of G. The gauge group is graded:

G =
q∏

i=p

Gi , Gi = GL(Vi ).

It acts, from the left, via conjugation on L . More precisely, for g ∈ G and µ ∈ Ln ,
we have

(g ·µ)(a1, . . . , an)= g ◦µ(a1, . . . , an) ◦ g−1. (2)

The action of G on Ln preserves the double grading: if g= (gp, . . . , gq) and µ∈ Ln ,
then

(g ·µ)i j = giµi j g−1
j . (3)

We call this action the gauge action. The group G contains the scalars, 1 :C∗→G,
t 7→ (t, . . . , t), which act trivially. This leads us to also consider the quotient group
G̃ = G/1.
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The differential. Define d : Ln
→ Ln+1 by the formula

dµ(a1, . . . , an+1)=

n∑
i=1

(−1)n−iµ( . . . , ai ai+1, . . . )

For example, d : L0
→ L1 is equal to zero, and d : L1

→ L2 is given by dµ(a, b)=
µ(ab).

Of course, d2
= 0. The gauge action preserves the differential. The differential

preserves the projective double grading. Note that the gauge group action on L1 is
not modified by a gauge term because d : L0

→ L1 vanishes.
The complex (L , d) is the subcomplex of internal degree zero of the Hochschild

complex of the C-algebra m with values in the bimodule End V , where End V has
the trivial (i.e., zero) module structure.

The bracket. For µ ∈ Lm and µ′ ∈ Ln define µ ◦µ′ ∈ Lm+n by the formula

µ ◦µ′ (a1, . . . , am+n)= (−1)mnµ(a1, . . . , am) ◦µ
′(am+1, . . . , am+n).

An easy sign calculation shows that this operation is associative.
Then, for µ ∈ Lm and µ′ ∈ Ln define [µ,µ′] ∈ Lm+n by

[µ,µ′] = µ ◦µ′− (−1)mnµ′ ◦µ.

This operation automatically satisfies the graded Jacobi identity because it is defined
as the graded commutator of an associative product.

We can write out the formula for the bracket:

[µ,µ′](a1, . . . , am+n)= (−1)mnµ(a1, . . . , am) ◦µ
′(am+1, . . . , am+n)

−µ′(a1, . . . , an) ◦µ(an+1, . . . , am+n).

For example, if µ,µ′ ∈ L1, then

[µ,µ′](a, b)=−µ(a) ◦µ′(b)−µ′(a) ◦µ(b).

The differential d acts as a derivation with respect to the bracket [ · , · ], that is,
for µ ∈ Lm and µ′ ∈ Ln , we have

d[µ,µ′] = [dµ,µ′] + (−1)m[µ, dµ′].

Thus (L , d, [ · , · ]) is a differential graded Lie algebra.
The gauge group G acts by automorphisms of the differential graded Lie algebra

structure on L . This means that we have

d(g ·µ)= g · dµ and g · [µ,µ′] = [g ·µ, g ·µ′].

The derivative of the gauge action of G on L is the adjoint action of L0 on L .
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Remark 1.1. The more basic object than L is the truncation L>0
= τ>0L , together

with G and its gauge action. The differential graded Lie algebra L can be recovered
from (L>0,G).

The Maurer–Cartan equation. The Maurer–Cartan equation is

dµ+ 1
2 [µ,µ] = 0 for µ ∈ L1.

We call µ ∈ L1 a Maurer–Cartan element if it satisfies this equation. We denote
the set of Maurer–Cartan elements by MC(L).

For µ ∈ L1, we have 1
2 [µ,µ] = µ ◦µ, and so µ is a Maurer–Cartan element if

and only if
dµ+µ ◦µ= 0,

or, equivalently, if for all a, b ∈m,

µ(ab)= µ(a) ◦µ(b).

If we write out this equation degreewise, we get for all i > k > j , a ∈ mi−k and
b ∈mk− j , the equation µi j (ab)= µik(a) ◦µk j (b).

Thus µ ∈ L1 is a Maurer–Cartan element if and only if it defines a left action
of m on V . Dividing by the gauge action removes the choice of basis in V . It
follows immediately that Maurer–Cartan elements up to gauge equivalence are
graded m-modules up to isomorphism, whose underlying graded vector space is
isomorphic to V . We can make this claim precise:

Remark 1.2. Let [MC(L)/G] be the (set-theoretic) transformation groupoid asso-
ciated to the gauge group action on the Maurer–Cartan elements. Let (m-modules)α
denote the category of graded m-modules with dimension vector α with only
isomorphisms. Then we have an equivalence of groupoids

[MC(L)/G] −→ (m-modules)α,

given by mapping µ to the m-module structure it defines on V and mapping an
element of G to the isomorphism of m-module structures it represents. We will
turn this into a geometric statement.

1B. The moduli stack of L. The following construction of the differential graded
moduli stack works for any finite-dimensional differential graded Lie algebra
concentrated in nonnegative degrees with algebraic gauge group.

Bundles of curved differential graded Lie algebras.

Definition 1.3. A bundle of curved differential graded Lie algebras over a scheme
(or a stack) M is a graded vector bundle L∗ over M , endowed with three pieces of
data:
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(i) a section f ∈ 0(M,L2),

(ii) an OM -linear map of degree one δ : L∗→ L∗,

(iii) a OM -linear alternating bracket of degree zero [ · , · ] :32L∗→ L∗,

subject to four axioms:

(i) δ( f )= 0, as a section of L3,

(ii) δ ◦ δ = [ f, · ],

(iii) δ is a graded derivation with respect to the bracket [ · , · ],

(iv) the bracket [ · , · ] satisfies the graded Jacobi identity.

A bundle of curved differential graded Lie algebras is a bundle of differential
graded Lie algebras only if f = 0. All of our bundles of curved differential graded
Lie algebras will be concentrated in degrees ≥ 2. The section f is the curving, and
the map δ will be referred to as the twisted differential.

It will be useful to relax the conditions somewhat and call a sheaf of curved
differential graded Lie algebras on M a graded sheaf of OM -algebras, endowed
with the same data (i) to (iii), subject to the same constraints (i) to (iv). Sheaves of
curved differential graded Lie algebras will also be allowed to have contributions
in degrees less than 2. The sheaf of Maurer–Cartan elements of a sheaf of curved
differential graded Lie algebras is the preimage of − f under the curvature map
L1
→ L2 given by x 7→ δx + 1

2 [x, x]. If L is a bundle (so that L1
= 0), then the

Maurer–Cartan locus is the scheme-theoretic vanishing locus of f in M .
If L is a bundle of curved differential graded Lie algebras on M and RM a sheaf

of differential graded OM -algebras, then L⊗OM RM is in a natural way a sheaf of
curved differential graded Lie algebras.

We do not define the notion of morphism of bundles or sheaves of curved
differential graded Lie algebras. More relevant is the notion of morphism of
differential graded scheme, which, as we shall see, applies to bundles of curved
differential graded Lie algebras.

Associated differential graded scheme or stack. To a bundle of curved differential
graded Lie algebras over M we associate a sheaf of differential graded algebras
RM by letting the underlying sheaf of graded OM -algebras be

R∗M = SymOM
L[1]∨, (4)

the sheaf of free graded commutative OM -algebras with unit on the (homologically)
shifted dual of L.

The bracket defines a morphism q2 : L[1]∨→ Sym2
OM

L[1]∨, the twisted differ-
ential a morphism q1 :L[1]∨→Sym1

OM
L[1]∨=L[1]∨ and the curving a morphism

q0 :L[1]∨→Sym0
OM

L[1]∨=OM . All three morphisms qi have homological degree
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+1, and all three extend uniquely to OM -linear derivations qi : RM → RM . Let
q = q0+ q1+ q2 be the sum of these three derivations. The four axioms of curved
differential graded Lie algebra translate into the one condition

q2
= 0

for the derivation q on RM . This defines the differential graded scheme (RM , q).
We will usually suppress q from the notation.

Note that X = Z( f )⊂M , the scheme theoretic vanishing locus of f (the Maurer–
Cartan locus), is equal to the subscheme of M defined by the image of R−1 in
R0

M = OM . The structure sheaf of X is OX = h0(RM).

Example 1.4. Given a finite-dimensional differential graded Lie algebra L , con-
centrated in degrees > 0, we let M = L1

= Spec Sym(L1∨). Over M we consider
for every i ≥ 2 the trivial vector bundle Li with fiber L i , that is, Li

= L i
×M . The

curvature map f : L1
→ L2 given by f (x)= dx+ 1

2 [x, x] gives rise to a section of
L2 over M , the twisted differential δ = dµ : Li

→ Li+1 is defined by the formula
δ(y) = dµ(y) = dy+ [µ, y] in the fiber over µ ∈ M = L1, and the bracket on L

is constant, that is, equal to the bracket on L in every fiber of L. In this way the
differential graded Lie algebra L = L≥1 gives rise to a bundle of differential graded
Lie algebras L= L≥2 over M = L1.

Note that X = Z( f )⊂ M is identified with the scheme theoretic Maurer–Cartan
locus of L .

If an algebraic group G acts on L by automorphisms of the differential graded
Lie algebra structure, the bundle of curved differential graded Lie algebras L over
M inherits a G-action covering the G-action on M (this is just the diagonal action).
Thus, the bundle of curved differential graded Lie algebras L descends to the
quotient stack [M/G].

We apply these considerations to the truncation of our differential graded Lie
algebra L>0 with the gauge group action by G. We obtain a bundle of curved
differential graded Lie algebras LM over M= [M/G] and a sheaf of differential
graded algebras RM over M.

If we replace G by G̃, we obtain a bundle of curved differential graded Lie
algebras LM̃ over M̃= [M/G̃] and a sheaf of differential graded algebras RM̃ over
M̃. The Maurer–Cartan locus X = Z( f )⊂ M descends to closed substacks X⊂M

and X̃⊂ M̃ such that OX = h0(RM) and OX̃ = h0(RM̃).

Remark 1.5. There is a natural morphism M→ M̃, making M a C∗-gerbe over
M̃. This gerbe is trivial if there exists a line bundle ξ over M and a lifting of the
G-action to a G-action on ξ such that 1 acts by scalar multiplication on the fibers
of ξ .
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The associated functor on differential graded schemes. Suppose the differential
graded scheme (M,RM) comes from a bundle of curved differential graded Lie
algebras as in Equation (4). Given a morphism of schemes φ : T → M , the sheaf
of Maurer–Cartan elements of φ∗L⊗OT RT is naturally isomorphic to the sheaf of
morphisms of differential graded OT -algebras φ∗RM →RT .

MC(φ∗L⊗OT RT )=MorOT (φ
∗ SymOM

L[1]∨,RT ).

In particular, a morphism of differential graded schemes (T,RT )→ (M,RM) is
essentially the same thing as a pair (φ, µ), where φ : T → M is a morphism of
schemes and µ is a global Maurer–Cartan element of the sheaf of curved differential
graded Lie algebras φ∗L⊗OT RT .

Lemma 1.6. If (M,RM) comes as in Example 1.4 from a differential graded Lie
algebra L = L≥1, then a morphism (T,RT )→ (M,RM) is the same thing as a
global Maurer–Cartan element in the sheaf of differential graded Lie algebras
L ⊗C RT .

Proof. Start with a morphism of differential graded schemes

(φ, µ) : (T,RT )→ (M,RM),

where we think of µ as a global Maurer–Cartan element in the sheaf of curved
differential graded Lie algebras φ∗L⊗OY RT . The underlying morphism of schemes
φ : T → L1 can be considered as a section of L1

⊗Z0(RT ) over T and hence as a
degree 1 section of L ⊗RT . The section µ can also be thought of as a degree 1
section L ⊗RT , and it is not hard to check that µ+φ is a Maurer–Cartan section
of the sheaf of differential graded Lie algebras L ⊗RT . Conversely, every Maurer–
Cartan section of L ⊗RT gives rise to a pair (φ, µ) and hence to a morphism of
differential graded schemes (T,RT )→ (M,RM). �

Finally, if G acts on L by automorphisms and M= [M/G], then a morphism
(T,RT )→ (M,RM) is essentially the same thing as a pair (E, µ), where E is a
principal G-bundle over T , and µ is a global Maurer–Cartan element of the sheaf
of differential graded Lie algebras EL ⊗OT RT . Here EL denotes the associated
vector bundle with its induced structure of sheaf of differential graded Lie algebras
over OT .

The derived scheme of actions. We apply these considerations to the differential
graded Lie algebra

L≥1
= Homgr(m

⊗≥1,End V ).

Let (M,RM) be the differential graded scheme associated as in Example 1.4
to L≥1

= Homgr(m
⊗≥1,End V ). So M = Homgr(m,End V ). The following is
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essentially Proposition (3.5.2) of [Ciocan-Fontanine and Kapranov 2001]. (See the
same work for the definition of A∞-action.)

Proposition 1.7. Suppose (T,RT ) is a differential graded scheme. A morphism
(T,RT )→ (M,RM) is the same thing as a Maurer–Cartan element in the differen-
tial graded Lie algebra

0
(
T,Hom(m⊗≥1,End V )⊗RT

)
.

This, in turn, is the same thing as a graded RT -linear A∞-action of m⊗RT on
V ⊗RT or a graded unital RT -linear A∞-action of A⊗RT on V ⊗RT .

This justifies calling (M,RM) the derived scheme of graded actions of A on V
and denoting it by RActgr(A, V ).

The derived stack of modules. Let (M,RM) be the differential graded stack ob-
tained from (M,RM) by dividing by G, and let X ⊂M be the Maurer–Cartan
locus.

Proposition 1.8. Suppose (T,RT ) is a differential graded scheme. A morphism
(T,RT )→ (M,RM) is the same thing as a pair (E, µ), where E =

⊕q
i=p Ei is

a graded vector bundle of dimension vector α over T , and µ is a Maurer–Cartan
element in the differential graded Lie algebra

0
(
T,Homgr(m

⊗≥1,EndOT E)⊗OT RT
)
.

Such a Maurer–Cartan element µ is the same thing as a graded RT -linear A∞-
action of m⊗RT on E⊗OT RT , or a graded unital RT -linear A∞-action of A⊗RT

on E ⊗OT RT .
In particular, if T is a classical scheme, a morphism T → (M,RM) is the same

thing as a morphism T → X, which, in turn, is the same thing as a graded vector
bundle over T of dimension α, endowed with the structure of a sheaf of graded
m⊗OT -modules or the structure of a sheaf of graded unital A⊗OT -modules.

There is a universal family over (M,RM). It is obtained from V ⊗OM with its
tautological A∞-action

µ :m⊗ V ⊗RM −→ V ⊗RM ,

by descent: the group G acts naturally on V in a way respecting µ.
We call (M,RM) the derived stack of graded A-modules with dimension vector

α, and use the notation RModα(A)= (M,RM). For the underlying classical stack
X, we write Modα(A)= X.
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1C. The derived space of equivalence classes of simple modules. When dividing
by G̃ instead of G, we have to be more careful because the natural action of G
on V does not factor through G̃ as the scalars in G do not act trivially on V . This
implies that the universal family of graded A-modules does not descend from M to
M̃. The obstruction is the C∗-gerbe of Remark 1.5.

Equivalence of simple modules. A family of graded A-modules of dimension α
parametrized by the scheme T is a graded vector bundle with rank vector α on T
together with a unital graded OT -linear action of A⊗OT .

Definition 1.9. A family E of graded A-modules parametrized by T is simple if
the sheaf of endomorphisms of E is equal to OT . Two simple families of graded
A-modules E , F , parametrized by T are equivalent, if there exists a line bundle L

on T , such that F is isomorphic to E ⊗OT L, as a family of graded A-modules.

Equivalence classes of simple families of graded A-modules form a presheaf on
the site of C-schemes with the étale topology, whose associated sheaf we denote by
M̃od

sp
α (A).

Let M sp
⊂ M be the open subscheme of points with trivial G̃-stabilizer, and

X sp
= X∩M the intersection with the Maurer–Cartan locus X . Denote by M̃sp

⊂M̃

and X̃sp
⊂ X̃ the quotients by G̃.

Remark 1.10. The sheaf M̃od
sp
α (A) is isomorphic to the algebraic space X̃sp.

M̃od
sp
α (A)= X̃sp

This proves that M̃od
sp
α (A) is algebraic, and gives a modular interpretation of X̃sp.

Coprime case.

Proposition 1.11. Suppose that the components of the dimension vector α are
coprime. Then the gerbe of Remark 1.5 is trivial. Moreover, the presheaf of equiv-
alence classes of simple families of graded A-modules is a sheaf. In other words,
for any C-scheme T , the T -points of the algebraic space M̃od

sp
α (A) correspond

one-to-one to equivalence classes of simple families. In particular, M̃od
sp
α (A)

admits a universal family of simple graded A-modules.

Proof. There exist integers ni such that
∑q

i=p niαi = 1. The character ρ : G→ C∗

given by ρ(g)=
∏q

i=p det(gi )
ni satisfies 〈1, ρ〉 = 1. So twisting the action of G on

V by ρ−1, the twisted action factors through G̃, and so after the twist, V descends
to M̃. �

Remark 1.12. If

α(t)= a0

(
t
0

)
+ a1

(
t
1

)
+ · · · + ak

(
t
k

)
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is a numerical polynomial α(t)∈Q[t] of degree k with a0, . . . , ak ∈Z, and q− p≥ k,
then (

α(p), . . . , α(q)
)
= 1 ⇐⇒ (a0, . . . , ak)= 1.

Hence
(
α(p), . . . , α(q)

)
= 1 if and only if α is primitive (not an integer multiple

of another numerical polynomial).

We will write down the derived moduli problem solved by the differential graded
algebraic space (M̃sp,R).

The derived space of simple modules. Let (T,RT ) be a differential graded scheme.
If F is a graded vector bundle on T , we can sheafify the construction of our
differential graded Lie algebra over T , and tensor with RT to obtain a sheaf of
differential graded Lie algebras

Homgr(m
⊗≥1,EndOT F)⊗OT RT . (5)

A global Maurer–Cartan element in (5) is the same thing as a graded RT -linear
A∞-action of m⊗RT on F ⊗OT RT .

A family of graded A-modules with dimension vector α parametrized by the
differential graded scheme (T,RT ) is a pair (F, µ), where F is a graded vector
bundle of dimension α over T , and µ is a global Maurer–Cartan element in (5).
Two such families are equivalent if they differ by a line bundle on T . We denote the
set of equivalence classes of such families by RM̃odα(A)(T ). Varying (T,RT ),
we get a presheaf RM̃odα(A) on the category of differential graded schemes.

Note that a Maurer–Cartan element µ in (5) can be decomposed

µ=

q−p∑
i=1

µi , µi ∈Homgr(m
⊗i ,EndOT F)⊗OT R1−i

T .

So µ1 ∈ Homgr(m,EndOT F)⊗OT R0
T . The Maurer–Cartan equation implies that

µ1 takes values in the subsheaf Homgr(m,EndOT F)⊗OT Z0(RT ), which is equal
to Homgr(m,EndOT F) by our definition of differential graded scheme. Thus, we
may also think of µ1 as an OT -linear map µ1 :m⊗OT → EndOT F . We call (F, µ)
simple if the subsheaf of EndOT F commuting with the image of µ1 is equal to OT .
Simple families define the subpresheaf RM̃od

sp
α (A)⊂RM̃odα(A).

Proposition 1.13. The differential graded algebraic space (M̃sp,R) represents the
sheaf associated to RM̃od

sp
α (A). If α is primitive, then RM̃od

sp
α (A) is a sheaf ,

and so (M̃sp,R) represents RM̃od
sp
α (A).

Proof. Let (F, µ) be a simple graded family parametrized by the differential graded
scheme (T,RT ). Write µ= µ1+µ

′, where µ′ =
∑

i≥2 µi . Then the pair (F, µ1)

defines a morphism φ : T → M̃sp, and any equivalent simple graded family gives
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rise to the same morphism T → M̃sp. The pullback to T of RM̃ via the morphism
φ is equal to the sheaf of symmetric algebras generated over OT by the shifted dual
of Homgr(m

≥2,EndOT F). Therefore, a morphism φ∗RM̃→RT is the same thing
as a global Maurer–Cartan section of the sheaf of curved differential graded Lie
algebras (with twisted differential)

Homgr(m
≥2,EndOT F)⊗OT RT .

This is exactly what µ′ provides us with. Hence (F, µ) gives rise to a morphism
(T,RT )→ (M̃,R).

We have defined a morphism from the presheaf RM̃od
sp
α (A) to the sheaf repre-

sented by (M̃sp,R). Conversely, every morphism φ : T → M̃sp is (locally in T )
induced by a pair (F, µ1), and every morphism φ∗RM̃→RT extends µ1 to µ. This
proves that every section of (M̃sp,R) comes locally from a section of RM̃od

sp
α (A).

This finishes the proof. �

1D. The tangent complex. Suppose L = L≥2 is a bundle of curved differen-
tial graded Lie algebras on the smooth scheme (or algebraic space) M , and let
X ⊂ M be its Maurer–Cartan locus. As a direct consequence of the second axiom
(Definition 1.3), the restriction of (L, δ) to X is a complex of sheaves of OX -
modules. The derivative of the curving f : M→L2 gives rise to an OX -linear map
TM |X → L2

|X , and we obtain an augmented complex

2
•
=
[
TM |X −→ L2

[1]|X −→ L3
[1]|X −→ · · ·

]
by the first axiom. This complex 2• of vector bundles on X is called the tangent
complex of (M,L). The shifts are applied to L|X so that TM |X will end up in
degree 0.

By construction, the 0-th cohomology sheaf is equal to the Zariski tangent sheaf
of X :

h0(2
•
)= TX .

Next, we will recall how 2 governs deformation and obstruction theory.

Deformation theory for small extensions. Consider a pointed differential graded
algebra A → C, concentrated in nonpositive degrees. Let A′ → A be a small
extension of differential graded algebras: this means that the kernel I defined by
the short exact sequence

0−→ I −→ A′ −→ A −→ 0,

and the kernel of the augmentation A′→ C annihilate each other. This implies that
the A′-module structure on I is induced from the C-vector space structure on I
via the augmentation A′→ C. For simplicity, assume that I is concentrated in a
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specific degree −r ≤ 0. (The classical case is the case r = 0.) Denote by (T,RT )

and (T ′,RT ′) the affine differential graded schemes associated to A and A′.
We will consider a diagram

Spec C //

%%

P

**
(T,RT )

(φ,µ) //

��

(M,RM)

(T ′,RT ′)

(φ′,µ′)

55 (6)

and ask for an obstruction to the existence of the dotted arrow. If a dotted arrow
exists, we will classify all possible dotted arrows up to homotopy equivalence (see,
for example, [Ciocan-Fontanine and Kapranov 2001] or [Manetti 1999] for the
definition of homotopy equivalence).

Proposition 1.14. There exists a naturally defined element h∈H 1(P∗2⊗ I ), which
vanishes if and only if a dotted arrow exists in (6). If h = 0, then the set of all
dotted arrows in (6), up to homotopy equivalence, is in a natural way a principal
homogeneous space for the abelian group H 0(P∗2⊗ I ).

Proof. The morphism (φ, µ) : (T,RT )→ (M,RM) is given by a morphism of
schemes φ : T → M and a Maurer–Cartan element µ ∈MC(φ∗L⊗A0 A). As M
is smooth, there is no obstruction to the existence of φ′, so let us choose φ′. Now
consider the square zero extension of curved differential graded Lie algebras

0−→ P∗L⊗ I −→ φ′
∗
L⊗A′0 A′ −→ φ∗L⊗A0 A −→ 0. (7)

We have a Maurer–Cartan element µ in the curved differential graded Lie algebra
on the right, which means that

f − δµ+ 1
2 [µ,µ] = 0.

We lift µ at random to an element µ′ of the curved differential graded Lie algebra
in the middle. The obstruction h is defined as

h = f ′− δµ′+ 1
2 [µ
′, µ′],

which is an element of P∗L⊗ I and moreover a 2-cocycle in P∗L⊗ I , hence
a 1-cocycle in P∗2 ⊗ I . The proof that the vanishing of h in cohomology is
equivalent to the existence of the dotted arrow distinguishes between the cases that
r = 0 and r < 0. For r < 0, we have H 2(P∗L⊗ I )= H 1(P∗2⊗ I ), and changing
φ′ while fixing φ is impossible. So the question is if there exists z ∈ P∗L⊗ I
of degree 1, such that µ′ + z is a Maurer–Cartan element in the middle of (7).
Such a z will exhibit h as a coboundary (and conversely). For r = 0, the element
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h ∈ H 1(P∗2⊗ I ) is the classical obstruction to the existence of the dotted arrow
in the diagram of classical schemes

Spec C //

##

T //

��

X �
� // M.

T ′

88

Now assume that the obstruction vanishes. The difference between any two
Maurer–Cartan lifts of µ defines an element of H 0(P∗2⊗ I ). One checks that this
difference is a coboundary if and only if the two lifts define homotopy equivalent
dotted arrows. �

Corollary 1.15. For example, if I = C[r ], then the obstructions are contained in
H r+1(P∗2) and the deformations are classified by H r (P∗2).

Deformations of modules. Let us examine the meaning of Proposition 1.14 for the
differential graded algebraic space (M̃sp,R)=RM̃od

sp
α (A).

So let the C-valued point P : Spec C→ (M̃sp,R) be represented by the Maurer–
Cartan element µ ∈ L .

Lemma 1.16. The complex (L , dµ) is precisely the graded normalized Hochschild
cochain complex with coefficients in (End V, µ), that is, End V endowed with the
structure of an A-A-bimodule from µ.

Proof. This is immediate. The normalized or reduced complex is defined, for
example, in [Loday 1992, §1.5.7]. �

Corollary 1.17. The complex P∗2 is quasiisomorphic to the augmented graded
Hochschild complex

C−→ Endgr V −→ Homgr(A,End V )−→ Homgr(A⊗2,End V )−→ · · · .

Proof. This follows immediately from the fact that the normalized Hochschild
complex is quasiisomorphic to the Hochschild complex, by [Loday 1992, §1.5.7].

�

Corollary 1.18. Suppose that P corresponds to the A-module E = (V, µ). Then
we have

H i (P∗2)=
{

ExtiA(E, E)gr if i > 0,
HomA(E, E)gr/C for i = 0.

The tangent complex 2 itself is quasiisomorphic to the augmented complex

C−→ R Hom A(E,E)gr,

where E is the universal family of graded A-modules on X̃sp
= M̃od

sp
α (A).
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Proof. This is a consequence of the standard fact that (graded) Hochschild coho-
mology computes (graded) extension spaces. A proof in the ungraded case can be
found in Lemma 1.9.1 of [Weibel 1994]. �

Corollary 1.19. In a situation given by a diagram such as (6), assume that I =C[r ],
as in Corollary 1.15. Then obstructions are contained in Extr+1

A (E, E)gr and
deformations are classified by ExtrA(E, E)gr (or HomA(E, E)gr/C, for r = 0).

2. Stability

We will apply geometric invariant theory to the construction of the quotient of
M = L1 by the gauge group G as a quasiprojective scheme.

First, since the scalars in G act trivially, no point of L1 can be stable for the
action of G. This prompts us to replace G by G̃ =G/1. Second, the canonical one-
parameter subgroup λ0(t)= (t p, . . . , tq) is central and acts by (see Equation (3))

(λ0(t) ·µ)i j = t i− jµi j ,

and hence destabilizes every element of L1, as i > j if µi j 6= 0. Thus the affine
quotient Spec C[L1

]
G is trivial, equal to Spec C.

In fact, the quotient of L1 by G classifies quiver representations for a certain
quiver, and so we are in the situation worked out by King [1994]. Our quiver has
q − p+ 1 vertices labeled p, . . . , q , and for every pair of vertices i < j , there are
dim A j−i arrows from i to j . The vector space L1

= Homgr(m,End V ) is denoted
R(Q, α) by King; the group G is denoted by GL(α).

To linearize the action of G̃ on L1, we choose a vector of integers

θ = (θp, . . . , θq) such that
q∑

i=p

θiαi = 0.

This defines the character χθ : G̃→ C by

χθ (g)=
q∏

i=p

det(gi )
θi ,

which we use to linearize the action.
For a graded vector subspace W ⊂ V , define

θ(W )=

q∑
i=p

θi dim Wi .

Note that whether or not µ ∈ L1 satisfies the Maurer–Cartan equation, it makes
sense to speak of graded submodules W ⊂ V with respect to µ.
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Proposition 2.1 (King). The point µ ∈ L1 is (semi)stable for the action of G̃
linearized by χθ if and only if for every proper graded µ-submodule 0<W < V we
have θ(W ) (≥) 0. (Here we use the usual convention that to characterize stability,
the strict inequality applies, and for semistability the weak inequality is used.)

Denote by Ls and Lss the open subsets of L1 of stable and semistable points,
respectively. Similarly, denote by X s and X ss the open subsets of stable and
semistable points inside the Maurer–Cartan subscheme X ⊂ L1.

The geometric invariant theory quotient of L1 by G̃ is the projective scheme

L1//G̃ = Proj
∞⊕

n=0

C[L1
]
G,χn

,

where C[L1
]
G,χn
=
{

f : L1
→C | f (gx)= χn(g) f (x)

}
is the space of χn-twisted

invariants of G in C[L1
]. The quotient L1//G̃ is indeed projective since C[L1

]
G
=C.

Corollary 2.2. The scheme Ls//G̃ is a quasiprojective smooth scheme contained
as an open subscheme in the algebraic space M̃sp. It is a locally fine moduli space
for equivalence classes of stable quiver representations. In the coprime case, it is a
fine moduli space.

The scheme L1//G̃ = Lss//G̃ is a projective scheme containing Ls//G̃ as an open
subscheme. Its points are in one-to-one correspondence with S-equivalence classes
of semistable quiver representations.

Corollary 2.3. The differential graded scheme (Ls//G̃,R) is a quasiprojective
differential graded scheme, which represents the sheaf associated to RM̃od

s
α(A),

the presheaf of equivalence classes of families of stable graded A-modules.
In the coprime case, (Ls//G̃,R) represents RM̃od

s
α(A).

Example 2.4. Maybe the most canonical of all characters is the one defined by
θp =− dim Vq , θq = dim Vp and all other θi = 0. We call it the extremal character.
For this character, (semi)stability reads

dim Wp dim Vq (≤) dim Wq dim Vp,

or, equivalently,
dim Wp

dim Wq
(≤)

dim Vp

dim Vq
,

or
dim Wp

dim Vp
(≤)

dim Wq

dim Vq
.

For example, stability implies that Vp generates V as an A-module.
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Definition 2.5. We call the [p, q]-graded A-module M (semi)stable if the corre-
sponding point µ in L1

= Homgr
(
m,End(M)

)
is (semi)stable with respect to the

linearization of G̃ given by the extremal character.

Example 2.6. Another canonical character is the determinant of the action of G
on L1. It has

θi =
∑
j<i

dim Ai− j dim V j −
∑
j>i

dim A j−i dim V j ,

and gives rise to the (semi)stability condition∑
i< j

dim A j−i dim Wi dim V j (≤)
∑
i< j

dim A j−i dim W j dim Vi .

3. Moduli of sheaves

We will now assume that A =
⊕
n≥0
0
(
Y,O(n)

)
for a connected projective scheme Y .

3A. The adjoint of the truncation functor. For a scheme T , we denote the projec-
tion Y × T → T by πT .

Let T be a scheme and FT a coherent sheaf on Y × T . Then

0[p,q]FT =

q⊕
i=p

πT ∗
(
F(i)

)
is a graded sheaf of coherent OT -modules with A-module structure.

Proposition 3.1. The functor

0[p,q] : (coherent sheaves of OY×T -modules)

−→ ([p, q]-graded coherent sheaves of A⊗OT -modules)

has a left adjoint, which we shall denote by S. The functor S commutes with
arbitrary base change.

Proof. First note that graded coherent A⊗OT -modules concentrated in the interval
[p, q] form an abelian category with kernels, cokernels, images and direct sums
constructed degreewise, and that 0[p,q] is an additive functor so that the statement
makes sense.

Then, by the claimed compatibility with base change, we may assume that T is
affine, T = Spec B.

Let M be a graded A⊗ B-module concentrated in the interval [p, q], and let⊕
j

A(−m j )⊗ B −→
⊕

i

A(−ni )⊗ B −→ M −→ 0
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be a presentation of M (by graded homomorphisms) as a graded A⊗ B-module.
Assume that all ni are in the interval [p, q].

Define SM to be the cokernel in the diagram of OY×T -modules⊕
m j∈[p,q]

OY×T (−m j )−→
⊕

i

OY×T (−ni )−→ SM −→ 0, (8)

where the first sum extends only over those indices j such that m j is in the interval
[p, q]. Let us prove that SM defined in this way satisfies

HomOY×T (SM,F)= Homgr
A⊗B(M, 0[p,q]F), (9)

for all OY×T -modules F. Given such F, consider the commutative diagram

HomOY×T

(⊕
i

OY×T (−ni ),F
)

// HomOY×T

( ⊕
m j∈[p,q]

OY×T (−m j ),F
)

Homgr
A⊗B

(⊕
i

A(−ni )⊗ B, 0[p,q]F
)

// Homgr
A⊗B

(⊕
j

A(−m j )⊗ B, 0[p,q]F
)

This diagram induces an equality of the kernels of the horizontal maps, and these
kernels are the two sides of (9), thus proving (9).

To prove that the adjoint functor S commutes with base change, consider a base
change diagram

Y × T ′ //

v

��

T ′

u
��

Y × T // T

and note that 0[p,q] ◦ v∗ = u∗ ◦ 0′[p,q] in obvious notation. It follows that for
the adjoint functors we have the equality v∗ ◦S = S′ ◦ u∗, which is the claimed
compatibility with base change. �

3B. Open immersion. Fix a numeric polynomial α(t)= a0
(t

0

)
+ · · · + ak

(t
k

)
.

Let U be a finite type open substack of the algebraic stack of coherent sheaves
on Y with Hilbert polynomial α(t).

For q> p>0 let Mod[p,q]α (A) be the algebraic stack of [p, q]-graded A-modules
of dimension α|[p,q]. Recall that Mod[p,q]α (A) = [MC(L)/G], in the notation of
Section 1.

Proposition 3.2. Given U, there exists p such that for all q > p the functor 0[p,q]
defines a morphism of algebraic stacks

0[p,q] : U−→Mod[p,q]α (A).
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If q is sufficiently large, then 0[p,q] is a monomorphism of stacks.

Proof. Let p be large enough such that every sheaf in U is Castelnuovo–Mumford
p-regular. Then, for every i ≥ p, the sheaf πT ∗F(i) is locally free of rank α(i)
on T . Hence 0[p,q]F is a Mod[p,q]α (A)-family over T , and we have the required
morphism of stacks.

Now let, in addition, q be large enough for OY (q−p) to be Castelnuovo–Mumford
regular. Then 0[p,q] is a monomorphism of stacks because for every family of p-
regular sheaves F, the adjunction map S(0[p,q]F)→ F is an isomorphism. See
[Álvarez-Cónsul and King 2007], Theorem 3.4 and Proposition 4.1, for a proof of
a similar statement. In our context, we may proceed as follows:

First note that we may assume that the parameter scheme T is affine, T =Spec B,
as in the proof of Proposition 3.1.

Let V = 0(Y,F(p)), and G the kernel in:

0 //G //V ⊗B OY (−p) //F //0 .

Then the fact that OY (q− p) is regular implies that G is q-regular. (See Lemma 3.3
in [Álvarez-Cónsul and King 2007].) Let W = 0

(
Y,G(q)

)
, so that we have a

surjection W ⊗B OY (−q)� G and a presentation of F:

W ⊗B OY (−q) //V ⊗B OY (−p) //F //0

We remark that q-regularity of G implies that this sequence stays exact after twisting
by OY (i) and taking global sections for all i ≥ q. Thus the sequence of graded
A⊗ B-modules

W ⊗ A(−q) //V ⊗ A(−p) //0≥pF //0

is exact in degrees ≥ q. We can construct from this a presentation of 0≥pF by
adding some relations whose degrees are between p and q . Then we can turn this
presentation of 0≥pF into a presentation of 0[p,q]F by adding relations in degrees
larger than q. These extra relations in degrees larger than q are ignored when
constructing S(0[p,q]F); see the proof of Proposition 3.1. The extra relations of
degree between p and q do not affect the cokernel in Equation (8). We conclude
that we have a presentation

W ⊗B OY (−q) //V ⊗B OY (−p) //S(0[p,q]F) //0 .

This proves that S(0[p,q]F)= F. �

Proposition 3.3. For q � p� 0 the morphism 0[p,q] : U→Mod[p,q]α (A) is étale.
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Proof. Let A′→ A→C be a small extension of pointed C-algebras (not differential
graded). Let T = Spec A and T ′ = Spec A′. Consider a 2-commutative diagram

T F //� _

��

U

0[p,q]
��

T ′ M ′ //

66

Mod[p,q]α (A)

of solid arrows. We have to prove that the dotted arrow exists, uniquely, up to
a unique 2-isomorphism. This follows from standard deformation-obstruction
theory. We need that 0[p,q] induces a bijection on deformation spaces and an
injection on obstruction spaces (associated to the above diagram). It is well
known that deformations of F are classified by Ext1OY

(F,F), and obstructions
are contained in Ext2OY

(F,F). We saw in Corollary 1.18 that deformations of M ′|T
are classified by Ext1A(M,M)gr and obstructions are contained in Ext2A(M,M)gr,
where M = 0[p,q](F). It is proved in [Ciocan-Fontanine and Kapranov 2001],
(4.3.3.a) and (4.3.4) that for fixed i , there exist q� p� 0 such that ExtiOY

(F,F)=

ExtiA(0[p,q]F, 0[p,q]F)gr. (Note that the assumption in [Ciocan-Fontanine and
Kapranov 2001] that Y be smooth is not used for this result. It is only used to
exchange quantifiers: namely to get uniform p and q , which work for all i ≥ 0.) �

Corollary 3.4. For q� p� 0 the morphism 0[p,q] : U→Mod[p,q]α (A) is an open
immersion.

3C. Stable sheaves. Let Y be a connected projective scheme. We denote the
Hilbert polynomial of a coherent sheaf F on Y by h(F, t)= h(F).

For our purposes, the following characterization of stability of F is most useful.

Definition 3.5. The sheaf F is (semi)stable if and only if for every proper subsheaf
0< F′ < F we have

h(F′, p)
h(F, p)

(≤)
h(F′, q)
h(F, q)

for q � p� 0.

(As usual, this means the strict inequality for “stable” and the weak inequality for
“semistable”.)

The condition needs only to be checked for saturated subsheaves. (A subsheaf
is saturated if the corresponding quotient is pure of the same dimension as F.)

Remark 3.6. We can say, informally, that the limiting slope of the quotient of
Hilbert polynomials h(F′)/h(F) is (≥) 0, for all proper saturated subsheaves.

This stability condition looks very similar to the condition given by the extremal
character for A-modules (see Example 2.4), but to relate the two notions is not
completely trivial.
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Theorem 3.7. Given U, it is possible to choose q � p� 0 in such a way that the
following holds: if F is a U-sheaf , then F is a (semi)stable sheaf if and only if
M = 0[p,q]F is a (semi)stable graded A-module (Definition 2.5).

Proof. By Grothendieck’s lemma (see [Huybrechts and Lehn 1997], Lemma 1.7.9),
the family U′ of all saturated destabilizing subsheaves of all sheaves in U is bounded.
We choose p large enough to ensure that all sheaves in U and U′ are p-regular.
Note that the sheaves in U′ have only finitely many Hilbert polynomials. So we
can choose q � p� 0 in such a way that the limiting slope of all quotients of all
Hilbert polynomials involved is measured correctly by p and q .

Additionally, we choose p and q sufficiently large as explicated in [Álvarez-
Cónsul and King 2007]. (This choice is only needed for the “converse”, below.)

Let us first suppose that M is (semi)stable and prove that F is (semi)stable. So
let 0 ( F′ ( F be a saturated subsheaf. We wish to prove, of course, that F′ does
not violate (semi)stability of F. So let us assume it does. Then by our choices, both
F′ and F are p-regular.

Since 0[p,q] is left exact, we get a graded submodule

M ′ = 0[p,q]F′ ↪−→ 0[p,q]F.

Moreover, 0 ( M ′ ( M , as F′ = SM ′ because F′ is p-regular. Since M = 0[p,q]F
is (semi)stable, we know that

dim0(Y,F′(p))
dim0(Y,F(p))

(≤)
dim0(Y,F′(q))
dim0(Y,F(q))

.

By p-regularity, this implies that

h(F′, p)
h(F, p)

(≤)
h(F′, q)
h(F, q)

,

and so F′ does not violate (semi)stability, a contradiction.
Conversely, assume that F is (semi)stable. If 0< M ′ < M is a (semi)stability

violating submodule, then (M ′p,M ′q) ⊂ (Mp,Mq) is a Kronecker submodule in
the sense of [Álvarez-Cónsul and King 2007]. To prove that (M ′p,M ′q) 6= (0, 0),
note that 0[p,q]F does not have any nontrivial submodules which vanish in the
top degree q. (This is an elementary fact about sheaves on projective schemes.)
To prove that (M ′p,M ′q) 6= (Mp,Mq), note that 0[p,q]F is generated in the lowest
degree p, by p-regularity of F.

Thus, applying [ibid., Theorem 5.10], we see that M ′ does not violate (semi)stab-
ility, a contradiction. �

3D. Moduli of sheaves. Let α(t) be a Hilbert polynomial. Let Uss be the bounded
family of all semistable sheaves with Hilbert polynomial α(t). Choose q � p� 0
as prescribed by Theorem 3.7 for Uss .
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Let U s
⊂U ss be the moduli spaces of stable (respectively, semistable) sheaves

on Y with Hilbert polynomial α(t).

Corollary 3.8. We have a commutative diagram of open immersions of schemes.

U ss 0[p,q] // X ss//G̃

U s

OO

0[p,q] // M̃od
s
α|[p,q]

(A)

OO

The two schemes in the top row are projective. Hence, U ss is a union of connected
components of X ss//G̃.

In the case where α is primitive, we have U s
= U ss , and so U s is a union of

components of M̃od
s
α|[p,q]

via the functor 0[p,q].

Remark 3.9. Assume we are in the primitive case. Then U s
⊂ Ls//G̃ is a closed

subscheme of the smooth scheme Ls//G̃, cut out by the descended Maurer–Cartan
equation dx + 1

2 [x, x] = 0. This gives rather explicit equations for U s inside a
smooth scheme. Note that we do not prove that Ls//G̃ is projective, in the primitive
case.

3E. An amplification. By using three integers q � p′� p� 0, we can describe
the image of 0[p,q] : Us

→Modα|[p,q](A) explicitly.
We denote by Modα|[p,q](A)

′
⊂Modα|[p,q](A) the open substack of graded A-

modules which are generated in degree p.

Theorem 3.10. Let U be, as above, a bounded open family of sheaves on Y . Then
for q � p′� p� 0, the functor 0[p,q] induces an open immersion

0[p,q] : U−→Modα|[p,q](A)
′,

and the image of Us (Uss) is equal to the locus of modules whose truncation into the
interval [p′, q] is (semi)stable.

Proof. The first claim is clear: p-regularity of F implies that 0[p,q]F is generated
in degree p.

The fact that Us (Uss) is contained in the [p′, q]-(semi)stable locus follows from
Theorem 3.7.

Let M be an A-module concentrated in degrees [p, q], generated in degree p,
and of dimension α|[p,q]. Then we will use Gotzmann persistence to prove that
F=S(M) has Hilbert polynomial α, and we will make sure that all S(M) obtained
in this way are p′-regular. This will imply that M[p′,q]=0[p′,q]F, and we can again
apply Theorem 3.7 to deduce that if M[p′,q] is (semi)stable, then F is (semi)stable.
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We briefly recall the persistence theorem (see [Gotzmann 1978] and [Gasharov
1997], especially Theorem 4.2). First, for integers a ≥ 0 and t ≥ 1, there exist
unique integers mt > mt−1 > · · · > m1 ≥ 0, such that a =

∑t
i=1

(mi
i

)
. Then one

defines a〈t〉=
∑t

i=1
(mi+1

i+1

)
. One significance of this definition is the following: if E

is a coherent sheaf of OY -modules, such that E(p) is globally generated, and if h(t)
is the Hilbert polynomial of E, then h(t+1)= h(t)〈t−p〉, for t� 0. The persistence
theorem says the following:

Suppose A is a graded C-algebra, generated in degree 1, with relations in degree
≤ r for an integer r ≥ 1. Let M be a graded A-module and G a finite-dimensional
graded C-vector space such that the following sequence of graded A-modules is
exact:

0−→ K −→ A⊗C G −→ M −→ 0.

(i) (Macaulay bound) If deg G ≤ p, then dim Md+1 ≤ (dim Md)
〈d−p〉 for all

d ≥ p+ 1. Moreover, there exists a d such that dim Md ′+1 = (dim Md ′)
〈d ′−p〉,

for all d ′ ≥ d .

(ii) (persistence) If in addition K is generated in degree less than or equal to r ′,
where r ′ ≥ p + r , and if dim Md+1 = (dim Md)

〈d−p〉 for some d ≥ r ′, then
dim Md ′+1 = (dim Md ′)

〈d ′−p〉 for all d ′ ≥ d .

We may assume that α(t + 1)= α(t)〈t−p〉, for all t ≥ p.
Now let M be an A-module in [p, q] of dimension α|[p,q] and generated in

degree p. We have the exact sequence

0−→ K −→ A[0,q−p]⊗Mp −→ M −→ 0,

where the kernel K exists (at most) in degrees [p+ 1, q]. Let K̃ ⊂ A⊗Mp be the
submodule generated by K , and let M̃ be the quotient

0−→ K̃ −→ A⊗Mp −→ M̃ −→ 0.

Thus K̃ is generated in degree ≤ q .
Our first claim is that K̃ is actually generated in degree p+1. We will do this by

descending induction. So suppose K̃ is generated in degree ≤ r ′ for p+1< r ′ ≤ q ,
but not in degree ≤ r ′− 1. Then let K̃ ′ < K̃ be the submodule generated by the
degree ≤ r ′− 1 part of K̃ . Let M̃ ′ = (A⊗Mp)/K̃ ′ be the quotient. Then we have

(dim M̃ ′r ′−1)
〈r ′−1−p〉

≥ M̃ ′r ′ > M̃r ′ = (M̃r ′−1)
〈r ′−1−p〉,

which implies dim M̃ ′r ′−1 > dim M̃r ′−1, which is absurd, as these two spaces are
equal. Thus K̃ is, indeed, generated in degrees ≤ r ′− 1, and we conclude that it is,
in fact, generated in degree p+ 1.

Now, the persistence theorem implies that dim M̃t+1 = dim M̃ 〈t−p〉
t for t > p+r .
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As S(M) is the sheaf associated to M̃ , this implies that the Hilbert polynomial of
S(M) is equal to α, as claimed.

We remark that the family of all A-modules generated in degree p by α(p)
elements, whose relations are in degree p + 1, is bounded. Therefore, we can
choose p′ > p in such a way that all sheaves associated to such modules are p′-
regular. This will imply that all S(M) obtained from Modα|[p,q](A)

′ are p′-regular.
It remains to prove that a suitable choice of p′ will assure that the truncation of

M into the interval [p′, q] is equal to 0[p′,q]F, where F= S(M).
Now, the canonical map M̃ → 0≥pF is an isomorphism in sufficiently high

degree. But as the family of all M̃ which occur is bounded, there exists a uniform
p′ which will assure that M̃ |≥p′ → 0≥p′F is an isomorphism. This finishes the
proof of the last remaining fact that M |[p′,q] = 0[p′,q]S(M). �

Corollary 3.11. We have

U ss
= M̃od

[p′,q]-ss
α|[p,q]

(A)′ and U s
= M̃od

[p′,q]-s
α|[p,q]

(A)′,

in obvious notation. In the primitive case, all four schemes are equal.

Remark 3.12. If an A-module in [p, q] is stable (not just semistable), then it is
generated in degree p. Thus U s can also be described as the scheme of modules in
the interval [p, q] of dimension α|[p,q] which are stable and whose truncation into
the interval [p′, q] is also stable.

4. Derived moduli of sheaves

Finally, we will construct the differential graded moduli scheme of stable sheaves
on the projective variety Y . From now on, we have to assume that Y is smooth. Let
α(t) be a numerical polynomial, and p� 0. For simplicity, let us assume that α(t)
is primitive.

Definition 4.1. A family of coherent sheaves on Y of Hilbert polynomial α(t),
parametrized by the differential graded scheme (T,RT ), is a pair (E, µ), where E
is a graded quasicoherent sheaf

E =
⊕
i≥p

Ei

on T and each Ei is a vector bundle of rank rk Ei = α(i). Moreover, µ is a “unital”
Maurer–Cartan element in the differential graded Lie algebra

0
(
T,Homgr(A⊗≥1,EndOT E)⊗OT RT

)
;

in other words a graded unital RT -linear A∞-action of A⊗RT on E ⊗OT RT .
We denote the functor of equivalence classes (see Definition 1.9) of simple such

families by RM̃od
sp
α (OY ).
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If for every point P : Spec C → T , the associated coherent sheaf on Y is
(semi)stable, then the family (E, µ) is a (semi)stable family.

Lemma 4.2. We have

RM̃od
sp
α (OY )= lim

←−
q�p

RM̃od
sp
α|[p,q]

(A),

as set-valued presheaves on the category of differential graded schemes.

Proof. Obvious. �

Corollary 4.3. The functor RM̃od
sp
α (OY ) is represented by the projective limit of

differential graded algebraic spaces

RM̃od
sp
α (A)= lim

←−
q�p

RM̃od
sp
α|[p,q]

(A).

Proposition 4.4. The projective limit

lim
←−
q�p

RM̃od
sp
α|[p,q]

(A)

stabilizes as far as quasiisomorphism is concerned. More precisely, for q ′� q� p
the morphism

RM̃od
sp
α|[p,q′]

(A)−→RM̃od
sp
α|[p,q]

(A)

is a quasiisomorphism of differential graded algebraic spaces.

Proof. Here we use that Y is smooth to deduce that

ExtiOY
(E, E)= ExtiA(0[p,q]E, 0[p,q]E),

for q� p. Then we use the fact that if π0 agrees and tangent complex cohomologies
agree, then a morphism of differential graded schemes is a quasiisomorphism. �

Corollary 4.5. If q� p, then RM̃od
sp
α (OY ) is quasiisomorphic to RM̃od

sp
α|[p,q]

(A).
Moreover, RM̃od

s
α(OY ) is an open and closed differential graded subscheme of

RM̃od
sp
α|[p,q]

(A).

References

[Álvarez-Cónsul and King 2007] L. Álvarez-Cónsul and A. King, “A functorial construction of
moduli of sheaves”, Invent. Math. 168:3 (2007), 613–666. MR 2008d:14015 Zbl 1137.14026

[Behrend and Fantechi 1997] K. Behrend and B. Fantechi, “The intrinsic normal cone”, Invent. Math.
128:1 (1997), 45–88. MR 98e:14022 Zbl 0909.14006

[Ciocan-Fontanine and Kapranov 2001] I. Ciocan-Fontanine and M. Kapranov, “Derived Quot
schemes”, Ann. Sci. École Norm. Sup. (4) 34:3 (2001), 403–440. MR 2002k:14003 Zbl 1050.14042

[Ciocan-Fontanine and Kapranov 2009] I. Ciocan-Fontanine and M. Kapranov, “Virtual fundamental
classes via dg-manifolds”, Geom. Topol. 13:3 (2009), 1779–1804. MR 2010e:14012 Zbl 1159.14002

http://dx.doi.org/10.1007/s00222-007-0042-5
http://dx.doi.org/10.1007/s00222-007-0042-5
http://msp.org/idx/mr/2008d:14015
http://msp.org/idx/zbl/1137.14026
http://dx.doi.org/10.1007/s002220050136
http://msp.org/idx/mr/98e:14022
http://msp.org/idx/zbl/0909.14006
http://dx.doi.org/10.1016/S0012-9593(01)01064-3
http://dx.doi.org/10.1016/S0012-9593(01)01064-3
http://msp.org/idx/mr/2002k:14003
http://msp.org/idx/zbl/1050.14042
http://dx.doi.org/10.2140/gt.2009.13.1779
http://dx.doi.org/10.2140/gt.2009.13.1779
http://msp.org/idx/mr/2010e:14012
http://msp.org/idx/zbl/1159.14002


812 Kai Behrend, Ionut Ciocan-Fontanine, Junho Hwang and Michael Rose

[Gasharov 1997] V. Gasharov, “Extremal properties of Hilbert functions”, Illinois J. Math. 41:4
(1997), 612–629. MR 98m:13024 Zbl 0908.13009

[Gotzmann 1978] G. Gotzmann, “Eine Bedingung für die Flachheit und das Hilbertpolynom eines
graduierten Ringes”, Math. Z. 158:1 (1978), 61–70. MR 58 #641 Zbl 0352.13009

[Huybrechts and Lehn 1997] D. Huybrechts and M. Lehn, The geometry of moduli spaces of sheaves,
Aspects of Mathematics E31, Vieweg, Braunschweig, 1997. MR 98g:14012 Zbl 0872.14002

[King 1994] A. D. King, “Moduli of representations of finite-dimensional algebras”, Quart. J. Math.
Oxford Ser. (2) 45:180 (1994), 515–530. MR 96a:16009 Zbl 0837.16005

[Loday 1992] J.-L. Loday, Cyclic homology, Grundlehren der Mathematischen Wissenschaften 301,
Springer, Berlin, 1992. MR 94a:19004 Zbl 0780.18009

[Lurie 2009] J. Lurie, Higher topos theory, Annals of Mathematics Studies 170, Princeton University
Press, Princeton, NJ, 2009. MR 2010j:18001 Zbl 1175.18001

[Manetti 1999] M. Manetti, “Deformation theory via differential graded Lie algebras”, pp. 21–48
in Seminari di geometria algebrica (Pisa, 1998–1999), Scuola Normale Superiore, Pisa, 1999.
MR 1754793

[Simpson 1994] C. T. Simpson, “Moduli of representations of the fundamental group of a smooth
projective variety, I”, Inst. Hautes Études Sci. Publ. Math. 79:79 (1994), 47–129. MR 96e:14012
Zbl 0891.14005

[Thomas 2000] R. P. Thomas, “A holomorphic Casson invariant for Calabi-Yau 3-folds, and bundles
on K 3 fibrations”, J. Differential Geom. 54:2 (2000), 367–438. MR 2002b:14049 Zbl 1034.14015

[Toën and Vaquié 2007] B. Toën and M. Vaquié, “Moduli of objects in dg-categories”, Ann. Sci.
École Norm. Sup. (4) 40:3 (2007), 387–444. MR 2009m:18015 Zbl 1140.18005

[Toën and Vezzosi 2004] B. Toën and G. Vezzosi, “From HAG to DAG: derived moduli stacks”, pp.
173–216 in Axiomatic, enriched and motivic homotopy theory, NATO Sci. Ser. II Math. Phys. Chem.
131, Kluwer Acad. Publ., Dordrecht, 2004. MR 2005f:14001 Zbl 1076.14002

[Toën and Vezzosi 2005] B. Toën and G. Vezzosi, “Homotopical algebraic geometry, I: Topos theory”,
Adv. Math. 193:2 (2005), 257–372. MR 2007b:14038 Zbl 1120.14012

[Toën and Vezzosi 2008] B. Toën and G. Vezzosi, Homotopical algebraic geometry, II: Geometric
stacks and applications, vol. 193, Mem. Amer. Math. Soc. 902, Amer. Math. Soc., Providence, RI,
2008. MR 2009h:14004

[Weibel 1994] C. A. Weibel, An introduction to homological algebra, Cambridge Studies in Advanced
Mathematics 38, Cambridge University Press, Cambridge, 1994. MR 95f:18001 Zbl 0797.18001

Communicated by Mikhail Kapranov
Received 2010-04-28 Revised 2012-09-03 Accepted 2012-11-21

behrend@math.ubc.ca Department of Mathematics, University of British Columbia,
1984 Mathematics Road, Vancouver BC V6T 1Z2, Canada

ciocan@math.umn.edu School of Mathematics, University of Minnesota,
206 Church Street SE, Minneapolis, MN 55455, United States

jhhwang@math.ubc.ca Department of Mathematics, University of British Columbia,
1984 Mathematics Road, Vancouver BC V6T 1Z2, Canada

michael.a.j.rose@gmail.com Department of Mathematics, University of California, Berkeley,
970 Evans Hall, Berkeley, CA 94720, United States

mathematical sciences publishers msp

http://projecteuclid.org/euclid.ijm/1256068984
http://msp.org/idx/mr/98m:13024
http://msp.org/idx/zbl/0908.13009
http://dx.doi.org/10.1007/BF01214566
http://dx.doi.org/10.1007/BF01214566
http://msp.org/idx/mr/58:641
http://msp.org/idx/zbl/0352.13009
http://dx.doi.org/10.1007/978-3-663-11624-0
http://msp.org/idx/mr/98g:14012
http://msp.org/idx/zbl/0872.14002
http://dx.doi.org/10.1093/qmath/45.4.515
http://msp.org/idx/mr/96a:16009
http://msp.org/idx/zbl/0837.16005
http://dx.doi.org/10.1007/978-3-662-21739-9
http://msp.org/idx/mr/94a:19004
http://msp.org/idx/zbl/0780.18009
http://msp.org/idx/mr/2010j:18001
http://msp.org/idx/zbl/1175.18001
http://msp.org/idx/mr/1754793
http://www.numdam.org/item?id=PMIHES_1994__79__47_0
http://www.numdam.org/item?id=PMIHES_1994__79__47_0
http://msp.org/idx/mr/96e:14012
http://msp.org/idx/zbl/0891.14005
http://projecteuclid.org/euclid.jdg/1214341649
http://projecteuclid.org/euclid.jdg/1214341649
http://msp.org/idx/mr/2002b:14049
http://msp.org/idx/zbl/1034.14015
http://dx.doi.org/10.1016/j.ansens.2007.05.001
http://msp.org/idx/mr/2009m:18015
http://msp.org/idx/zbl/1140.18005
http://dx.doi.org/10.1007/978-94-007-0948-5_6
http://msp.org/idx/mr/2005f:14001
http://msp.org/idx/zbl/1076.14002
http://dx.doi.org/10.1016/j.aim.2004.05.004
http://msp.org/idx/mr/2007b:14038
http://msp.org/idx/zbl/1120.14012
http://dx.doi.org/10.1090/memo/0902
http://dx.doi.org/10.1090/memo/0902
http://msp.org/idx/mr/2009h:14004
http://dx.doi.org/10.1017/CBO9781139644136
http://msp.org/idx/mr/95f:18001
http://msp.org/idx/zbl/0797.18001
mailto:behrend@math.ubc.ca
mailto:ciocan@math.umn.edu
mailto:jhhwang@math.ubc.ca
mailto:michael.a.j.rose@gmail.com
http://msp.org


msp
ALGEBRA AND NUMBER THEORY 8:4 (2014)

dx.doi.org/10.2140/ant.2014.8.813

Averages of the number of points on
elliptic curves

Greg Martin, Paul Pollack and Ethan Smith

If E is an elliptic curve defined over Q and p is a prime of good reduction for
E , let E(Fp) denote the set of points on the reduced curve modulo p. Define an
arithmetic function ME (N ) by setting ME (N ) := #{p : #E(Fp)= N }. Recently,
David and the third author studied the average of ME (N ) over certain “boxes” of
elliptic curves E . Assuming a plausible conjecture about primes in short intervals,
they showed the following: for each N , the average of ME (N ) over a box with
sufficiently large sides is∼ K ∗(N )/log N for an explicitly given function K ∗(N ).

The function K ∗(N ) is somewhat peculiar: defined as a product over the
primes dividing N , it resembles a multiplicative function at first glance. But
further inspection reveals that it is not, and so one cannot directly investigate its
properties by the usual tools of multiplicative number theory. In this paper, we
overcome these difficulties and prove a number of statistical results about K ∗(N ).
For example, we determine the mean value of K ∗(N ) over all N , odd N and
prime N , and we show that K ∗(N ) has a distribution function. We also explain
how our results relate to existing theorems and conjectures on the multiplicative
properties of #E(Fp), such as Koblitz’s conjecture.

1. Introduction

Let E be an elliptic curve defined over the field Q of rational numbers. For the sake
of concreteness, we assume that the affine points of E are given by a Weierstrass
equation of the form

E : Y 2
= X3

+ aX + b, (1)

where a and b are integers satisfying the condition −16(4a3
+ 27b2) 6= 0. For any

prime p where E has good reduction, we let E(Fp) denote the group of Fp-points
on the reduced curve. Kowalski [2006] introduced the arithmetic function ME(N ),
defined by

ME(N )= #{p prime : #E(Fp)= N }.

MSC2010: primary 11G05; secondary 11N37, 11N60.
Keywords: elliptic curves, Koblitz conjecture, mean values of arithmetic functions.
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The Hasse bound [1936a; 1936b; 1936c] implies that if p is counted by ME(N ),
then p lies between (

√
N − 1)2 and (

√
N + 1)2. Thus, ME(N ) is a well-defined

(finite) integer.
The problem of obtaining good estimates for ME(N ) appears to be very difficult.

The condition imposed by Hasse’s bound together with an upper bound sieve gives
the weak upper bound ME(N )�

√
N/log(N+1) for any N ≥ 1. Except in the case

that E has complex multiplication, nothing stronger is known. As we will explain
later, the average value of ME(N ) as N varies over various sets of integers is related
to some important theorems and conjectures in number theory. David and the third
author established an “average value theorem” for ME(N ) as E varies over a family
of elliptic curves [David and Smith 2013]. That work was inspired by pioneering
results of Fouvry and Murty [1996], who proved an average value theorem for
counts of supersingular primes. Unfortunately, because of the restriction that all
primes counted by ME(N ) lie between (

√
N − 1)2 and (

√
N + 1)2, the result of

[David and Smith 2013] is necessarily conditional upon a conjecture about the
distribution of primes in short intervals (see Conjecture 1.5 below).

The main result of [David and Smith 2013] introduced a strange arithmetic
function, which was called K (N ) because it is “almost a constant”. In order to
define K (N ), we recall the common notation νp(n) for the exact power of p that
divides n, so that n =

∏
p pνp(n). We also recall the Kronecker symbol

(a
b

)
, an

extension of the Jacobi symbol that is defined for all integers a and b 6= 0 (see, for
instance, [Cohen 1993, Definition 1.4.8, p. 28]).

Definition 1.1. For any positive integer N , we define

K (N )=
∏
p -N

(
1−

(N−1
p

)2
p+ 1

(p− 1)2(p+ 1)

)∏
p | N

(
1−

1
pνp(N )(p− 1)

)
.

We also define K ∗(N ) = K (N )N/φ(N ), where φ(N ) is the usual Euler totient
function.

As we will see later, it is actually the function K ∗(N ) that has an interesting
connection to the function ME(N ). The purpose of the present work is a statistical
study of the function K ∗(N ). Our computations will illustrate a technique for
dealing with arithmetic functions that have a form similar to, but are not exactly,
multiplicative functions. Our first main result is the computation of the average
value of K ∗, first over all N and then over odd values of N .

Theorem 1.2. For x ≥ 2, we have∑
N≤x

K ∗(N )= x + O
(

x
log x

)
and

∑
N≤x
Nodd

K ∗(N )=
x
3
+ O

(
x

log x

)
.
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Thus K ∗ has average value 1 on all N and average value 2/3 on odd N .
Our second main result is the computation of the average value of K ∗ on primes.

We employ the usual notation π(x)= #{p ≤ x : p is prime}.

Theorem 1.3. Fix A > 1. For x ≥ 2,∑
p≤x

K ∗(p)= 2
3C2 Jπ(x)+ OA

(
x

(log x)A

)
. (2)

Here the constants C2 and J are defined by

C2 =
∏
p>2

(
1−

1
(p− 1)2

)
, (3)

and

J =
∏
p>2

(
1+

1
(p− 2)(p− 1)(p+ 1)

)
. (4)

Furthermore, the asymptotic formula (2) also holds for
∑
p≤x

K (p).

Remark. We have written C2 and J as two separate constants because C2 arises
naturally by itself in the analysis of the function K (N ); see (5) below.

The technique we use to establish Theorems 1.2 and 1.3, which is dictated by
the unusual Definition 1.1 for K (N ), is of interest in its own right: the function
K looks much like a multiplicative function but actually is not. One can rewrite
Definition 1.1 in the following form:

K (N )= C2 F(N − 1)G(N ) (5)

where C2 is the twin primes constant defined in (3),

F(n)=
∏
p | n
p>2

(
1−

1
(p− 1)2

)−1∏
p | n

(
1−

1
(p− 1)2(p+ 1)

)
, (6)

and

G(n)=
∏
p | n
p>2

(
1−

1
(p− 1)2

)−1 ∏
pα‖n

(
1−

1
pα(p− 1)

)
. (7)

So to understand the average value of K (N ), we are forced to deal with the
correlation between the multiplicative function F , evaluated at N − 1, and the
multiplicative function G evaluated at the neighboring integer N . It is perhaps
somewhat surprising that the average values of C2 F(N − 1)G(N ) described in
Theorem 1.2 come out to simple rational numbers.
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That we can successfully compute average values of the function K ∗, even
though it is not truly multiplicative, makes it natural to wonder whether we can
analyze K ∗ in other ways; this is indeed the case. Our next result is an analogue for
K ∗(N ) of a classical result of Schoenberg [1928] for the function n/φ(n). Recall
that a distribution function D(u) is a nondecreasing, right-continuous function
D : R→ [0, 1] for which limu→−∞ D(u)= 0 and limu→∞ D(u)= 1.

Theorem 1.4. The function K ∗ possesses a distribution function relative to the set
of all natural numbers N. In other words, there exists a distribution function D(u)
with the property that at each of its points of continuity,

D(u)= lim
x→∞

1
x

#{N ≤ x : K ∗(N )≤ u}.

As a consequence of Theorems 1.2 and 1.3, we are able to show that the main
result of [David and Smith 2013] is consistent with various unconditional results.
As mentioned above, the restriction imposed by the Hasse bound creates a short-
interval problem in any study of ME(N ) when N is held fixed. Indeed, the interval
is so short that not even the Riemann hypothesis is any help. This problem is
circumvented in [David and Smith 2013] by assuming a conjecture in the spirit of
the classical Barban–Davenport–Halberstam theorem.

Conjecture 1.5. Recall the notation

θ(x; q, a)=
∑
p≤x

p≡a (mod q)

log p.

Let 0< η ≤ 1 and β > 0 be real numbers. Suppose that X , Y , and Q are positive
real numbers satisfying Xη

≤ Y ≤ X and Y/(log X)β ≤ Q ≤ Y . Then∑
q≤Q

∑
1≤a≤q
(a,q)=1

∣∣∣∣θ(X + Y ; q, a)− θ(X; q, a)−
Y
φ(q)

∣∣∣∣2�η,β Y Q log X.

Remark. Languasco, Perelli, and Zaccagnini [Languasco et al. 2010] have es-
tablished Conjecture 1.5 in the range η > 7

12 ; they also showed, assuming the
generalized Riemann hypothesis, that any η > 1

2 is admissible.

Given integers a and b satisfying −16(4a3
+ 27b2) 6= 0, let Ea,b denote the

elliptic curve given by the Weierstrass equation (1). Then, given positive parameters
A and B, let E(A, B) denote the set defined by

E(A, B)= {Ea,b : |a| ≤ A, |b| ≤ B,−16(4a3
+ 27b2) 6= 0}.

David and Smith [2013; 2014] established the following average value theorem (in
fact a stronger version of it) for ME(N ) taken over the family E(A, B).
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Proposition 1.6. Assume the Barban–Davenport–Halberstam estimate (Conjecture
1.5) holds for some η < 1

2 . Let ε be a positive real number, and let A > N 1/2+ε and
B > N 1/2+ε be real numbers satisfying AB > N 3/2+ε . Then, for any positive real
number R,

1
#E(A, B)

∑
E∈E(A,B)

ME(N )=
K ∗(N )
log N

+ Oη,ε,R

(
1

(log N )R

)
.

Remarks. (1) It is not necessary to assume that Conjecture 1.5 holds for a fixed
η < 1/2. It is enough to assume that it holds for Y =

√
X/(log X)β+2.

(2) The originally published formula in [David and Smith 2013] contained an
error in the definition of K ∗(N ), which was corrected in [David and Smith
2014] to the form given in Definition 1.1. See the end of Section 2 for further
discussion of the original version of K ∗(N ).

(3) The proof of Proposition 1.6 given in [David and Smith 2013] is restricted to
odd values of N , but further work by Chandee, Koukoulopoulos, David, and
Smith [Chandee et al. 2014] establishes the proposition for even values of N
as well.

We note, as in [Kowalski 2006], that computing the average value of ME(N )
over the integers N ≤ x is easily seen to be equivalent to the prime number theorem.
In particular,∑

N≤x

ME(N )=
∑

p≤(
√

x+1)2

#{N ≤ x : #E(Fp)= N } = π(x)+ O(
√

x). (8)

Similarly, the average value of ME(N ) taken over the integers N ≤ x that satisfy a
congruence condition is equivalent to an appropriate application of the Chebotarev
density theorem. For example, if the 2-division field of E is an S3-extension of Q,
then the Chebotarev density theorem implies that∑

N≤x
N odd

ME(N )∼
1
3

x
log x

.

(The calculation of the constant 1
3 reduces to the fact that two-thirds of the elements

of GL2(Z/2Z), which is the automorphism group of E[2], have even trace.) If E
is given by the Weierstrass equation (1), the 2-division field is easily seen to be
the splitting field of the polynomial X3

+ aX + b. Since almost all cubics (when
ordered by height) have S3 as their Galois groups, it seems reasonable to conjecture
that

1
#E(A, B)

∑
N≤x
N odd

∑
E∈E(A,B)

ME(N )=
x

3 log x
+ O

(
x

(log x)2

)
, (9)
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provided that A and B are growing fast enough with respect to x . A precise version
of this conjecture was established by Banks and Shparlinski [2009, Theorem 19].
(In fact, their theorem shows that an analogous estimate holds with the condition
“N odd” replaced by “m -N”, for any given integer m.) The asymptotic result
(9), together with the result of Theorem 1.2 for odd N , shows that if we average
the two sides of the equation in Proposition 1.6, we obtain consistent results
(unconditionally). Similarly, the result of Theorem 1.2 for all N allows us to infer
the asymptotic formula

1
#E(A, B)

∑
N≤x

∑
E∈E(A,B)

ME(N )=
x

log x
+ O

(
x

(log x)2

)
,

which is consistent with (8). We can therefore, if we wish, view Theorem 1.2 as
additional evidence for the conclusion of Proposition 1.6.

A similar problem arises if we consider only primes p. Computing the average
value of ME(p) over the primes p ≤ x is easily seen to be equivalent to the famous
Koblitz conjecture [1988]:

Conjecture 1.7 (Koblitz). Given an elliptic curve E defined over the rational field
Q, there exists a constant C(E) with the property that as x→∞,∑

p≤x
p prime

ME(p)∼ C(E)
x

(log x)2
.

The constant C(E) appearing in Koblitz’s conjecture may be zero, in which case
the asymptotic is interpreted to mean that there are only finitely many primes p such
that ME(p) > 0. An obvious obstruction to there being infinitely many primes with
ME(p) > 0 is for E to be isogenous to a curve possessing nontrivial rational torsion.
It was once thought that this was the only case when C(E)= 0, but this turned out
to be false; see [Zywina 2011, Section 1.1] for an explicit counterexample due to
Nathan Jones.

The main theorem of [Balog et al. 2011] may be reinterpreted to say that the
asymptotic formula

1
#E(A, B)

∑
p≤x

p prime

∑
E∈E(A,B)

ME(p)= 2
3C2 J

∫ x

2

dt
(log t)2

+ OA

(
x

(log x)A

)

=
2
3C2 J

x
(log x)2

+ O
(

x
(log x)3

)
(10)

holds unconditionally for A and B growing fast enough with respect to x . Jones
[2009] has averaged the explicit formula for C(E) over the family E(A, B) and
shown that the result is consistent with the above formula. We view this as good



Averages of the number of points on elliptic curves 819

evidence for the Koblitz conjecture. Equation (10), together with our Theorem 1.3,
shows that we obtain consistent results (unconditionally) when we average the
two sides of the equation in Proposition 1.6 over the primes N ≤ x . Thus all of
the conjectures and conditional theorems mentioned above reinforce one another’s
validity.

We note that the asymptotic formulas (9) and (10), in which we average over
odd integers N or primes p up to x , both hold for a much wider range of A and B
than is suggested by Proposition 1.6. In particular, Banks and Shparlinski [2009]
developed a character-sum argument based on a large sieve inequality to show that
one may take A, B > xε and AB > x1+ε in elliptic-curve averaging problems of
this sort, when the average number of elliptic curve isomorphism classes modulo
p satisfying the desired property is somewhat large. Baier [2009] was able to
adapt this technique to make similar improvements to the required length of the
average in the (fixed trace) Lang–Trotter problem, where the average number of
classes modulo p is significantly smaller. Given Baier’s result, it seems possible
that Proposition 1.6, in which the odd integer N is fixed, could itself be shown to
hold provided that A, B > N ε (note that such an improvement would still seem to
require that AB > N 3/2+ε rather than the weaker condition AB > N 1+ε). As we
are primarily concerned with the multiplicative function K ∗ herein, however, we
have not pursued this line of thinking.

The remainder of the article is organized as follows. We begin by establishing
Theorem 1.2 in Section 2. Briefly, we approximate the function K ∗(N ) by a similar
function whose values depend only upon the small primes dividing N and N − 1;
we then calculate the average value of this truncated function by partitioning the
numbers being averaged over into “configurations” based on local data about N
and N − 1 at these small primes. We prove the related Theorem 1.3 in Section 3;
here the calculation of the main term is simpler since the argument of K ∗ is always
a prime, while the estimation of the error term is more complicated due to the need
to invoke results on the distribution of primes in arithmetic progressions. Finally,
we establish Theorem 1.4 in Section 4 by studying the moments of K ∗.

Notation. As above, we employ the Landau–Bachmann o and O notation, as
well as the associated Vinogradov symbols�,� with their usual meanings; any
dependence of implied constants on other parameters is denoted with subscripts.
We reserve the letters ` and p for prime variables. For each natural number n, we let
P(n) denote the largest prime factor of n, with the convention that P(1)= 1. The
natural number n is said to be y-friable (sometimes called y-smooth) if P(n)≤ y.
We write 9(x, y) for the number of y-friable integers not exceeding x . By a
partition of a set S, we mean any collection of disjoint sets whose union is S; we
do not require that all of the sets in the collection be nonempty.
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2. The average value of K∗

For notational convenience, set R(N ) := N/φ(N ), so that K ∗(N )= K (N )R(N ).
By definition, K (N ) is a product over primes, while R(N ) =

∏
`| N (1− 1/`)−1

can also be viewed as such a product. Moreover, it is the small primes that have
the largest influence on the magnitude of these products. This suggests it might be
useful to study the truncated functions Kz and Rz defined by

Kz(N ) :=
∏
p -N
p≤z

(
1−

(N−1
p

)2
p+ 1

(p− 1)2(p+ 1)

)∏
p | N
p≤z

(
1−

1
pνp(N )(p− 1)

)

and
Rz(N ) :=

∏
p | N
p≤z

(1− 1/p)−1.

We give the proof of the first half of Theorem 1.2, concerning the average
of K (N )R(N ) over all N , in complete detail. The proof of the second claim,
concerning the average over odd N , can be proved in the same way; the necessary
changes to the argument are indicated briefly at the end of this section.

The first half of Theorem 1.2 will be deduced from a corresponding estimate for
the mean value of Kz(N )Rz(N ):

Proposition 2.1. Let x ≥ 3, and set z := 1
10 log x. We have∑

N≤x

Kz(N )Rz(N )= x + O(x3/4).

We will establish this proposition at the end of this section (it follows upon
combining Lemmas 2.7 and 2.8). At this point, we show how Theorem 1.2 can be
deduced from the proposition.

Proof of Theorem 1.2, assuming Proposition 2.1. It suffices to show that with
z = 1

10 log x , ∑
N≤x

|Kz(N )Rz(N )− K (N )R(N )| � x/z. (11)

Now 0≤ K (N )≤ Kz(N )≤ 1 and 0≤ Rz(N )≤ R(N ), so that

|Kz(N )Rz(N )−K (N )R(N )| ≤ |Kz(N )||Rz(N )−R(N )|+|Kz(N )−K (N )|R(N )

≤ (R(N )−Rz(N ))+(Kz(N )−K (N ))R(N ).

Thus, it is enough to show that the sums of R(N )−Rz(N ) and (Kz(N )−K(N ))R(N )
up to x are also� x/z.
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Write R(N ) =
∑

d | n g(d) for an auxiliary function g. By a straightforward
calculation with the Möbius inversion formula, we see that g vanishes except at
squarefree integers d , for which g(d)= 1/φ(d). Hence, for all real t > 0,∑

N≤t

R(N )=
∑
N≤t

∑
d | N

g(d)=
∑
d≤t

1
φ(d)

∑
N≤t
d | N

1≤
∑
d≤t

t
dφ(d)

≤ t
∞∑

d=1

1
dφ(d)

= t
∏

p

(
1+

1
p(p− 1)

+
1

p3(p− 1)
+ · · ·

)
� t, (12)

so that R(N ) is bounded on average. Now writing Rz(N ) =
∑

d | n gz(d) for an
auxiliary function gz(d), one finds that gz vanishes except on squarefree z-friable
integers d , where again gz(d)= 1/φ(d). In particular, g(d)− gz(d) is nonnegative
for all d, and g(d)− gz(d)= 0 when d ≤ z. We deduce that∑

N≤x

(R(N )− Rz(N ))=
∑
N≤x

∑
d | N

(g(d)− gz(d))≤
∑
N≤x

∑
d | N
d>z

1
φ(d)

=

∑
z<d≤x

∑
N≤x
d | N

1
φ(d)

≤

∑
d>z

x
dφ(d)

.

Partitioning this last sum into dyadic intervals, we have∑
N≤x

(R(N )− Rz(N ))≤
∞∑

k=1

∑
2k−1z<d≤2k z

x
dφ(d)

= x
∞∑

k=1

∑
2k−1z<d≤2k z

R(d)
d2

≤ x
∞∑

k=1

1
(2k−1z)2

∑
d≤2k z

R(d)� x
∞∑

k=1

1
(2k−1z)2

2kz

�
x
z

∞∑
k=1

1
2k �

x
z
,

where we used the estimate (12) in the second-to-last inequality. This proves the
desired upper bound for the partial sums of R(N )− Rz(N ).

The partial sums of (Kz(N )−K (N ))R(N ) are easier. Since each factor appearing
in the products defining Kz and K has the form 1 − O(1/`2), it follows that
K (N )/Kz(N ) ≥ 1 − O

(∑
`>z 1/`2

)
≥ 1 − O(1/z). Thus, Kz(N ) − K (N ) =

Kz(N )(1− K (N )/Kz(N ))≤ 1− K (N )/Kz(N )� 1/z. It follows that∑
N≤x

(Kz(N )− K (N ))R(N )�
1
z

∑
N≤x

R(N )�
x
z
,
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using the estimate (12) once more in the last step. This completes the proof of
Theorem 1.2, assuming Proposition 2.1. �

In the remainder of this section, we concentrate on proving Proposition 2.1. Our
strategy, already alluded to in the introduction, is to partition the integers N ≤ x
according to local data at small primes. We choose the partition so that the values
Kz(N ) and Rz(N ) are constant along each set belonging to the partition (which we
call a configuration). For the remainder of this section, we continue to assume that
x ≥ 3 and that z = 1

10 log x .

Definition 2.2. We define the configuration space S as the set of all 4-tuples of
the form

(A,B,C, {e`}`∈B),

where the sets A,B,C partition the set of primes up to z and the e` are positive
integers. (Although S depends upon z and hence x , we will not include this
dependence in the notation.)

To each N ≤ x , we can associate a unique configuration in the following manner.

Definition 2.3. Given N ≤ x , define three subsets of the primes in [2, z] by setting
A := {` ≤ z : `-N (N − 1)}, B := {` ≤ z : `| N }, and C := {` ≤ z : `| N − 1}.
For each ` ∈ B, set e` := ν`(N ). Then σ = (A,B,C, {e`}`∈B) ∈S is called the
configuration σ corresponding to N and is denoted σN .

Remark. One checks easily that the value Kz(N )Rz(N ) depends only on σ = σN .
Thus, we often abuse notation by referring to Kz(σ ) and Rz(σ ) instead of Kz(N )
and Rz(N ).

We can rewrite the sum considered in Proposition 2.1 in the form∑
N≤x

Kz(N )Rz(N )=
∑
σ∈S

Kz(σ )Rz(σ )
∑
N≤x
σN=σ

1. (13)

In the next lemma, we estimate the inner sum on the right side of (13) in two ways.

Lemma 2.4. For each σ ∈S , we have∑
N≤x
σN=σ

1= dσ x + O(x1/5), (14)

where

dσ :=
(∏
`∈A

(1− 2/`)
)(∏

`∈B

1
`e`
(1− 1/`)

)(∏
`∈C

1
`

)
. (15)
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We also have the crude upper bound∑
N≤x
σN=σ

1≤ x
∏
`∈B

`−e` (16)

for any σ ∈S .

Proof. The condition that σN = σ is equivalent to a congruence condition on
N modulo

mσ :=

( ∏
`∈A∪C

`

)(∏
`∈B

`e`+1
)
. (17)

Indeed, σN = σ precisely when N belongs to a union of
∏
`∈A(`− 2)

∏
`∈B(`− 1)

congruence classes modulo mσ . This implies that

∑
N≤x
σN=σ

1=
x

mσ

∏
`∈A

(`− 2)
∏
`∈B

(`− 1)+ O
( ∏
`∈A∪B

`

)
= dσ x + O

(∏
`≤z

`

)
.

By our choice of z and the prime number theorem,
∏
`≤z ` < x1/5 for large x , and

so we have established the formula (14). To justify the inequality (16), it suffices to
observe that if σN = σ , then

∏
`∈B `

e` divides N . �

The modulus mσ , defined in (17), will continue to play a key role in subsequent
arguments. It will be convenient to know that mσ nearly determines σ ; this is the
substance of our next result.

Lemma 2.5. For each natural number m, the number of σ ∈S with mσ = m is
O(x1/4).

Proof. Suppose that mσ = m, where σ = (A,B,C, {e`}`∈B). Since the sets
A,B,C partition the primes up to z, the number of possibilities for these sets is
3π(z) = exp(O(log x/log log x))= xo(1). Having chosen these sets, the exponents
e`, for ` ∈ B, are determined by the prime factorization of m. This proves the
lemma with 1

4 replaced by any positive ε. �

We next investigate two sums over mσ for future use in estimating error terms.

Lemma 2.6. For each σ ∈S , define mσ by (17). Then for all x ≥ 3,

x6/5 log log x
∑
σ∈S
mσ>x

1
mσ

+ x1/5 log log x
∑
σ∈S
mσ≤x

1� x3/4. (18)
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Proof. We proceed by Rankin’s method:

x6/5 log log x
∑
σ∈S
mσ>x

1
mσ

+ x1/5 log log x
∑
σ∈S
mσ≤x

1

≤ x6/5 log log x
∑
σ∈S
mσ>x

(
mσ

x

)7/8 1
mσ

+ x1/5 log log x
∑
σ∈S
mσ≤x

(
x

mσ

)1/8

= x13/40 log log x
∑
σ∈S

1

m1/8
σ

.

Every value of mσ is z-friable, and there are at most x1/4 configurations σ ∈S for
every possible value of mσ by Lemma 2.5. Therefore

x13/40 log log x
∑
σ∈S

1

m1/8
σ

� x13/40 log log x · x1/4
∑

m z-friable

1
m1/8

= x23/40 log log x
∏
p≤z

(
1+

1
p1/8 +

1
p1/4 + · · ·

)

= x23/40 log log x
∏
p≤z

(
1−

1
p1/8

)−1

.

Each factor in the product is at most (1− 2−1/8)−1 < 13, and so the product is
less than 13π(z) = 13O(log x/log log x)

= xo(1). Thus the left-hand side of (18) is
� x23/40+o(1) log log x � x3/4 as claimed. �

The next lemma relates the mean value of Kz(N )Rz(N ), taken over odd N , to
the sum of Kz(σ )Rz(σ )dσ , taken over all configurations σ .

Lemma 2.7. For all x ≥ 3,∑
N≤x

Kz(N )Rz(N )= x
∑
σ∈S

Kz(σ )Rz(σ )dσ + O(x3/4).

Proof. We begin by noting that the upper bounds

0≤ K (N )≤ Kz(N )≤ 1,

0≤ Rz(N )≤ R(N )� log log x
(19)

are valid for all N ≤ x . We have
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N≤x

Kz(N )Rz(N )=
∑
σ∈S

Kz(σ )Rz(σ )
∑
N≤x
σN=σ

1

=

∑
σ∈S
mσ≤x

Kz(σ )Rz(σ )
∑
N≤x
σN=σ

1+
∑
σ∈S
mσ>x

Kz(σ )Rz(σ )
∑
N≤x
σN=σ

1

=

∑
σ∈S
mσ≤x

Kz(σ )Rz(σ )(dσ x + O(x1/5))

+ O
(∑
σ∈S
mσ>x

Kz(σ )Rz(σ )x
∏
`∈B

`−e`

)

by Lemma 2.4. Using the upper bounds (19) for Kz and Rz , we deduce after
extending the first sum to infinity that∑
N≤x

Kz(N )Rz(N )= x
∑
σ∈S

Kz(σ )Rz(σ )dσ + O
(

x log log x
∑
σ∈S
mσ>x

dσ

)

+ O
(

x1/5 log log x
∑
σ∈S
mσ≤x

1+ x log log x
∑
σ∈S
mσ>x

∏
`∈B

`−e`

)
;

since the inequality dσ ≤
∏
`∈B `

−e` follows from definition (15), the first error term
is dominated by the second. Because

∏
`∈B `

−e` = m−1
σ

∏
`≤z ` < m−1

σ x1/5 once x
is large, this error term is� x3/4 by Lemma 2.6, and the proof is complete. �

In view of Lemma 2.7, Proposition 2.1 is a consequence of this remarkable
identity:

Lemma 2.8.
∑
σ∈S

Kz(σ )Rz(σ )dσ = 1.

Proof. Referring back to the definitions of Kz and Rz , we see that for σ ∈S ,

Kz(σ )Rz(σ )=
∏
`∈A

(
1−

1
(`− 1)2

)
×

∏
`∈B

(
1−

1
`e`(`− 1)

)(
1−

1
`

)−1

×

∏
`∈C

(
1−

1
(`− 1)2(`+ 1)

)
. (20)

Multiplying by the expression (15) for dσ , we find that

Kz(σ )Rz(σ )dσ =
(∏
`∈A

`− 2
`− 1

)2

×

∏
`∈B

1
`e`

(
1−

1
`e`(`− 1)

)
×

∏
`∈C

`2
− `− 1

(`− 1)2(`+ 1)
. (21)
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Recall that σ is a 4-tuple with entries A,B,C, and {e`}`∈B. We sum the expression
(21) over the possibilities for {e`}. We have∑

{e`}
each e`≥1

∏
`∈B

1
`e`

(
1−

1
`e`(`− 1)

)
=

∏
`∈B

∞∑
e`=1

1
`e`

(
1−

1
`e`(`− 1)

)
.

By a short computation,
∞∑

e`=1

1
`e`

(
1−

1
`e`(`− 1)

)
=

`2
− 2

(`+ 1)(`− 1)2
.

Thus, if we now fix only A, B, and C and sum over all corresponding configurations
σ , we have∑
σ∈S

A,B,C fixed

Kz(σ )Rz(σ )dσ

=

(∏
`∈A

`− 2
`− 1

)2(∏
`∈B

`2
− 2

(`+ 1)(`− 1)2

)(∏
`∈C

`2
− `− 1

(`− 1)2(`+ 1)

)
=

(∏
`∈A

PA(`)

)(∏
`∈B

PB(`)

)(∏
`∈C

PC(`)

)
, (22)

where for notational convenience we have defined

PA(`)=

(
`− 2
`− 1

)2

, PB(`)=
`2
− 2

(`+ 1)(`− 1)2
, PC(`)=

`2
− `− 1

(`− 1)2(`+ 1)
. (23)

To finish the proof, we sum the right-hand side of (22) over all possibilities for A,
B, and C. The only condition on the sets A, B, and C is that they partition the set
of primes not exceeding z. Hence,∑

σ∈S

Kz(σ )Rz(σ )dσ =
∑

A,B,C disjoint
A∪B∪C={`≤z}

(∏
`∈A

PA(`)

)(∏
`∈B

PB(`)

)(∏
`∈C

PC(`)

)

=

∏
`≤z

(PA(`)+ PB(`)+ PC(`)).

However, PA(`)+ PB(`)+ PC(`)= 1, identically! This completes the proof of the
lemma, and so also of Proposition 2.1. �

As already remarked above, the first half of Theorem 1.2 follows immediately
upon combining Lemmas 2.7 and 2.8.

Proof of the second half of Theorem 1.2. The condition that N is odd amounts to the
requirement that 2 ∈ C in the configuration notation of this section. If we carry this
requirement through the proofs of Lemmas 2.7 and 2.8, the bulk of the argument is
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essentially unchanged, but the new conclusions are that∑
N≤x
2-N

Kz(N )Rz(N )= x
∑
σ∈S
2∈C

Kz(σ )Rz(σ )dσ + O(x3/4)

and ∑
σ∈S
2∈C

Kz(σ )Rz(σ )dσ =
∑

A,B,C disjoint
A∪B∪C={`≤z}

2∈C

(∏
`∈A

PA(`)

)(∏
`∈B

PB(`)

)(∏
`∈C

PC(`)

)

= PC(2)
∏

2<`≤z

(PA(`)+ PB(`)+ PC(`))= PC(2).

(We assume in going from the first line to the second that z ≥ 2, i.e., that x ≥ e20.)
Since PC(2)= 1

3 , the second half of Theorem 1.2 follows. �

Most mathematical coincidences have explanations, of course, and the magical-
seeming PA(`)+ PB(`)+ PC(`)= 1 is no different. One might guess that PA(`),
PB(`), and PC(`) are probabilities of certain events occurring, and this is exactly
right: as γ ranges over all elements of GL2(F`), the expression det(γ )+ 1− tr(γ )
is congruent to 0 (mod `) with probability PB(`), congruent to 1 (mod `) with
probability PC(`), and congruent to each of the `− 2 other residue classes with
probability PA(`)/(`− 2). (See [David and Wu 2012, Equation (2.2)] for this
computation, as well as for the precise connection to elliptic curves.)

We conclude this section by saying a few words about the function that was
originally published in [David and Smith 2013], which we will here call K ◦ to
avoid confusion with the corrected function K ∗. For N odd, let

K ◦(N )=
N

φ(N )

∏
p -N

(
1−

(N−1
p

)2
p+ 1

(p− 1)2(p+ 1)

) ∏
p | N

2-νp(N )

(
1−

1
pνp(N )(p− 1)

)

×

∏
p | N

2| νp(N )

(
1−

p−
(
−Np

p

)
pνp(N )+1(p− 1)

)
,

where Np = N/pνp(N ) is the p-free part of N . This function is even further from
being a multiplicative function than K ∗, since its value can depend even on the
residue class modulo p of the p-free part of N . Nevertheless, our techniques can
in fact determine the average value of the function K ◦ as well.

To investigate the average of K ◦, we would expand the notion of a configuration
to a sextuple (A,B1,B2,C, {e`}`∈B1∪B2, {a`}`∈B2), where A,B1,B2,C partition
the set of primes up to z, the e` are positive integers, and the a` are integers satisfying
1 ≤ a` ≤ `− 1. We would modify Definition 2.3 by setting B1 := {` ≤ z : 2 -e`}
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and B2 := {` ≤ z : 2| e`} and, for ` ∈ B2, choosing a` ∈ {1, . . . , `− 1} such that
a` ≡ N/`e` (mod `). The analogue of (21) would be

K ◦z (σ )dσ =
(∏
`∈A

`− 2
`− 1

)2(∏
`∈C

`2
− `− 1

(`− 1)2(`+ 1)

)(∏
`∈B1

1
`e`

(
1−

1
`e`(`− 1)

))

×

(∏
`∈B2

1
`e`(`− 1)

(
1−

`−
(
−a`
`

)
`e`+1(`− 1)

))
.

We would then hold A,B1,B2,C, and the e` fixed and sum over all
∏
`∈B2

(`− 1)
possibilities for the a`; this has the effect of replacing the Legendre symbol

(
−a`
`

)
by its average value 0. At this point in the argument, the factors corresponding to
primes in B1 and B2 would be identical, and the calculation would soon dovetail
with (22).

We felt these few details of the determination of the average value of K ◦ were
worth mentioning, as an example of the wider applicability of our method and the
more complicated configuration spaces that can be used.

3. The average of K∗ over primes

In this section we establish Theorem 1.3. The main component of the proof is the
following asymptotic formula for the sum of the multiplicative function F evaluated
on shifted primes.

Proposition 3.1. Let F be the multiplicative function defined in (6) and let J be
the constant defined in (4). For any x > 2 and for any positive real number A,∑

p≤x

F(p− 1)= Jπ(x)+ OA(x/(log x)A).

Proof. Write F(n)=
∑

d | n g(d) for an auxiliary function g (not the same function as
in the proof of Theorem 1.2) which is also multiplicative. By a direct computation
with the Möbius inversion formula, g vanishes unless d is squarefree. Moreover,
g(2)=− 1

3 , while for odd primes `,

g(`)=
1

(`− 2)(`+ 1)
. (24)

Writing π(x; d, 1) for the number of primes p ≤ x with p ≡ 1 (mod d), we have∑
p≤x

F(p− 1)=
∑
p≤x

∑
d | p−1

g(d)

=

∑
d≤(log x)A

g(d)π(x; d, 1)+
∑

(log x)A<d≤x

g(d)π(x; d, 1). (25)
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We first consider the second sum on the last line. Trivially, π(x; d, 1) <
x
d

, and so∣∣∣∣ ∑
(log x)A<d≤x

g(d)π(x; d, 1)
∣∣∣∣≤ x

∑
d>(log x)A

|g(d)|
d

. (26)

When g(d) is nonvanishing, the formula (24) yields

d2g(d)�
∏

`| d, `>2

`2

`2− `− 2
�

∏
`| d

(
1−

1
`

)−1

=
d

φ(d)
,

and hence g(d)� 1/(dφ(d)) for all values of d. In particular, using the crude
lower bound φ(d)� d1/2 (compare with the precise Theorem 2.9 of [Montgomery
and Vaughan 2007, p. 55]), we find that g(d)� d−3/2. Thus, (26) gives∑

(log x)A<d≤x

g(d)π(x; d, 1)� x
∑

d>(log x)A

d−5/2
� x(log x)−3A/2,

and so (25) becomes∑
p≤x

F(p− 1)=
∑

d≤(log x)A

g(d)π(x; d, 1)+ O(x(log x)−3A/2). (27)

To deal with the remaining sum, we invoke the Siegel–Walfisz theorem [Mont-
gomery and Vaughan 2007, Corollary 11.21, p. 381]. That theorem implies that for
a certain absolute constant c > 0,∑
d≤(log x)A

g(d)π(x;d,1)=
∑

d≤(log x)A

g(d)
(
π(x)
φ(d)
+OA(x exp(−c

√
log x))

)

= π(x)
∑

d≤(log x)A

g(d)
φ(d)
+OA

(
x exp(−c

√
log x)

∞∑
d=1

|g(d)|
)

= π(x)
∞∑

d=1

g(d)
φ(d)

+OA

(
π(x)

∑
d>(log x)A

|g(d)|
φ(d)

+x exp(−c
√

log x)
∞∑

d=1

|g(d)|
)
.

In the error term, we again use the crude bounds g(d)� d−3/2 and φ(d)� d1/2,
obtaining∑
d≤(log x)A

g(d)π(x; d, 1)

= π(x)
∞∑

d=1

g(d)
φ(d)

+ OA
(
π(x)(log x)−A

+ x exp(−c
√

log x) · 1
)
,
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whereupon (27) becomes∑
p≤x

F(p− 1)= π(x)
∞∑

d=1

g(d)
φ(d)

+ OA(x(log x)−A).

Finally, the constant in this main term is an absolutely convergent sum of a multi-
plicative function, and hence it can be expressed as the Euler product

∞∑
d=1

g(d)
φ(d)

=

∏
`

(
1+

g(p)
φ(p)

+
g(p2)

φ(p2)
+ · · ·

)
=

2
3

∏
`>2

(
1+

1
(`− 1)(`− 2)(`+ 1)

)
=

2
3

J

by (24). This completes the proof of the proposition. �

Proof of Theorem 1.3. We first claim that the asymptotic formula (2) for K ∗ follows
easily from the same asymptotic formula for K . Indeed, for each prime p, we
have K ∗(p)= K (p)p/(p− 1)= K (p)+ O(K (p)/p). Because each local factor
in Definition 1.1 is of the form 1+ O(p−2), we see that K is absolutely bounded.
Thus ∑

p≤x

K ∗(p)=
∑
p≤x

K (p)+ O
(∑

p≤x

1
p

)
=

∑
p≤x

K (p)+ O(log log x),

and so it suffices to establish the asymptotic formula (2) for K .
For each prime p, the decomposition (5) gives K (p)=C2 F(p−1)G(p), where

F and G are defined in equations (6) and (7) respectively. Again, all local factors
in these definitions are of the form 1+ O(p−2); hence G(p)= 1+ O(1/p2) and
F is absolutely bounded. Therefore,∑

p≤x

K (p)=
∑
p≤x

C2 F(p− 1)G(p)= C2
∑
p≤x

F(p− 1)+ O
(∑

p≤x

F(p− 1)
p2

)
= C2

∑
p≤x

F(p− 1)+ O(1),

so the desired asymptotic formula (2) is a direct consequence of Proposition 3.1. �

4. The distribution function of K∗

The goal of this section is to establish the existence of the distribution function of
K ∗(N ). We do so by bounding the moments of K ∗(N ):

µk := lim
x→∞

1
x

∑
N≤x

K ∗(N )k . (28)
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We describe below how Theorem 1.4 follows from Proposition 4.3. Before we can
bound these moments, however, we must prove that the moments even exist. In
Theorem 1.2 we determined that µ1 = 1, and the same method of determining µk

applies in general.

Proposition 4.1. For every natural number k, the limit (28) defining µk exists.

Proof. Following the proof of Proposition 2.1, we obtain (with minimal changes to
the argument) that for each fixed k,∑

N≤x

(Kz(N )Rz(N ))k = x
∑
σ∈S

Kz(σ )
k Rz(σ )

kdσ + Ok(x3/4), (29)

where z = 1
10 log x and dσ is defined in (15). Note that for N ≤ x ,

(Kz(N )Rz(N ))k − (K (N )R(N ))k

�k max{K (N )R(N ), Kz(N )Rz(N )}k−1
· |K (N )R(N )− Kz(N )Rz(N )|

�k (log log x)k−1
· |K (N )R(N )− Kz(N )Rz(N )|

by the bounds in (19); therefore∑
N≤x

K ∗(N )k =
∑
N≤x

(Kz(N )Rz(N ))k +
∑
N≤x

(
(K (N )R(N ))k − (Kz(N )Rz(N ))k

)
=

∑
N≤x

(Kz(N )Rz(N ))k

+ Ok

(
(log log x)k−1

∑
N≤x

∣∣K (N )R(N )− Kz(N )Rz(N )
∣∣).

Using (29) in the main term and the estimate (11) in the error term, we obtain∑
N≤x

K ∗(N )k = x
∑
σ∈S

Kz(σ )
k Rz(σ )

kdσ + Ok
(
x3/4
+ (log log x)k−1x/z

)
= x

∑
σ∈S

Kz(σ )
k Rz(σ )

kdσ + Ok

(
x

log x
(log log x)k−1

)
.

Dividing both sides by x and passing to the limit, we deduce that

µk = lim
x→∞

∑
σ∈S

Kz(σ )
k Rz(σ )

kdσ , (30)

provided that this limit exists.
To compute the sum over σ in (30), we follow the proof of Lemma 2.8; however,

the details are somewhat messier. With the four components A, B, C, {e`}`∈B of
σ as before, we write down the expansion for Kz(σ )

k Rz(σ )
kdσ analogous to (21).

This expansion is made up of three pieces, which are products over primes ` in A,
B, and C. The B product depends additionally on the tuple {e`}`∈B. We sum over
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all possibilities for {e`}`∈B to remove this dependence. After straightforward but
uninspiring computations, we find that fixing only A, B, and C,∑

σ

Kz(σ )
k Rz(σ )

kdσ =
(∏
`∈A

PA(`)

)(∏
`∈B

PB(`)

)(∏
`∈C

PC(`)

)
,

where (we suppress the dependence on k in the notation on the left-hand sides)

PA(`)=

(
1−

2
`

)k+1(
1−

1
`

)−2k

,

PB(`)=

(
1−

1
`

)1−k ∞∑
d=1

1
`d

(
1−

1
`d(`− 1)

)k

,

PC(`)=
1
`

(
1−

1
(`− 1)2(`+ 1)

)k

.

(31)

(Note that when k = 1, these expressions reduce to the expressions in (23).) To
compute the sum appearing in (30), we sum over A, B, and C, keeping in mind
that these sets partition the primes in [2, z]. We find that∑

σ∈S

Kz(σ )
k Rz(σ )

kdσ =
∏
`≤z

(PA(`)+ PB(`)+ PC(`)),

and so from (30),
µk =

∏
`

(PA(`)+ PB(`)+ PC(`)). (32)

It remains to show that this product converges. From the definitions (31), we find
that

PA(`)= 1− 2/`+ Ok(1/`2),

PB(`)= 1/`+ Ok(1/`2),

PC(`)= 1/`+ Ok(1/`2).

It follows that each term in the product from (32) is 1+ O(1/`2); consequently,
that product converges, which completes the proof of the proposition. �

Remarks. For any given k, we can explicitly compute PA, PB, and PC and thus
write down an exact expression for µk as an infinite product over primes. For
example, taking k = 2, we find that

µ2 =
∏
`

(
1+

`5
− `3
− 2`2

− 2`− 1
(`− 1)4(`+ 1)2(`2+ `+ 1)

)
≈ 1.261605.

Now that we know these moments µk exist, we proceed to establish an upper
bound for them as a function of k. The following result, well-known in the theory of
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probability (see, for example, [Durrett 2010, Theorem 3.3.12, p. 123]), allows us to
pass from such an upper bound to the existence of a limiting distribution function.

Lemma 4.2. Let F1, F2, . . . be a sequence of distribution functions. Suppose that
for each positive integer k, the limit limn→∞

∫
uk dFn(u)= µk exists. If

lim sup
k→∞

µ
1/2k
2k

2k
<∞,

then there is a unique distribution function F possessing the µk as its moments, and
Fn converges weakly to F.

We will apply Lemma 4.2 with

Fn(u) :=
#{m ≤ n : K ∗(m)≤ u}

#{m ≤ n}
,

for which

lim
n→∞

∫
uk dFn(u)= lim

n→∞

1
n

∑
m≤n

K ∗(m)k = µk

(so that the uses of µk in (28) and Lemma 4.2 are consistent). In light of Lemma 4.2,
Theorem 1.4 is a consequence of the following upper bound.

Proposition 4.3. The moments µk defined in (28) satisfy logµk � k log log k for
large k. In particular, (µ1/2k

2k )/2k� (log k)A/k for some constant A.

Proof. Recall that R(N ) denotes the function N/φ(N ). The number µk is the k-th
moment of the function K (N )R(N ), and that function is bounded pointwise by
R(N ). So µk is bounded above by µ′k , where

µ′k := lim
x→∞

1
x

∑
N≤x

R(N )k .

Thus, it suffices to establish the estimate logµ′k � k log log k.
By a result known already to Schur (see [Schoenberg 1928, p. 194]; see also

[Montgomery and Vaughan 2007, Exercise 14, p. 42]), we have that for each k,

µ′k =
∏

p

(
1−

1
p
+

1
p

(
1− 1

p

)−k )
=

∏
p

(
1+

1
p

((
p

p− 1

)k

− 1k
))
.

By the mean value theorem,

1+
1
p

((
p

p−1

)k

−1k
)
= 1+O

(
k

p(p−1)

(
p

p−1

)k−1)
= 1+O

(
k
p2

(
1+

1
p−1

)k−1)
< 1+O

(
k
p2 exp

(
k−1
p−1

))
,
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and so

µ′k <
∏
p≤k

(
1+ O

(
k
p2 exp

(
k− 1
p− 1

)))∏
p>k

(
1+ O

(
k
p2 exp

(
k− 1
p− 1

)))
. (33)

In the first product, we use the crude inequality

1+ O
(

k
p2 exp

(
k− 1
p− 1

))
< 1+ O

(
k exp

(
k

p− 1

))
� k exp

(
k

p− 1

)
,

so that for some absolute constant C ,∏
p≤k

(
1+ O

(
k
p2 exp

(
k− 1
p− 1

)))
≤

∏
p≤k

Ck exp
(

k
p− 1

)

≤ (Ck)π(k) exp
(

k
∑
p≤k

1
p− 1

)
= exp(O(k)) exp(O(k log log k)).

In the second product, the exponential factor is uniformly bounded, so∏
p>k

(
1+ O

(
k
p2 exp

(
k− 1
p− 1

)))
=

∏
p>k

(
1+ O

(
k
p2

))

<
∏
p>k

(
exp

(
O
(

k
p2

)))

≤ exp
(

O
(∑

p

k
p2

))
= exp(O(k)).

In light of these last two estimates, (33) yields µ′k ≤ exp(O(k log log k)) as required.
�

Remarks. It is worthwhile to make a few remarks about the behavior of D(u).
Let u0 :=

2
3C2. We can view Equation (20), with z =∞, as providing us with a

conveniently factored Euler product expansion of K ∗(N ). Comparing the terms of
this expansion with those in the product expansion for C2, one sees that K ∗(N )> u0

for all N . In fact, one finds that K ∗(N ) is bounded away from u0 unless N is odd
and all of the small odd primes belong to A, i.e., unless 2 -N and N (N − 1) has
no small odd prime factors. Conversely, if 2 -N and N (N − 1) has no small odd
prime factors, an averaging argument shows that K ∗(N ) is usually close to u0. In
this way, one proves that D(u0)= 0 while D(u) > 0 for u > u0.

Since K (N ) is absolutely bounded and bounded away from zero, several results
on D(u) follow immediately from corresponding results for the distribution function
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of N/φ(N ), whose behavior has been studied by Erdős [1946] and Weingartner
[2007; 2012]. In particular, from [Erdős 1946, Theorem 1], we see that D(u) >
1− exp(−exp(Cu)) for a certain constant C > 0 and all large u.

Finally, we remark that there is an alternative, more arithmetic approach to the
proof of Theorem 1.4, based on ideas and results of Erdős [1935; 1937; 1938] and
Shapiro [1973]. This approach allows us to show that the distribution function
D(u) of Theorem 1.4 is continuous everywhere and strictly increasing for u > u0.
We omit the somewhat lengthy arguments for these claims.
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Noncrossed product bounds
over Henselian fields

Timo Hanke, Danny Neftin and Jack Sonn

The existence of noncrossed product division algebras (finite-dimensional central
division algebras with no maximal subfield that is Galois over the center) was for
a time the biggest open problem in the theory of division algebras, until it was
settled by Amitsur.

Motivated by Brussel’s discovery of noncrossed products over Q((t)), we
describe the “location” of noncrossed products in the Brauer group of general
Henselian valued fields with arbitrary value group and global residue field. We
show that within the fibers defined canonically by Witt’s decomposition of the
Brauer group of such fields, crossed products and noncrossed products are,
roughly speaking, separated by an index bound. This generalizes a result of
Hanke and Sonn for rank-1 valued Henselian fields.

Furthermore, we show that the new index bounds are of different nature from
the rank-1 case. In particular, all fibers not covered by the rank-1 case contain
noncrossed products, unless the residue characteristic interferes.

1. Introduction

A finite-dimensional division algebra over its center F is called a crossed product
if it has a maximal commutative subfield which is Galois over F , and otherwise a
noncrossed product.

After Amitsur [1972] settled the fundamental long-standing problem of existence
of noncrossed products, they were discovered over more familiar fields. Most
notably, Brussel [1995; 2002] showed that noncrossed products exist over complete
discrete rank-1 valued fields with a global residue field,1 for example, over Q((x)).
From this basic case, their existence over many other fields was derived, for example,
over all finitely generated fields that are neither finite nor global [Brussel 2002], and
over all function fields of curves over complete discrete valuation rings [Brussel
2001; Chen 2010].

MSC2010: primary 16S35; secondary 11R32, 12F12.
Keywords: noncrossed product, division algebra, Henselian fields.

1By a global field we mean a finite extension of Q or a finite extension of Fq (t), where Fq is a
finite field.
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The basic setup used for Brussel’s discovery is Witt’s description [1936] of
the Brauer group Br(F) of a complete discrete rank-1 valued field. More pre-
cisely, Witt’s theorem describes the inertially split part SBr(F), which consists
of all elements of Br(F) split by an unramified extension (see [Hanke 2011, §5]).
Witt’s theorem applies more generally to Henselian fields F with arbitrary value
group 0 (see [Scharlau 1969; Jacob and Wadsworth 1990, §5; Aljadeff et al. 2007,
Theorem 3.2]; or the section titled “The canonical Brauer group filtration” in
[Tignol and Wadsworth ≥ 2014]), for example, to the field of iterated Laurent series
Q((x1)) . . . ((xr )), and gives an isomorphism

SBr(F)∼= Br(K )⊕Homc(GK ,1/0), (1-1)

where K is the residue field and GK is its absolute Galois group equipped with
the Krull topology, 1 is the divisible hull of 0, 1/0 is equipped with the discrete
topology, and Homc is the group of continuous homomorphisms.

Assume K is a global field. Hanke and Sonn [2011] took the approach of fixing
an element χ ∈ Homc(GK ,1/0) and considering the fiber Br(K )+χ . We call
χ cyclic if its image Im(χ) is cyclic. For cyclic χ , [Hanke and Sonn 2011] shows
that for every N ∈ N there are only two possible cases:

(I) all division algebras of index N in the fiber over χ are crossed products;

(II) the fiber over χ contains infinitely many noncrossed products of index N .

Furthermore, and most importantly, there are bounds on the exponents in the prime
decomposition of N such that case (I) occurs “below the bounds” and case (II)
“above”. A precise formulation of this result is the special case of Theorem 1.1
below, in which χ is assumed to be cyclic.2

Little was known about the appearance of noncrossed products in the more
complicated case of noncyclic χ . In fact, there were only two examples [Coyette
2012; Hanke 2004] of noncyclic χ , the fiber of which contains noncrossed products.

In the present paper, we show that the phenomenon discovered in [Hanke and
Sonn 2011] for cyclic χ holds more generally for arbitrary χ (Theorem 1.1).
Moreover, we show that “away from char K ” noncrossed products appear in every
noncyclic fiber (Theorem 1.2).

Note that by [Jacob and Wadsworth 1990, Theorem 5.15(a)], the index of an
element in the fiber over χ is always a multiple of |χ | := |Im(χ)|.

Theorem 1.1. There exists a collection of bounds bp = bp(χ) ∈N∪ {∞}, where p
runs through the rational primes, such that, for every natural number m =

∏
pn p ,

2In order to see that Theorem 1.1 for cyclic χ was proved in [Hanke and Sonn 2011] not only for
rank-1 valued fields, one should replace [Hanke and Sonn 2011, Brussel’s Lemma, p. 322] by [Hanke
2011, Corollary 5].
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(a) if n p ≤ bp(χ) for all p, then all division algebras of index m|χ | in the fiber
over χ are crossed products;

(b) if n p > bp(χ) for some p, then the fiber over χ contains infinitely many
noncrossed products of index m|χ |.

Our proof of Theorem 1.1 includes the case of cyclic χ and is simpler than
[Hanke and Sonn 2011].

Note that bp(χ)=∞ is allowed, and hence, as shown in [Hanke and Sonn 2011],
it may happen that for some cyclic χ , only (I) occurs. However, in striking contrast
to the cyclic case, we show:

Let M be the fixed field of the kernel of χ .

Theorem 1.2. If p 6= char K and the p-Sylow subgroup of Im(χ) is noncyclic, then:

(i) bp(χ) <∞;

(ii) if M does not contain the p-th roots of unity, then bp(χ)= 0.

In particular, the fiber over χ contains noncrossed products whenever the maximal
prime-to-char K subgroup of Im(χ) is noncyclic.

This is in contrast to the cyclic case because, according to [Hanke and Sonn
2011], bp(χ)=∞ can occur for cyclic χ , even if M does not contain the p-th roots
of unity. Thus, neither of statements (i) and (ii) of Theorem 1.2 holds for cyclic χ .

Section 4 demonstrates, for noncyclic χ , how a description of the bounds obtained
from the proof of Theorem 1.1 can be used to compute the bounds in examples. In
particular, we obtain new noncrossed products of low index (Examples 4.1, 4.3)
and show that, unlike in the rank-1 case, the value of the bound bp(χ) can be zero
regardless of the number of roots of unity in M .

2. Existence of bounds

Setup. Let F be a Henselian valued field with value group 0 and residue field a
global field K . Let 1 denote the divisible hull of 0. We fix an isomorphism as in
(1-1) and write α+χ to denote an element of SBr(F) corresponding to (α, χ).

Throughout the paper, we consider the character χ ∈ Homc(GK ,1/0) as fixed.
We let M denote the fixed field of the kernel of χ , which is a finite abelian extension
of K with Galois group Im(χ).

Let P be the set of finite rational primes, and for any p ∈ P, n ∈ N, denote by
vp(n) the maximal exponent e such that pe

| n.

Towards the proof of Theorem 1.1. For α ∈ Br(K ), we denote by αM the image
of α in Br(M) under the restriction map. The index formula [Jacob and Wadsworth
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1990, Theorem 5.15(a)]3 gives

ind(α+χ)= |χ | indαM .

Therefore, in order to prove Theorem 1.1, we consider the following condition
on χ :

For every α ∈Br(K ) with indαM
=m, the division algebra

underlying α+χ is a crossed product.
(Im)

For a global field K , we shall prove the existence of bounds bp(χ) such that (Im)
holds if and only if vp(m) ≤ bp(χ) for all p ∈ P. The details of our proof will
reveal that if (Im) does not hold, then there are in fact infinitely many α ∈ Br(K )
with indαM

= m such that the division algebra underlying α+χ is a noncrossed
product (Remark 2.9). The proof of Theorem 1.1 will then be completed.

Galois covers. We say that a field L ⊇ M is a cover of M/K if L/K is Galois.
In this case, we call m := [L : M] the degree of the cover and speak of L as an
m-cover.

The division algebra underlying α+ χ is a crossed product if and only if the
division algebra underlying αM contains a maximal subfield which is Galois over K
(see [Hanke 2011, Corollary 5; Brussel 1995, p. 381, Corollary] for complete
discrete rank-1 valued F). Such maximal subfields are characterized as the m-
covers of M/K that split α, where m = indαM (see, for example, [Pierce 1982,
Corollary 13.3]). Condition (Im) is therefore equivalent to:

Every α ∈ Br(K ) with indαM
= m is split by an m-cover of M/K . (Am)

Remark 2.1. (i) For the equivalence of (Im) and (Am) it is not required that K be
a global field.

(ii) Condition (Am) is a condition on M rather than on χ . (Am) can be considered
more generally for any Galois extension M/K . In fact, from now on M may be
replaced by an arbitrary finite Galois extension of the global field K .

Local and global splitting covers. Let L be a cover of the fixed Galois extension
M/K . We write Kp for the completion at p and [L : M]p := [LP : MP∩M ] for the
local degree of L at p, where P is any prime of L dividing p.

Let α ∈ Br(K ). For a prime p of K , let indp α := ind(αKp) and invp α ∈Q/Z be
the Hasse invariant at p. Recall (see, for example, [Pierce 1982, §17.10]) that invp α
is of order indp α and that invP αL

= [L : K ]p invp α for any Galois extension L/K
and P | p. Thus, LP splits αKp if and only if indp α | [L : K ]p, and LP embeds into
the division algebra underlying αKp if and only if [L : K ]p | indp α. We also get

vp(indp α)≤ vp(indp αL)+ vp([L : K ]p), (2-1)

3 Theorem 5.15(a) of [Jacob and Wadsworth 1990] does not require that K be a global field.
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where indp αL
:= indαLP for any prime P of L dividing p. Furthermore, (2-1) is

an equality if vp(indp αL) > 0.
By the theorem of Albert, Brauer, Hasse, and Noether (see, for example, [Pierce

1982, §18.4]), a Brauer class over a global field is split by a field L if and only if
its completions are split by L . In particular, for any cover L of M/K ,

L splits α if and only if indp αM
| [L : M]p for all primes p of K . (2-2)

Limits on local indices. Our first goal is to translate (Am) to a condition about the
existence of M/K with prescribed local degrees at finitely many primes of K (see
Proposition 2.8 below). For this, in view of (2-2), we analyze the possible local
indices indp αM . We describe upper limits for the possible local indices in Lemmas
2.3 and 2.4, using the following terminology:

Definition 2.2. For p ∈P, let u(1)p , u(2)p , . . . be the family of numbers vp([M : K ]p),
where p runs over the primes of K , ordered so that u(1)p ≥ u(2)p ≥ . . . . If u(1)p > u(2)p ,
then the unique prime p of K with vp([M : K ]p) = u(1)p is called p-isolated in
M/K . We denote by gp the gap u(1)p − u(2)p , so that gp > 0 if and only if there is a
p-isolated prime. We shall call a prime p of K isolated if it is p-isolated for some
p ∈ P.

Let Up be the set of primes p of K for which vp([M : K ]p)≥ u(2)p . Let U consist
of the isolated primes in M/K , and if |U2| is finite and odd, also of the primes
in U2.

The following properties are deduced from Chebotarev’s density theorem. For
every infinite prime q of K , [M : K ]q is at most 2. If 2 | [M : K ], by Chebotarev’s
theorem, there is a finite prime p such that [M : K ]p = 2. In particular, infinite
primes are nonisolated, and for every i ∈ N there is a finite prime pi with

vp([M : K ]pi )= u(i)p . (2-3)

Moreover, for any prime q of K unramified in M , by Chebotarev’s theorem, there
is a prime p with [M : K ]p = [M : K ]q. Hence, isolated primes must ramify
nontrivially in M/K , and the set U is finite. For every p ∈Up, the set Up can be
infinite, and in view of (2-3), it contains at least two finite primes.

For m ∈ N and a prime p of K , define

wp(m, p) :=
{
vp(m) if p is non-p-isolated,
max{vp(m)− gp, 0} if p is p-isolated.

(2-4)

Note that the dependence on p is marginal4 and that clearly wp(m, p)≤ vp(m).

4A reader who for the time being decides to disregard the possible appearance of isolated primes
may substitute vp(m) for wp(m, p).
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Lemma 2.3. For every α ∈ Br(K ) and prime p of K ,

vp(indp αM)≤ wp(indαM , p). (2-5)

Proof. Set k := vp(indp αM), n := vp(indαM), and let u(1)p , u(2)p be as above. For a
non-p-isolated prime p, the assertion holds since k ≤ n. Assume that p is p-isolated.
The assertion to prove is: k = 0 or n ≥ k+ gp. Assume k > 0. By (2-1),

vp(indp α)= vp(indp αM)+ vp([M : K ]p)= k+ u(1)p .

Since the sum of Hasse invariants of α is 0, there exists a prime p1 6= p of K with
vp(indp1 α)≥ k+ u(1)p . Since vp([M : K ]p1)≤ u(2)p , (2-1) gives

n ≥ vp(indp1 α
M)≥ vp(indp1 α)− vp([M : K ]p1)≥ k+ u(1)p − u(2)p = k+ gp. �

To prove the second restriction, we use the following inequality, which holds5

for every prime p of K , p ∈ P, and m ∈ N:

wp(m, p)+ vp([M : K ]p)≤ vp(m)+ u(2)p , (2-6)

with equality if and only if p ∈Up.

Lemma 2.4. Let α ∈ Br(K ) with v2(indαM) > g2 and let p = 2. Then the number
of primes p ∈U2 for which (2-5) is an equality is even.

Proof. Let m = indαM . Let U2,α be the set of primes p ∈U2 for which (2-5) is an
equality. Then (2-1), (2-5), and (2-6) imply

v2(indp α)≤ v2(indp αM)+ v2([M : K ]p)

≤ w2(indαM , p)+ v2([M : K ]p)≤ v2(indαM)+ u(2)2 (2-7)

for every prime p of K , with equalities for every p ∈U2,α . Since (2-6) is strict for
p 6∈U2 and (2-5) is strict for p ∈U2 \U2,α , (2-7) is strict for every prime p 6∈U2,α .

Let r := v2(indαM)+ u(2)2 . Since (2-7) holds for all p, we have v2(indα) ≤ r
with equality if and only if U2,α is nonempty. If v2(indα) < r , then U2,α is empty
and the assertion holds. Thus, we may assume v2(indα)= r and write indα= 2r m′

for odd m′. Then the class α′ := α2r−1m′
∈ Br(K ) has exponent 2, nontrivial Hasse

invariants at primes of U2,α, and trivial invariants outside U2,α. Since the sum of
invariants of α′ is 0, |U2,α| is even. �

Lemmas 2.3 and 2.4 lead to upper limits on local indices (see Proposition 2.8).
We shall now construct elements which attain these upper bounds. We divide the
construction into several cases:

5This inequality is easily verified separately for p-isolated and non-p-isolated primes.
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Definition 2.5. For a finite set S of primes of K and m ∈ N, (S,m) is balanced
if v2(m) ≤ g2 or |S ∩U2| is even. We say that (S,m) is balanceable if S can be
enlarged so that (S,m) is balanced, and otherwise unbalanceable.

Remark 2.6. Note that (S,m) is unbalanceable if and only if |U2| is odd, S ⊇U2,
and v2(m) > g2. In particular, (S,m) can be unbalanceable only if m is even.

Lemma 2.4 shows that if (S, 2n) is unbalanceable, then there are no elements
α∈ Br(K )with indαM

=2n , and indp αM
=2w2(2n,p) for every p∈ S. The following

lemma constructs such elements if (S,m) is balanced.

Lemma 2.7. Let n be a positive integer, p ∈ P, m = pn , and q ∈ U2. Let S be a
finite set of primes of K which contains at least two finite primes of Up.

Then there exists α ∈ Br(K ), with indαM
= m, indp αM

= 1 for all p 6∈ S and
indp αM

= gcd(p, 2) for every real p ∈ S which is unramified in M , such that

(i) if (S,m) is balanced, then indp αM
= pwp(m,p) for all finite p ∈ S;

(ii) if (S,m) is unbalanceable, then p= 2, q∈ S, w2(m, q)> 0, indp αM
= 2w2(m,p)

for all finite p ∈ S \ {q}, and 2w2(m,q)−1
| indq αM .

Proof. Write Sp :=Up∩ S. Note that if (S,m) is unbalanceable then p= 2, U2⊆ S,
and n− g2 > 0, and hence q ∈U2 ⊆ S and w2(m, q)≥ n− g2 > 0.

If p = 2 and (S,m) is balanced, we claim that |S2| can be assumed to be
even. Indeed, if |S2| is odd, then n ≤ g2, M/K has a 2-isolated prime p1, and
w2(m, p1) = 0. Hence by Lemma 2.3, for any α ∈ Br(K ) with indαM

= m, one
has indp1 α

M
= 1. Thus, we may add or remove p1 from S without changing the

desired assertion. We may therefore assume that |S2| is even, proving the claim.
We define α by setting its Hasse invariants. Let q1, q2 be two distinct finite primes

in Sp. If (S,m) is unbalanceable, assume q1 = q. Set invp α to be of order prp ,
where rp = n+ vp([M : K ]p) for every finite p ∈ S \ Sp and rp = n+ u(2)p for every
finite p ∈ Sp \ {q1, q2}, and of order gcd(p, 2) for every real p ∈ S \ {q1, q2}.

The order of all invariants we have set so far divides pn+u(2)p . If (S,m) is balanced,
we can set invq2 α to be of order pn+u(2)p such that x :=

∑
p∈S\{q1}

invp α has order
pn+u(2)p . Note that this is possible for p = 2 since the invariants which were set to
be of order 2n+u(2)2 are at primes of S2 \ {q1, q2}, a set of even order. If (S,m) is
unbalanceable then p = 2, n+ u(2)2 ≥ 2, and we can set invq2 α = a/2n+u(2)2 for odd
a such that x :=

∑
p∈S\{q1}

invp α = b/2n+u(2)2 with b 6≡ 0 (mod 4). Note that this is
possible since a can be chosen to be congruent to either 1 or 3 (mod 4).

Setting invq1 α := −x and invp α = 0 for p 6∈ S completes the definition of α. By
(2-1), we have

vp(indp αM)=max
{
vp(indp α)− vp([M : K ]p), 0

}
. (2-8)
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For finite p∈ S\Sp, we have vp(indp α)=n+vp([M :K ]p), and hence indp αM
= pn

by (2-8). For finite p ∈ Sp \ {q1}, we have vp(indp α)= n+ u(2)p , and hence (2-8)
gives indp αM

= pwp(m,p) for all finite p ∈ S \ {q1}, and indp αM
= gcd(p, 2) for all

real p ∈ S \ {q1} unramified in M/K . If (S, pn) is balanced, indq1 α = pn+u(2)p , and
hence by (2-8) we have indq1 α

M
= pwp(pn,q1), as required.

If (S, pn) is unbalanceable then p = 2, 2n+u(2)2 −1
| indq1 α, n > g2, and hence

w2(2n, q1) > 0. Thus, (2-8) and (2-6) give

v2(indq1 α
M)≥ n+ u(2)2 − 1− v2([M : K ]q1)= w2(2n, q1)− 1.

Since indp αM
| pn for all p, indαM

| pn . Since Sp contains two finite primes, at least
one of these primes p satisfies wp(m, p)= n, and hence indαM

= indαM
p = pn . �

Covers with prescribed local degrees. We can now translate (Am) to a condition on
the local degrees of covers. Let m ∈N. For a finite prime p of K , define dp(m) ∈N

by requiring p ∈ P for every vp(dp(m))= wp(m, p). For an infinite prime p of K ,
set dp(m) := gcd(m, 2) if p is real and unramified in M and dp(m) := 1 otherwise.

Clearly, dp(m) |m for any p, and dp(m)= m if p is finite and nonisolated.

Proposition 2.8. Condition (Am) is equivalent to:

For every finite set S and q ∈ U2, M/K has an m-cover L such
that dp(m) | [L :M]p for every p∈ S, except for p= q when (S,m)
is unbalanceable, in which case (dq(m)/2) | [L : M]q.

(Bm)

Proof. (Bm) =⇒ (Am): Let α ∈Br(K ) with indαM
=m. Let S be the set of primes

p of K such that indp α 6= 1. For every finite p and p ∈ P, Lemma 2.3 implies

vp(indp αM)≤ wp(m, p)= vp(dp(m)).

If p is real and unramified in M , indp αM
| gcd(m, 2)= dp(m). Thus, indp α | dp(m)

for all primes p of K . If (S,m) is balanceable, (Bm) gives an m-cover L for which
indp αM

| [L : M]p for all p ∈ S. Hence, by (2-2), L splits α.
Assume (S,m) is unbalanceable. By Lemma 2.4, there is a prime q ∈U2 ⊆ S

for which
v2(indq αM)≤ w2(m, q)− 1.

It follows that indp αM
| dp(m) for all p 6= q and indq αM

| (dq(m)/2). Letting L be
the m-cover obtained by applying (Bm) with S and q, we have indp αM

| [L : M]p
for all p ∈ S. Hence, by (2-2), L splits α.

(Am) =⇒ (Bm): Let S be any finite set of primes of K and q ∈U2. For every p |m,
if |S ∩Up| ≥ 2, let Sp := S; otherwise form Sp by adding to S finite primes of Up,
so that |Sp ∩Up| = 2. Note that (S2,m) is unbalanceable if and only if (S,m)
is unbalanceable. If (S2,m) is balanceable, enlarge S2 to assume that (S2,m) is
balanced.
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For every p |m, construct αp by applying Lemma 2.7 with p, n = vp(m), q,
and Sp. Set α =

∑
p|m αp. Since Sp ⊇ S, by the definition of dp(m), the properties

of αp, p |m, give indαM
= m, indp αM

= gcd(m, 2) for all real p ∈ S which are
unramified in M , and indp αM

= dp(m) for every finite p∈ S, except for p= q when
(S,m) is unbalanceable, in which case indq αM

= dq(m)/2. Applying (Am) to α,
we obtain the desired cover L . �

Remark 2.9. The proof of Proposition 2.8 shows that if there are noncrossed
products α+χ with indαM

= m, then there are infinitely many such noncrossed
products. Indeed, if (Bm) fails for a set S0, it fails for every set S containing S0, so
that (S,m) is balanceable if and only if (S0,m) is balanceable. The proof reveals
that for every such set S, there is an α whose Hasse invariants are nonzero at primes
of S and α+χ is a noncrossed product. In particular, there are infinitely many such
classes α.

Definition 2.10. For a prime p of K , we say that the cover L has full local degree
at p if [L : M]p = [L : M] for finite p, or if [L : M]p = gcd(2, [L : M]) for real p,
or if p is complex. For a set S of primes of K , we say L has full local degree in S
if L has full local degree at each p ∈ S.

Note that (Bm) requires full local degree at every p ∈ S \U .

Lemma 2.11. Let m′ |m. Suppose there is a finite nonempty set S0 disjoint from U
such that any m-cover of M/K with full local degree in S0 contains an m′-cover.
Then (Bm) implies (Bm′).

Proof. Let p1 be a finite prime for which v2([M : K ]p1)= u(1)2 . For a given finite
set S, let S′ := S ∪ S0. Note that there are three possible cases: (a) (S′,m′) and
(S′,m) are balanceable; (b) (S′,m′) and (S′,m) are unbalanceable; (c) (S′,m′) is
balanceable and (S′,m) is not. Also note that (c) occurs only if w2(m′, p1)= 0.

If (b) occurs, fix a prime q ∈U2. Let L be an m-cover obtained by applying (Bm)
to S′, S′ and q, and S′ and p1 in cases (a), (b), (c), respectively. Since S0∩ U = ∅,
L has full local degree in S0. By assumption, L contains an m′-cover L ′ of M/K .
Since dp(m) | [L : M]p (resp. (dp(m)/2) | [L : M]p) implies dp(m′) | [L ′ : M]p (resp.
(dp(m′)/2) | [L ′ : M]p) for all primes p of K , L ′ satisfies dp(m′) | [L ′ : M]p for all
p ∈ S except for p= q when (b) holds, in which case (dq(m′)/2) | [L ′ : M]p. �

Reduction to prime powers. Having shown the equivalence of (Im) and (Bm), we
now consider (Bm). We provide choices of the set S that enforce tight restrictions
on the structure of Gal(L/K ) for covers L of M/K with full local degree in S.

Our first usage of this strategy is in reducing (Bm) from arbitrary m ∈N to prime
powers. Except for the part concerning the characteristic of K (Lemma 2.13 below),
this reduction is identical to the corresponding one in [Hanke and Sonn 2011].
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Let m =
∏

pn p be the prime factorization. By taking field composita of covers,
if (Bpn p ) holds for all p |m, then (Bm) holds. We show:

Proposition 2.12. (Bm) holds if and only if (Bpn p ) holds for all p |m.

We first treat the wild case separately:

Lemma 2.13. If p = char K then (Bpn ) holds for all n ∈ N.

Proof. Let n ∈ N and S be a finite set of primes of K . For every p ∈ S there
is a cyclic pn-extension L ′(p)/Kp which is disjoint from Mp (see [Koch 1970,
Satz 10.4]6). By the Grunwald–Wang theorem, there is a cyclic pn-extension
L ′/K whose completion at p is L ′p = L ′(p) for all p ∈ S. Let L := L ′M . Since
L ′p∩Mp = Kp, one has [L : M]p = pn for all p ∈ S. Thus, L is a pn-cover of M/K
with full local degree in S. �

It remains to show that (Bm) implies (Bpn p ) for all p |m with p 6= char K .

Proof of Proposition 2.12. Let p |m with p 6= char K . By [Hanke and Sonn 2011,
§7, p. 325, Corollary], there are infinitely many primes p of K such that for any
m-cover of M/K with full local degree at p, the p-Sylow subgroup of Gal(L/M)
has a complement Gal(L/M0) which is normal in Gal(L/K ), and hence L contains
a pn-cover M0 of M/K . (Note that the assumption M/K cyclic is never used in the
proof of [Hanke and Sonn 2011, §7, p. 325, Corollary].) Since U is finite we can
choose such p 6∈U . The proof is completed by setting S0 := {p} in Lemma 2.11. �

An invariant subgroup. We are now able to complete the proof of Theorem 1.1.
As outlined in Section 2, and using Propositions 2.8 and 2.12, it remains to prove
Proposition 2.14 below. Let p ∈ P be fixed.

Proposition 2.14. For any n ∈ N, (Bpn ) implies (Bpn−1).

Indeed, the bound bp(χ) of Theorem 1.1 is the maximal n for which (Bpn ) holds
if such a maximum exists, and bp(χ) = ∞ otherwise. For more details on the
description of bp(χ), see Corollary 2.17 below.

For any cover L of M/K , we consider the group extension

1→ Gal(L/M)→ Gal(L/K )→ Gal(M/K )→ 1. (2-9)

We will analyze several kinds of constraints that are imposed on (2-9) by the
condition that L has full local degree in S0, for certain chosen sets S0. More precisely,
after showing that the kernel A := Gal(L/M) can be assumed to be abelian, we
focus on constraints regarding the conjugation action of B :=Gal(M/K ) on A. The
analysis of this action is the main ingredient in the proofs of both Proposition 2.14
and Theorem 1.2 below.

6Koch’s book has been translated into English. However, Theorem 10.4 in the English version
contains a typo: “finitely generated” should be replaced by “on countably many generators”.
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In view of Lemma 2.13, we assume from now on that p 6= char K . Fix pn and
set T := M ∩ K (µp∞). For the proof of Proposition 2.14, it will suffice to analyze
the action of Gal(M/T ) on A.

Lemma 2.15. There exists a finite set S0 of primes of K disjoint from U such that
for any pn-cover L of M/K with full local degree in S0, the kernel A is abelian, the
group Gal(M/T ) acts trivially on A, and A has rank at most 2.

Proof. At first fix a σ ∈Gal(M/T ). By the Chebotarev density theorem, the Galois
extension M(µpn )/K has infinitely many unramified finite primes P of M(µpn )

whose Frobenius element restricts to the identity on K (µpn ) and to σ on M . Of
those infinitely many P, choose one such that p := P ∩ K 6∈ U and p does not
divide the norm N (p). (There are only finitely many P that do not satisfy this,
since p 6= char K .) Since p - N (p) and µpn ⊂ Kp, we have N (p)≡ 1 (mod pn).

Assume a pn-cover L of M/K has full local degree at the chosen p. Let P
be a prime of L dividing p. The decomposition group Gal(LP/Kp) then equals
Gal(L/Mσ ), where Mσ is the fixed field of σ . We will show that Gal(LP/Kp) is
abelian, and thus σ acts trivially on Gal(L/M): since char K - N (p), LP/Kp is
tame. Therefore, Gal(LP/Kp) is a metacyclic group, generated by the inertia group
IP and the Frobenius element, with the Frobenius acting on IP by raising each
element to the power N (p). Since p is unramified in M , |IP| divides pn . Hence
Gal(LP/Kp) is abelian, because N (p)≡ 1 (mod pn).

Now let 6 be a set of generators of Gal(M/T ), or 6 = {1} if M = T . For each
σ ∈ 6, choose a prime pσ as described in the first paragraph of the proof. Then
S0 := {pσ | p ∈6} has the desired property. �

By Lemma 2.11, Proposition 2.14 is completed once we show:

Proposition 2.16. Let S0 be as in Lemma 2.15. Any pn-cover of M/K with full
local degree in S0 contains a pn−1-cover of M/K .

Proof. We have assumed p 6= char K . Let B = Gal(M/K ). Let L be a pn-cover
of M/K with full local degree in S0. By Lemma 2.15, the kernel A is abelian.
The subgroup A[p] of p-torsion elements is a characteristic subgroup and hence
invariant under the action of B (we say B-invariant). It suffices to find a B-invariant
subgroup A0 ≤ A[p] of order p; then the fixed field L A0 is the desired pn−1-cover.

If A is cyclic then A[p] itself is such a subgroup; hence, assume A noncyclic
for the rest of the proof.

Recall that A[p] is an Fp-vector space and that any action of some group H on
A[p] is a representation of H over Fp. In this sense, the H -invariant subgroups of
order p are the H -invariant subspaces of dimension 1.

By Lemma 2.15, B acts on A through Gal(T/K ). Let Gal(T/K )= P ⊕C with
P the p-part and |C | prime to p. Then |C | divides p − 1. Since |C | is prime
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to p, any representation of C over Fp is semisimple and hence decomposes into a
product of irreducible representations. Since Fp contains the |C |-th roots of unity,
the irreducible representations of C are of dimension 1. Thus, there is a C-invariant
subgroup A0 ≤ A[p] of order p.

By Lemma 2.15, A has rank 2, that is, A[p] ∼= C p×C p. This group has exactly
p+ 1 order-p subgroups, say A0, . . . , Ap, which are permuted by the action of B.
Thus, we have an induced action of B on the set of indices {0, . . . , p}.

We know A0 is C-invariant. If A0 is P-invariant then A0 is B-invariant and
we are done. Assume A0 is not P-invariant. Since P is a p-group, there are two
P-orbits on {0, . . . , p}, say {0, . . . , p− 1} and {p}. Since P and C commute and
A0 is C-invariant, each of A0, . . . , Ap−1 is also C-invariant. Hence the remaining
subgroup Ap is C-invariant and P-invariant. We found a B-invariant subgroup Ap

of A with |Ap| = p. As noted in the beginning of the proof, this gives the assertion.
�

This completes the proof of Proposition 2.14, and hence of Theorem 1.1.

Summary. In addition to the existence of bounds (Theorem 1.1) we get:

Corollary 2.17. The bound bp(χ) is the maximal n such that for every finite set S
of primes of K and q ∈U2, there is a pn-cover L of M/K satisfying:

(i) dp(pn) | [L : M]p for all p ∈ S, except for p = q when p = 2 and (S, 2n) is
unbalanceable, in which case (dq(2n)/2) | [L : M]q;

(ii) A = Gal(L/M) is abelian of rank at most 2;

(iii) Gal(M/T ) acts trivially on A via conjugation in Gal(L/K ).

If no maximal n exists, then bp(χ)=∞.

Proof. Let S0 be a finite set of primes of K that is disjoint from U . Suppose that any
pn-cover of L with full local degree in S0 has a certain property. Then this property
can be added to the condition (Bpn ) without changing the truth value of (Bpn ),
because the set S in (Bpn ) can be enlarged by S0. By Lemma 2.15, this argument
applies to the properties (ii) and (iii). Hence, the corollary is a consequence of
Proposition 2.14. �

Remark 2.18. Regarding condition (i) in Corollary 2.17, if p is not isolated, then
dp(pn) | [L : M]p is equivalent to saying that L has full local degree at p.

Regarding condition (iii) in Corollary 2.17, if M and K (µp∞) are disjoint over K ,
then (iii) is equivalent to saying that the group extension (2-9) is central.

3. Finiteness of bounds

The exponents of kernels. Suppose we use the setup described in Section 2, so
that M/K is an abelian extension of global fields. Let p ∈ P be fixed and different
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from char K , and as before set T := K (µp∞)∩M . In Section 2 we showed that
suitable choices of the set S put constraints on structure of covers L of M/K with
full local degree in S, to the extent that the action of Gal(M/T ) on A=Gal(L/M)
is trivial. This was sufficient to prove the existence of the bounds. Now, in order
to prove the finiteness of the bounds, we analyze constraints on the action of the
entire group B = Gal(M/K ) on A. The set S for this purpose will be constructed
from the families Qσ , which we define next for each σ ∈ B.

Denote by ps the number of p-power roots of unity in M and by r the maximal
number for which µ2r ⊆ M(

√
−1). Let U be the finite set defined in Definition 2.2,

so that for every finite set S, condition (Bm) requires full local degree at every prime
p ∈ S \U .

Fix an element σ ∈ B and let fσ be the order of the restriction σ|T of σ to T .
We define Qσ to be the set of all primes p 6∈ U of K , unramified in M , whose
Frobenius automorphism in M/K is σ , and such that the norm N (p) is prime to
p and is of order strictly greater than fσ as an element of (Z/ps+1Z)∗ (resp. mod
(Z/2r+2Z)∗ if p = 2).

Lemma 3.1. For every σ ∈ B, the set Qσ is infinite.

Proof. Assume without loss of generality that
√
−1 ∈ M . Otherwise, repeat the

proof for a lift τ ∈ Gal(M(
√
−1)/K ) of σ to deduce that Qτ is infinite. Since

Qτ ⊆ Qσ and fτ ≥ fσ , the assertion for σ follows. Note that under this assumption
we have r = s, so we will use only s in the rest of the proof. Set T ′ := K (µps+1)

(resp. T ′ := K (µ2s+2) if p = 2) and note that T ′ ∩M = T .
We first claim that Gal(T ′/K ) contains an element σ ′ of order greater than

fσ whose restriction to T is σ|T . For s > 0, T = K (µps ), and hence the group
Gal(T/T σ ) is naturally identified with a subgroup H of (Z/psZ)∗, and Gal(T ′/T σ )

is identified with the full preimage of H under the natural projection

π : (Z/ps+1Z)∗→ (Z/psZ)∗ (resp. π : (Z/2s+2Z)∗→ (Z/2sZ)∗ if p = 2).

The claim follows for s > 0 since each element of (Z/psZ)∗ has a preimage under
π of a greater order. If s = 0, then p is odd, and the claim holds, as the restriction
map Gal(T ′/T σ )→Gal(T/T σ ) is an epimorphism of cyclic groups with nontrivial
kernel.

Since σ and σ ′ agree on T , Chebotarev’s density theorem implies that there are
infinitely many primes p of K , with p - N (p), whose Frobenius automorphism is
σ ′ in T ′/K and is σ in M/K . Such primes are in Qσ since the order of the norm
of p as an element in (Z/ps+1Z)∗ (resp. in (Z/2s+2Z)∗) is the same as the order of
their Frobenius automorphism in K (µps+1)/K (resp. in K (µ2s+2)/K ). �

For a prime p of K , denote by ep(L/K ) the ramification index of p in a Galois
extension L/K .



850 Timo Hanke, Danny Neftin and Jack Sonn

Lemma 3.2. Let S0 be as in Lemma 2.15 and let σ ∈ B. Suppose that a pn-cover
L of M/K has full local degree in S0 and at p ∈ Qσ . Then ep(L/K ) | ps if p is odd
and ep(L/K ) | 2r+1 if p = 2.

Proof. By Lemma 2.15, the kernel A is abelian, Gal(M/T ) acts trivially on A, and
hence the action of B on A factors through the action of Gal(T/K ). Thus, σ acts
on the inertia group I ⊆ A of p in L/K as an automorphism of order at most fσ .

Assume on the contrary that there is an element a ∈ I of order ps+1 (resp. 2r+2

if p = 2). Since p is tamely ramified in L , σ acts on I by raising each element
to the power N (p) and hence defines an automorphism of order greater than fσ
on 〈a〉, a contradiction. �

We derive Theorem 1.2 from the following proposition, whose proof appears in
the end of this subsection.

Proposition 3.3. Assume the p-Sylow subgroup of B is noncyclic. Then there exists
a finite set S0 of primes of K disjoint from U such that for any pn-cover L of M/K
with full local degree in S0, Gal(L/M) is abelian of rank at most 2 and exponent at
most ps (resp. 2r+2 if p = 2).

If the p-Sylow subgroup of B is noncyclic, then Proposition 3.3 allows us to
improve on Corollary 2.17 by adding the following property to the list:

(iv) exp A | ps if p is odd and exp A | 2r+2 if p = 2.

In particular, since A has rank at most 2, bp(χ)≤2s if p is odd and bp(χ)≤2(r+2)
if p = 2. This proves Theorem 1.2.

The proof of Proposition 3.3 relies on the following group-theoretic proposition,
whose proof is given starting on page 851.

Proposition 3.4. Let
1→ A→ G

π
→ B→ 1 (3-1)

be an extension of nontrivial abelian p-groups A, B. If B is noncyclic and π−1
〈x〉

is cyclic for all x ∈ B, then |A| = 2.

Proof of Proposition 3.3. Replacing K with the fixed field of the p-Sylow subgroup
of B, we can assume without loss of generality that B is a p-group. By the
assumptions of the proposition, B is a noncyclic abelian group.

Choose S0 to be the set from Lemma 2.15 joined with one pσ ∈ Qσ for each
σ ∈ B. Suppose L is a pn-cover of M/K with full local degree in S0.

By Lemma 2.15, A is abelian of rank at most 2. Since the ps-torsion subgroup
A[ps
] is a characteristic subgroup of A, it is a normal subgroup of Gal(L/K ) and

hence the fixed field L0 := L A[ps
] is Galois over K . If p = 2, then we consider

L0 := L A[2r+1
] instead, which is also Galois over K . To prove our claim it suffices

to show that L0 = M (resp. [L0 : M] ≤ 2 if p = 2).
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Fix an element σ ∈ B and let Pσ be a prime of L which divides pσ . Let Iσ ⊆ A
be the inertia group of Pσ in L/K . By Lemma 3.2, |Iσ | ≤ ps (resp. |Iσ | ≤ 2r+1)
and hence Iσ ⊆ A[ps

] (resp. Iσ ⊆ A[2r+1
]). Thus, L0/K is unramified at pσ and

hence Pσ ∩ L0 has a cyclic decomposition group in L0/K . Since L0 has full local
degree at p, the decomposition group of Pσ ∩ L0 in L0/K is Gal(L0/Mσ ), and
hence L0/Mσ is a cyclic extension.

Since L0/Mσ is cyclic for all σ ∈ B and since B is noncyclic, Proposition 3.4
applied to the group extension

1→ Gal(L0/M)→ Gal(L0/K )→ Gal(M/K )→ 1

shows L0 = M (resp. [L0 : M] ≤ 2 if p = 2), proving the claim. �

Central group extensions. The last ingredient is a proof of Proposition 3.4. We
begin with elementary properties of commutators in a central group extension

1→ A→ G→ B→ 1 (3-2)

of abelian groups A, B. Let s : B→ G be a section of G→ B (not necessarily a
homomorphism).

Lemma 3.5. Commutators in G are bimultiplicative. That is, the map

β : B× B→ A, (x, y) 7→ [s(x), s(y)]

does not depend on the choice of s and is bimultiplicative.

Proof. Since [G,G] ⊆ A ⊆ Z(G), we have

[ab, x] = abxb−1a−1x−1
= a(bxb−1x−1)xa−1x−1

= [a, x][b, x].

Similarly one checks [x, ab] = [x, a][x, b], that is, that commutators are bimulti-
plicative. The statement about β follows from this. �

We next look at the meaning of the condition that π−1
〈 x 〉 is cyclic for x ∈ B. For

x = 1 it means A is cyclic, and for x 6= 1 one has:

Lemma 3.6. Assume A is cyclic. For x ∈ B, x 6= 1, π−1
〈 x 〉 is cyclic if and only if

A is trivial or generated by s(x)ord x .

In order to prove Proposition 3.4, we now assume A, B are nontrivial p-groups
and A is cyclic. The map

γ : B[p] → A/Ap, x 7→ s(x)p

is obviously independent of the choice of s.

Lemma 3.7. Assume A, B are nontrivial p-groups and A is cyclic.

(i) For x ∈ B[p], x 6= 1, π−1
〈 x 〉 is cyclic if and only if γ (x) 6= 1.
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(ii) If p is odd then γ is a homomorphism.

(iii) If p = 2 then γ is a homomorphism if and only if β(x, y) ∈ A2 for all x, y in
B[2].

Proof. (i) is Lemma 3.6. Since [G,G] ⊆ A ⊆ Z(G), we have (s(x)s(y))p
=

s(x)ps(y)pβ(x, y)p(p−1)/2 for all x, y ∈ B. In particular, for all x, y ∈ B[p],

γ (xy)= s(xy)p Ap
= (s(x)s(y))p Ap

= γ (x)γ (y)β(x, y)p(p−1)/2.

Thus γ is a homomorphism if and only if β(x, y)p(p−1)/2
∈ Ap. If p = 2 then

p(p− 1)/2= 1, proving (iii). For p odd, we use Lemma 3.5 to see that β(x, y) ∈
A[p] for all x, y ∈ B[p], so the term β(x, y)p(p−1)/2 vanishes. �

Proof of Proposition 3.4. Let A, B be nontrivial abelian p-groups, A cyclic and
B noncyclic. By hypothesis and Lemma 3.7(i), γ (x) 6= 1 for all x ∈ B[p], x 6= 1.
Therefore, if γ is a homomorphism then it is injective, in contradiction to A being
cyclic and B noncyclic. Hence, γ is not a homomorphism. By parts (ii) and (iii) of
Lemma 3.7, we have p= 2 and an element a := β(x, y) 6∈ A2 for some x, y ∈ B[2].
By Lemma 3.5, a ∈ A[2] \ A2 and hence |A| = 2. �

4. Examples

Suppose we are in the setup described in Section 2. In particular, α ∈ Br(K ),
χ ∈ Hom(GK ,1/0), and M is the fixed field of kerχ , an abelian extension of K .
In this section we provide examples of noncrossed products with the smallest
possible indices in fibers over noncyclic χ .

For p ∈P, let psp(M) denote the number of p-power roots of unity in M . If α+χ
has index equal to |χ |, then the division algebra contained in α+ χ is a crossed
product, because α is split by M . Therefore, noncrossed products of index p2 are
possible only if |χ | = p, in particular only if χ is cyclic.

Suppose χ is noncyclic with |χ | = p2. If bp(χ) = 0, then the fiber over χ
contains infinitely many noncrossed products of index p|χ |. By Theorem 1.2, this
happens, for example, whenever sp(M)= 0. We give examples of bicyclic χ with
|χ | = p2 and bp(χ)= 0 but sp(M)≥ 1. Note that such a phenomenon is in contrast
to the case of cyclic χ , for which one always has bp(χ)≥ sp(M) (see [Hanke and
Sonn 2011]).

For p = 2, an example as described above was given over K = Q in [Hanke
2004] and over K = Fq(t) for all q ≡ 3 (mod 8) in [Coyette 2012, Example 2.8].
These turn out to be special cases of our Examples 4.1 and 4.3 below.

We start with K =Q and p = 2:

Example 4.1. Let q, ` be odd primes such that q ≡ 3 (mod 4), q 6≡ −` (mod 8),
and q is a nonsquare modulo `. Note that for any odd prime `, a suitable q can be
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chosen using Dirichlet’s theorem.7 Let M :=Q(
√

q,
√
−`). Corollary 2.17 applied

with S = {`} and the following claim show bp(χ)= 0.

Claim. The extension M/Q has no isolated primes and there is no 2-cover L of
M/K with local degree [L : M]` = 2.

Proof. Set K1 := Q(
√

q), K2 := Q(
√
−`) and let χ be a character for which the

fixed field of kerχ is M .
We first check that M/Q has no isolated primes. The prime ` ramifies in K2 and

is inert in K1, so [M :Q]` = 4.

Case ` ≡ 3 (mod 4): By reciprocity, ` is a square modulo q, and hence −` is
a nonsquare modulo q. The prime q thus ramifies in K1 and is inert in K2, so
[M :Q]q = 4.

Case ` ≡ 1 (mod 4): Since q 6≡ −` (mod 8), we have Q2(
√

q) 6= Q2(
√
−`), so

[M :Q]2 = 4. In any case, M/Q has no isolated prime.

Now assume L is a 2-cover of M/Q with full local degree at `. Since K1 is real and
M is not, M/K1 does not have a cyclic 2-cover. Since q ≡ 3 (mod 4), −1 is not
a square in Qq . This implies that Qq does not have any totally ramified degree-4
extension, so that any ramified quadratic extension of Qq cannot have a cyclic
2-cover. Thus, globally, K1/Q does not have a cyclic 2-cover. The inertia field
of ` in L/Q contains K1 and is cyclic over Q, and thus is equal to K1. This is a
contradiction because L is then a cyclic 2-cover of M/K1. �

Remark. (i) Suppose M/Q is as in Example 4.1. Consider α ∈ Br(Q) such that
indα = 8 and indαQ(χ)

= 2. Since ` is not 2-isolated in M/Q, we can find such
an α with ind` α = 8. Since M/Q does not have a 2-cover L with [L : M]` = 2,
no 2-cover of M/Q splits α. Hence, the underlying division algebra of α+χ is a
noncrossed product of index 8.

(ii) In Example 4.1 we can choose (`, q)= (3, 11), (5, 7), (7, 3), etc. The example
in [Hanke 2004] is the case `= 7 and q = 3.

We now turn to arbitrary global fields K and a prime p 6= char K . Example 4.1
does not generalize immediately because its proof uses a real prime. The following
argument uses a third finite prime instead of a real prime:

Proposition 4.2. Let K be a global field and let p ∈ P with p 6= char K . Assume
s := sp(K ) > 0. Let p be any prime of K with p - N (p). There exists a bicyclic
extension M/K with group C ps × C ps and without isolated primes such that no
p-cover L of M/K has [L : M]p = p.

7Using the reciprocity law, it is also possible to choose a suitable ` for any prime q ≡ 3 (mod 4).
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Proof. By Chebotarev’s density theorem, there are primes q1, q2 of K such that
N (qi )≡ 1 (mod ps) but N (qi ) 6≡ 1 (mod ps+1). By the Grunwald–Wang theorem,
there are cyclic extensions Ki/K of degree [Ki : K ] = ps such that in K1, p is inert,
q1 is totally ramified, and q2 splits completely; and in K2, q1 is inert and p and q2

are totally ramified. Since p and q1 both have full local degree in M , M/K has no
isolated primes.

Since N (q1) 6≡ 1 (mod ps+1) and q1 is totally ramified in K1/K , K1/K does
not have a cyclic p-cover. Similarly, considering q2, M/K1 does not have a cyclic
p-cover.

Assume on the contrary there is a p-cover L of M/K with [L : M]p = p. Since
the inertia field of p contains K1 and is cyclic over K , it equals K1. This shows
that L is a cyclic p-cover of M/K1, a contradiction. �

Example 4.3. Let p ∈P and K = Fq(t) for q ≡ 1 (mod p), so that s := sp(K ) > 0.
Assume a 6∈ (K×)p. Let M = K

(
ps√

t, ps√
(t − 1)(t − a)

)
. By the following claim,

the proof of Proposition 4.2 applies to M and the primes p= (t−a), q1 = (t), q2 =

(t − 1). Therefore, bp(χ)= 0 for any χ for which M is the fixed field of kerχ .

For q ≡ 3 (mod 4) and p = 2, Example 4.3 is identical to [Coyette 2012,
Example 2.8].

Claim. Let K1 = K ( ps√
t), K2 = K

(
ps√
(t − 1)(t − a)

)
. Then (t − a) is inert in K1

and totally ramified in K2, (t) is totally ramified in K1 and inert in K2, and (t − 1)
splits completely in K1 and is totally ramified in K2.

Proof. In K1 we have: t ≡ a (mod t−a) is not a p-th power and t ≡ 1 (mod t−1)
is a ps-th power, and hence (t − a) is inert, (t − 1) splits completely, and (t) is
totally ramified.

In K2 we have: (t − 1)(t − a)≡ a (mod t) is not a p-th power, and hence (t) is
inert and (t − 1), (t − a) are totally ramified. �
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Yangians and quantizations of slices
in the affine Grassmannian

Joel Kamnitzer, Ben Webster, Alex Weekes and Oded Yacobi

We study quantizations of transverse slices to Schubert varieties in the affine
Grassmannian. The quantization is constructed using quantum groups called
shifted Yangians — these are subalgebras of the Yangian we introduce which
generalize the Brundan–Kleshchev shifted Yangian to arbitrary type. Building on
ideas of Gerasimov, Kharchev, Lebedev and Oblezin, we prove that a quotient of
the shifted Yangian quantizes a scheme supported on the transverse slices, and
we formulate a conjectural description of the defining ideal of these slices which
implies that the scheme is reduced. This conjecture also implies the conjectural
quantization of the Zastava spaces for PGLn of Finkelberg and Rybnikov.

1. Introduction

We initiate a program which relates the geometry of affine Grassmannians with
the representation theory of shifted Yangians. More precisely, we study slices in
affine Grassmannians which arise naturally in geometric representation theory; they
correspond to weight spaces of irreducible representations under the geometric
Satake correspondence. Our main result is that certain subquotients of Yangians
quantize these slices.

There is a general program to study symplectic resolutions by means of the
representation theory of their quantizations, generalizing the interplay between
semisimple Lie algebras and nilpotent cones. We believe that the representation
theory of shifted Yangians and its relationship to the geometry of slices in the affine
Grassmannian will prove to be a very fruitful area of inquiry.

1A. Slices in the affine Grassmannian. Let G be a complex semisimple group
and consider its thick affine Grassmannian Gr = G((t−1))/G[t]. Attached to each
pair of dominant coweights λ ≥ µ, we have Schubert varieties Grλ,Grµ ⊂ Gr,
with Grµ ⊂ Grλ. The neighborhood in Grλ of a point in Grµ is encapsulated in a
transversal slice to the latter variety in the former, which we denote by Grλµ. This
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slice is an important object of study in geometric representation theory because
under the geometric Satake correspondence it is related to the µ weight space in
the irreducible representation of G∨ of highest weight λ.

The Manin triple
(
g[t], t−1g[[t−1

]], g((t−1))
)

provides Gr with the structure of a
Poisson variety. The slice Grλµ is an affine Poisson subvariety, and thus its coordinate
ring is naturally a Poisson algebra. The purpose of this paper is to explicitly describe
quantizations of this Poisson algebra.

1B. Quotients of shifted Yangians. The slice Grλµ is defined as the intersection
Grλ∩Grµ, where Grµ is an orbit of the group G1[[t−1

]], the first congruence subgroup
of G[[t−1

]]. Thus on the level of functions O(Grλµ) is a quotient of O(Grµ), and
O(Grµ) is a subalgebra of O(G1[[t−1

]]). In order to quantize Grλµ we follow a
three-step procedure which mirrors this construction.

We first construct a version Y of the Yangian, which is a subalgebra of the
Drinfeld Yangian. Next, we define natural subalgebras Yµ ⊂ Y , called shifted
Yangians, that quantize Grµ. This generalizes the shifted Yangian for gln introduced
by Brundan and Kleshchev [2006]. Finally, we define a quotient Y λµ of Yµ using some
remarkable representations of Y as difference operators, constructed by Gerasimov,
Kharchev, Lebedev and Oblezin [Gerasimov et al. 2004].

Theorem A. The algebras defined above are all quantizations of the analogous
geometric objects. That is:

(1) The Yangian Y quantizes G1[[t−1
]].

(2) The shifted Yangian Yµ quantizes Grµ.

(3) The quotient Y λµ quantizes a (possibly nonreduced) scheme supported on Grλµ.

Item (1) is proven using a duality between quantum groups due to Drinfeld
and Gavarini, (2) follows simply from (1), and (3) follows using the Gerasimov–
Kharchev–Lebedev–Oblezin (GKLO) representation. In fact, we produce a family
Y λµ(c) of quantizations which we conjecture to map surjectively to the universal
family in the sense of Bezrukavnikov and Kaledin [2004].

Unfortunately, we are not able to prove that the scheme quantized by Y λµ is
reduced. However, we do provide a conjectural description of the generators of the
ideal of Grλµ inside Grµ and prove that this conjecture implies that Y λµ quantizes the
reduced scheme structure on Grλµ. Moreover, we prove that this conjecture gives a
simple description for the ideal defining Y λµ .

1C. Motivation and relation to other work. Brundan and Kleshchev [2006] con-
struct an isomorphism between quotients of shifted Yangians of gln and W -algebras
of glm . On the one hand, it is known that W -algebras are quantizations of Slodowy
slices. On the other hand, by the work of Mirković and Vybornov [2007], we
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have an isomorphism between Slodowy slices for slm and slices in the affine
Grassmannian for GLn . Thus via these results, we see that quotients of shifted
Yangians for gln quantize slices in the affine Grassmannian for GLn . This motivated
us to look for a direct construction of quantizations of affine Grassmannian slices
(for any semisimple G) using quotients of shifted Yangians. (The idea that the
Brundan–Kleshchev isomorphism should be thought of as a quantization of the
Mirković–Vybornov isomorphism was independently observed by Losev [2012,
Remark 5.3.4].)

If we take a limit of Grλµ as λ→∞ and λ−µ is fixed, then the slice Grλµ becomes
the Zastava space Zλ−µ. Finkelberg and Rybnikov [2010] have given conjectural
quantizations of Zastava spaces (for PGLn) using quotients of Borel Yangians,
which are a limit of shifted Yangians. We prove that our conjecture about the ideal
of Grλµ implies the conjecture of Finkelberg and Rybnikov.

Earlier work on shifted Yangians by Brundan and Kleshchev [2008] suggests
that one natural direction for future work is the study of a version of category O

over the algebra Y λµ . Because of the geometric Satake correspondence, we think of
category O for Y λµ as a categorification of a weight space in a representation of the
Langlands dual group G∨. Thus we expect that these categories (with λ fixed) carry
categorical g∨-actions. Moreover, conjectures of Braden, Licata, Proudfoot and
Webster [Braden et al. ≥ 2014] suggest that category O for Y λµ should be Koszul
dual to similar categories constructed from quiver varieties (in type A, we expect
that this reduces to parabolic-singular duality of Beilinson, Ginzburg and Soergel
[Beilinson et al. 1996]).

2. Symplectic structure on slices in the affine Grassmannian

2A. Notation. For any group H , we will write H((t−1)) = H(C((t−1))) for its
loop group and write H [t] = H(C[t]) and H [[t−1

]] = H(C[[t−1
]]) for its usual

subgroups. Let H1[[t−1
]] denote the first congruence subgroup of H [[t−1

]], i.e., the
kernel of the evaluation at t−1

= 0, H [[t−1
]] → H .

Throughout, G will denote a fixed complex semisimple group with opposite Borel
subgroups B, B−, unipotent subgroups N , N−, maximal torus T , Weyl group W , set
of roots 1, and simple roots {αi }i∈I . We will be concerned with both the coweights
and the weights of G, which we will be careful to distinguish throughout the paper.
Note that the coweights of G are the weights of its Langlands dual group G∨, which
we will occasionally consider in this paper.

We write {ωi }i∈I for the fundamental weights of the simply connected form
of G.

Following Drinfeld, we use generators ei , fi , hi for g, where

[hi , e j ] = (αi , α j )e j , [hi , f j ] = −(αi , α j ) f j , [ei , f j ] = δi j hi ,
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along with the usual Serre relations. Let (ai j )1≤i, j≤n be the Cartan matrix of g, and
let di be the unique coprime positive integers such that bi j = di ai j is a symmetric
matrix. Then the associated invariant form on g is defined by (ei , f j ) = δi j and
(αi , α j ) = (hi , h j ) = di ai j , and in particular, hi is the image of αi under the
identification of h and h∗.

This is as opposed to the standard Chevalley generators e′i , f ′i , h′i , which we will
identify as

ei =−d1/2
i e′i , fi =−d1/2

i f ′i , hi = di h′i .

In this way we have fundamental weights ωi (h′j )= δi j and a lift of the Weyl group
defined via si = exp ( f ′i ) exp (−e′i ) exp ( f ′i ).

If µ is a weight or coweight, we write µ∗ = −w0µ. Likewise, we write i∗ if
αi∗ =−w0αi .

Let V be a representation of G, and let v ∈ V , β ∈ V ∗. The matrix entry 1β,v is
a function on G given by 1β,v(g)= 〈β, gv〉. If w1, w2 ∈ W and τ is a dominant
weight, we define

1w1τ,w2τ (g)= 〈w1v−τ , w2vτ 〉

using the lift described above, where vτ is the highest-weight vector for the irre-
ducible representation V (τ ) and v−τ is the dual lowest-weight vector in V (τ ∗).

Using this matrix entry (also known as a generalized minor), we define the
function 1(s)β,v on G((t−1)), for s ∈ Z, whose value at g is the coefficient of t−s in
the polynomial 1β,v(g). So we have the formula

1β,v(g)=
∞∑

s=−∞

1
(s)
β,v(g)t

−s .

2B. Slices in the affine Grassmannian. Let G be a semisimple complex group.
In this paper, we will work with the thick affine Grassmannian Gr= G((t−1))/G[t].
We have an embedding of the usual thin affine Grassmannian into the thick affine
Grassmannian

G((t))/G[[t]] ∼= G[t, t−1
]/G[t] ↪→ G((t−1))/G[t].

We work with the thick affine Grassmannian since it is forced upon us by the
noncommutative algebras we consider. One manifestation of this is that the thick
Grassmannian is an honest scheme, while the thin Grassmannian is only an ind-
scheme. However, at a first reading, this difference will be of little importance, and
the reader can pretend that we are working with the usual thin affine Grassmannian.

Any coweight λ can be thought of as a C[t, t−1
]-point of G, which we can think

of as a C((t−1))-point as well. To avoid confusion, we use tλ to denote this point in
G((t−1)). We also use tλ for the image of tλ in Gr.
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Let λ and µ denote dominant coweights. Define

Grλ = G[t]tλ, Grµ = G1[[t−1
]]tw0µ.

Recall that the thin affine Grassmannian is precisely
⋃
λ

Grλ.
Our main object of interest will be

Grλµ := Grλ ∩Grµ.

This variety is a transverse slice to Grµ inside of Grλ since Grµ intersects every
Grν transversely and the intersection Grµµ is just the point tw0µ. In particular, this
variety is nonempty if and only if µ≤ λ, that is, if Grµ ⊂ Grλ. These varieties arise
naturally under the geometric Satake correspondence of Lusztig [1983], Ginzburg
[1995], and Mirković and Vilonen [2007]: the intersection homology of Grλµ is
identified with the µ-weight space of the irreducible G∨-representation of highest
weight λ.

Note that C× acts on Gr by loop rotation. This action preserves the G[t] and
G1[[t−1

]] orbits, and so C× acts on Grλµ. The following result is standard (it is a
special case of general results about flag varieties and their big cells).

Proposition 2.1. (1) Grλµ is an affine variety of dimension 2〈ρ, λ−µ〉.

(2) The action of C× on Grλµ contracts Grλµ to the unique fixed point tw0µ.

Example 2.2. If λ = µ+ α∨i , then Grλµ is isomorphic to the Kleinian singularity
C2/(Z/n+ 2), where n = 〈µ, αi 〉. To see this, first we identify

C2/(Z/n+ 2)=
{
(u, v, w) | uv+wn+2

= 0
}
,

and then we define the isomorphism

C2/(Z/n+2)→ Grλµ,

(u, v, w) 7→ φi

([
1−wt−1 vt−(n+1)

ut−1 1+wt−1
+· · ·+wn+1t−(n+1)

])
tw0µ,

where φi : SL2→ G denotes the SL2 corresponding to αi .

Let G((t−1))µ denote the stabilizer of tw0µ inside of G((t−1)). The following
easy result describes the stabilizer on the Lie algebra level.

Lemma 2.3. Lie
(
G((t−1))µ

)
= t[t]⊕

⊕
α∈1 t 〈α,w0µ〉gα[t].

Proof. The result follows immediately after observing that for g ∈ G((t−1)), we
have g ∈ G((t−1))µ if and only if t−w0µgtw0µ ∈ G[t]. �

In what follows, we will need the following set-theoretic description of Grλ due
to Finkelberg and Mirković [1999, (10.2)]. As we shall see, it is much trickier to
find a description of this variety with its natural reduced scheme structure.
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Proposition 2.4. Let g ∈ G((t−1)). We have [g] ∈ Grλ if and only if 1(s)β,v(g) = 0
for all dominant weights τ , for all v ∈ V (τ ), β ∈ V (τ )∗, and for all s < 〈λ,w0τ 〉.

Proof. Fix τ and let k be the minimal s such that there exist β ∈ V (τ )∗, v ∈ V (τ )
with 1(s)β,v(g) 6= 0 (if such a minimum exists). It is easy to see that k only depends
on the G[t] double coset containing g. Thus if [g] ∈Grλ, we have that k = 〈λ,w0τ 〉.
The result follows. �

The proof makes it clear that the Proposition holds even if τ only ranges over a set
of dominant weights which spans (over Q) the weight lattice.

2C. Symplectic structure on the affine Grassmannian. There is a nondegenerate
pairing on g((t−1)) coming from residue and the invariant form on g. Hence the
Lie algebras g[t], t−1g[[t−1

]], and g((t−1)) form a Manin triple (see [Drinfeld 1987,
Example 3.3]). This induces a Poisson–Lie structure on G((t−1)) with G[t] and
G1[[t−1

]] as Poisson subgroups. In particular, it coinduces a Poisson structure on Gr,
by standard calculations which date back to work of Drinfeld [1993].

Let us state a couple of results concerning the interaction between this symplectic
structure and the geometry considered in the previous section. These results were
originally obtained by Mirković (personal communication).

Theorem 2.5. Subvarieties Grλµ = Grλ ∩Grµ are symplectic leaves of Gr.

Proof. First we note that Grλµ are connected by [Richardson 1992, 1.4], since
g((t−1)) = g[t] ⊕ t−1g[[t−1

]]. The argument is stated there for finite-dimensional
groups, but carries through to the loop situation without issues. Then the result
follows from [Lu and Yakimov 2008, Corollary 2.9]. �

These are not all symplectic leaves of Gr, since not every G1[[t−1
]]-orbit contains

a point tw0µ and not every G[t]-orbit contains a point tλ. A general symplectic
leaf which lies in the thin affine Grassmannian is of the form Grλ ∩G1[[t−1

]]gtw0µ,
where g ∈ G.

Let Sµ= N ((t−1))tw0µ. An MV cycle is a component of Grλ ∩ Sµ. By Mirković–
Vilonen, these MV cycles give a basis for weight spaces of irreducible representa-
tions of the Langlands dual group. As we now see, the MV cycles are Lagrangians
in Grλµ.

Proposition 2.6. Grλ ∩ Sµ is a Lagrangian subvariety of Grλµ.

Proof. First we prove that Grλ ∩ Sµ ⊂ Grλµ. Since N is unipotent, we have that
N ((t−1)) = N1[[t−1

]]N [t]. Now by Lemma 2.3, we have that N [t]tw0µ = tw0µ.
Hence N ((t−1))tw0µ = N1[[t−1

]]tw0µ and thus Sµ ⊂ Grµ.
From [Mirković and Vilonen 2007, Theorem 3.2], dimGrλ∩Sµ=〈ρ, λ−µ〉, and

thus the intersection Grλ ∩ Sµ is half-dimensional in Grλµ. Hence it is Lagrangian if
and only if it is coisotropic. The variety Grλµ is affine, and so it suffices to check that
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the Poisson bracket of any two functions that vanish on Grλ ∩ Sµ vanishes there as
well. The functions vanishing on Sµ∩Grλ are generated by all functions of negative
weight under the action of the coweight ρ∨ : C×→ G. Since that action preserves
the Poisson structure, the Poisson bracket of two negative weight functions is again
of negative weight; this completes the proof. �

It is natural to ask whether Grλµ has a symplectic resolution. Let us temporarily
assume that G is of adjoint type and let us fix a sequence Eλ = (λ1, . . . , λn) of
fundamental coweights such that λ= λ1+ · · ·+ λn . (If we do not assume that G
is of adjoint type, then we may not be able to write λ as a sum of fundamental
coweights of G.) Then we have the open and closed convolutions

Gr
Eλ
:= Grλ1 ×̃ · · · ×̃Grλn , Gr

Eλ
:= Grλ1 ×̃ · · · ×̃Grλn

along with the convolution morphisms m : GrEλ→ Grλ and m̄ : GrEλ→ Grλ. (Here
the convolution A ×̃ B of two G[t]-invariant subsets A, B in Gr is defined by
p−1(A)×G[t] B, where p : G((t−1))→ Gr.)

Let
Gr
Eλ
µ := m−1(Grµ), GrEλµ := m̄−1(Grµ).

Recall that a normal variety X with a fixed symplectic structure � on its smooth
locus is said to have symplectic singularities if, locally on X , there are resolutions
of singularities p :U → X , where p∗� is the restriction of a closed 2-form on U
(which is not assumed to be nondegenerate on the exceptional locus).

A variety X is said to have terminal singularities if there is a resolution of
singularities of X such that each irreducible exceptional fiber has positive discrep-
ancy, that is, X is as close to being smoothly resolved as is crepantly possible.
A terminalization X → Y is a map which is birational, proper, and crepant with
X having terminal singularities. We say a variety X is Q-factorial if every Weil
divisor on X has an integer multiple which is Cartier.

Theorem 2.7. The variety Grλµ has symplectic singularities, and GrEλµ is a Q-factorial
terminalization of Grλµ.

Proof. First, we claim that GrEλµ has singular locus in codimension at least 4. Since
Grµ is transverse to every G[t]-orbit, the codimension of the singular locus cannot
jump when we pass to GrEλµ, so we need only establish the same result for GrEλ,
for which it suffices to consider the case of a fundamental coweight. If ωi is a
fundamental coweight and ν is a dominant coweight such that Grν ⊂ Grωi , then we
have that ρ∨(ωi −ν)≥ 2, since ωi −α j is never dominant. Thus, the singular locus
Grν has codimension at least 4.

As Beauville [2000, (1.2)] notes, since GrEλµ is regular in codimension 3 and
normal, the existence of a symplectic form on its smooth locus implies that it has
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symplectic singularities. Since we have a Poisson map GrEλµ→ Grλµ, this variety also
has symplectic singularities. By a result of Namikawa [2001, Corollary 1], this
regularity in codimension 3 also implies that GrEλµ is terminal.

Because each local singularity in GrEλµ is a local singularity in GrEλ, and these are
the product of local singularities in Grωi , we need only prove Q-factoriality in this
case. The group of Weil divisors of Grωi is the same as that of Grωi , which is an
affine bundle over G/Pi , where Pi is the maximal parabolic containing all negative
simple root spaces but g−αi . Thus, the Weil divisor group of G/Pi is isomorphic
to Z.

Since Grωi is projective, some Weil divisor on Grωi is Cartier. Thus, the group
generated by any nontrivial Weil divisor must intersect the image of the Cartier
divisors, and so Grωi is Q-factorial.1

By general properties of Schubert varieties and Bott–Samuelson resolutions, the
map GrEλµ→ Grλµ is proper and birational. The preimage of Grµ for µ 6= λ, λ−αi

has codimension at least 4, so any exceptional divisor must be the closure of a
component of the preimage of Grλ−αi . The coefficients of these divisors in the
discrepancy can thus be computed locally in a neighborhood of x ∈ Grλ−αi , but the
germ of the map is equivalent to the minimal resolution of a Kleinian singularity
by Example 2.2. The Kleinian singularities are known to be crepant. �

An obvious question is when Grλµ has a symplectic resolution. First, we make
the following conjecture.

Conjecture 2.8. Any symplectic resolution of Grλµ is of the form GrEλµ.

We can easily see when GrEλµ is actually a resolution.

Theorem 2.9. The following are equivalent.

(1) Grλµ possesses a symplectic resolution of singularities.

(2) GrEλµ is smooth and thus is a symplectic resolution of singularities of Grλµ.

(3) Gr
Eλ
µ = GrEλµ.

(4) There do not exist coweights ν1, . . . , νn such that ν1+ · · ·+ νn = µ; for all k,
νk is a weight of V (λk); and for some k, νk is a not an extremal weight of
V (λk) (here we regard the νk as weights of G∨).

Proof. (1) =⇒ (2): If Grλµ has a symplectic resolution, then by [Namikawa 2011,
5.6], any Q-factorial terminalization of Grλµ, in particular GrEλµ, is smooth.

1We thank Alexander Braverman for suggesting this portion of the argument to us.
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(2)=⇒ (1): In this case, GrEλµ is an example of a symplectic resolution of singularities.

(2)⇒ (3): By [Evens and Mirković 1999, Theorem 0.1(b)], the smooth locus of
Grλ is precisely Grλ. Thus the smooth locus of GrEλ is precisely Gr

Eλ.
Next we assume that there is a point x in GrEλµ not in Gr

Eλ
µ; we know that GrEλ is not

smooth at x . By the transversality of the G1[[t−1
]] and G[t] orbits, the completion

of GrEλ at x coincides with the completion of GrEλµ at x times something smooth.
Therefore GrEλµ cannot be smooth at x either.

(3) =⇒ (2): Clear.

(3) =⇒ (4): If there exist ν1, . . . , νn as in (3), then (tν1, tν1+ν2, . . . , tµ) ∈ GrEλµrGr
Eλ
µ.

(4) =⇒ (3): Suppose that there exists

(L1, . . . , Ln) ∈ Gr
Eλ
µrGr

Eλ
µ.

Recall that we have a C× × T action on Gr where the first factor acts by loop
rotation. Consider a map C×→ C×× T which is the identity into the first factor
and a generic dominant coweight into the second factor. We get a resulting C×

action on Gr whose attracting sets are the I− orbits, where I− is the preimage of B
under G[[t−1

]] → G.
Let

(tµ1, . . . , tµn )= lim
s→0

s · (L1, . . . , Ln).

From the definition of GrEλµ, we see that µn = µ. Also, for each k, we see that
d(tµk−1, tµk )≤λk (where d denotes the dominant coweight valued distance function
on Gr), and so νk :=µk−µk−1 is a weight of V (λk). Thus we obtain ν1, . . . , νn with
ν1+· · ·+νn =µ. Moreover, since (L1, . . . , Ln) /∈ Gr

Eλ
µ, we have d(Lk−1, Lk) < λk

for some k, and so νk is a nonextremal weight of V (λk). �

If λ is a sum of minuscule coweights, then the above conditions hold. For any
simple G not of type A, there are nonminiscule fundamental coweights λ; for such λ,
we can choose µ such that the above conditions do not hold. So there exist Grλµ
which do not admit symplectic resolutions.

2D. Beilinson–Drinfeld Grassmannian. Using the Beilinson–Drinfeld Grassman-
nian, we can define a family of Poisson varieties over An whose special fiber is Grλµ.
In this work, this family will only be used as motivation for a similar family of
quantizations of Grλµ; as illustrated in works such as [Bezrukavnikov and Kaledin
2004; Braden et al. 2012; Losev 2012], the universal symplectic deformation of a
symplectic singularity as a symplectic variety is intimately tied to understanding its
quantizations (see Section 4D). From this perspective, a natural next step (beyond
the scope of this paper) would be to study quantizations of the total spaces of these
deformations, not just of a single fiber.
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Recall that we have the moduli interpretation of the affine Grassmannian (see
[Mirković and Vilonen 2007, Section 5])

Gr =
{
(E, φ) | E is a principal G-bundle on P1

and φ : E |P1r{0}→ E0
|P1r{0} is an isomorphism

}
,

where E0 denotes the trivial G-bundle. We say that (E, φ) has Hecke type λ at 0 if
(E, φ) gives a point in Grλ under the above identification.

Note that the action of G[[t−1
]] by left multiplication in the homogeneous space

definition becomes change of trivialization in the new definition. Thus the G[[t−1
]]

orbit of (E, φ) is determined by isomorphism class of the G-bundle E , which is
given by a dominant coweight. Note also that the action of G1[[t−1

]] corresponds
to changes of trivialization which do not change anything at∞.

Let µ be a dominant coweight and let P be the corresponding standard parabolic
subgroup (so that WP is the stabilizer of µ in the Weyl group). Let E be a principal
G-bundle of type µ. Then E has a canonical P-structure.

Now let (E, φ) ∈ Gr. Let µ be the isomorphism type of E . Then φ∞ carries the
parabolic structure at∞ to a parabolic subgroup of G of type µ. Hence we see that
the G1[[t−1

]] orbits on Gr are labeled by a pair consisting of a dominant coweight
µ and a parabolic subgroup of G of type µ. In particular, Grµ is the locus of those
(E, φ) where E has isomorphism type µ and the parabolic subgroup produced is
the standard one.

We now consider the Beilinson–Drinfeld deformation of the affine Grassmannian.
This is a family GrAn over An whose fiber at a1, . . . , an ∈ An is given as

Gra1,...,an =
{
(E, φ) | E is a principal G-bundle on P1

and φ : E |P1r{a1,...,an}→ E0
|P1r{a1,...,an} is an isomorphism

}
.

Let Grµ,An be the locus of (E, φ), where E has isomorphism type µ and the
parabolic subgroup at∞ is the standard one.

Specializing to one choice of parameters, we can consider changes of triv-
ialization acting on Gra1,...,an . Let G1(P

1 r {a1, . . . , an}) denote the kernel of
G(P1r {a1, . . . , an})→ G given by evaluation at∞. Then Grµ,(a1,...,an) is an orbit
of G1(P

1r {a1, . . . , an}).
We may also think of this locus in terms of the C× action. We have an action

of C× on GrAn coming from the action of C× on P1. Note that this action moves
the base An . On the central fiber Gr(0,...,0) = Gr, this action of C× restricts to the
loop rotation action on Gr. Hence the fixed points of this C× action are the same as
the fixed points of the loop rotation action, namely, the sets Gtµ inside the affine
Grassmannian. Moreover, we have that Grµ,An is the attracting set for tw0µ under
the C× action.
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We have a fiberwise Poisson structure on GrAn using the Manin triples described in
[Etingof and Kazhdan 1998, Corollary 2.10 and Proposition 2.12]. As in Section 2C,
we get a Poisson structure on Grµ,(a1,...,an).

Now let us choose an expression λ = λ1 + · · · + λn , where λ1, . . . , λn are
fundamental coweights. This gives us a colored divisor D on P1 defined by D =∑
λi ai . We will think of D as a function on P1 with values in the dominant

coweights. Now we define

Gr
λ1,...,λn
µ,(a1,...,an)

:=
{
(E, φ)∈Grµ,(a1,...,an) | (E, φ) has Hecke type D(x) for all x ∈P1}.

From the above analysis, it is possible to show that these are symplectic leaves in
Grµ,(a1,...,an).

Fixing (λ1, . . . , λn) and letting (a1, . . . , an) vary, this forms a family of An . The
central fiber of this family is Grλµ.

Now, define

Gr
λ1,...,λn
µ,(a1,...,an)

:=
{
(E, φ) ∈ Grµ,(a1,...,an) | (E, φ) has Hecke type ≤ D(x) for all x ∈ P1}.

Then we obtain a family of symplectic varieties over An whose central fiber is Grλµ.

2E. Direct system on slices and Zastava spaces. We now look at what happens to
Grλµ when we increase λ,µ, keeping λ−µ fixed.

Let us fix ν in the positive coroot cone. Let µ,µ′ be dominant coweights with
µ′−µ dominant. From Lemma 2.3, we know that the stabilizer of tw0µ

′

in G1[[t−1
]]

contains the stabilizer of tw0µ in G1[[t−1
]]. So we can define a map Grµ→ Grµ′ by

gtw0µ 7→ gtw0µ
′

. From Proposition 2.4, we see that this restricts to a map

Grµ+νµ → Gr
µ′+ν

µ′ .

By construction, it is a Poisson map.
Clearly these maps are compatible with composition. Thus with ν fixed we get a

direct system of slices
{
Grµ+νµ

}
µ

. The limit of this system is an ind-scheme, but in
general it will not be represented by a scheme.

On the other hand, we can consider the Zastava space Zν , an affine variety, as
defined in [Finkelberg and Mirković 1999]. It is a partial compactification of the
moduli space Z◦ν of based maps from P1 into G/B of degree ν. The variety Zν
carries an action of C×, extending the action of C× on Z◦ν which rotates the source
of the map.

The following result shows that the algebras of functions O(Grµ+νµ ) stabilize to
O(Zν).

Theorem 2.10 [Braverman and Finkelberg 2011, Theorem 2.8]. There exists a map
Grµ+νµ → Zν . These maps are compatible with the above direct system on the slices
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and with the actions of C×. Moreover, the induced maps O(Zν)N → O(Grµ+νµ )N

are isomorphisms if N ≤ 〈αi , µ〉 for all i .

Remark 2.11. The theorem provides Zν with a Poisson structure. On the other
hand, Z◦ν carries a symplectic structure as described in [Finkelberg et al. 1999]. It
is expected that these two structures are compatible.

Example 2.12. Let us take G = PGL2 and ν = α∨, the simple coroot. Then (as in
Example 2.2), for n ≥ 0,

Grnω
∨+α∨

nω∨
∼= {(u, v, w) | uv+wn+2

= 0}.

Moreover, for m ≥ n, the map Grnω
∨+α∨

nω∨ → Grmω
∨+α∨

mω∨ is given by (u, v, w) 7→
(u, vwm−n, w). This is because we have an equality in GrPGL2 :[

1−wt−1 vt−(n+1)

ut−1 1+wt−1
+ · · ·+wn+1t−(n+1)

][
1 0
0 tm

]
=

[
1−wt−1 vwm−nt−(m+1)

ut−1 1+wt−1
+ · · ·+wm+1t−(m+1)

][
1 0
0 tm

]
.

On the other hand, the Zastava space Zα is A2. The map in Theorem 2.10 is given
by (u, v, w) 7→ (u, w).

With respect to the C× action on

Grnω
∨+α∨

nω∨ = {(u, v, w) | uv+wn+2
= 0},

the variables u, w have weight 1 and v has weight n+ 1. So we can see that

O(Zα)= C[u, w] → O
(
Grnω

∨+α∨

nω∨
)
= C[u, v, w]/(uv+wn+2)

is an isomorphism in degrees 0, . . . , n, as predicted by Theorem 2.10.
The Poisson structure on Grnω

∨+α∨

nω∨ is given by

{w, u} = u, {w, v} = −v, {u, v} = (n+ 2)wn+1,

while the Poisson structure on Zα is given by

{w, u} = u.

Finally, note that the C-points of the ind-scheme limn Gr
nω∨+α∨
nω∨ are

{(u, w) | u ∈ C×, w ∈ C} ∪ {(0, 0)},

which is a proper subset of C2, and hence this ind-scheme is not equal to A2.
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2F. Description of the Poisson structure. We would like to describe the Poisson
structure on G1[[t−1

]] in a little more detail. Let C ∈ g⊗ g be the Casimir ele-
ment for the bilinear form. Picking dual bases, we may represent this element as
C =

∑
Ja ⊗ J a; this Casimir element allows us to describe the Poisson bracket of

two minors. This can be written more compactly using the series

1β,v(u)=
∑
s≥0

1
(s)
β,vu

−s .

Note that 1(0)β,v = 〈β,w〉 is a constant function.

Proposition 2.13. The Poisson bracket {1β1,v1(u1),1β2,v2(u2)} is equal to

1
u1− u2

∑
a

1β1,Jav1(u1)1β2,J av2(u2)−1Jaβ1,v1(u1)1J aβ2,v2(u2)

in O(G1[[t−1
]])[[u−1

1 , u−1
2 ]].

Proof. The cobracket g((t−1)) → g((u1)) ⊗ g((u2)) is coboundary. If we let
r(u1, u2)= C/(u1− u2), it is given by

a(t) 7→
[
a(u1)⊗ 1+ 1⊗ a(u2), r(u1, u2)

]
.

As described earlier, the Lie algebra g((t−1)) carries an inner product

( f, g)t =− rest=0( f, g)

for which t−1g[[t−1
]] is Lagrangian and complementary to g[t]; this realizes g((t−1))

as the (topological) Drinfeld double of t−1g[[t−1
]]. In particular,

G1[[t−1
]] ⊂ G((t−1))

is a Poisson subgroup, and the Poisson bracket of any two functions on G1[[t−1
]]

can be calculated taking the bracket of any two extensions to all of G((t−1)) and
then restricting to G1[[t−1

]].
Thus, the Poisson structure on G((t−1)) is defined by

π = r L(u1, u2)− r R(u1, u2),

the difference of the left translation and right translation of the element r(u1, u2)

considered as a bivector at the identity. If X ∈ t−1g[[t−1
]] and g ∈ G1[[t−1

]], we
identify X with a tangent vector at g by left translation. Then we have

(d1β,v)g(X)= 〈β, gXv〉.
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Hence{
1β1,v1(u1),1β2,v2(u2)

}
(g)

=
〈
π, (d1β1,v1)g ⊗ (d1β2,v2)g(g)

〉
=
〈
r L(u1, u2)− r R(u1, u2), (d1β1,v1)g ⊗ (d1β2,v2)g(g)

〉
=

1
u1− u2

( ∑
a

〈β1, g(u1)Jav1〉〈β2, g(u2)J av2〉

−

∑
a

〈β1, Jag(u1)v1〉〈β2, J ag(u2)v2〉

)
=

1
u1− u2

∑
a

1β1,Jav1(u1)1β2,J av2(u2)−1Jaβ1,v1(u1)1J aβ2,v2(u2),

where the last step follows from the invariance of the pairing between dual repre-
sentations. �

We can unpack Proposition 2.13 into the following equations:{
1
(r+1)
β1,v1

,1
(s)
β2,v2

}
−
{
1
(r)
β1,v1

,1
(s+1)
β2,v2

}
=

∑
1
(r)
Jaβ1,v1

1
(s)
J aβ2,v2

−1
(r)
β1,Jav1

1
(s)
β2,J av2

(1)

for r, s ≥ 0. These equations specify all the desired Poisson brackets.

2G. A conjectural description of the ideal of Grλµ. In this section, we give a
conjectural description of the ideal of Grλµ as a subvariety of Gr0 = G1[[t−1

]].
Let Gsc denote the simply connected cover of G. Note that the natural map
Gsc

1 [[t
−1
]] → G1[[t−1

]] is an isomorphism. This allows us to consider 1(s)ωi ,ωi as
functions on G1[[t−1

]], even if ωi are not weights of G (for example if G is of
adjoint type).

We begin with the case of µ= 0. Let J λ0 denote the ideal in O(G1[[t−1
]]) Poisson

generated by 1(s)ωi ,ωi for s > 〈λ, ωi∗〉 and for i ∈ I .

Conjecture 2.14. The ideal of Grλ0 in O(G1[[t−1
]]) is J λ0 .

Let us make some comments on this conjecture. First, we have the following
result.

Proposition 2.15. J λ0 is generated as an ordinary ideal by 1(s)β,v for s > 〈λ, ωi∗〉

and for i ∈ I , where β, v range over bases for V (ωi )
∗ and V (ωi ).

Proof. Let I be the ideal generated as an ordinary ideal by 1(s)β,v for s > 〈λ, ωi∗〉.
First, we show that this ideal is contained in J λ0 .

We claim that 1(s)ωi ,v ∈ J λ0 for all v ∈ V (ωi ) and s > 〈λ, ωi∗〉. We proceed by
downward induction on the weight of v. The base case of v is highest weight
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follows by definition. For the inductive step, suppose that v is not highest weight.
In this case, v =

∑
f jv j for some v j of higher weight than v.

Fix s with s > 〈λ, ωi∗〉. Using (1) with s = 0 and the expression for the Casimir
(for notation see Section 3B)

C = Ch+

∑
α∈8+

Cαeα ⊗ fα +Cα fα ⊗ eα,

where (eα, fα)= C−1
α , we see that{

1(r)ωi ,v j
,1(1)ω j ,s jω j

}
=−1

(r)
ωi , f jv j

.

Thus we see that

1(s)ωi ,v
=

∑
j

1
(s)
ωi , f jv j

=−

∑
j

{
1(s)ωi ,v j

,1(1)ω j ,s jω j

}
.

All the terms on the right-hand side lie in J λ0 by the inductive assumption, and thus
1
(s)
ωi ,v ∈ J λ0 .
Now we claim that 1(s)β,v ∈ J λ0 for all β ∈ V (ωi )

∗, v ∈ V (ωi ), and s > 〈λ, ωi∗〉.
We have already proven this claim when β = v−ωi , so we proceed by induction

on the weight of β. Suppose that β ∈ V (ωi )
∗ is not lowest weight and assume that

the claim holds for all β of lower weight. In this case, we can write β =
∑

e jβ j

for some β j of lower weight.
Fix s with s > 〈λ, ωi∗〉. Again using the above expression for the Casimir, we

find that {
1
(s)
β j ,v

,1(1)s jω j ,ω j

}
=1

(s)
β j ,e jv

−1
(s)
e jβ j ,v

.

Thus we see that

1
(s)
β,v =

∑
j

1
(s)
e jβ j ,v

=

∑
j

{
1
(s)
β j ,v

,1(1)s jω j ,ω j

}
−1

(s)
β j ,e jv

.

All the terms on the right-hand side lie in J λ0 by the inductive assumption, and thus
1
(s)
β,v ∈ J λ0 . This shows that I ⊂ J 0

λ .
It remains to show that I is a Poisson ideal. Since 1(s)β,v, for β ∈ V (ωi )

∗, v ∈

V (ωi ), i ∈ I , generates O(G1[[t−1
]]), it suffices to check that I is closed under

Poisson bracket with these elements. This follows immediately from (1). �

Combining this proposition with Proposition 2.4, we obtain the following.

Corollary 2.16. The vanishing set of Jλ0 is Grλ0 .

Thus in order to establish Conjecture 2.14, it only remains to show that I λ0 is
radical.
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Remark 2.17. Let G = SLn . By an observation which goes back to Lusztig [1981,
Section 2], we know that there is an isomorphism Grnω1

0
∼= N, the nilpotent cone

of sln . For any dominant coweight λ with λ≤ nω1, under this isomorphism Grλ0 is
taken to a nilpotent orbit closure. Thus, the above conjecture implies generators
for the ideal of a nilpotent orbit closure inside the nilpotent cone of sln . From
this perspective, one can see that Conjecture 2.14 would imply the main result of
[Weyman 1989], which gives generators for the ideals of nilpotent orbit closures.
This gives additional evidence toward the conjecture, but also suggests it will be
difficult to prove.

Remark 2.18. One could imagine a similar conjecture for the ideal of Grλ inside
of the homogeneous coordinate ring of Gr with respect to its natural determinant
line bundle. However, this conjecture is false, already for SL2 and λ= α.

We will need the following generalization of Conjecture 2.14, which describes
the ideal of Grλµ. Consider the subgroup G1[[t−1

]]µ defined as the stabilizer in
G1[[t−1

]] of tw0µ. Note that, by Lemma 2.3, G1[[t−1
]]µ ⊂ N1[[t−1

]].
By the orbit-stabilizer theorem, we see that Grµ = G1[[t−1

]]/G1[[t−1
]]µ, and so

O(Grµ)= O(G1[[t−1
]])G1[[t−1

]]µ . Moreover, the map G1[[t−1
]]→Grµ is Poisson, and

thus O(Grµ) is a Poisson subalgebra of O(G1[[t−1
]]).

Lemma 2.19. The subalgebra O(Grµ) contains

1(s)siωi ,ωi
for all i ∈ I, s > 0,

1(s)ωi ,ωi
for all i ∈ I, s > 0,

(1ωi ,siωi /1ωi ,ωi )
(s) for all i ∈ I, s > 〈µ∗, αi 〉.

Later we will see that these elements generate O(Grµ) as a Poisson algebra.

Proof. Note that the action of G1[[t−1
]]µ on O(G1[[t−1

]]) is given by (k · f )(g)=
g( f k) for k ∈ G1[[t−1

]]µ, f ∈ O(G1[[t−1
]]), and g ∈ G1[[t−1

]]. In particular, we see
that k ·1β,v =1β,kv.

Since G1[[t−1
]]µ ⊂ N1[[t−1

]], the minors 1ωi ,ωi and 1siωi ,ωi will be G1[[t−1
]]µ-

invariant. Hence all 1(s)siωi ,ωi ,1
(s)
ωi ,ωi lie in O(Grµ).

On the other hand, let us consider the coefficients of the 1ωi ,siωi minor. If
k ∈G1[[t−1

]]µ, then we have k ·vsiωi = vsiωi+1ωi ,siωi (k)vωi . Hence if g ∈G1[[t−1
]],

then
1ωi ,siωi (gk)
1ωi ,ωi (gk)

=
1ωi ,siωi (g)+1ωi ,ωi (g)1ωi ,siωi (k)

1ωi ,ωi (g)
=
1ωi ,siωi (g)
1ωi ,ωi (g)

+1ωi ,siωi (k).

By Lemma 2.3, we have 1ωi ,siωi (k) ∈ t−〈w0µ,αi 〉C[t]. Hence the coefficient of t−s

in 1ωi ,siωi /1ωi ,ωi is invariant under the action of G1[[t−1
]]µ for s > 〈µ∗, αi 〉. Thus

(1ωi ,siωi /1ωi ,ωi )
(s)
∈ O(Grµ) for s > 〈µ∗, αi 〉. �
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Let J λµ denote the ideal of O(Grµ) Poisson generated by 1(s)ωi ,ωi for i ∈ I and
s > 〈λ−µ,ωi∗〉 = mi .

Conjecture 2.20. The ideal of Grλµ in O(Grµ) is J λµ .

This conjecture generalizes Conjecture 2.14. When µ 6= 0, we do not have a
set of (ordinary) generators for J λµ as in Proposition 2.15. However, we will now
establish an analogue of Corollary 2.16.

Proposition 2.21. The vanishing locus of Jλµ is Grλµ.

Proof. The vanishing locus of J λµ is the union of the symplectic leaves in the
vanishing locus of 1(s)ωi ,ωi for i ∈ I and s > 〈λ − µ,ωi∗〉 = mi ; after all, the
vanishing set is a union of symplectic leaves and if these functions vanish on a
symplectic leaf, then so do all Poisson brackets with them.

These generalized minors vanish on Grλµ by Proposition 2.4. So it suffices to
prove the vanishing locus of our generators does not contain Grνµ for some ν � λ.

Fix ν � λ such that µ≤ ν. Then d = 〈ν−µ,ωi∗〉> 〈λ−µ,ωi∗〉 for some i . We
will prove that there exists a point in Grνµ on which 1(d)ωi ,ωi is nonzero.

Let I++ = I ⊂ G((t−1)) denote the standard Iwahori and let I+− = w0 I++w
−1
0 be

the preimage of B− in G[t]. We claim that it suffices to prove that

I+
−

tw0ν I+
+
∩G−[[t−1

]]tw0µ 6=∅ in G((t−1)). (2)

To see that (2) suffices, let g ∈ G1[[t−1
]] such that gtw0µ lies in the above in-

tersection. As I+− , I++ ⊂ G[t], we see that gtw0µ ∈ Grνµ. Finally, we can write
g = b−tw0νb+t−w0µ for b− ∈ I+− , b+ ∈ I++ , and an elementary computation shows
that 1(d)ωi ,ωi (b−tw0νb+t−w0µ) 6= 0.

To prove (2), we work in the affine flag variety G((t−1))/I and note that (2) is
equivalent to nonemptiness of the intersection I+− tw0ν∩G−[[t−1

]]tw0µ in G((t−1))/I .
Let I−+ denote the preimage of B in G[[t−1

]] under evaluation at t−1
= 0. Since

µ is dominant, B fixes tw0µ and thus G−[[t−1
]]tw0µ = I−+ tw0µ. Thus we reduce to

proving that

I+
−

tw0ν ∩ I−
+

tw0µ 6=∅ in G((t−1))/I.

Twisting by w0, we reduce to proving that

I+
+
w0tw0ν ∩ I−

−
w0tw0µ 6=∅ in G((t−1))/I,

where I−− is the preimage of B− in G[[t−1
]]. From general theory of flag varieties,

this is equivalent to w0tw0ν ≥ w0tw0µ in the Bruhat order on the (extended) affine
Weyl group. This last fact is easily verified under our hypothesis that µ, ν are
dominant and ν ≥ µ. �
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3. Yangians

3A. The Drinfeld Yangian. As mentioned in the introduction, we will study sub-
quotients of Yangians in order to quantize our slices. We will actually need a slight
variant on the usual Yangian, which will be produced via a theory developed by
Gavarini [2007; 2002]. We begin with the usual Yangian, which we call the Drinfeld
Yangian to avoid confusion with the Yangian we wish to consider.

We define the Drinfeld Yangian Uhg[t] as the associative C[[h]]-algebra with
generators e(s)i , h(s)i , f (s)i for i ∈ I and r, s ∈ N and relations[

h(s)i , h(s)j

]
= 0,[

e(r)i , f (s)i

]
= δi j h

(r+s)
i ,[

h(0)i , e(s)j

]
= (αi , α j )e

(s)
j ,[

h(r+1)
i , e(s)j

]
−
[
h(r)i , e(s+1)

j

]
=

h(αi , α j )

2

(
h(r)i e(s)j + e(s)j h(r)i

)
,[

h(0)i , f (s)j

]
=−(αi , α j ) f (s)j ,[

h(r+1)
i , f (s)j

]
−
[
h(r)i , f (s+1)

j

]
=−

h(αi , α j )

2

(
h(r)i f (s)j + f (s)j h(r)i

)
,

[
e(r+1)

i , e(s)j

]
−
[
e(r)i , e(s+1)

j

]
=

h(αi , α j )

2

(
e(r)i e(s)j + e(s)j e(r)i

)
,

[
f (r+1)
i , f (s)j

]
−
[

f (r)i , f (s+1)
j

]
=−

h(αi , α j )

2

(
f (r)i f (s)j + f (s)j f (r)i

)
,

i 6= j, N = 1− ai j =⇒ sym
[
e(r1)

i , [e(r2)
i , . . . [e(rN )

i , e(s)j ] . . . ]
]
= 0,

i 6= j, N = 1− ai j =⇒ sym
[

f (r1)
i , [ f (r2)

i , . . . [ f (rN )
i , f (s)j ] . . . ]

]
= 0,

where sym denotes symmetrization with respect to r1, . . . , rN .
The following result of Drinfeld [1987, Example 6.3] will be our starting point.

Theorem 3.1. Uhg[t] is a quantization of g[t]. More precisely, there is an isomor-
phism of co-Poisson Hopf algebras Uhg[t]/hUhg[t] ∼=Ug[t], where Ug[t] carries
the co-Poisson structure coming from the Manin triple

(
g[t], t−1g[[t−1

]], g((t−1))
)
.

3B. PBW basis for the Drinfeld Yangian. Fix any order on the nodes of the
Dynkin diagram; for each positive root α, we let α̌ denote the smallest simple
root such that α̂ = α− α̌ is again a positive root.

We define eα ∈ g for α ∈1+ recursively by

eαi = ei and eα = [eα̂, eα̌].

We extend this definition to Uhg[t] by setting
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e(r)αi
= e(r)i and e(r)α = [e

(r)
α̂
, e(0)
α̌
].

Similarly, we define fα and f (r)α . We have the following PBW theorem for the
Drinfeld Yangian due to Levendorskii [1993].

Proposition 3.2. (1) Under the isomorphism Uhg[t]/hUhg[t] ∼= Ug[t], e(r)α cor-
responds to eαtr .

(2) Ordered monomials in the e(r)α , h(r)i , f (r)β form a PBW basis for Uhg[t].

3C. Drinfeld–Gavarini duality. Our goal is to give a quantization of the Poisson–
Hopf algebra O(G1[[t−1

]]) using the Drinfeld Yangian Uhg[t]. For this we will use
the quantum groups duality of Drinfeld and Gavarini.

We describe in brief one half of Drinfeld–Gavarini duality [Drinfeld 1987;
Gavarini 2007; 2002]. Let (H,1, ε) be a Hopf algebra over C[[h]]. Consider maps
1n
: H → H⊗n for n ≥ 0 defined by 10

= ε, 11
= idH , and

1n
= (1⊗ id⊗(n−2)) ◦1n−1

for n ≥ 2. Let δn
= (idH − ε)

⊗n
◦1n , and define the Hopf subalgebra

H ′ =
{
a ∈ H | δn(a) ∈ hn H⊗n}.

In general, H ′/h H ′ is a commutative Hopf algebra over C and can be given the
Poisson bracket

{a+ h H ′, b+ h H ′} = h−1
[a, b] + h H ′.

Suppose that G is a Poisson affine algebraic group, namely the maximal spectrum
of a Poisson commutative Hopf algebra O(G), and let g, g∗ be its tangent and
cotangent Lie bialgebras. Let Uh =Uh(g) be a quantization of U (g).

Theorem 3.3 [Gavarini 2007, Theorem 2.2]. There is an isomorphism of Poisson–
Hopf algebras

Uh
′/hUh

′ ∼= O(G∗),

where G∗ is a connected algebraic group with tangent Lie bialgebra g∗.

By [Gavarini 2002], for any basis {xα} of g, there exists a lift {xα} in Uh such
that

• ε(xα)= 0,

• Uh
′ is generated by {hxα}, and

• ordered monomials in these generators span Uh
′ over C[[h]].

In particular, if {x i } generates g, then
{
hxi + hUh

′
}

generates Uh
′/hUh

′ as a Poisson
algebra.
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To allow for easier identification of Uh
′/hUh

′ and O(G∗), we can reformulate
Theorem 3.3 as follows. Consider

L= Der(Uh
′/hUh

′) :=
{
ϕ :Uh

′/hUh
′
→ C

∣∣ ϕ(ab)= ϕ(a)ε(b)+ ε(a)ϕ(b)
}
,

with Lie bracket

[ϕ, φ](a)= (ϕ⊗φ)
(
1(a)−1op(a)

)
and cobracket

δ(ϕ)(a⊗ b)= ϕ({a, b}).

This is the Lie bialgebra of the Poisson algebraic group Spec(Uh
′/hUh

′).
The isomorphism described in Theorem 3.3 can be rephrased as follows.

Corollary 3.4. There is an isomorphism of Lie bialgebras g∗ ∼= L defined by

y 7→
(
hx + hUh

′
7→ 〈y, x〉

)
for x a lift of x ∈ g, extended by the Leibniz rule. This isomorphism yields a perfect
Poisson–Hopf pairing 〈 · , · 〉 :U (g∗)×Uh

′/hUh
′
→ C.

3D. Our Yangian. We will now apply this theory to the Drinfeld Yangian Uhg[t].
We let Y := (Uhg[t])′. We will refer to Y as the Yangian from now on. Note that it
is a subalgebra of the usual Yangian.

For X = Eα, Hi , Fα and r ≥ 1, we define X (r)
= hx (r−1). By the general remarks

above, these elements generate Y and monomials in these generators give a PBW
basis for Y . We define a grading on Y where X (r) has degree r .

Theorem 3.5. The X (r) generate Y subject to the relations[
H (s)

i , H (s)
j

]
= 0,[

E (r)i , F (s)j

]
= hδi j H (r+s−1)

i ,[
H (1)

i , E (s)j

]
= h(αi , α j )E

(s)
j ,[

H (r+1)
i , E (s)j

]
−
[
H (r)

i , E (s+1)
j

]
=

1
2 h(αi , α j )

(
H (r)

i E (s)j + E (s)j H (r)
i

)
,[

H (1)
i , F (s)j

]
=−h(αi , α j )F

(s)
j ,[

H (r+1)
i , F (s)j

]
−
[
H (r)

i , F (s+1)
j

]
=−

1
2 h(αi , α j )

(
H (r)

i F (s)j + F (s)j H (r)
i

)
,[

E (r+1)
i , E (s)j

]
−
[
E (r)i , E (s+1)

j

]
=

1
2 h(αi , α j )

(
E (r)i E (s)j + E (s)j E (r)i

)
,[

F (r+1)
i , F (s)j

]
−
[
F (r)i , F (s+1)

j

]
=−

1
2 h(αi , α j )

(
F (r)i F (s)j + F (s)j F (r)i

)
,
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sym
[
E (r1)

i , [E (r2)
i , . . . [E (rN )

i , E (s)j ] . . . ]
]
= 0 if i 6= j and N = 1− ai j ,

sym
[
F (r1)

i , [F (r2)
i , . . . [F (rN )

i , F (s)j ] . . . ]
]
= 0 if i 6= j and N = 1− ai j ,

Eαi = Ei ,[
E (r)
α̂
, E (1)

α̌

]
= hE (r)α ,

Fαi = Fi ,[
F (r)
α̂
, F (1)

α̌

]
= hF (r)α .

We can repackage these generators and relations using generating series. Let

Ei (u)=
∞∑

s=1

E (s)i u−s, Hi (u)= 1+
∞∑

s=1

H (s)
i u−s, Fi (u)=

∞∑
s=1

F (s)i u−s .

Then the above relations can be written in series form. For example, the series
version of the commutator relation between Ei and Fi is

[Ei (u), F j (v)] = −δi j
h

u− v

(
Hi (u)− Hi (v)

)
. (3)

Remark 3.6. Note that the Drinfeld Yangian Uhg[t] and our Yangian Y have natural
C[h]-forms; moreover, their h = 1 specializations U1g[t] and Y1 coincide as Hopf
algebras. The gradings on Uhg[t] and on Y give rise to two different filtrations
on Y1. In the work of Brundan and Kleshchev [2006], these filtrations appear as the
“loop filtration” and the “Kazhdan filtration”, respectively.

3E. Identification of Yangian with functions of G1[[t−1]]. From the results above,
we can deduce that there is a perfect Hopf pairing between U (t−1g[[t−1

]]) and Y/hY ,
as per Corollary 3.4. Let us denote by Q the root lattice for g, let Q+ denote the
positive root cone, and let Q> = Q+r {0} and Q< =−Q>.

Lemma 3.7. The Drinfeld Yangian Uhg[t], Y , and Y/hY are all Q-graded Hopf
algebras (all tensor products being graded by total degree). The pairing between
U (t−1g[[t−1

]]) and Y/hY respects this grading.

Proof. The Hopf grading on these spaces is induced by the action of the elements
h(0)i (resp. H (1)

i ). In each case, coproducts preserve total degree since the coproduct
is a homomorphism and the above elements are Lie algebra-like.

It is clear from Corollary 3.4 that the pairing between U (t−1g[[t−1
]]) and Y/hY

respects the grading for pairings 〈y, x〉 when y ∈ t−1g[[t−1
]] and x ∈ Y0. The result

follows for monomials y1 . . . yk ∈U (t−1g[[t−1
]]) by induction on k. �

For α ∈ Q, let Y (α) be the corresponding component of Y/hY as per Lemma 3.7.
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Proposition 3.8. In Y/hY we have:

1(H (r)
i )= H (r)

i ⊗1+1⊗H (r)
i +

r−1∑
s=1

H (s)
i ⊗H (r−s)

i +

⊕
α+β=0

α∈Q<,β∈Q>

Y (α)⊗Y (β),

1(E (r)i )= E (r)i ⊗ 1+ 1⊗ E (r)i +

r−1∑
s=1

H (s)
i ⊗ E (r−s)

i +

⊕
α+β=αi

α∈Q<,β∈Q>

Y (α)⊗ Y (β),

1(F (r)i )= F (r)i ⊗ 1+ 1⊗ F (r)i +

r−1∑
s=1

F (s)i ⊗ H (r−s)
i +

⊕
α+β=−αi
α∈Q<,β∈Q>

Y (α)⊗ Y (β).

Proof. To begin, we recall that 1(X (1))= X (1)
⊗ 1+ 1⊗ X (1) for all x ∈ g. Also,

using the presentation of Uhg[t] with generators x, J (x) for x ∈ g (for which the
coproduct is known), a direct calculation yields

1(H (2)
i )= H (2)

i ⊗ 1+ 1⊗ H (2)
i + H (1)

i ⊗ H (1)
i −

∑
β∈8+

Cβ(β, αi )F
(1)
β ⊗ E (1)β ,

where (eβ, fβ)= C−1
β . We prove the coproduct for E (r)i by induction on r , using

the identity

E (r+1)
i =

1
(αi , αi )

{
H (2)

i , E (r)i

}
− H (1)

i E (r)i .

The coproduct of the right side is expanded using the Poisson–Hopf algebra relations,
the formula for 1(H (2)

i ), and the inductive hypothesis. The above identity is then
applied again to reduce the terms in the result, and yields the form as claimed.

An analogous induction proves the case of 1(F (r)i ). Finally, we take the coprod-
uct of the identity

H (r)
i =

{
E (r)i , F (1)i

}
to finish the proof. �

Recall that the pairing between U (t−1g[[t−1
]]) and Y/hY is determined, as per

Corollary 3.4, by the pairing between t−1g[[t−1
]] and g[t] given in Section 2F. Take

an “FHE” total ordering on the generators fαtr , hi tr , eαtr for U (t−1g[[t−1
]]). Then

it is easy to see that the previous lemma and proposition completely control the
pairing between U (t−1g[[t−1

]]) and Y/hY for the corresponding PBW basis. For
example, −F (r)i acts as the dual of the basis element ei t−r , etc.

Theorem 3.9. There is an isomorphism φ : Y/hY ∼= O(G1[[t−1
]]) of N-graded
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Poisson–Hopf algebras such that

φ(Hi (u))=
∏

j

1ω j ,ω j (u)
−a j i ,

φ(Fi (u))= d−1/2
i

1ωi ,siωi (u)
1ωi ,ωi (u)

,

φ(Ei (u))= d−1/2
i

1siωi ,ωi (u)
1ωi ,ωi (u)

,

where O(G1[[t−1
]]) is graded using the loop rotation C× action.

Proof. We check explicitly that the right-hand sides act as described by the previous
proposition. Let X = (x1tr1) . . . (xk trk ) ∈U (t−1g[[t−1

]]) be a basis monomial with
the FHE order as chosen above. Then we have

1ωi ,siωi (u)
1ωi ,ωi (u)

(X)

=−d−1/2
i

∂k

∂z1 . . . ∂zk

〈
v−ωi , (1+ z1ur1 x1) . . . (1+ zkurk xk) fivωi

〉〈
v−ωi , (1+ z1ur1 x1) . . . (1+ zkurk xk)vωi

〉 ∣∣∣∣
z1=···=zk=0

,

noting that sivωi = f ′i vωi =−d−1/2
i fivωi in the generalized minor (see Section 2A).

Since we have an FHE order, to get something nonzero in the right-hand numerator,
xk must be a multiple of ei , since ei fivωi = hivωi = divωi . In this case, zkurk ei

does not contribute to the denominator, and the remaining factors cancel, leaving

1ωi ,siωi (u)
1ωi ,ωi (u)

(X)=−d1/2
i

∂k

∂z1 . . . ∂zk
zkurk

∣∣∣∣
z1=···=zk=0

,

so X must have been ei tr to start with. But this is precisely how d1/2
i Fi (u) acts

on X . Similar computations hold in the two remaining cases.
To prove the equality for Hi (u) one can also work in O(G1[[t−1

]]), and build off
the known results Ei (u) and Fi (u), since we must have

φ(Hi (u))−φ(Hi (v))

u− v
=−

{
φ(Ei (u)), φ(Fi (v))

}
.

We can then use formula (1) and identities for generalized minors.
The nondegeneracy of both Hopf pairings implies that φ is an injection. It follows

that φ is an isomorphism from a dimension count; both Y/hY and O(G1[[t−1
]])

have Hilbert series for the loop grading given by

∞∏
i=1

1
(1− q i )dim g

.
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Indeed, for Y/hY this follows from the PBW theorem coming from Y , since Y is
a free C[[h]]-algebra. On the other hand, the Hilbert series on O(G1[[t−1

]]) is the
same as the Hilbert series for Sym(t−1g[[t−1

]]), since as G1[[t−1
]] is pro-unipotent,

we have an isomorphism of vector spaces. �

3F. Shifted Yangians. The Yangian has a very interesting class of subalgebras: the
shifted Yangians. Let µ be a dominant coweight.

We will now redefine elements

F (s)α =
1
h

[
F (s−〈µ

∗,α̌〉)

α̂
, F (〈µ

∗,α̌〉+1)
α̌

]
, (4)

for α a positive nonsimple root and for s > 〈µ∗, α〉. Note that these F (s)α depend
on µ.

Definition 3.10. The shifted Yangian Yµ is the subalgebra of Y generated by E (s)α
for all α, s, H (s)

i for all i, s, and F (s)α for s > 〈µ∗, α〉.

Proposition 3.11. (1) Monomials in the E (s)α , H (s)
i , F (s)α give a basis for Yµ.

(2) The natural map Yµ/hYµ→ Y/hY is injective.

Proof. We first construct a PBW basis for Y slightly different from the one described
in Section 3D. The generators E (s)α are defined as usual (see Section 3D). The
generators F (s)α are given the usual definition when s ≤ 〈µ∗, α〉, but for s > 〈µ∗, α〉
we take definition (4). By the general remarks following Theorem 3.3, ordered
monomials in generators F (s)α , H (s)

i , E (s)α are a PBW basis of Y .
Any element x ∈ Yµ can be expressed as a linear combination of these PBW

monomials. We now show that any monomials appearing in such an expression do
not contain factors of the form F (s)α for s ≤ 〈µ∗, α〉.

By definition, x is a linear combination of (unordered) monomials in F (s)α , H (t)
i ,

E (u)α , where s> 〈µ∗, α〉. To put x in PBW form, one has to commute these generators
past each other. By definition, when s > 〈µ∗, α〉, F (s)α is a linear combination of
monomials built from F (t)i , where t > 〈µ∗, αi 〉. Therefore it suffices to show that
when commuting such F (t)i past the other generators of Yµ one never obtains factors
of the form F (u)j for u ≤ 〈µ∗, α j 〉. This is a direct consequence of the relations
appearing in Theorem 3.5.

This proves the first statement of the theorem. The second part is a direct
consequence of the first. �

In the limit as µ→∞, we then obtain Y∞, which is the subalgebra generated by
all E (s)α , A(s)i . This is called the Borel Yangian in [Finkelberg and Rybnikov 2010].

We will now show that this shifted Yangian is a quantization of Grµ. Recall that
O(Grµ) is embedded as a Poisson subalgebra of O(G1[[t−1

]]).



Yangians and quantizations of slices in the affine Grassmannian 881

Theorem 3.12. The isomorphism φ restricts to an isomorphism of Poisson algebras
from Yµ/hYµ to O(Grµ).

Proof. First note that Yµ/hYµ is generated as a Poisson algebra by all E (s)i , A(s)i ,
and those F (s)i for i > 〈µ∗, αi 〉. We note that Lemma 2.19 shows that the image of
these generators under φ land in the subalgebra O(Grµ).

Since O(Grµ) is a Poisson subalgebra of O(G1[[t−1
]]), we see that φ restricts to a

map Yµ/hYµ→ O(G1[[t−1
]]). This map is injective, since it is the restriction of an

injective map. Thus, we only need to show that it is surjective, which we do by a
dimension count.

Note that by Lemma 2.3, the isotropy Lie algebra of tw0µ in G1[[t−1
]] is the

finite-dimensional nilpotent Lie algebra

⊕
α∈1+

−〈w0µ,α〉⊕
i=1

t−igα.

As a C∗-module, the functions on the group are identical to those on the Lie algebra
by the unipotence of the stabilizer. Thus, if we let d(k) be the number of roots such
that 〈w0µ, α〉< k, the Hilbert series of the functions on the stabilizer is

∞∏
i=1

1
(1− q i )d(i)

.

The Hilbert series of O(G1[[t−1
]])G1[[t−1

]]µ is the quotient of that of O(G1[[t−1
]])

by that of functions on the stabilizer. That is, it is
∞∏

i=1

1
(1− q i )dim g−d(i) .

On the other hand, the PBW basis for the shifted Yangian gives us the same
Hilbert series for Yµ. �

Thus the shifted Yangian Yµ gives a quantization of Grµ.

Remark 3.13. We should note that it is this theorem that forces us to use the
thick Grassmannian; it will fail if we take the analogue of Grµ in the thin affine
Grassmannian, since this has “too many” functions, and will correspond to a
completion of Yµ.

3G. Deformation of the Yangian. We consider a deformation of the Yangian,
which we think of as related to the Beilinson–Drinfeld Grassmannian deforming
the affine Grassmannian. We consider for each node i in the Dynkin diagram an
infinite sequence of parameters r (1)i , r (2)i , . . . ∈ C[[h]] and their generating series
ri (u)= 1+ r (1)i u−1

+ · · · .
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Consider the algebra Y (r) generated by the coefficients of Ei (u), Fi (u), Ai (u).
The relations are as in the previous section, with the relation (3) replaced by

(u− v)
[
Ei (u), Fi (v)

]
=−h

(
ri (u)Hi (u)− ri (v)Hi (v)

)
, (5)

and let Yµ(r) be the shifted analogue of this algebra. Y (r) is actually isomorphic
to the trivial deformation of the Yangian via the map Hi (u) 7→ Hi (u)/ri (u).

4. Quantization of slices

In order to quantize the slices Grλµ, we will need to define a quotient of Yµ (and its
deformations Yµ(r)).

4A. Change of Cartan generators. It will be convenient for us to change the
Cartan generators of Y . Following [Gerasimov et al. 2004], we define A(s)i by the
equation

Hi (u)=

∏
j 6=i

−a j i∏
p=1

A j

(
u− h

2
(αi + pα j , α j )

)
Ai (u)Ai

(
u− h

2
(αi , αi )

) , (6)

where Ai (u)= 1+
∞∑

s=1
A(s)i u−s .

Example 4.1. In the G = SL2 case, this gives H(u) = 1
A(u)A(u−h)

, and so for
example we have

H (1)
=−2A(1), H (2)

= 3A(1)
2
− h A(1)− 2A(2).

Proposition 4.2 [Gerasimov et al. 2004, Lemma 2.1]. Equation (6) uniquely deter-
mines all the A(s)i .

One can think of the new generators A(s)i as being related to the fundamental
coweights of G, whereas the H (s)

i match with the simple coroots. In particular, we
have the following result which follows by setting h = 0 in (6).

Proposition 4.3. Let
φ : Y/hY → O(G1[[t−1

]])

be the isomorphism from Theorem 3.9. Then φ(A(s)i )=1
(s)
ωi ,ωi .

4B. The GKLO representation. In this section, we describe certain representations
via difference operators of shifted Yangians, based on [Gerasimov et al. 2004]. Fix
an orientation of the Dynkin diagram; we will write i← j to denote arrows in this
quiver. This will replace the ordering on the simple roots in [loc. cit.].

Fix a dominant coweight λ such that µ ≤ λ and let mi = 〈λ−µ,ωi∗〉 and let
λi = 〈λ, αi∗〉.
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Define a C[[h]]-algebra Dλ
µ, with generators zi,k, βi,k, β

−1
i,k , for i ∈ I and 1 ≤

k ≤ mi , and (zi,k − zi,l)
−1, and relations that all generators commute except that

βi,kzi,k = (zi,k + di h)βi,k .
This algebra Dλ

µ is an algebra of h-difference operators.

Proposition 4.4. The algebra Dλ
µ is a free C[[h]]-algebra and we have an isomor-

phism of Poisson algebras

Dλ
µ/h Dλ

µ
∼= C

[
zi,k, (zi,k − zi,l)

−1, βi,k, β
−1
i,k

]
,

where the right-hand side is given the Poisson structure defined by {βi,k, zi,k} =

diβi,k and all other generators Poisson commute.

Proof. Obviously, we have a map

C
[
zi,k, (zi,k − zi,l)

−1, βi,k, β
−1
i,k

]
→ Dλ

µ/h Dλ
µ

by observing that Dλ
µ/h Dλ

µ is commutative. From the Bergman diamond lemma,
we see that the algebra Dλ

µ has a PBW basis consisting of

h p
·

∏
β
±ai,k
i,k ·

∏
zb j,k

j,k ·
∏
k<`

(zi,k − zi,`)
ei,k,`

subject to the restriction that if b j,k 6= 0, then k must be maximal in its equivalence
class for the relation given by the transitive closure of the binary relation k ∼ ` if
e j,k,` 6= 0. Freeness over C[[h]] follows immediately and since the same monomials
give a basis of C[[h]]

[
zi,k, (zi,k − zi,l)

−1, βi,k, β
−1
i,k

]
, this confirms that we have the

desired isomorphism. The Poisson bracket calculation follows immediately from
the relations. �

Fix some complex numbers c(r)i for i ∈ I , 1≤ r ≤λi . For any variable x , consider
the monic degree-λi polynomial whose coefficients are the numbers c(r)i ,

Ci (x)= xλi + c(1)i xλi−1
+ · · ·+ c(λi )

i .

Note that x−λi Ci (x)= 1+c(1)i x−1
+· · ·+c(λi )

i x−λi . We also introduce polynomials
Zi (x) =

∏mi
k=1(x − zi,k) and Zi,k(x) =

∏
6̀=k(x − zi,`). Let µi = 〈µ, αi∗〉 and set

Fµ,i (u)=
∑
∞

s=1 F (s+µi )
i u−s . Finally, for any c as above, define r by

ri (u)= u−λi Ci (u)

∏
j 6=i

−a j i∏
p=1

(
1− u−1

(
hdi

ai j

2
+ hd j p

))m j

(1− hdi u−1)mi
. (7)

We are now ready to define the GKLO representation:
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Theorem 4.5. There is a map of C[[h]]-algebras, 9λ
µ : Yµ(r)→ Dλ

µ, defined by:

Ai (u) 7→ u−mi Zi (u),

Ei (u) 7→ d−1/2
i

mi∑
k=1

∏
j→i

−a j i∏
p=1

Z j

(
zi,k − hdi

ai j

2
− hd j p

)
(u− zi,k)Zi,k(zi,k)

β−1
i,k .

And Fµ,i (u) maps to

−d−1/2
i

mi∑
k=1

Ci (zi,k + hdi )

∏
j←i

−a j i∏
p=1

Z j

(
zi,k − hdi

(ai j

2
− 1

)
− hd j p

)
(u− zi,k − hdi )Zi,k(zi,k)

βi,k .

Proof. When µ= 0, this is a reformulation of Theorem 3.1(i) of [Gerasimov et al.
2004]. Suppose then that µ 6= 0. Then the proof of the theorem cited applies to all
the relations in Yµ except for the commutator relation between Ei (u) and Fµ,i (v).

In the shifted Yangian this relation takes the form

(u− v)
[
Ei (u), Fµ,i (v)

]
= h

(
Jµ,i (v)− Jµ,i (u)

)
, (8)

where Ji (v)= ri (v)Hi (v)=
∞∑

p=0
J (p)i v−p and

Jµ,i (v)=
∞∑

p=1

J (p+µi )

i v−p.

To express the left-hand side of (8), we set

L i (v)=

Ci (zi,k + hdi )
∏
j 6=i

−a j i∏
p=1

Z j

(
zi,k − hdi

(ai j

2
− 1

)
− hd j p

)
Zi,k(zi,k + hdi )Zi,k(zi,k)(v− zi,k − hdi )

,

Ri (v)=

Ci (zi,k)
∏
j 6=i

−a j i∏
p=1

Z j

(
zi,k − hdi

ai j

2
− hd j p

)
Zi,k(zi,k − hdi )Zi,k(zi,k)(v− zi,k)

.

Then the left-hand side of (8) is equal to

d−1
i

mi∑
k=1

(
L i (v)− Ri (v)

)
−
(
L i (u)− Ri (u)

)
.

Note that we expressed this sum as a “v-part” minus a “u-part”.
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Now we consider the right-hand side of (8). Note that

λi = µi + 2mi +
∑
j↔i

a j i m j .

Therefore,

ri (u)= u−µi

Ci (u)
∏
j 6=i

−a j i∏
p=1

(
u− hdi

ai j

2
− hd j p

)m j

umi (u− hdi )mi
.

Now

Hi (u) 7→
umi (u− hdi )

mi∏
j 6=i

−a j i∏
p=1

(
u− hdi

ai j

2
− hd j p

)m j

∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zi (u)Zi (u− hdi )

,

and hence

ri (u)Hi (u) 7→ u−µi Ci (u)

∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zi (u)Zi (u− hdi )

.

Therefore

Ci (u)

∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zi (u)Zi (u− hdi )

=

∞∑
p=0

J (p)i uµi−p.

On the other hand,

Jµ,i (u)=
∞∑

p=µi+1

J (p)i uµi−p,

showing that Jµ,i (u) is a truncation of

Ci (u)

∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zi (u)Zi (u− hdi )

.

More precisely, for r = 1, 2, . . . ,

h Jµ,i (u)
∣∣
u−r = hCi (u)

∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zi (u)Zi (u− hdi )

∣∣∣
u−r
.
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Using partial fractions, we have that h
Zi (u)Zi (u−hdi )

equals

mi∑
k=1

1
Zik(zik)Zik(zik + hdi )(u− zik − hdi )

−
1

Zik(zik)Zik(zik − hdi )(u− zik)
.

Therefore for r = 1, 2, . . . , the u−r -coefficient of h Jµ,i (u) is equal to the u−r -
coefficient of

mi∑
k=1

Ci (u)
∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zik(zik)Zik(zik + hdi )(u− zik − hdi )

−

Ci (u)
∏
j 6=i

−a j i∏
p=1

Z j

(
u− hdi

ai j

2
− hd j p

)
Zik(zik)Zik(zik − hdi )(u− zik)

.

Now observe that for any polynomial p(u) and for r = 1, 2, . . . ,

p(u)
u− z

∣∣∣
u−r
=

p(z)
u− z

∣∣∣
u−r
.

Therefore for r = 1, 2, . . . , the u−r -coefficient of huµi Jµ,i (u) is equal to the u−r -
coefficient of

∑mi
k=1 L i (u)− Ri (u), proving (8). �

Example 4.6. If g = sl2 and λ = α∨, µ = 0, then the formulas above simplify
considerably. In this case,

A(u) 7→ 1− zu−1, E(u) 7→
1

u− z
β−1,

and F(u) 7→ −
(
(z+ h)2+ c(1)(z+ h)+ c(2)

) 1
u− z− h

β. In particular,

H (1)
7→ 2z, E (1) 7→ β−1, F (1) 7→ −

(
(z+ h)2+ c(1)(z+ h)+ c(2)

)
β.

Restrict this representation to the copy of sl2 generated by E (1), H (1)
+c(1)+h, F (1),

and consider these as difference operators acting on the polynomial ring C[z]. (More
precisely, these act on C[[h]][z], but one can specialize h to 1.) This is a standard
Whittaker module for sl2 with generic nilpotent character.

Remark 4.7. We can define a Z-grading on Dλ
µ by setting

deg h = 1, deg zi,k = 1, degβi,k = mi +
∑
i→ j

ai j m j + λi −µi .

With this definition, the GKLO representation preserves grading.
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4C. Quantization of the slices Grλµ. For any c as above, let Y λµ(c) be the image
of Yµ(r) in Dλ

µ under the GKLO representation 9λ
µ and let I λµ(c) denote the kernel

of 9λ
µ (here r is determined from c by (7)).

Note that Y λµ(c) is free as a C[[h]]-algebra since it is a subalgebra of Dλ
µ, a free

C[[h]]-algebra.
We have the isomorphism Yµ(c)→ Yµ from Section 3G and thus we get an

isomorphism of Poisson algebras Yµ(c)/hYµ(c)→ O(Grµ) from Theorem 3.12.
On the other hand, because Y λµ(c) is free as a C[[h]]-algebra, we get a surjection of
Poisson algebras Yµ(c)/hYµ(c)→ Y λµ(c)/hY λµ(c).

We will now establish the following theorem, which shows that Y λµ is a quantiza-
tion of scheme supported on Grλµ.

Theorem 4.8. There is a surjective map of Poisson algebras Y λµ(c)/hY λµ(c)→
O(Grλ̄µ) which is an isomorphism modulo the nilradical of the left-hand side.

Remark 4.9. Consider the map

Y λµ(c)/hY λµ(c)→ C
[
zi,k, (zi,k − zi,l)

−1, βi,k, β
−1
i,k

]
obtained by reducing the GKLO representation mod h. If we knew that this map
was injective, then we would know that Y λµ(c)/hY λµ(c) was reduced and that the
map from Theorem 4.8 was an isomorphism. We will in fact make a stronger
conjecture.

If Conjecture 2.20 holds, then we can strengthen Theorem 4.8 as follows.

Theorem 4.10. If Conjecture 2.20 holds, then:

(1) There is an isomorphism of Poisson algebras Y λµ(c)/hY λµ(c)→ O(Grλ̄µ).

(2) Y λµ(c) is the quotient of Yµ(c) by the 2-sided ideal generated by A(s)i for
s > mi , i ∈ I .

Proof of Theorem 4.8. Via the isomorphism Yµ(c)/hYµ(c)→ O(Grµ), we can
regard Y λµ(c)/hY λµ(c) as a quotient of O(Grµ) by an ideal, which we denote by I2.

First, note that 9λ
µ(A

(s)
i )= 0 for i ∈ I , s >mi , and thus 1(s)ωi ,ωi ∈ I2 for i ∈ I and

s > mi . Since I2 is a Poisson ideal, we see that J λµ ⊂ I2.
By Proposition 2.21, we see that the vanishing locus of J λµ is Grλµ, and thus the

vanishing locus of I2 is contained in Grλµ. Thus it suffices to show that the vanishing
locus of I2 is not strictly contained in Grλµ.

Since I2 is a Poisson ideal, we see that V (I2) is a Poisson subvariety of Grλµ and
thus is the union of Grν̄µ, for ν ≤ λ. Suppose that we have

V (I2)=
⋃

j

Gr
ν̄ j
µ
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for ν j < λ. For each j , there exists i such that 〈ν j −µ,ωi∗〉< 〈λ−µ,ωi∗〉 = mi .
Thus applying Proposition 2.4,

∏
i 1

(mi )
ωi ,ωi vanishes on

⋃
j Gr

ν̄ j
µ . Hence for some k,

we have
(∏

i 1
(mi )
ωi ,ωi

)k
∈ I2.

On the other hand, we see that under the GKLO representation

9λ
µ(A

(mi )
i )= (−1)mi zi,1 . . . zi,mi ,

and thus under the map

O(Grµ)∼= Yµ(c)/hYµ(c)→ Dλ
µ/h Dλ

µ
∼= C

[
zi,k, (zi,k − zi,l)

−1, βi,k, β
−1
i,k

]
,(∏

i 1
(mi )
ωi ,ωi

)k is mapped to a monomial in the zi,k . In particular, this shows that(∏
i 1

(mi )
ωi ,ωi

)k does not lie in I2, contradicting the previous paragraph.
Thus we conclude that V (I2)= Grλµ as desired. �

Proof of Theorem 4.10. Suppose I1 is the ideal of Grλµ in O(Grµ).
Let K be the ideal in Yµ(c) generated by A(s)i for s > mi , i ∈ I . Then we have

an inclusion K ⊂ I λµ(c) and a resulting map

K/hK → I λµ(c)/hI λµ(c)= I2

which may not be injective. Let I3 denote the image of this map. From the
definitions, we see that I3 ⊂ I2. Moreover, we have that J λµ ⊂ I3, since I3 is a
Poisson ideal and it contains the generators of I3.

In the previous proof we showed that I2⊂ I1. Thus we have a chain of inclusions
J λµ ⊂ I3 ⊂ I2 ⊂ I1. On the other hand, Conjecture 2.20 shows us that I1 = J λµ .

Hence we conclude that I1 = I2 = I3 = J λµ . So the first assertion holds.
For the second assertion, note that I3 = I2 implies that K/hK → I λµ(c)/hI λµ(c)

is surjective. Let L = I λµ(c)/K . The long exact sequence for ⊗C[[h]]C gives

K/hK → I λµ(c)/hI λµ(c)→ L/hL→ 0,

and thus L/hL = 0. By Nakayama’s lemma, we conclude that L = 0, and thus
K = I λµ(c) as desired. �

4D. Universality of the quantization. There is already a rich literature on the
theory of deformation quantizations of symplectic varieties. The most relevant
work for us is [Bezrukavnikov and Kaledin 2004], showing the existence and
uniqueness of deformation quantizations of symplectic resolutions. This theory can
be applied directly to a smooth convolution variety Gr

Eλ
µ. Moreover, as noted by

Braden, Proudfoot and Webster [Braden et al. 2012, 3.4], it can be extended in a
very straightforward way to the nonsmooth case GrEλµ, since we know that GrEλµ is a
terminalization (Theorem 2.7).



Yangians and quantizations of slices in the affine Grassmannian 889

This shows that the variety Grλµ has a canonical family of quantizations which
extend to a deformation quantization sheaf on Gr

Ēλ
µ. The base of this family is the

same as the base for the universal deformation of Grλµ as a symplectic singularity (as
constructed by Kaledin and Verbitsky [2002] or Namikawa [2011]). By [Namikawa
2010, 1.1], this base B is an affine space modulo the action of a finite group. This
group can be described by looking at the codimension-2 strata of the product of
Grλµ, which are Grλ−αi

µ , and taking the product of the Weyl groups attached to them
by the McKay correspondence, which (using Example 2.2) in our case results in
the symmetric groups Sλ,µ =

∏
i :mi>0 Sλi . Here we use the fact that these strata are

simply connected.
For the remainder of this section, let us regard the complex numbers r (s)i and c(s)i

as variables and let Ỹµ be the C[r (s)i ]-algebra which recovers the old Yµ(r) upon
specializing the variables. Let

Ỹ λµ = Ỹµ⊗C[r (s)i ]
C[c(s)i ]

/ ({
A(s)i | s > mi

})
(here we use a map C[r (s)i ] → C[c(s)i ] given by (7)). If Conjecture 2.20 (and hence
Theorem 4.10) holds, then Ỹ λµ can be specialized (via a map C[c(s)i ] → C) to each
of the Y λµ(c). We conjecture that Ỹ λµ is related to the above universal quantization
as follows.

First note that the BD analogue Gr
Ēλ
µ;Aρ(λ)

is a symplectic deformation of Grλµ over
the base Aρ(λ), and thus is the pull-back of the universal deformation by a map
b : Aρ(λ)

→ B.

Conjecture 4.11. (1) The map b : Aρλ
→ B descends to a surjective map b̃ :

Aρλ/Sλ,µ→ B.

(2) The algebra Ỹ λµ is the base change along b̃ of the universal, Bezrukavnikov–
Kaledin-type quantization.

Example 4.12. We continue Example 4.6, so G = SL2 and λ= α∨, µ= 0. Note
that in Y λµ , we have that E (s) = (−A(1))s−1 E (1), and F (s) = F (1)(−A(1))s−1, and
so Y λµ is generated by E (1) and F (1).

Let Uhsl2 denote the h-version of the universal enveloping algebra of sl2. Let
C = E F + F E + 1

2 H 2 be its Casimir element. For any complex number c, let
Zc denote the ideal in Uhsl2 generated by the central element C − c. Standard
results give that Uhsl2/Zc is a quantization of the nilpotent cone of sl2, which is
isomorphic as a Poisson variety to Grλµ.

The map

E (1) 7→ E, H (1)
7→ H + c(1)+ h, F (1) 7→ F
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defines an isomorphism Y λµ ∼=Uhsl2/Zc, where c = 2c(2)− 1
2(c

(1))2+ 1
2 h2. If we

don’t specialize, then the same formulas combined with the assignment

c(2) 7→ − 1
2C + 1

4(c
(1))2− 1

4 h2

give an isomorphism
Ỹ 2

0
∼=Uh(sl2)[c(1)].

In this example, Uh(sl2) is the universal quantization and c(1) a trivial deformation
parameter. The universal family is

sl2
tr(a2)
−→ C.

Since the fiber of the BD analogue over (x, y) ∈ A2 can be identified with matrices
with eigenvalues x and y, the map b is just b(x, y)= 1

4(x − y)2. Thus, choosing
x + y and (x − y)2 as generators of symmetric functions, b̃ is just the projection
map A2

→ A1.

The sum of the c(1)i is always a trivial deformation parameter; usually this is the
only such parameter, but there are degenerate cases where other parameters can be
trivialized as well (for example, if λ= µ).

4E. Quantization of Zastava spaces. Here we assume that Conjecture 2.20 holds,
and thus we will assume the conclusions of Theorem 4.10.

Let us fix ν in the positive coroot cone. Choose some µ0 such that µ0 + ν

is dominant. Let c be a collection of complex numbers as above and consider
Yµ0+ν
µ0 (c).

Now for any dominant µ with µ≥ µ0, we extend c by 0 and (slightly abusing
notation) consider Yµ+νµ (c). Since the generators of Yµ+νµ (c) are a subset of the
generators of Yµ0+ν

µ0 (c) and the relations are the same, we obtain a map Yµ+νµ (c)→
Yµ0+ν
µ0 (c). It is easy to see that this map is an isomorphism on the N -th filtered

piece if 〈µ, αi 〉 ≥ N for all i .
Thus this system stabilizes to the algebra Y∞+ν

∞
, which is the quotient of the

Borel Yangian Y∞ by the 2-sided ideal generated by A(s)i for s > 〈ν, αi 〉; perhaps
surprisingly, this limit doesn’t depend on c or our starting µ0.

Combining Theorem 4.10 with Theorem 2.10, we obtain the following (dependent
on Conjecture 2.20), which was conjectured in [Finkelberg and Rybnikov 2010] for
G = SLn (and proven for G = SL2).

Theorem 4.13. Y∞+ν
∞

/hY∞+ν
∞

is isomorphic to the Poisson algebra O(Zν).

Remark 4.14. As mentioned above, the GKLO representation gives rise to a map
of graded Poisson algebras

Y λµ(c)/hY λµ(c)→ Dλ
µ(c)/h Dλ

µ(c)
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(which we expect is an inclusion) and thus to a C×-equivariant map of Poisson
varieties ∏

i

(Cmi r1)× (C×)mi → Grλµ,

which we expect to be étale.
If we then compose with the map Grλµ→ Zλ−µ, we obtain

∏
i
(Cmir1)→ Zλ−µ,

which was studied in [Gerasimov et al. 2004].
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Equidistribution of values of linear forms
on quadratic surfaces

Oliver Sargent

In this paper, we investigate the distribution of the set of values of a linear map
at integer points on a quadratic surface. In particular, it is shown that, subject to
certain algebraic conditions, this set is equidistributed. This can be thought of as
a quantitative version of the main result from a previous paper. The methods used
are based on those developed by A. Eskin, S. Mozes and G. Margulis. Specifically,
they rely on equidistribution properties of unipotent flows.

1. Introduction

Consider the following situation. Let X be a rational surface in Rd , R be a fixed
region in Rs and F : X→ Rs be a polynomial map. An interesting problem is to
investigate the size of the set

Z = {x ∈ X ∩Zd
: F(x) ∈ R}

consisting of integer points in X such that the corresponding values of F are in R.
Suppose that the set of values of F at the integer points of X is dense in Rs . In this
case, the set Z will be infinite. However, the set

ZT = {x ∈ X ∩Zd
: F(x) ∈ R, ‖x‖ ≤ T }

can be considered. This set will be finite, and its size will depend on T . Typically,
the density assumption indicates that the set Z might be equidistributed within the
set of all integer points in X . Namely, as T increases, the size of the set ZT should
be proportional to the appropriately defined volume of the set

{x ∈ X : F(x) ∈ R, ‖x‖ ≤ T }

consisting of real points on X with values in R and bounded norm. Such a result,
if it is obtained, can be seen as quantifying the denseness of the values of F at
integral points.

MSC2010: primary 11E99; secondary 37A17, 37A45.
Keywords: quadratic forms, linear maps, integral values, unipotent flows.
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The situation described above is too general, but it serves as motivation for what
is to come. So far, what is proved is limited to special cases. For instance, when
M : Rd

→ Rs is a linear map, classical methods can be used to establish necessary
and sufficient conditions that ensure the values of M on Zd are dense in Rs . The
equidistribution problem described above can also be considered in this case. It is
straightforward to obtain an asymptotic estimate for the number of integer points
with bounded norm whose values lie in some compact region of Rs [Cassels 1972].

When Q : Rd
→ R is a quadratic form, the situation is that of the Oppenheim

conjecture. Margulis [1989] obtained necessary and sufficient conditions to ensure
that the values of Q on Zd are dense in R. Considerable work has gone into
the equidistribution problem in this case, first by Dani and Margulis [1993], who
obtained an asymptotic lower bound for the number of integers with bounded height
such that their images lie in a fixed interval. Later, Eskin, Margulis and Mozes
[Eskin et al. 1998] gave the corresponding asymptotic upper bound for the same
problem. The major ingredient, used in the proof of Oppenheim conjecture, is
to relate the density of the values of a quadratic form at integers to the density
of certain orbits inside a homogeneous space. This connection was first noted
by M. S. Raghunathan in the late 1970s (appearing in print in [Dani 1981], for
instance). It is, in this way, using tools from dynamical systems to study the orbit
closures of subgroups corresponding to quadratic forms, that Margulis proved the
Oppenheim conjecture. Similarly, the later refinement, due to Dani and Margulis
[1990], who considered the values of quadratic forms at primitive integral points,
and work on the equidistribution (quantitative) problem by Dani and Margulis and
Eskin, Margulis and Mozes, was also obtained by studying the orbit closures of
subgroups acting on homogeneous spaces.

Similar techniques were also used by Gorodnik [2004] to study the set of values
of a pair, consisting of a quadratic and linear form, at integer points and in [Sargent
2013] to establish conditions sufficient to ensure that the values of a linear map at
integers lying on a quadratic surface are dense in the range of the map. The main
result of this paper deals with the corresponding equidistribution problem and is
stated in the following:

Theorem 1.1. Suppose Q is a quadratic form on Rd such that Q is nondegenerate
and indefinite with rational coefficients. Let M = (L1, . . . , Ls) : R

d
→ Rs be a

linear map such that:

(1) The following relations hold: d > 2s and rank(Q|ker(M))= d − s.

(2) The quadratic form Q|ker(M) has signature (r1, r2), where r1 ≥ 3 and r2 ≥ 1.

(3) For all α ∈ Rs
\ {0}, α1L1+ · · ·+αs Ls is nonrational.

Let a ∈Q be such that the set {v ∈ Zd
: Q(v)= a} is nonempty. Then there exists

C0 > 0 such that, for every θ > 0 and all compact R ⊂ Rs with piecewise smooth
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boundary, there exists a T0 > 0 such that, for all T > T0,

(1− θ)C0 Vol(R)T d−s−2
≤ |{v ∈ Zd

: Q(v)= a, M(v) ∈ R, ‖v‖ ≤ T }|

≤ (1+ θ)C0 Vol(R)T d−s−2,

where Vol(R) is the s-dimensional Lebesgue measure of R.

Remark 1.2. The constant C0 appearing in Theorem 1.1 is such that

C0 Vol(R)T d−s−2
∼ Vol({v ∈ Rd

: Q(v)= a, M(v) ∈ R, ‖v‖ ≤ T }),

where the volume on the right is the Haar measure on the surface defined by
Q(v)= a.

Remark 1.3. Theorem 1.1 should hold with the condition that rank(Q|ker(M)) =

d − s replaced by the condition that rank(Q|ker(M)) > 3. Dealing with the more
general situation requires taking into account the nontrivial unipotent part of
StabSO(Q)(M); as such, lower bounds could probably be proved using methods of
[Dani and Margulis 1993], but so far, no way has been found to obtain the statement
that would be needed in order to obtain an upper bound.

Remark 1.4. As in [Eskin et al. 1998], it would be possible to obtain a version of
Theorem 1.1 where the condition that ‖v‖< T was replaced by v ∈ T K0, where K0

is an arbitrary deformation of the unit ball by a continuous and positive function. It
should also be possible to obtain a version of Theorem 1.1 where the parameters T0

and C0 remain valid for any pair (Q,M) coming from compact subsets of pairs
satisfying the conditions of the theorem.

Remark 1.5. The cases when the quadratic form Q|ker(M) has signature (2, 2)
or (2, 1) can be considered exceptional. There are asymptotically more integers
than expected (by a factor of log T ) lying on certain surfaces defined by quadratic
forms of signature (2, 2) or (2, 1). This leads to counterexamples of Theorem 1.1
in the cases when the quadratic form Q|ker(M) has signature (2, 2) or (2, 1). Details
of these examples are found in Section 6.

Outline of the paper. The proof of Theorem 1.1 rests on statements about the
distribution of orbits in certain homogeneous spaces. The philosophy is that equi-
distribution of the orbits corresponds to equidistribution of the points considered in
Theorem 1.1. Consider the following:

Ratner’s equidistribution theorem [Ratner 1994]. Let G be a connected Lie
group, 0 a lattice in G and U = {ut : t ∈ R} a one-parameter unipotent subgroup
of G. Then for all x ∈ G/0, the closure of the orbit Ux has an invariant measure
µUx supported on it, and for all bounded continuous functions f on G/0,

lim
T→∞

1
T

∫ T

0
f (ut x)=

∫
Ux

f dµUx .
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Recall that in the proof of the quantitative Oppenheim conjecture [Eskin et al.
1998] one needs to consider an unbounded function on the space of lattices. Simi-
larly, in order to prove Theorem 1.1, one needs to consider an unbounded function F
on a certain homogeneous space. The basic idea is to try to apply Ratner’s equi-
distribution theorem to F in order to show that the average of the values of F
evaluated along a certain orbit converges to the average of F on the entire space.
This is the fact that corresponds to the fact that integral points on the quadratic surface
with values in R are equidistributed. The main problem in doing this is that F is un-
bounded, and so one must obtain an ergodic theorem taking a similar form to Ratner’s
equidistribution theorem but valid for unbounded functions. In order to do this, one
needs precise information about the behavior of the orbits near the cusp. This infor-
mation is obtained in Section 3 and comes in the form of nondivergence estimates for
certain dilated spherical averages. In order to obtain these estimates, we use a certain
function defined by Benoist and Quint [2012]. The required ergodic theorem is then
proved in Section 4. Finally in Section 5, the proof of Theorem 1.1 is completed
using an approximation argument similar to that found in [Eskin et al. 1998]. Specif-
ically, the averages of F over the space are related to the quantity C0 Vol(R)T d−s−2

and the averages of F along an orbit are related to the number of integer points
with bounded height, lying on the surface and with values in R. In Section 2, the
basic notation is set up and the main results from Sections 3 and 4 are stated.

2. Set-up

2A. Main results. For the rest of the paper, the following convention is in place:
s, d and p will be fixed natural numbers such that 2s < d and 0< p < d . Also, r1

and r2 will be varying, natural numbers such that d − s = r1+ r2. Let L denote
the space of linear forms on Rd , and let CLin denote the subset of Ls such that for
all M ∈ CLin Condition (3) of Theorem 1.1 is satisfied. A quadratic form on Rd

is said to be defined over Q if it has rational coefficients or is a scalar multiple
of a form with rational coefficients. For a a rational number, let Q(p, a) denote
quadratic forms on Rd defined over Q with signature (p, d − p) such that the set
{v ∈ Zd

: Q(v)= a} is nonempty for all Q ∈ Q(p, a). Define

CPairs(a, r1, r2)

= {(Q,M) : Q ∈ Q(p, a), M ∈ CLin and Q|ker(M) has signature (r1, r2)}.

Note that for r1 ≥ 3 and r2 ≥ 1 the set CPairs(a, r1, r2) consists of pairs satisfying
the conditions of Theorem 1.1. Although the set CPairs(a, r1, r2) and hence its
subsets and sets derived from them depend on a, this dependence is not a crucial
one, so from now on, most of the time, this dependence will be omitted from the
notation. For M ∈ Ls and R ⊂ Rs a connected region with smooth boundary, let
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VM(R) = {v ∈ Rd
: M(v) ∈ R}. For Q ∈ Q(p, d − p), a ∈ Q and K = R or Z,

let Xa
Q(K) = {v ∈ Kd

: Q(v) = a}. Denote the annular region inside Rd by
A(T1, T2)= {v ∈ Rd

: T1 ≤ ‖v‖ ≤ T2}. Using this notation, we state the following
(equivalent) version of Theorem 1.1, which will be proved in Section 5:

Theorem 2.1. Suppose that r1 ≥ 3, r2 ≥ 1 and a ∈ Q. Then for all (Q,M) ∈
CPairs(a, r1, r2), there exists C0 > 0 such that, for every θ > 0 and all compact
R ⊂ Rs with piecewise smooth boundary, there exists a T0 > 0 such that, for all
T > T0,

(1−θ)C0 Vol(R)T d−s−2
≤|Xa

Q(Z)∩VM(R)∩A(0, T )|≤ (1−θ)C0 Vol(R)T d−s−2.

Remark 2.2. As remarked previously, the cases when r1 = 2 and r2 = 2 or r1 = 2
and r2 = 1 are interesting. In dimensions 3 and 4, there can be more integer points
than expected lying on some surfaces defined by quadratic forms of signature (2, 2)
or (2, 1); this means that the statement of Theorem 2.1 fails for certain pairs. In
Section 6, these counterexamples are explicitly constructed. Moreover, it is shown
that this set of pairs is big in the sense that it is of second category. We note that as
in [Eskin et al. 1998] one could also show that this set has measure 0 and one could
prove the expected asymptotic formula as in Theorem 2.1 for almost all pairs.

Even though Theorem 2.1 fails when r1 = 2 and r2 = 2 or r1 = 2 and r2 = 1, we
do have the following uniform upper bound, which will be proved in Section 5 and
is analogous to Theorem 2.3 from [Eskin et al. 1998]:

Theorem 2.3. Let R ⊂ Rs be a compact region with piecewise smooth boundary
and a ∈Q.

(I) If r1 ≥ 3 and r2 ≥ 1, then for all (Q,M) ∈ CPairs(a, r1, r2) there exists a
constant C depending only on (Q,M) and R such that, for all T > 1,

|Xa
Q(Z)∩ VM(R)∩ A(0, T )| ≤ CT d−s−2.

(II) If r1 = 2 and r2 = 1 or r1 = r2 = 2, then for all (Q,M) ∈CPairs(a, r1, r2) there
exists a constant C depending only on (Q,M) and R such that, for all T > 2,

|Xa
Q(Z)∩ VM(R)∩ A(0, T )| ≤ C(log T )T d−s−2.

2B. A canonical form. For v1, v2 ∈Rd , we will use the notation 〈v1, v2〉 to denote
the standard inner product in Rd . For a set of vectors v1, . . . , vi ∈ Rd , we will also
use the notation 〈v1, . . . , vi 〉 to denote the span of v1, . . . , vi in Rd ; although this
could lead to some ambiguity, the meaning of the notation should be clear from the
context.

For some computations, it will be convenient to know that our system is conjugate
to a canonical form. Let e1, . . . , ed be the standard basis of Rd . Let (Q0,M0) be
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the pair consisting of a quadratic form and a linear map defined by

Q0(v)= Q1,...,s(v)+2vs+1vd+

s+r1∑
i=s+2

v2
i −

d−1∑
i=s+r1+1

v2
i and M0(v)= (v1, . . . , vs),

where vi = 〈v, ei 〉 and Q1,...,s(v) is a nondegenerate quadratic form in variables
v1, . . . , vs . By Lemma 2.2 of [Sargent 2013], all pairs (Q,M) such that the signature
of Q|ker(M) is (r1, r2) and rank(Q|ker(M))=d−s are equivalent to the pair (Q0,M0)

in the sense that there exist gd ∈ GLd(R) and gs ∈ GLs(R) such that (Q,M) =
(Qgd

0 , gs Mgd
0 ), where for g∈GLd(R)we write Q=Qg

0 if and only if Q0(gv)=Q(v)
for all v ∈ Rd . Moreover, since R ⊂ Rs is arbitrary, up to rescaling and possibly
replacing R by gs R, we assume that gd ∈ SLd(R) and that gs is the identity. Let

CSL(a, r1, r2)= {g ∈ SLd(R) : (Q
g
0,Mg

0 ) ∈ CPairs(a, r1, r2)}.

For g ∈CSL(a, r1, r2), let Gg be the identity component of the group {x ∈ SLd(R) :

Qg
0(xv) = Qg

0(v)}, 0g = Gg ∩ SLd(Z), Hg = {x ∈ Gg : Mg
0 (xv) = Mg

0 (v)} and
Kg = Hg ∩ g−1Od(R)g. By examining the description of the subgroup Hg given
in Section 2.3 of [Sargent 2013], it is clear that Kg is a maximal compact subgroup
of Hg. It is a standard fact that Gg is a connected semisimple Lie group and hence
has no nontrivial rational characters. Therefore, because Qg

0 is defined over Q, the
Borel–Harish-Chandra theorem [Platonov and Rapinchuk 1991, Theorem 4.13]
implies 0g is a lattice in Gg. We will consider the dynamical system that arises from
Hg acting on Gg/0g. For K=R or Z, the shorthand Xa

Qg
0
(K)= Xg(K) will be used.

2C. Equidistribution of measures. Consider the function α as defined in [Eskin
et al. 1998]. It is an unbounded function on the space of unimodular lattices in Rd .
It has the properties that it can be used to bound certain functions that we will
consider and it is left-K I -invariant. Similar functions have been considered in
[Schnell 1995], where it is related to various quantities involving successive minima
of a lattice. Let 1 be a lattice in Rd . For any such 1, we say that a subspace U
of Rd is 1-rational if Vol(U/U ∩1) <∞. Let

9i (1)= {U :U is a 1-rational subspace of Rd with dim U = i}.

For U ∈9i (1), define d1(U )=Vol(U/U∩1). Note that d1(U )=‖u1∧· · ·∧ui‖,
where u1, . . . , ui is a basis for U ∩1 over Z and the norm on

∧i
(Rd) is induced

from the euclidean norm on Rd . Now we recall the definition of the function α:

αi (1)= sup
U∈9i (1)

1
d1(U )

and α(1)= max
0≤i≤d

αi (1).

Here we use the convention that, if U is the trivial subspace, then d1(U )= 1; hence,
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α0(1)= 1. Also note that, if 1 is a unimodular lattice, then d1(Rd)= 1 and hence
αd(1)= 1.

In (2-2) and Theorem 2.5, we consider α as a function on Gg/0g; this is done
via the canonical embedding of Gg/0g into the space of unimodular lattices in Rd ,
given by x0g→ xZd . Specifically, every x ∈Gg/0g can be identified with its image
under this embedding before applying α to it. For f ∈ Cc(R

d) and g ∈ CSL(r1, r2),
we define the function F f,g : Gg/0g→ R by

F f,g(x)=
∑

v∈Xg(Z)

f (xv). (2-1)

The function α has the property that there exists a constant c( f ) depending only
on the support and maximum of f such that, for all x in Gg/0g,

F f,g(x)≤ c( f ) α(x). (2-2)

The last property is well known and follows from Minkowski’s theorem on suc-
cessive minima; see Lemma 2 of [Schmidt 1968] for example. Alternatively, see
[Henk and Wills 2008] for an up-to-date review of many related results.

We will be carrying out integration on various measure spaces defined by the
groups introduced at the beginning of the section. With this in mind, let us introduce
the following notation for the corresponding measures. If v denotes some variable,
the notation dv is used to denote integration with respect to Lebesgue measure and
this variable. Let µg be the Haar measure on Gg/0g; if g ∈ CSL(r1, r2), then since
0g is a lattice in Gg we can normalize so that µg(Gg/0g)= 1. In addition, νg will
denote the measure on Kg normalized so that νg(Kg)= 1. Let ma

g denote the Haar
measure on Xa

g(R) defined by∫
Rd

f (v) dv =
∫
∞

−∞

∫
Xa

g(R)

f (v) dma
g(v) da. (2-3)

The following provides us with our upper bounds and will be proved in Section 3:

Theorem 2.4. Let g ∈ CSL(r1, r2) be arbitrary, and let 1 = gZd . Let {at : t ∈ R}

denote a self-adjoint one-parameter subgroup of SO(2, 1) embedded into HI so
that it fixes the subspace 〈es+2, . . . , ed−1〉 and only has eigenvalues e−t , 1 and et .

(I) Suppose r1 ≥ 3, r2 ≥ 1 and 0< δ < 2; then

sup
t>0

∫
K I

α(at k1)δ dνI (k) <∞.

(II) Suppose r1 = r2 = 2 or r1 = 2 and r2 = 1; then

sup
t>1

1
t

∫
K I

α(at k1) dνI (k) <∞.
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In Section 4, we will modify the results from Section 4 of [Eskin et al. 1998]
and combine them with Theorem 2.4 to prove the following, which will be a major
ingredient of the proof of Theorem 2.1:

Theorem 2.5. Suppose r1 ≥ 3 and r2 ≥ 1. Let A = {at : t ∈ R} be a one-
parameter subgroup of Hg such that there exists a continuous homomorphism
ρ : SL2(R)→ Hg with ρ(D)= A and ρ(SO(2))⊂ Kg, where D=

{( t
0

0
t−1

)
: t > 0

}
.

Let φ ∈ L1(Gg/0g) be a continuous function such that, for some 0 < δ < 2 and
some C > 0,

|φ(1)|< Cα(4)δ for all 1 ∈ Gg/0g. (2-4)

Then for all ε > 0 and all g ∈CSL(r1, r2), there exists T0> 0 such that, for all t > T0,∣∣∣∣∫
Kg

φ(at k) dνg(k)−
∫

Gg/0g

φ dµg

∣∣∣∣≤ ε.
3. The upper bounds

In this section, we prove Theorem 2.4. By definition, HI ∼= SO(r1, r2) and is
embedded in SLd(R) so that it fixes 〈e1, . . . , es〉. Let {at : t ∈ R} denote a self-
adjoint one-parameter subgroup of SO(2, 1) embedded into HI so that it fixes the
subspace 〈es+2, . . . , ed−1〉. Moreover, suppose that the only eigenvalues of at are
e−t , 1 and et . For g ∈ CSL(r1, r2), let 1= gZd .

3A. Proof of Part (I) of Theorem 2.4. The aim is to construct a function f : HI→

R that is contracted by the operator

At f (h)=
∫

K I

f (at kh) dνI (k).

We say that f is contracted by the operator At if for any c > 0 there exists t0 > 0
and b > 0 such that, for all h ∈ HI ,

At0 f (h) < c f (h)+ b.

This fact will be used in conjunction with the following:

Proposition 3.1 [Eskin et al. 1998, Proposition 5.12]. Let f : HI → R be a strictly
positive function such that:

(1) For any ε > 0, there exists a neighborhood V (ε) of 1 in HI such that

(1− ε) f (h)≤ f (uh)≤ (1+ ε) f (h)

for all h ∈ HI and u ∈ V (ε).

(2) The function f is left-K I -invariant.

(3) f (1) <∞.
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(4) The function f is contracted by the operator At .

Then supt>0 At f (1) <∞.

It is clear that, if in addition to satisfying Properties (1)–(4) we have α(h1)δ ≤
f (h) for all h∈HI , then the conclusion of Part (I) of Theorem 2.4 follows. We define
the function in three stages. In the first stage, we define a function on the exterior
algebra of Rd ; then this function is used to define a function on the space of lattices
in Rd . Finally we use that function to define a function with the required properties.

3A.1. A function on the exterior algebra of Rd . Let
∧
(Rd) =

⊕d−1
i=1

∧i
(Rd).

We say that v ∈
∧
(Rd) has degree i if v ∈

∧i
(Rd). Let �i = {v1 ∧ · · · ∧ vi :

v1, . . . , vi ∈ Rd
} be the set of monomial elements of

∧
(Rd) with degree i . Define

� =
⋃d−1

i=1 �i . Consider the representation ρ : HI → GL(
∧
(Rd)). Since HI is

semisimple, this representation decomposes as a direct sum of irreducible subrepre-
sentations. Associated to each of these subrepresentations is a unique highest weight.
Let P denote the set of all these highest weights. For λ ∈P, denote by Uλ the sum
of all of the subrepresentations with highest weight λ and let τλ :

∧
(Rd)→Uλ be

the orthogonal projection.
Let ε > 0. For 0 < i < d and v ∈

∧i
(Rd), the following function was defined

by Benoist and Quint [2012]. Let

ϕε(v)=

{
minλ∈P\{0} ε

γi‖τλ(v‖)
−1 if ‖τ0(v)‖ ≤ ε

γi ,

0 else,

where for 0< i < d we define γi = (d−i)i . In fact, the definition of ϕε given here is
a special case of the definition given in [Benoist and Quint 2012]. In that definition
of ϕε , there is an extra set of exponents depending on λ∈P\{0} appearing. However,
we see that in our case we may choose all of these exponents to be equal to 1.

Let F = {v ∈
∧
(Rd) : HIv = v} be the fixed vectors of HI . Let Fc be the

orthogonal complement of F.

Remark 3.2. Since maxλ∈P\{0}‖τλ(v)‖ defines a norm on Fc, there exist constants
c1 and c2 depending on ε and the γi ’s such that

c1‖v‖
−1
≤ ϕε(v)≤ c2‖v‖

−1

for all v ∈ Fc.

Remark 3.3. For 0< i < d and v ∈
∧i
(Rd) \ {0}, we have ϕε(v)=∞ if and only

if v is HI -invariant and ‖v‖ ≤ εγi .

We will need to refer to the constant defined as b1 = sup{ϕε(v) : v ∈
∧
(Rd),

‖v‖ ≥ 1}. Benoist and Quint [2012, Lemma 4.2] showed that the function ϕε
satisfies the following convexity property:
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Lemma 3.4. There exists a positive constant C such that, for any 0 < ε < C−1,
u ∈�i1 , v ∈�i2 and w ∈�i3 with i1 ≥ 0, i2 > 0 and i3 > 0 such that ϕε(u∧ v)≥ 1
and ϕε(u ∧w)≥ 1, one has:

(1) If i1 > 0 and i1+ i2+ i3 < d, then

min{ϕε(u ∧ v), ϕε(u ∧w)} ≤ (Cε)1/2 max{ϕε(u), ϕε(u ∧ v∧w)}.

(2) If i1 = 0 and i1+ i2+ i3 < d , then

min{ϕε(v), ϕε(w)} ≤ (Cε)1/2ϕε(v∧w).

(3) If i1 > 0, i1+ i2+ i3 = d and ‖u ∧ v∧w‖ ≥ 1, then

min{ϕε(u ∧ v), ϕε(u ∧w)} ≤ (Cε)1/2ϕε(u).

(4) If i1 = 0, i1+ i2+ i3 = d and ‖v∧w‖ ≥ 1, then

min{ϕε(v), ϕε(w)} ≤ b1.

We also need to obtain uniform bounds for the spherical averages of ϕε . In order
to do this, we use the following:

Lemma 3.5 [Eskin et al. 1998, Lemma 5.2]. Let V be a finite-dimensional real
inner-product space, A a self-adjoint linear transformation of V , K a closed
connected subgroup of O(V ) and S a closed subset of the unit sphere in V . Assume
the only eigenvalues of A are −1, 0 and 1, and denote by W−, W 0 and W+ the
corresponding eigenspaces. Assume that Kv 6⊂ W 0 for any v ∈ S and that there
exists a self-adjoint subgroup H1 of GL(V ) with the following properties:

(1) The Lie algebra of H1 contains A.

(2) H1 is locally isomorphic to SO(3, 1).

(3) H1 ∩ K is a maximal compact subgroup of H1.

Then for any δ, 0< δ < 2,

lim
t→∞

sup
v∈S

∫
K
‖exp(t A)kv‖−δ dν(k)= 0.

Using Lemma 3.5, we can obtain the following bound on the spherical averages:

Lemma 3.6. Suppose r1 ≥ 3 and r2 ≥ 1. Then for all ε > 0, 0< δ < 2 and c > 0,
there exists t0 > 0 such that, for all t > t0 and all v ∈ Fc

\ {0},∫
K I

ϕε(at kv)δ dνI (k) < cϕε(v)δ.
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Proof. The subset S = {v ∈
∧
(Rd) : ‖v− τ0(v)‖ = 1} is a closed subset of the unit

sphere in
∧
(Rd). We have at = exp(t A) for an appropriate choice of A satisfying

the conditions of Lemma 3.5.
We claim that, for any v ∈ S, Kv 6⊂W 0. To see this, let

Hv = {h ∈ HI : hkv = kv for all k ∈ K I }.

Note that K I normalizes Hv . Let Ev be the subgroup generated by K I ∪ Hv . By its
definition, Ev also normalizes Hv . Since K I is a maximal proper subgroup of HI , in
the case that Hv 6⊂ K I , we must have Ev = HI . Therefore, Hv is a normal subgroup
of HI . Since r1 ≥ 3 and r2 ≥ 1, HI is simple and hence Hv = HI or Hv is trivial.
Since S ∩F= 0, the first case is impossible. Therefore, for all v ∈ S, Hv ⊂ K I . In
particular, this means that {at : t ∈R} is not contained in Hv . This implies the claim.

Then if r1 ≥ 3 and r2 ≥ 1, the conditions of Lemma 3.5 are satisfied. Hence, for
any δ with 0< δ < 2,

lim
t→∞

sup
v∈S

∫
K I

‖at kv‖−δ dνI (k)= 0.

This implies that for all c > 0 there exists t0 > 0 such that, for all t > t0 and all
v ∈ Fc

\ {0}, ∫
K I

‖at kv‖−δ dνI (k) < c‖v‖−δ.

Then the claim of the lemma follows from Remark 3.2. �

3A.2. A function on the space of lattices. For any lattice 3, we say that v ∈ �
is 3-integral if one can write v = v1 ∧ · · · ∧ vi where v1, . . . , vi ∈3. Let �i (3)

and �(3) be the sets of 3-integral elements of �i and �, respectively. Define
fε : SLd(R)/SLd(Z)→ R by

fε(3)= max
v∈�(3)

ϕε(v).

Note that by Remark 3.2 for all ε > 0 there exists some constant cε > 0 such that,
for any unimodular lattice 3, we have

max
v∈�(3)

‖v‖−1
≤ max

0<i<d

(
max

v∈�i (3), ‖τ0(v)‖≤ε
γi
‖v‖−1

+ max
v∈�i (3), ‖τ0(v)‖>ε

γi
‖v‖−1

)
≤ cε fε(3)+ max

0<i<d
ε−γi . (3-1)

Moreover, it follows from the definition of the α function that

α(3)=max
{

max
v∈�(3)

‖v‖−1, 1
}
. (3-2)

The following is necessary to ensure that the function fε(h1) is finite for all h ∈ HI :
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Lemma 3.7. For all h ∈ HI , if u ∈�(h1), then u /∈ F.

Proof. Suppose for a contradiction that u ∈�(h1)∩F. Suppose that u has degree i
for some 0< i <d , and let u=u1∧· · ·∧ui and U =〈u1, . . . , ui 〉. Since u ∈�(h1),
it follows that U ∩ h1 is a lattice in U . Moreover, because u ∈ F, U ∩1 is also a
lattice in U or equivalently g−1U ∩Zd is a lattice in g−1U . The subspace g−1U is
Hg-invariant.

Conversely, it follows from Lemma 3.4 of [Sargent 2013] that, if V is any
Hg-invariant subspace, then either

(1) V ⊆ g−1
〈e1, . . . , es〉 or

(2) V = g−1
〈es+1, . . . , ed〉⊕ V ′ where V ′ ⊆ g−1

〈e1, . . . , es〉.

Thus, either V or the orthogonal complement of V is contained in g−1
〈e1, . . . , es〉.

By Corollary 3.2 of [Sargent 2013], g−1
〈e1, . . . , es〉 contains no subspaces defined

over Q. This implies that, if V is any Hg-invariant subspace, then V is not defined
over Q. In particular, V ∩Zd cannot be a lattice in V . This gives a contradiction. �

3A.3. A function on HI . Define f̃1,ε : HI → R by

f̃1,ε(h)= fε(h1).

In view of (3-1) and (3-2), the proof of Part (I) of Theorem 2.4 will be complete
provided that Conditions (1)–(4) from Proposition 3.1 are satisfied by the func-
tion f̃1,ε for some ε > 0. It is clear that f̃1,ε is left-K I -invariant. Also since
‖τλ(ρ(h−1)‖)−1

≤ ‖τλ(hv)‖/‖v‖ ≤ ‖τλ(ρ(h))‖ for all λ ∈ P, v ∈ � and h ∈ HI ,
f̃1,ε also satisfies Condition (1) of Proposition 3.1. From Remark 3.3, we get that
f̃1,ε(1)=∞ only if there exists v ∈�(1)∩F, but by Lemma 3.7, we know that
no such v exists and so f̃1,ε(1) <∞. It remains to show that f̃1,ε is contracted by
the operator At . The proof is very similar to that of Proposition 5.3 in [Benoist and
Quint 2012].

Lemma 3.8. Suppose r1 ≥ 3 and r2 ≥ 1. There exists ε > 0 such that, for all
0< δ < 2, the function f̃ δ1,ε is contracted by the operator At .

Proof. Fix c > 0. By Lemma 3.6, there exists t0 > 0 so that, for any v ∈ Fc
\ {0},∫

K I

ϕε(at0kv)δ dνI (k) <
c
d
ϕε(v)

δ. (3-3)

Let m0 = ‖ρ(at0)‖ = ‖ρ(a
−1
t0 )‖. Then for all v ∈

∧
(Rd),

m−1
0 ≤ ‖at0v‖/‖v‖ ≤ m0. (3-4)

It follows from the definition of ϕε and (3-4) that

m−1
0 ϕε(v)≤ ϕε(at0v)≤ m0ϕε(v). (3-5)
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Let
9(h1)= {v ∈�(h1) : fε(h1)≤ m2

0ϕε(v)}.

Note that
fε(h1)= max

ψ∈9(h1)
ϕε(ψ). (3-6)

Let C be the constant from Lemma 3.4. Assume that ε is small enough so that

m4
0Cε < 1. (3-7)

There are now two cases.

Case 1: fε(h1)≤max{b1,m2
0}. In this case, (3-5) and the fact that fε is left-K I -

invariant imply that fε(at0kh1)≤ m0 fε(h1). Hence,∫
K I

fε(at0kh1)δ dνI (k)≤ (m0 max{b1,m2
0})

δ. (3-8)

Case 2: fε(h1) >max{b1,m2
0}. This implies:

Claim 3.9. The set 9(h1) contains only one element up to sign change in each
degree.

Proof. Assume that, for some 0< i < d , 9(h1)∩�(h1) contains two noncolinear
elements, v0 and w0. Then because fε(h1) >m2

0 and v0 and w0 are in 9(h1), we
have ϕε(v0)≥ 1 and ϕε(w0)≥ 1. We can write v0 = u ∧ v and w0 = u ∧w, where
u ∈�i1(h1), v ∈�i2(h1) and w ∈�i2(h1) with i1 ≥ 0 and i2 > 0. There are four
cases.

Case 2.1: i2 < i and i2 < d − i . In this case,

fε(h1)≤ m2
0 min{ϕε(u ∧ v), ϕε(u ∧w)} ≤ (m4

0Cε)1/2 max{ϕε(u), ϕε(u ∧ v∧w)}

by Lemma 3.4(1). This implies that

fε(h1)≤ (m4
0Cε)1/2 fε(h1), (3-9)

which contradicts (3-7).

Case 2.2: i2 = i < d − i . In this case, u = 1. The same computation but using
Lemma 3.4(2) still gives (3-9), which is still a contradiction.

Case 2.3: i2 = d − i < i . In this case, ‖u ∧ v ∧w‖ is an integer. Therefore, the
same computation but using Lemma 3.4(3) still gives (3-9).

Case 2.4: i2 = i = d − i . The same computation, using Lemma 3.4(4), gives

fε(h1)≤ b1,

which is again a contradiction. �
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Suppose v ∈ � is arbitrary. If v /∈ 9(h1), then fε(h1) > m2
0ϕε(v), and by

left-K I -invariance of ϕε , (3-5) and (3-6), for all k ∈ K I , we have

ϕε(at0kv)≤ m0ϕε(v)≤ m−1
0 fε(h1)
≤ m−1

0 max
ψ∈9(h1)

ϕε(ψ)≤ max
ψ∈9(h1)

ϕε(at0kψ). (3-10)

If v ∈9(h1), then (3-10) holds for obvious reasons. Therefore, (3-10) holds for
all v ∈�. Thus, using the definition of fε and (3-10), we get∫

K I

fε(at0kh1)δ dνI (k)=
∫

K I

max
v∈�(h1)

ϕε(at0kv)δ dνI (k)

≤

∑
ψ∈9(h1)

∫
K I

ϕε(at0kψ)δ dνI (k). (3-11)

Using Lemma 3.7, we see that, for all ψ ∈9(h1), ψ /∈ F and hence ψ − τ0(ψ) ∈

Fc
\ {0}. Moreover, if ϕε(at0kψ) 6= 0, then ϕε(at0kψ)= ϕε(at0k(ψ − τ0(ψ))) and

we can apply (3-3) to get∫
K I

ϕε(at0kψ)δ dνI (k)≤
c
d
ϕε(ψ)

δ (3-12)

for each ψ ∈9(h1). If ϕε(at0kψ)= 0, then it is clear that (3-12) also holds. Using
Claim 3.9, we obtain∑

ψ∈9(h1)

∫
K I

ϕε(at0kψ)δ dνI (k)≤ d max
ψ∈9(h1)

∫
K I

ϕε(at0kψ)δ dνI (k);

the claim of the lemma follows from (3-6), (3-8), (3-11) and (3-12). �

3B. Proof of Part (II) of Theorem 2.4. This time, the aim is to construct a function
such that it satisfies the conditions of the following:

Lemma 3.10. Suppose r1 = 2 and r2 = 1 or r1 = r2 = 2. Let f : HI → R be a
strictly positive continuous function such that:

(1) For any ε > 0, there exists a neighborhood V (ε) of 1 in HI such that

(1− ε) f (h)≤ f (uh)≤ (1+ ε) f (h)

for all h ∈ HI and u ∈ V (ε).

(2) The function f is left-K I -invariant.

(3) f (1) <∞.

(4) There exist t0 > 0 and b > 0 such that, for all h ∈ HI and 0≤ t ≤ t0,

At f (h)≤ f (h)+ b.

Then supt>1(1/t)At f (1) <∞.
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Proof. Since SO(2, 1) is locally isomorphic to SL2(R) and SO(2, 2) is locally
isomorphic to SL2(R)× SL2(R), this follows directly from Lemma 5.13 of [Eskin
et al. 1998]. �

The general strategy of this subsection is broadly the same as in the last one.
First we define a certain function on the exterior algebra of Rd , and then we use
this function to define a function that has the properties demanded by Lemma 3.10.

3B.1. Functions on the exterior algebra of Rd . As before, we work with a function
on the exterior algebra of Rd . This time, the definition is simpler because in this
case the vectors fixed by the action of HI cause no extra problems. For ε > 0,
0< i < d and v ∈

∧i
(Rd), we define

ϕ̃ε(v)= ε
γi‖v‖−1.

If v ∈
∧0
(Rd) or v ∈

∧d
(Rd), then we set ϕ̃ε(v)= 1. The following is the analogue

of Lemma 3.4:

Lemma 3.11. Let i1 ≥ 0 and i2 > 0 and 3 be a unimodular lattice. Then for all
u ∈�i1(3), v ∈�i2(3) and w ∈�i2(3),

ϕ̃ε(u ∧ v) ϕ̃ε(u ∧w)≤ ε2i2 ϕ̃ε(u) ϕ̃ε(u ∧ v∧w).

Proof. This is a direct consequence of Lemma 5.6 from [Eskin et al. 1998] and the
fact that 2γi1+i2 − γi1 − γi1+2i2 = 2i2. �

The following lemma is used to bound the spherical averages. It is analogous to
Lemma 3.6 (see also Lemma 5.5 of [Eskin et al. 1998]). It explains why in this
case the fixed vectors do not cause problems.

Lemma 3.12. Suppose r1 ≥ 2 and r2 ≥ 1. Then for all t ≥ 0 and v ∈
∧
(Rd) \ {0},∫

K I

‖at kv‖−1 dνI (k)≤ ‖v‖−1.

Proof. Let Fv(t)=
∫

K I
‖at kv‖−1 dνI (k). We will show that d

dt Fv(t)≤ 0 for all t ≥ 0
and v ∈

∧
(Rd) \ {0}, from which it is clear that the claim of the lemma follows.

Let π− and π+ be the projections from
∧
(Rd) onto the contracting and expanding

eigenspaces of at , respectively. Note that

d
dt

Fv(t)=
∫

K I

e−2t
‖π−(kv)‖2− e2t

‖π+(kv)‖2

‖at kv‖3
dνI (k)

≤

(
‖at‖

‖v‖

)3
∫

K I

(e−2t
‖π−(kv)‖2− e2t

‖π+(kv)‖2) dνI (k). (3-13)

Let Q0 also denote the matrix that defines the quadratic form Q0. Note that
‖π−(Q0v)‖ = ‖π

+(v)‖ and ‖π+(Q0v)‖ = ‖π
−(v)‖ for all v ∈

∧
(Rd). Because
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QT
0 =Q0=Q−1

0 , if det(Q0)=1, then Q0∈ K I , or if det(Q0)=−1, then−Q0∈ K I .
This means that Q0K I (v− τ0(v))= K I ± (v− τ0(v)) and thus∫

K I

‖π−(kv)‖2 dνI (k)=
∫

K I

‖π+(Q0(kv))‖2 dνI (k)

=

∫
K I

‖π+(kv)‖2 dνI (k). (3-14)

Therefore, using (3-13) and (3-14), we have

d
dt

Fv(t)≤
(
‖at‖

‖v‖

)3
∫

K I

‖π+(kv)‖2 dνI (k)(e−2t
− e2t)≤ 0

for all t ≥ 0 and v ∈
∧
(Rd) \ {0} as required. �

3B.2. Functions on HI . Define f̃1,ε : HI → R by

f̃1,ε(h)=
d∑

i=1

max
v∈�i (h1)

ϕ̃ε(v).

Note that for all ε >0 there exists some constant cε>0 such that, for any unimodular
lattice 3,

max
v∈�(3)

‖v‖−1
≤ cε max

v∈�(3)
ϕ̃ε(v)≤ cε

d∑
i=1

max
v∈�i (3)

ϕ̃ε(v).

In view of this and (3-2), the proof of Part (II) of Theorem 2.4 will be complete
provided that Conditions (1)–(4) from Lemma 3.10 are satisfied by the functions f̃1,ε
for some ε > 0. It is clear that f̃1,ε is left-K I -invariant. Also since ‖ρ(h−1)‖−1

≤

‖hv‖/‖v‖ ≤ ‖ρ(h)‖ for all v ∈� and h ∈ HI , f̃1,ε also satisfies Condition (1) of
Lemma 3.10. We also have that f̃1,ε(1) <∞. It remains to show that f̃1,ε satisfies
Condition (4) of Lemma 3.10.

Lemma 3.13. Suppose r1 = 2 and r2 = 1 or r1 = r2 = 2. Then there exist ε > 0
and t0 > 0 such that, for all 0≤ t < t0 and h ∈ HI ,∫

K I

f̃1,ε(at kh) dνI (k)≤ f̃1,ε(h).

Proof. Let m0 = ‖ρ(at0)‖. Then for all v ∈
∧
(Rd) and 0≤ t < t0,

m−1
0 ≤ ‖atv‖/‖v‖ ≤ m0. (3-15)

It follows from the definition of ϕ̃ε and (3-15) that, for all 0≤ t < t0,

m−1
0 ϕ̃ε(v)≤ ϕ̃ε(atv)≤ m0ϕ̃ε(v). (3-16)
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Let

9(h1)=
d⋃

i=1

{
v ∈�i (h1) : max

v∈�i (h1)
ϕ̃ε(v)≤ m2

0ϕ̃ε(v)
}
.

Now we show that for ε small enough the set 9(h1) contains only one element
up to sign change in each degree. To see this, assume that, for some 0 < i < d,
9(h1) ∩�(h1) contains two noncolinear elements, v0 and w0. We can write
v0 = u ∧ v and w0 = u ∧w where u ∈ �i1(h1), v ∈ �i2(h1) and w ∈ �i2(h1)
with i1 ≥ 0 and i2 > 0. In this case,

f̃1,ε(h)2 ≤ d2m4
0ϕ̃ε(u ∧ v) ϕ̃ε(u ∧w)≤ d2m4

0ε
2i2 f̃1,ε(h)2

by Lemma 3.11. Hence, the claim is true since taking ε small enough gives a
contradiction.

In view of this discussion, we can suppose that 9(h1)= {ψi }
d
i=1, where ψi has

degree i . Let v ∈ �i (h1) be arbitrary. If v /∈ 9(h1), then maxv∈�i (h1) ϕ̃ε(v) >

m2
0ϕ̃ε(v), and by left-K I -invariance of ϕ̃ε and (3-16), for all k ∈ K I , we have

ϕ̃ε(at0kv)≤ m0ϕ̃ε(v)≤ m−1
0 max

v∈�i (h1)
ϕ̃ε(v)= m−1

0 ϕ̃ε(ψi )≤ ϕ̃ε(at0kψi ). (3-17)

If v ∈9(h1), then (3-17) holds for obvious reasons. Therefore, (3-17) holds for
all v ∈�. Thus, using the definition of f̃1,ε and (3-17), we get∫

K I

f̃1,ε(at0kh) dνI (k)=
d∑

i=1

∫
K I

max
v∈�i (h1)

ϕ̃ε(at0kv) dνI (k)

≤

d∑
i=1

∫
K I

ϕ̃ε(at0kψi ) dνI (k). (3-18)

By Lemma 3.12, there exists t0 > 0 so that, for any v ∈
∧
(Rd) and all 0≤ t < t0,∫

K I

ϕ̃ε(at0kψi ) dνI (k)≤ ϕ̃ε(ψi ) (3-19)

for each ψi ∈9(h1). The claim of the lemma follows from (3-18) and (3-19). �

4. Ergodic theorems

For subgroups W1 and W2 of Gg, let X (W1,W2) = {g ∈ Gg : W2g ⊂ gW1}. As
in [Eskin et al. 1998], the ergodic theory is based on Theorem 3 from [Dani and
Margulis 1993], reproduced below in a form relevant to the current situation:

Theorem 4.1. Suppose r1 ≥ 2 and r2 ≥ 1. Let g ∈ CSL(r1, r2) be arbitrary. Let
U = {ut : t ∈ R} be a unipotent one-parameter subgroup of Gg and φ be a bounded
continuous function on Gg/0g. Let D be a compact subset of Gg/0g, and let ε > 0
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be given. Then there exist finitely many proper closed subgroups H1, . . . , Hk of
Gg such that Hi ∩0g is a lattice in Hi for all i and compact subsets C1, . . . ,Ck

of X (H1,U ), . . . , X (Hk,U ), respectively, such that for all compact subsets F of
D−

⋃
1≤i≤k Ci0g/0g there exists a T0 > 0 such that, for all x ∈ F and T > T0,∣∣∣∣ 1

T

∫ T

0
φ(ut x) dt −

∫
Gg/0g

φ dµg

∣∣∣∣< ε.
Remark 4.2. By construction, the subgroups Hi occurring are such that Hi ∩0g is
Zariski-dense in Hi and hence Hi are defined over Q. For a precise reference, see
Theorem 3.6.2 and Remark 3.4.2 of [Kleinbock et al. 2002].

The next result is a reworking of Theorem 4.3 from [Eskin et al. 1998]. The
difference is that in Lemma 4.3 the identity is fixed as the base point for the flow
and the condition that Hg be maximal is dropped.

Lemma 4.3. Suppose r1 ≥ 2 and r2 ≥ 1. Let g ∈ CSL(r1, r2) be arbitrary. Let
U = {ut : t ∈R} be a one-parameter unipotent subgroup of Hg, not contained in any
proper normal subgroup of Hg. Let φ be a bounded continuous function on Gg/0g.
Then for all ε > 0 and η > 0, there exists a T0 > 0 such that, for all T > T0,

νg

({
k ∈ Kg :

∣∣∣∣ 1
T

∫ T

0
φ(ut k) dt −

∫
Gg/0g

φ dµg

∣∣∣∣> ε})≤ η. (4-1)

Proof. Let H1, . . . , Hk and C1, . . . ,Ck be as in Theorem 4.1. Let γ ∈ 0g; consider
Yi (γ )= Kg ∩ X (Hi ,U )γ . Suppose that Yi (γ )= Kg; then Ukγ−1

⊂ kγ−1 Hi for
all k ∈ Kg. In other words,

k−1Uk ⊂ γ−1 Hiγ for all k ∈ Kg. (4-2)

The subgroup 〈k−1Uk : k ∈ Kg〉 is normalized by U ∪ Kg and clearly 〈k−1Uk :
k ∈ Kg〉⊆〈U∪Kg〉⊆Hg. If G is a simple Lie group with finite center, with maximal
compact subgroup K , it follows from Exercise A.3, Chapter IV of [Helgason 2001]
that K is also a maximal proper subgroup of G. This means that, because Hg is
semisimple with finite center, any connected subgroup L of Hg containing Kg can
be represented as L = H ′Kg where H ′ is a connected normal subgroup of Hg.
Because U is not contained in any proper normal subgroup of Hg, this implies
that 〈U ∪ Kg〉 = Hg. Therefore, 〈k−1Uk : k ∈ Kg〉 is a normal subgroup of Hg,
and because U is not contained in any proper normal subgroup of Hg, we have
〈k−1Uk : k ∈ Kg〉 = Hg. This and (4-2) imply that Hg ⊂ γ

−1 Hiγ . Note that
γ ∈ SLd(Z) and, by Remark 4.2, Hi is defined over Q. Therefore, γ−1 Hiγ is
defined over Q; it follows from Theorem 7.7 of [Platonov and Rapinchuk 1991]
that γ−1 Hiγ ∩SLd(Q)= γ

−1 Hiγ . Therefore, Lemma 3.7 and Proposition 4.1 of
[Sargent 2013] imply that γ−1 Hiγ = Gg, which is a contradiction, and therefore,
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Yi (γ )( Kg. This means, for all 1≤ i ≤ k, Yi (γ ) is a submanifold of strictly smaller
dimension than Kg and hence

νg(Yi (γ ))= 0. (4-3)

Note that, because Ci ⊆ X (Hi ,U ),

Kg ∩
⋃

1≤i≤k

Ci0g ⊆ Kg ∩
⋃

1≤i≤k

X (Hi ,U )0g =
⋃

1≤i≤k

⋃
γ∈0g

Yi (γ ),

and therefore, (4-3) implies

νg

(
Kg ∩

⋃
1≤i≤k

Ci0g

)
= 0. (4-4)

Let D be a compact subset of Gg such that Kg ⊂ D. Then from (4-4), it follows
that, for all η > 0, there exists a compact subset F of D−

⋃
1≤i≤k Ci0g such that

νg(F ∩ Kg)≥ 1− η. (4-5)

From Theorem 4.1, for all ε > 0, there exists a T0 > 0 such that, for all x ∈
(F ∩ Kg)/0g and T > T0,∣∣∣∣ 1

T

∫ T

0
φ(ut x) dt −

∫
Gg/0g

φ dµg

∣∣∣∣< ε.
Therefore, if k ∈ Kg, T > T0 and∣∣∣∣ 1

T

∫ T

0
φ(ut k) dt −

∫
Gg/0g

φ dµg

∣∣∣∣> ε,
then k ∈ Kg \ F , but νg(Kg \ F)≤ η by (4-5), and this implies (4-1). �

Lemma 4.4. Suppose r1 ≥ 2 and r2 ≥ 1. Let g ∈ CSL(r1, r2) be arbitrary. Let
U = {ut : t ∈R} be a one-parameter unipotent subgroup of Hg not contained in any
proper normal subgroup of Hg. Let φ be a bounded continuous function on Gg/0g.
Then for all ε > 0 and δ > 0, there exists a T0 > 0 such that, for all T > T0,∣∣∣∣ 1

δT

∫ (1+δ)T

T

∫
Kg

φ(ut k) dνg(k) dt −
∫

Gg/0g

φ dµg

∣∣∣∣< ε.
Proof. Let φ be a bounded continuous function on Gg/0g. Lemma 4.3 implies for
all ε > 0, η > 0 and d > 0 there exists a T0 > 0 such that, for all T > T0,

νg

({
k ∈ Kg :

∣∣∣∣ 1
dT

∫ dT

0
φ(ut k) dt −

∫
Gg/0g

φ dµg

∣∣∣∣> ε})≤ η. (4-6)
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Using (4-6) with d = 1 and d = 1+δ, we get that for all ε > 0 and η > 0 there exists
a subset C⊆ Kg with νg(C)≥ 1− η such that for all k ∈ C the following hold:∣∣∣∣∫ T

0
φ(ut k) dt − T

∫
Gg/0g

φ dµg

∣∣∣∣< εT,∣∣∣∣∫ (1+δ)T

0
φ(ut k) dt − (1+ δ)T

∫
Gg/0g

φ dµg

∣∣∣∣< (1+ δ)T ε.
Hence, for all k ∈ C, we have∣∣∣∣∫ (1+δ)T

T
φ(ut k) dt − δT

∫
Gg/0g

φ dµg

∣∣∣∣
=

∣∣∣∣∫ (1+δ)T

0
φ(ut k) dt − (1+ δ)T

∫
Gg/0g

φ dµg

−

∫ T

0
φ(ut k) dt + T

∫
Gg/0g

φ dµg

∣∣∣∣
≤

∣∣∣∣∫ T

0
φ(ut k) dt − T

∫
Gg/0g

φ dµg

∣∣∣∣
+

∣∣∣∣∫ (1+δ)T

0
φ(ut k) dt − (1+ δ)T

∫
Gg/0g

φ dµg

∣∣∣∣
≤ (2+ δ)T ε.

This means that, for all δ > 0, η > 0 and ε > 0,

νg

({
k ∈ Kg :

∣∣∣∣ 1
δT

∫ (1+δ)T

T
φ(ut k) dt −

∫
Gg/0g

φ dµg

∣∣∣∣< (2+ δ)ε
δ

})
≥ 1− η.

Since we can make ε and η as small as we wish, this implies the claim. �

Lemma 4.5. Suppose r1 ≥ 2 and r2 ≥ 1. Let A = {at : t ∈ R} be a one-parameter
subgroup of Hg, not contained in any proper normal subgroup of Hg, such that
there exists a continuous homomorphism ρ : SL2(R)→ Hg with ρ(D) = A and
ρ(SO(2)) ⊂ Kg, where D =

{( t
0

0
t−1

)
: t > 0

}
. Let φ be a continuous function on

Gg/0g vanishing outside of a compact set. Then for all g ∈ CSL(r1, r2) and ε > 0
there exists T0 > 0 such that, for all t > T0,∣∣∣∣∫

Kg

φ(at k) dνg(k)−
∫

Gg/0g

φ dµg

∣∣∣∣≤ ε.
Proof. This is very similar to the proof of Theorem 4.4 from [Eskin et al. 1998], and
some details will be omitted. Fix ε > 0. Assume that φ is uniformly continuous.
Let ut =

( 1
0

t
1

)
and w =

( 0
1
−1
0

)
. Then it is clear that dt =

( t
0

0
t−1

)
= bt ut ktw,

where bt = (1 + t−2)−1/2
( 1
−t−1

0
1+t−2

)
and kt = (1 + t−2)−1/2

( 1
−t−1

t−1

1

)
. By our

assumptions on A, there exists a continuous homomorphism ρ : SL2(R)→ Hg such
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that ρ(D) = A and ρ(SO(2)) ⊂ Kg. Let ρ(dt) = d ′t , ρ(bt) = b′t , ρ(kt) = k ′t and
ρ(w)= w′. Then for all t > 0 and g ∈ CSL(r1, r2),∫

Kg

φ(d ′t k) dνg(k)=
∫

Kg

φ(b′t u
′

t k
′

tw
′k) dνg(k)

=

∫
Kg

φ(b′t u
′

t k) dνg(k) (4-7)

since k ′t , w
′
∈ Kg. It follows from (4-7) that, for r, t > 0,∣∣∣∣∫

Kg

φ(d ′t k) dνg(k)−
∫

Kg

φ(u′r t k) dνg(k)
∣∣∣∣

≤

∣∣∣∣∫
Kg

(φ(d ′r t k)−φ(d
′

t k)) dνg(k)
∣∣∣∣+∣∣∣∣∫

Kg

(φ(d ′r t k)−φ(u
′

r t k))dνg(k)
∣∣∣∣

=

∣∣∣∣∫
Kg

(φ(d ′r d ′t k)−φ(d
′

t k)) dνg(k)
∣∣∣∣+∣∣∣∣∫

Kg

(φ(b′r t u
′

r t k)−φ(u
′

r t k)) dνg(k)
∣∣∣∣. (4-8)

By uniform continuity, the fact that limt→∞ bt = I and (4-8) imply there exist
T1 > 0 and δ > 0 such that for t > T1 and |r − 1|< δ we have∣∣∣∣∫

Kg

φ(d ′t k) dνg(k)−
∫

Kg

φ(u′r t k) dνg(k)
∣∣∣∣≤ ε.

Thus, if T > T1, then∣∣∣∣∫
Kg

φ(d ′t k) dνg(k)−
1
δT

∫ (1+δ)T

T

∫
Kg

φ(u′t k) dνg(k) dt
∣∣∣∣≤ ε. (4-9)

Combining (4-9) with Lemma 4.5 via the triangle inequality finishes the proof of
the lemma. �

The section is completed by the proof of the main ergodic result, whose proof
follows that of Theorem 3.5 in [Eskin et al. 1998].

Proof of Theorem 2.5. Assume that φ is nonnegative. Let A(r) = {x ∈ Gg/0g :

α(x) > r}. Choose a continuous nonnegative function gr on Gg/0g such that
gr (x)=1 if x ∈ A(r+1), gr (x)=0 if x /∈ A(r) and 0≤gr (x)≤1 if x ∈ A(r)\A(r+1).
Then∫

Kg

φ(at k) dνg(k)

=

∫
Kg

φ(at k) gr (at k) dνg(k)+
∫

Kg

(φ(at k)−φ(at k) gr (at k)) dνg(k). (4-10)
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Let β = 2− δ; then for x ∈ Gg/0g,

φ(x) gr (x)≤ Cα(x)2−βgr (x)

= Cα(x)2−β/2gr (x) α(x)−β/2 ≤ Cr−β/2α(x)2−β/2.

The last inequality is true because gr (x)= 0 if α(x)≤ r . Therefore,∫
Kg

φ(at k) gr (at k) dνg(k)≤ Cr−β/2
∫

Kg

α(at k)2−β/2 dνg(k). (4-11)

Since g ∈ CSL(r1, r2), r1 ≥ 3 and r2 ≥ 1, Theorem 2.4(I) implies there exists B
such that ∫

Kg

α(at k)2−β/2 dνg(k)=
∫

K I

α ◦ g−1(at kg)2−β/2 dνI (k)

≤ c(g)
∫

K I

α(at kg)2−β/2 dνI (k) < B

for all t ≥ 0. Then (4-11) implies that∫
Kg

φ(at k) gr (at k) dνg(k)≤ BCr−β/2. (4-12)

For all ε > 0, there exists a compact subset, C of Gg/0g, such that µg(C)≥ 1− ε.
The function α is bounded on C, and hence, for all ε > 0,

lim
r→∞

µg(A(r))

= lim
r→∞

(
µg({x ∈ C : α(x) > r})+µg({x ∈ (Gg/0g) \C : α(x) > r})

)
≤ ε.

This means that

lim
r→∞

µg(A(r))= 0. (4-13)

Note that ∫
Gg/0g

φ(x) gr (x) dµg(x)≤
∫

A(r)
φ(x) dµg(x). (4-14)

Since φ ∈ L1(Gg/0g), (4-13) and (4-14) imply that

lim
r→∞

∫
Gg/0g

φ(x) gr (x) dµg(x)= 0. (4-15)

Since the function φ(x) − φ(x)gr (x) is continuous and has compact support,
Lemma 4.5 implies for all ε > 0 and g ∈ CSL(r1, r2) there exists T0 > 0 such
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that, for all t > T0,∣∣∣∣∫
Kg

(φ(at k)−φ(at k) gr (at k)) dνg(k)

−

∫
Gg/0g

(φ(x)−φ(x) gr (x)) dµg(x)
∣∣∣∣< ε

2
. (4-16)

It is straightforward to check that (4-10), (4-12), (4-15) and (4-16) imply the
conclusion of the theorem if r is sufficiently large. �

5. Proof of Theorem 2.1

The proof of Theorem 2.1 follows the same route as that of Sections 3.4–3.5 of
[Eskin et al. 1998]. The main modification we make in order to handle the present
situation is that we work inside the surface Xg(R) rather than in the whole of Rd .
For t ∈ R and v ∈ Rd , define a linear map at by

atv = (v1, . . . , vs, e−tvs+1, vs+2, . . . , etvd).

Note that the one-parameter group {ât : t ∈R}= g−1
{at : t ∈R}g⊂ Hg and that there

exists a continuous homomorphism ρ : SL2(R)→ Hg with ρ(D)= {ât : t ∈R} and
ρ(SO(2))⊂ Kg where D=

{( t
0

0
t−1

)
: t > 0

}
. Moreover, note that {at : t ∈R} is self-

adjoint and not contained in any normal subgroup of Hg and the only eigenvalues
of at are e−t , 1 and et . In other words, {ât : t ∈ R} satisfies the conditions of
Theorems 2.5 and 2.4. For any natural number n, let Sn−1 denote the unit sphere
in an n-dimensional Euclidean space and let γn = Vol(Sn) and cr1,r2 = γr1−1γr2−1;
then define

C1 = cr1,r22(2−r1−r2)/2 = cr1,r22(2−d+s)/2. (5-1)

5A. Proof of Theorem 2.3. In Lemma 5.1, it is shown that it is possible to ap-
proximate certain integrals over Kg by integrals over Rd−s−2. The integral over
Rd−s−2 can be used like the characteristic function of R× A(T/2, T ); in particular,
Theorem 2.3 is proved as an application of Lemma 5.1. It should be noted that
Lemma 5.1 is analogous to Lemma 3.6 from [Eskin et al. 1998] and its proof is
similar.

Lemma 5.1. Let f be a continuous function of compact support on Rd
+
= {v ∈Rd

:

〈v, es+1〉> 0}, and for g ∈ CSL(r1, r2), let

J f,g(`1, . . . , `s, r)

=
1

rd−s−2

∫
Rd−s−2

f (`1, . . . , `s, r, vs+2, . . . , vd−1, vd) dvs+2 · · · dvd−1,

where vd = (a−Qg
0(`1, . . . , `s, 0, vs+2, . . . , vd−1, 0))/2r so that Qg

0(`1, . . . , `s, r,
vs+2, . . . , vd−1, vd) = a. Then for every ε > 0, there exists T0 > 0 such that, for
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every t with et > T0 and every v ∈ Rd
+

with ‖v‖> T0,∣∣∣∣C1e(d−s−2)t
∫

Kg

f (ât kv) dνg(k)− J f,g(M
g
0 (v), ‖v‖e

−t)

∣∣∣∣< ε.
Proof. By Lemma 2.2 of [Sargent 2013], for all g ∈ CSL(r1, r2), there exists a basis
of Rd , denoted by b1, . . . , bd , such that

Qg
0(v)= Q1,...,s(v)+2vs+1vd+

s+r1∑
i=s+2

v2
i −

d−1∑
i=s+r1+1

v2
i and Mg

0 (v)= (v1, . . . , vs)

and
ât(v)= (v1, . . . vs, e−tvs+1, vs+2, . . . vd−1, etvd),

where vi = 〈v, bi 〉 for 1≤ i ≤ d and Q1,...,s(v) is a nondegenerate quadratic form in
variables v1, . . . , vs . Let E denote the support of f . Let c1 = infv∈E 〈v, bs+1〉 and
c2 = supv∈E 〈v, bs+1〉. From the definition of ât , it follows that f (âtw)= 0 unless

|〈w, bs+1〉〈w, bd〉| ≤ β, (5-2)

c1 ≤ 〈w, bs+1〉e−t
≤ c2, (5-3)

π ′(w) ∈ π ′(E), (5-4)

where β depends only on E and π ′ denotes the projection onto the span of b1, . . . , bs,

bs+2, . . . , bd−1. For w satisfying (5-2) and (5-3), we have 〈w, bd〉 = O(e−t). This,
together with (5-4) and (5-3), implies that, if f (âtw) 6= 0 and t is large, then

‖w‖ = 〈w, bs+1〉+ O(e−t). (5-5)

Note that by (5-5),

〈âtw, bs+1〉 = 〈w, bs+1〉e−t
= e−t

‖w‖+ O(e−2t) (5-6)

and
〈âtw, bi 〉 = 〈w, bi 〉 for 1≤ i ≤ s or s+ 2≤ i ≤ d − 1. (5-7)

Finally,

〈âtw, bd〉 =
(
Qg

0(w)− Qg
0

(
〈w, b1〉, . . . , 〈w, bs〉, 0,

〈w, bs+1〉, . . . , 〈w, bd−1〉, 0
))
/2〈âtw, bs+1〉

=
(
Qg

0(w)− Qg
0

(
〈w, b1〉, . . . , 〈w, bs〉, 0,

〈w, bs+1〉, . . . , 〈w, bd−1〉, 0
))
/2e−t

‖w‖+ O(e−t). (5-8)

Hence, using (5-6), (5-7) and (5-8) together with the uniform continuity of f ,
applied with w = kv for v ∈ Rd

+
and k ∈ Kg, we see that for all δ > 0 there exists a
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t0 > 0 so that if t > t0 then∣∣ f (ât kv)− f (v1, . . . , vs, ‖v‖e−t , 〈kv, bs+1〉, . . . , 〈kv, bd−1〉, vd)
∣∣< δ, (5-9)

where vd is determined by

Qg
0(v1, . . . , vs, ‖v‖e−t , 〈kv, bs+1〉, . . . , 〈kv, bd−1〉, vd)= Qg

0(v)= a.

Change basis by letting fs+1= (bs+1+bd)/
√

2, fd= (bs+1−bd)/
√

2 and fi = bi for
1≤ i ≤ s or s+2≤ i ≤d−1. In this basis, Kg∼=SO(r1)×SO(r2) consists of orthogo-
nal matrices preserving the subspaces L1=〈 f1, . . . , fs〉, L2=〈 fs+1, . . . , fs+r1〉 and
L3 = 〈 fs+r1+1, . . . , fd〉. For i = 1, 2 or 3, let πi denote the orthogonal projection
onto L i . Write ρi = ‖πi (v)‖; then the orbit Kgv is the product of a point and
two spheres {v1, . . . , vs}×ρ2Sr1−1

×ρ3Sr2−1, where Sr1−1 denotes the unit sphere
in L2 and Sr2−1 the unit sphere in L3.

Suppose w ∈ Kgv is such that f (âtw) 6= 0. Then from (5-2) and (5-3), it follows
that 〈w, bd〉=O(e−t). Now, setwi=〈w, fi 〉; thenws+1=2−1/2

〈w, bs+1〉+O(e−t),
wd = 2−1/2

〈w, bs+1〉+O(e−t) and, for 1≤ i ≤ s or s+ 2≤ i ≤ d− 1, wi = O(1).
Hence, for i = 2 or 3,

ρi = ‖πi (w)‖ = 2−1/2
〈w, bs+1〉+ O(e−t)= 2−1/2

‖w‖+ O(e−t), (5-10)

where the last estimate follows from (5-5).
By integrating (5-9) with respect to Kg, we see that for all ε > 0 there exists a

t0 > 0 so that if t > t0 then∣∣∣∣∫
Kg

f (ât kv) dνg(k)

−

∫
Kg

f (v1, . . . , vs, ‖v‖e−t , 〈kv, bs+1〉, . . . , 〈kv, bd−1〉, vd) dνg(k)
∣∣∣∣< ε. (5-11)

Equation (5-4) implies that, if f (ât kv) 6= 0, then kv is within a bounded distance
from ρ2 fs+1+ρ3 fd . As ‖v‖ increases, so do the ρi and the normalized Haar measure
on ρ2Sr1−1 near ρ2 fs+1 tends to (1/Vol(ρ2Sr1−1)) dvs+2 · · · dvs+r1 and similarly the
Haar measure on ρ3Sr2−1 near ρ3 fd tends to (1/Vol(ρ3Sr2−1)) dvs+r1+1 · · · dvd−1.
This means that as ‖v‖ tends to infinity the second integral in (5-11) tends to

ρ
1−r1
2 ρ

1−r2
3

cr1,r2

∫
Rd−s−2

f (v1, . . . , vs, ‖v‖e−t , vs+1, . . . , vd) dvs+2 · · · dvd−1

=
(‖v‖e−t)d−s−2

ρ
r1−1
2 ρ

r2−1
3 cr1,r2

J f,g(M
g
0 (v), ‖v‖e

−t). (5-12)

Because (5-10) implies that ρr1−1
2 ρ

r2−1
3 = 2(s+2−d)/2

‖v‖d−s−2
+ O(e−t), we can

use (5-11) and (5-12) to get that for all ε > 0 there exists a t0 > 0 so that if t > t0
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and ‖v‖> t0 then∣∣∣∣∫
Kg

f (ât kv) dνg(k)−
et (s+2−d)

C1
J f,g(M

g
0 (v), ‖v‖e

−t)

∣∣∣∣< ε.
By dividing through by the factor et (s+2−d)

C1
, we obtain the desired conclusion. �

For f1 and f2 continuous functions of compact support on Rd
+
= {v ∈ Rd

:

〈v, es+1〉 > 0}, define J f1,g + J f2,g = J f1+ f2,g and J f1,g J f2,g = J f1 f2,g. These
operations make the collection of functions of the form J f,g into an algebra of
real-valued functions on the set Rs

× {v ∈ R : v > 0}. Denote this algebra by A.
The following will be used in the proofs of Theorems 2.3 and 2.1:

Lemma 5.2. A is dense in Cc(R
s
×{v ∈ R : v > 0}).

Proof. Let B be a compact subset of Rs
× {v ∈ R : v > 0}. Let AB denote the

subalgebra of A of functions with support B. It is straightforward to check that the
algebra AB separates points in B and does not vanish at any point in B. Therefore,
by the Stone–Weierstrass theorem [Rudin 1976, Theorem 7.32], AB is dense in the
space of continuous functions on B. Since B is arbitrary, this implies the claim. �

Proof of Theorem 2.3. Let ε > 0 be arbitrary and g ∈ CSL(r1, r2). By Lemma 5.2,
there exists a continuous nonnegative function f on Rd

+
of compact support so that

J f,g ≥ 1+ ε on R×[1, 2]. Then if v ∈Rd satisfies et
≤ ‖v‖ ≤ 2et , Mg

0 (v) ∈ R and
Qg

0(v)= a, then J f,g(M
g
0 (v), ‖v‖e

−t)≥ 1+ε. Then by Lemma 5.1, for sufficiently
large t ,

C1e(d−s−2)t
∫

Kg

f (ât kv) dνg(k)≥ 1

if et
≤ ‖v‖ ≤ 2et , Mg

0 (v) ∈ R and Qg
0(v)= a. Then summing over v ∈ Xg(Z), we

get

|Xg(Z)∩ VM([a, b])∩ A(et , 2et)| ≤
∑

v∈Xg(Z)

C1e(d−s−2)t
∫

Kg

f (ât kv) dνg(k)

= C1e(d−s−2)t
∫

Kg

F f,g(ât k) dνg(k). (5-13)

Note that ∫
Kg

F f,g(ât k) dνg(k)=
∫

K I

F f,g(g−1at kg) dνI (k). (5-14)

By (2-2), we have the bound F f,g(x)≤ c( f ) α(x) for all x ∈ Gg/0g, where c( f )
is a constant depending only on f . Since g ∈ CSL(r1, r2), Part (I) of Theorem 2.4
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implies that if r1 ≥ 3 and r2 ≥ 1 then∫
K I

F f,g(g−1at kg) dνI (k) < c( f ◦ g−1)

∫
K I

α(at kg) dνI (k) <∞. (5-15)

In the case when r1 = 2 and r2 = 1 or r1 = r2 = 2, Part (II) of Theorem 2.4 implies
that for all g ∈ CSL(r1, r2) there exists a constant C so that∫

K I

F f,g(g−1at kg) dνI (k) < c( f ◦ g−1)

∫
K I

α(at kg) dνI (k) < Ct. (5-16)

Hence, (5-13), (5-14) and (5-15) imply that as long as r1 ≥ 3 and r2 ≥ 1 there exists
a constant C2 such that

|Xg(Z)∩ VM(R)∩ A(et , 2et)| ≤ C2e(d−s−2)t .

Similarly, (5-13), (5-14) and (5-16) imply that, if r1 = 2 and r2 = 1 or r1 = r2 = 2,
then

|Xg(Z)∩ VM(R)∩ A(et , 2et)| ≤ C2te(d−s−2)t .

Since we can write T = et and

A(0, T )= lim
n→∞

(
A(0, T/2n)

n⋃
i=1

A(T/2i , T/2i−1)

)
,

the theorem follows by summing a geometric series. �

Theorem 2.3 has the following corollary, which is comparable with Proposition
3.7 from [Eskin et al. 1998] and will be used in the proof of Theorem 2.1.

Corollary 5.3. Let f be a continuous function of compact support on Rd
+

. Then for
every ε > 0 and g ∈ CSL(r1, r2), there exists t0 > 0 so that, for t > t0,∣∣∣∣e−(d−s−2)t

∑
v∈Xg(Z)

J f,g(M
g
0 (v), ‖v‖e

−t)−C1

∫
Kg

F f,g(ât k) dνg(k)
∣∣∣∣< ε. (5-17)

Proof. Since J f,g has compact support, the number of nonzero terms in the sum
on the left-hand side of (5-17) is bounded by ce(d−s−2)t because of Theorem 2.3.
Hence, summing the result of Lemma 5.1 over v ∈ Xg(Z) proves (5-17). �

5B. Volume estimates. For a compactly supported function h on Rs
×Rd
\{0}, we

define

2(h, T )=
∫

Xg(R)

h(Mg
0 (v), v/T ) dmg(v).

For X⊆ Rd , we will use the notation VolXg (X)=
∫

Xg(R)
1X∩Xg(R) dmg to mean the

volume of X with respect to the volume measure on Xg(R).
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The following lemma and its corollary are analogous to Lemma 3.8 from [Eskin
et al. 1998], and the proofs share some similarities although it is here that the fact
we are integrating over Xg(R) rather than the whole of Rd becomes an important
distinction. In Lemma 5.4, we compute limT→∞(1/T d−s−2)2(h, T ). Here it is
crucial that h is not defined on Rs

×{0}; if it was, using the fact that h can be bounded
by an integrable function, one could directly pass the limit inside the integral and
the limit would be 0. The basic strategy of Lemma 5.4 is that we evaluate the
integral

∫
Xg(R)

dmg by switching to polar coordinates. This has the effect that the
integral changes into an integral over two spheres; then we approximate the spheres
by an orbit of Kg and an integral over the coordinates fixed by Kg.

Lemma 5.4. Suppose that h is a continuous function of compact support in Rs
×

Rd
\ {0}. Then

lim
T→∞

1
T d−s−22(h, T )= C1

∫
Kg

∫
∞

0

∫
Rs

h(z, rke0)rd−s−2 dz
dr
2r

dνg(k),

where e0 is a unit vector in Rd and C1 is the constant defined by (5-1).

Proof. By Lemma 2.2 of [Sargent 2013], for all g ∈ CSL(r1, r2), there exists a basis
of Rd , denoted by f1, . . . , fd , such that

Qg
0(v)=

s1∑
i=1

v2
i −

s∑
i=s1+1

v2
i +

s+r1∑
i=s+1

v2
i −

d∑
i=s+r1+1

v2
i and Mg

0 (v)= J (v1, . . . , vs),

where vi = 〈v, fi 〉 for 1 ≤ i ≤ d, J ∈ GLs(R), s1 is a nonnegative integer such
that r1 + s1 = p and s2 is a nonnegative integer such that r2 + s2 = d − p. Let
L1 = 〈v1, . . . , vs1, vs+1, . . . , vs+r1〉, L2 = 〈vs1+1, . . . , vs, vs+r1+1, . . . , vd〉, S p−1

be the unit sphere inside L1 and Sd−p−1 be the unit sphere inside L2. Let α ∈ S p−1

and β ∈ Sd−p−1. Using polar coordinates, we can parametrize v ∈ Xg(R) so that

vi =


√

aαi cosh t for 1≤ i ≤ s1,
√

aβi−s1 sinh t for s1+ 1≤ i ≤ s,
√

aαi−s+s1 cosh t for s+ 1≤ i ≤ s+ r1,
√

aβi−s1−r1 sinh t for s+ r1+ 1≤ i ≤ d.

(5-18)

In these coordinates, we may write

dmg(v)=
a(d−2)/2

2
coshp−1 t sinhq−1 t dt dξ(α, β)= P(et) dt dξ(α, β),

where P(x) = (a(d−2)/2/2d−1)xd−2
+ O(xd−3) and ξ is the Haar measure on

S p−1
× Sq−1. Making the change of variables, r =

√
aet/2T , gives

√
a cosh t = T r + a/4T r and

√
a sinh t = T r − a/4T r. (5-19)
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Let L ′1= 〈vs+1, . . . , vs+r1〉, L ′2= 〈vs+r1+1, . . . , vd〉, Sr1−1 be the unit sphere inside
L ′1, Sr2−1 be the unit sphere inside L ′2, α′ ∈ Sr1−1 and β ′ ∈ Sr2−1. We may write

dξ(α, β)= δ(α, β) dα1 · · · dαs1 dβ1 · · · dβs2 dξ ′(α′, β ′),

where δ(α, β) is the appropriate density function and dξ ′ is the Haar measure on
Sr1−1

× Sr2−1. This gives

dmg(v)= P
(2T r
√

a

)
δ(α, β)

dr
r

dα1 · · · dαs1 dβ1 · · · dβs2 dξ ′(α′, β ′). (5-20)

Let z ∈ Rs . Make the further change of variables

(α1, . . . , αs1, β1, . . . , βs−s1)=
1

T r
J−1z; (5-21)

this means that

dα1 · · · dαs1 dβ1 · · · dβs2 =
1

det(J )(T r)s
dz. (5-22)

Moreover, using (5-18), (5-19) and (5-21) gives

Mg
0 (v)= z+ O(1/T ) and v/T = r(α′+β ′)+ O(1/T ). (5-23)

Since h is continuous and compactly supported, it may bounded by an integrable
function and hence

lim
T→∞

1
T d−s−22(h, T )

= lim
T→∞

1
T d−s−2

∫
Xg(R)

h(Mg
0 (v), v/T ) dmg(v)

=

∫
Xg(R)

lim
T→∞

1
T d−s−2 h(Mg

0 (v), v/T ) dmg(v)

=

∫
Sr1−1×Sr2−1

∫
∞

0

∫
Rs

h(z, r(α′+β ′))rd−s−2δ(α′, β ′) dz
dr
2r

dξ ′(α′, β ′),

where the last step follows from (5-20), the definition of P(x), (5-22) and (5-23).
Note that from the definition of δ it is clear that δ(α′, β ′) = 1. Finally, let e0 =

1
√

2
( f1+ f p+1) and 1

√
2
(α′+β ′)= ke0 and r ′ =

√
2r to get that

lim
T→∞

1
T d−s−22(h, T )= C1

∫
Kg

∫
∞

0

∫
Rs

h(z, r ′ke0)r ′d−s−2 dz
dr ′

2r ′
dνg(k). �

Corollary 5.5. For all g ∈ CSL(r1, r2), there exists a constant C3 > 0 such that for
all compact regions R ⊂ Rs with piecewise smooth boundary

lim
T→∞

1
T d−s−2 VolXg (VMg

0
(R)∩ A(T/2, T ))= C3 Vol(R).
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Proof. Let 1 denote the characteristic function of R× A(1/2, 1); then it is clear that

lim
T→∞

1
T d−s−2 VolXg (VMg

0
(R)∩ A(T/2, T ))

= lim
T→∞

1
T d−s−2

∫
Xg(R)

1(M0(gv), v/T ) dmg(v)

= lim
T→∞

1
T d−s−22(1, T ).

Since R has piecewise smooth boundary, there exist regions R−δ ⊆ R× A(1/2, 1)⊆
R+δ such that limδ→0 R+δ = limδ→0 R−δ = R, and for all δ > 0, we can choose
continuous compactly supported functions h−δ and h+δ on Rs

× Rd
\ 0 such that

0 ≤ h−δ ≤ 1 ≤ h+δ ≤ 1, h−δ (v) = 1(v) if v ∈ R−δ and h+δ (v) = 0 if v /∈ R+δ . By
Lemma 5.4,

lim
T→∞

1
T d−s−22(h

−

δ , T )≤ lim inf
T→∞

1
T d−s−2

∫
Xg(R)

1(M0(gv), v/T ) dmg(v)

≤ lim sup
T→∞

1
T d−s−2

∫
Xg(R)

1(M0(gv), v/T ) dmg(v)

≤ lim
T→∞

1
T d−s−22(h

+

δ , T ).

It is clear that

lim
δ→∞

lim
T→∞

1
T d−s−22(h

−

δ , T )= lim
δ→∞

lim
T→∞

1
T d−s−22(h

+

δ , T )

= lim
T→∞

1
T d−s−22(1, T );

hence, we can apply Lemma 5.4 to get that

lim
T→∞

1
T d−s−22(1, T )

= C1

∫
Kg

∫
∞

0

∫
Rs

1(z, rk−1e0)rd−s−2 dz
dr
2r

dνg(k)

= C1

∫
Rs

1R(z) dz
∫

Kg

∫
∞

0
1A(1/2,1)(rk−1e0)rd−s−2 dr

2r
dνg(k)= C3 Vol(R).

The last equality holds because∫
Kg

∫
∞

0
1A(1/2,1)(rk−1e0)rd−s−2 dr

2r
dνg(k) <∞

as 1A(1/2,1) has compact support and Kg is compact. �
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5C. Proof of Theorem 2.1. By Theorem 4.9 of [Platonov and Rapinchuk 1991],
there exist v1, . . . , v j ∈ Xg(Z) such that Xg(Z)=

⊔ j
i=1 0gvi . Let Pi (g)={x ∈Gg :

xvi = vi } and 3i (g)= Pi (g)∩0g. By Proposition 1.13 of [Helgason 2000], there
exist Haar measures %3i , p3i and γ3i on Gg/3i (g), Pi (g)/3i (g) and 0g/3i (g),
respectively, such that, for f ∈ Cc(Gg/3i (g)) and hence for integrable functions
on Gg/3i (g),∫

Gg/3i (g)
f d%3i =

∫
Xg(R)

∫
Pi (g)/3i (g)

f (xp) dp3i(p) dmg(x), (5-24)∫
Gg/3i (g)

f d%3i =

∫
Gg/0g

∫
0g/3i (g)

f (xγ ) dγ3i(γ ) dµg(x). (5-25)

Note that 0g/3i (g)=0gvi is discrete and its Haar measure dγ3i is just the counting
measure and so ∫

0g/3i (g)
f (xγ ) dγ3i(γ )=

∑
v∈0gvi

f (xv). (5-26)

Therefore, the normalizations already present on mg and µg induce a normalization
on p3i . Moreover, it follows from the Borel–Harish-Chandra theorem [Platonov
and Rapinchuk 1991, Theorem 4.13] that the measure of p3i(Pi (g)/3i (g)) <∞
for each 1≤ i ≤ j . As in [Eskin et al. 1998; Dani and Margulis 1993], where the
proofs rely on Siegel’s integral formula, here the proof relies on the following result:

Lemma 5.6. For all f ∈ Cc(Xg(R)) and g ∈ CSL(r1, r2), there exists a constant

C(g)=
j∑

i=1

p3i (Pi (g)/3i (g))

such that

C(g)
∫

Xg(R)

f dmg =

∫
Gg/0g

F f,g dµg. (5-27)

Proof. Note that, for 1 ≤ i ≤ j , Gg/Pi (g) ∼= Xg(R). If f ∈ Cc(Xg(R)), then f
is 3i (g)-invariant and therefore can be considered as an integrable function on
Gg/3i (g) and so∫

Xg(R)

∫
Pi (g)/3i (g)

f (xp) dp3i(p) dmg(x)

=

∫
Pi (g)/3i (g)

dp3i

∫
Xg(R)

f dmg. (5-28)

Now it follows from the definition of F f,g (i.e., (2-1)), (5-24), (5-25), (5-26) and
(5-28) that
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∫
Gg/0g

F f,g dµg =

j∑
i=1

∫
Gg/0g

∑
v∈0gvi

f (xv) dµg(x)

=

j∑
i=1

∫
Pi (g)/3i (g)

dp3i

∫
Xg(R)

f dmg,

which is the desired result. �

The final lemma of this section is the counterpart of Lemma 3.9 from [Eskin
et al. 1998], and again the proof there is mimicked.

Lemma 5.7. Let f be a continuous function of compact support on Rd
+

. Then for
all g ∈ CSL(r1, r2),

lim
T→∞

1
T d−s−2

∫
Xg(R)

J f,g(M
g
0 (v), ‖v‖/T ) dmg(v)= C1C(g)

∫
Gg/0g

F f,g dµg,

where C1 is defined by (5-1) and C(g) is defined in Lemma 5.6.

Proof. Let vi be the components of v when written in the basis b1, . . . , bd from
Lemma 5.1. Using the change of variables (v1, . . . , vd)→ (z1, . . . , zs, r, vs+2,

. . . , a) where Qg
0(v1, . . . , vd)= a, we see that∫

Rd
f (v) dv =

∫
∞

−∞

∫
∞

0

∫
Rs

J f,g(z, r)rd−s−2 dz
dr
2r

da.

Hence, it follows from how mg is defined (i.e., (2-3)) that∫
Xg(R)

f (v) dmg(v)=

∫
∞

0

∫
Rs

J f,g(z, r)rd−s−2 dz
dr
2r
. (5-29)

Lemma 5.4 and (5-29) imply that

lim
T→∞

1
T d−s−2

∫
Xg(R)

J f,g(M
g
0 (v), ‖v‖/T ) dmg(v)

= C1

∫
Kg

(∫
Xg(R)

f (v) dmg

)
dνg(k).

Now the conclusion follows from Lemma 5.6. �

The purpose of Lemma 5.7 is to relate the integral over Gg/0g to an integral
over Xg(R) in order that the integral over Xg(R) can be approximated by an integral
over Kg via Theorem 2.5. Then the integral over Kg can be approximated by the
appropriate counting function via Corollary 5.3. We now proceed to put this into
action in the proof of our main theorem, which is just a modification of the proof
in [Eskin et al. 1998].
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Proof of Theorem 2.1. By Lemma 5.4, the functional 9 on Cc(R
s
×Rd

\ {0}) given
by

9(h)= lim
T→∞

1
T d−s−22(h, T )

is continuous. For all connected regions R ⊂ Rs with smooth boundary, if 1
denotes the characteristic function of R× A(1/2, 1), then for every ε > 0 there exist
continuous functions h+ and h− on Rs

×Rd
\{0} such that, for all (r, v)∈Rs

×Rd
\{0},

h−(r, v)≤ 1(r, v)≤ h+(r, v) (5-30)

and
|9(h+)−9(h−)|< ε. (5-31)

Let J denote the space of linear combinations of functions on Rs
×Rd of the form

J f,g(r, ‖v‖), where f is a continuous function of compact support on Rd
+

. Let H

denote the collection of functions in Cc(R
s
× Rd

\ {0}) such that if h ∈ H then
h takes an argument of the form (r, ‖v‖). By Lemma 5.2, J is dense in H, and
since h+ and h− belong to H, we may suppose that h+ and h− may be written
as a finite linear combination of functions from J. The function F f,g defined by
(2-1) obeys the bound (2-4) with δ = 1 by (2-2). Moreover, Lemma 3.10 of [Eskin
et al. 1998] implies that F f,g ∈ L1(Gg/0g). Therefore, if h′ ∈ {h+, h−}, then for
all g ∈ CSL(r1, r2), we can apply Theorem 2.5 with the function F f,g followed by
Corollary 5.3 and Lemma 5.7 to get that there exists t0 > 0 so that, for all ε > 0
and t > t0, ∣∣∣∣ C(g)

e(d−s−2)t

∑
v∈Xg(Z)

h′(Mg
0 (v), ve−t)−9(h′)

∣∣∣∣< ε. (5-32)

From the definition of 9(h), we see that for all h ∈ Cc(R
s
× Rd

\ {0}) and g ∈
CSL(r1, r2) there exists t0 > 0 so that, for all ε > 0 and t > t0,∣∣∣∣ 1

e(d−s−2)t

∫
Xg(R)

h(Mg
0 (v), ve−t) dmg(v)−9(h)

∣∣∣∣< ε. (5-33)

Clearly (5-30) implies

C(g)
e(d−s−2)t

∑
v∈Xg(Z)

h−(M
g
0 (v), ve−t)−9(h+)

≤
C(g)

e(d−s−2)t

∑
v∈Xg(Z)

1(Mg
0 (v), ve−t)−9(h+)

≤
C(g)

e(d−s−2)t

∑
v∈Xg(Z)

h+(M
g
0 (v), ve−t)−9(h+). (5-34)
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Apply (5-31) to the left-hand side of (5-34), and then apply (5-32) with suitable
choices of ε’s to get that for all g ∈ CSL(r1, r2) there exists t0 > 0 so that, for all
θ > 0 and t > t0,∣∣∣∣ C(g)

e(d−s−2)t

∑
v∈Xg(Z)

1(Mg
0 (v), ve−t)−9(h+)

∣∣∣∣≤ θ2 . (5-35)

Similarly using (5-30), (5-31) and (5-33), we see that for all g ∈ CSL(r1, r2) there
exists t0 > 0 so that, for all θ > 0 and t > t0,∣∣∣∣ 1

e(d−s−2)t

∫
Xg(R)

1(Mg
0 (v), ve−t) dmg(v)−9(h+)

∣∣∣∣≤ θ2 . (5-36)

Hence, using (5-35) and (5-36), we see that for all g ∈CSL(r1, r2) there exists t0> 0
so that, for all θ > 0 and t > t0,∣∣∣∣C(g) ∑

v∈Xg(Z)

1(Mg
0 (v), ve−t)−

∫
Xg

1(Mg
0 (v), ve−t) dmg(v)

∣∣∣∣≤ θ. (5-37)

This means that for all g ∈ CSL(r1, r2) there exists t0 > 0 so that, for all θ > 0 and
t > t0,

(1− θ)
∫

Xg(R)

1(Mg
0 (v), ve−t) dmg(v)≤ C(g)

∑
v∈Xg(Z)

1(Mg
0 (v), ve−t)

≤ (1+ θ)
∫

Xg(R)

1(Mg
0 (v), ve−t) dmg(v). (5-38)

Hence, for all (Q,M) ∈ CPairs(r1, r2), there exists t0 > 0 so that, for all θ > 0 and
t > t0,

(1− θ)VolX Q (VM(R)∩ A(T/2, T ))≤ C(g)|X Q(Z)∩ VM(R)∩ A(T/2, T )|

≤ (1+ θ)VolX Q (VM(R)∩ A(T/2, T )).

The conclusion of the theorem follows by applying Corollary 5.5 and summing a
geometric series. �

6. Counterexamples

In small dimensions, there are slightly more integer points than expected on the
quadratic surfaces defined by forms with signature (1, 2) and (2, 2). This fact was
exploited in [Eskin et al. 1998] to show that the expected asymptotic formula for
the situation they consider is not valid for these special cases. In a similar manner,
it is possible to construct examples that show that Theorem 1.1 is not valid in the
cases that the signature of Hg is (1, 2) or (2, 2). In this section, for the sake of
brevity, we restrict our attention to the case when s = 1, but we note that similar
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arguments would hold in the case when s > 1. To start with, make the following
definitions:

Q1(x)=−x1x2+ x2
3 + x2

4 ,

Q2(x)= x1x2+ x2
3 − x2

4 ,

Q3(x)=−x1x2+ x2
3 + x2

4 −αx2
5 ,

Lα(x)= x1−αx2.

We can now prove:

Lemma 6.1. Let ε > 0; suppose [a, b]= [1/2− ε, 1] or [−1,−1/2+ ε]. Let a> 0;
then for every T0 > 0, the set of β ∈ R for which there exists a T > T0 such that∣∣Xa

Q1
(Z)∩ VLβ ([a, b])∩ A(0, T )

∣∣> T (log T )1−ε

or
∣∣Xa

Q2
(Z)∩ VLβ ([a, b])∩ A(0, T )

∣∣> T (log T )1−ε

is dense. Similarly if a = 0, then for every T0 > 0, the set of β ∈ R for which there
exists a T > T0 such that∣∣Xa

Q3
(Z)∩ VLβ ([a, b])∩ A(0, T )

∣∣> T 2(log T )1−ε

is dense.

Proof. Let Si (α, T, a)= {x ∈Zdi : Lα(x)= 0, Qi (x)= a, ‖x‖ ≤ T }, where di = 4
if i = 1 or 2 and di = 5 if i = 3. Lemma 3.14 of [Eskin et al. 1998] implies that

|Si (α, T, a)| ∼ ci,αT log T for i = 1, 2 and
√
α ∈Q and a > 0, (6-1)

|S3(α, T, 0)| ∼ c3,αT 2 log T for
√
α ∈Q, (6-2)

where ci,α are constants that depend on α. Note that if i = 1, 2 and x ∈ Si (α, T, a)\
Si (α, T/2, a), then

T 2

4
− (α2

+ 1)x2
2 ≤ x2

3 + x2
4 ≤ T 2

− (α2
+ 1)x2

2 (6-3)

and
x2

3 + x2
4 = αx2

2 + a. (6-4)

Similarly if x ∈ S3(α, T, 0) \ S3(α, T/2, 0),

T 2

4
− (α2

+ 1)x2
2 ≤ x2

3 + x2
4 + x2

5 ≤ T 2
− (α2

+ 1)x2
2 (6-5)

and
x2

3 + x2
4 = α(x

2
2 + x2

5). (6-6)

Combining (6-3) and (6-4) gives

T 2
− 4a

4(α2+α+ 1)
≤ x2

2 ≤
T 2
− a

α2+α+ 1
. (6-7)
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Respectively, combining (6-5) and (6-6) gives

T 2
− (α+ 1)x2

5

4(α2+α+ 1)
≤ x2

2 ≤
T 2
− (α+ 1)x2

5

α2+α+ 1
, (6-8)

which upon noting that −T ≤ x5 ≤ T offers

T 2
− (α+ 1)T

4(α2+α+ 1)
≤ x2

2 ≤
T 2
+ (α+ 1)T
α2+α+ 1

. (6-9)

Take

β± = α±

√
α2+α+ 1

T 2 . (6-10)

It is clear that Lβ±(x)= Lα(x)±
√
(α2+α+ 1)/T 2 x2, and hence, if i = 1, 2 and

x ∈ Si (α, T, a) \ Si (α, T/2, a), then (6-7) implies√
1
4
−

a
T 2 ≤ Lβ+(x)≤

√
1−

a
T 2 ,

−

√
1−

a
T 2 ≤ Lβ−(x)≤−

√
1
4
−

a
T 2 .

(6-11)

Similarly if x ∈ S3(α, T, 0) \ S3(α, T/2, 0), then (6-9) implies√
1
4
−
(α+ 1)

T
≤ Lβ+(x)≤

√
1−

(α+ 1)
T

,

−

√
1−

(α+ 1)
T
≤ Lβ−(x)≤−

√
1
4
−
(α+ 1)

T
.

(6-12)

This means for all ε > 0 there exists T+ > 0 such that if T > T+ then Si (α, T, a)⊂
Xa

Qi
(Z)∩ VLβ+ ([1/2− ε, 1])∩ A(0, T ); respectively, there also exists T− > 0 such

that if T > T− then Si (α, T, a)⊂ Xa
Qi
(Z)∩ VLβ− ([−1,−1/2+ ε])∩ A(0, T ). By

(6-1) and (6-2), for i = 1, 2 and large enough T (depending on α), |Si (α, T, a)|>
T (log T )1−ε and |Si (α, T, a)|> CT 2(log T )1−ε . The set of β satisfying (6-10) for
rational α and large T is clearly dense, and this proves the lemma. �

Theorem 6.2. Let j = 1, 2. For every ε > 0 and every interval [a, b], there
exists a rational quadratic form Q and an irrational linear form L such that
StabSO(Q)(L)∼= SO( j, 2) such that, for an infinite sequence Tk→∞,∣∣Xa j

Q (Z)∩ VL([a, b])∩ A(0, Tk)
∣∣> T j

k (log Tk)
1−ε,

where a1 > 0 and a2 = 0.

Proof. Since the interval [a, b] must intersect either the positive or negative reals,
there is no loss of generality in assuming, after passing to a subset and rescaling,
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that [a, b] = [1/4, 5/4] or [−5/4,−1/4]. For a given S > 0 and i = 1, 2, let US

be the set of γ ∈ R for which there exist β ∈ R and T > S with∣∣Xa1
Qi
(Z)∩ VLβ ([1/2, 1])∩ A(0, T )

∣∣> CT log T (6-13)

and
|β − γ |< T−2. (6-14)

Then US is open and dense by Lemma 6.1. By the Baire category theorem [Rudin
1987, Theorem 5.6],

⋂
∞

k=1 U2k+1 is dense in R and is in fact of second category and
hence uncountable. Let γ ∈

⋂
∞

k=1 U2k+1 \Q; then there exist infinite sequences βk

and Tk such that (6-13) and (6-14) hold with β replaced by βk and T by Tk . Note
that (6-14) implies that, for ‖x‖< Tk ,

|Lβk (x)− Lγ (x)|<
1
Tk
<

1
4

so that

Xa1
Qi
(Z)∩ VLβk

([1/2, 1])∩ A(0, Tk)⊆ Xa1
Qi
(Z)∩ VLγ ([1/4, 5/4])∩ A(0, Tk)

and hence |Xa1
Qi
(Z)∩ VLγ ([1/4, 5/4])∩ A(0, Tk)|> CTk log Tk by (6-13). If i = 3,

then we can carry out the same process, but we replace US by the set WS of γ ∈ R

for which there exist β ∈ R and T > S with∣∣X0
Q3
(Z)∩ VLβ ([1/2, 1])∩ A(0, T )

∣∣> CT 2 log T

and
|β − γ |< T−2. �
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Posets, tensor products
and Schur positivity

Vyjayanthi Chari, Ghislain Fourier and Daisuke Sagaki

Let g be a complex finite-dimensional simple Lie algebra. Given a positive
integer k and a dominant weight λ, we define a preorder � on the set P+(λ, k)
of k-tuples of dominant weights which add up to λ. Let ∼ be the equivalence
relation defined by the preorder and P+(λ, k)/∼ be the corresponding poset of
equivalence classes. We show that if λ is a multiple of a fundamental weight (and
k is general) or if k = 2 (and λ is general), then P+(λ, k)/∼ coincides with the
set of Sk-orbits in P+(λ, k), where Sk acts on P+(λ, k) as the permutations of
components. If g is of type An and k = 2, we show that the S2-orbit of the row
shuffle defined by Fomin et al. (2005) is the unique maximal element in the poset.

Given an element of P+(λ, k), consider the tensor product of the correspond-
ing simple finite-dimensional g-modules. We show that (for general g, λ, and k)
the dimension of this tensor product increases along �. We also show that in
the case when λ is a multiple of a fundamental minuscule weight (g and k are
general) or if g is of type A2 and k = 2 (λ is general), there exists an inclusion of
tensor products along with the partial order � on P+(λ, k)/∼. In particular, if g
is of type An , this means that the difference of the characters is Schur positive.

Introduction

This paper is partially motivated by the following simple observation. The isomor-
phism classes of simple finite-dimensional representations of the complex simple
Lie algebra sl2 are indexed by Z+, the set of nonnegative integers. Given r ∈Z+, let
V (r) be a representative of the corresponding isomorphism class. The well-known
Clebsch–Gordan formula gives us the following decomposition: for r, s ∈ Z+,

V (r)⊗ V (s)∼= V (r + s)⊕ V (r + s− 2)⊕ · · ·⊕ V (|r − s|).

Chari was partially supported by DMS-0901253. Fourier was partially supported by the DFG priority
program 1388 “Representation Theory”. Sagaki was partially supported by the Grant-in-Aid for
Young Scientists (B) No. 23740003.
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If r1, s1 ∈ Z+ are such that r1 + s1 = r + s, it is then immediate that one has an
injection of sl2-modules

V (r)⊗ V (s) ↪→ V (r1)⊗ V (s1) ⇐⇒ |r − s| ≥ |r1− s1|. (0-1)

In particular, the dimension increases if min{r, s} ≤ min{r1, s1}. Moreover, the
pairs (r, r) and (r, r + 1) are maximal in the sense that: the corresponding tensor
product maps onto to any tensor product corresponding to (r1, s1) if r1+ s1 = 2r
(resp. r1+ s1 = 2r + 1). Notice that these maximal pairs are actually the simplest
examples of the row shuffle of partitions given in [Fomin et al. 2005]. Part of our
interest in this problem comes from the fact that the tensor product V (r)⊗ V (s)
admits the structure of an indecomposable module for the infinite-dimensional Lie
algebra sl2 ⊗C[t], where C[t] is the polynomial ring in the indeterminate t . In
this case, the map in (0-1) is actually a map of sl2⊗C[t]-modules and the module
corresponding to the maximal pair is a truncation of a local Weyl module. We
shall return to these ideas elsewhere. We mention this only to indicate our original
motivation; the results of the current paper are entirely about simple Lie algebras.

Suppose now that g is a finite-dimensional simple Lie algebra and P+ the set of
dominant integral weights. We let P+(λ, 2) be the set of “compositions” of λ with
at most two parts, that is, pairs of dominant integral weights which add up to λ.
If (λ1, λ2) and (µ1, µ2) are two such compositions, we define a partial order �
by requiring that min{λ1(hα), λ2(hα)} ≤min{µ1(hα), µ2(hα)} hold for all positive
roots α. This order extends in a natural way to P+(λ, k), the set of compositions
of λ with k parts for all k ≥ 1; one just requires the inequality to hold for all partial
sums.

For µ ∈ P+, let V (µ) be the corresponding finite-dimensional g-module. If λ
and µ are two compositions of λ with k parts and V (λ), V (µ) are the corresponding
tensor products of g-modules, we prove that

λ� µ =⇒ dim V (λ)≤ dim V (µ).

If λ is a multiple of a minuscule weight, then we prove that there exists a (noncanon-
ical) inclusion V (λ) ↪→ V (µ). In the case when g is of type sl3 and k = 2, we prove
that the inclusion holds for all λ∈ P+. We conjecture that this latter result holds for
all simple Lie algebras. Our conjecture may be viewed as a generalization of the
row-shuffle conjecture which was made in [Fomin et al. 2005] for representations
of sln+1. The row-shuffle conjecture was proved in [Lam et al. 2007], showing that
our conjecture is true in the case of sln+1 for the pair λ,µ where µ is the maximal
element in the poset. A completely different approach taken in [Dobrovolska and
Pylyavskyy 2007] also gives some evidence for our conjecture in the case of sln+1.

The following is an immediate combinatorial consequence of Theorem 1(i) and
is perhaps of independent interest. Given two partitions (0≤ a1 ≤ a2 ≤ · · · ≤ ak)
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and (0≤ b1 ≤ b2 ≤ · · · ≤ bk) of an integer n satisfying

i∑
j=1

a j ≤

i∑
j=1

b j for all 1≤ i ≤ k,

we have

a1 . . . ak ≤ b1 . . . bk,

with equality if and only if a j = b j for all 1≤ j ≤ k.
The article is organized as follows. Section 1 has the basic definitions and

notation. In Section 2 we introduce the partial order and state the main theorem. In
Section 3 we prove that the dimension of the tensor product increases along the
partial order. The critical idea in this proof is to show that in the case of sl2, the
partial order for k > 2 is determined by the order at k = 2. Once this is done, the
proof is a simple application of the Weyl dimension formula. In Section 4 we use
the results of Section 2 and the Littelmann path model to prove that for general k
and λ a multiple of a minuscule weight, we have an inclusion of tensor products
along the partial order. In Section 5 we study the partial order P+(λ, 2) in detail.
We identify maximal elements of the poset and prove that the row shuffle is the
unique maximal element when g is of type sln+1. Finally, in Section 6, we use
results of Kashiwara and Nakashima on semistandard Young tableaux and crystal
bases to prove that in the case that g = sl3 and k = 2, the Schur positivity holds
along our order for all λ ∈ P+.

1. Preliminaries

Throughout this paper we denote by C the field of complex numbers and by Z

(resp. Z+) the set of integers (resp. nonnegative integers).

1.1. Let g denote a finite-dimensional complex simple Lie algebra of rank n and
h a fixed Cartan subalgebra of g. Let I = {1, . . . , n} and fix a set {αi : i ∈ I } of
simple roots of g with respect to h and a set {ωi : i ∈ I } of fundamental weights.
Let P (resp. P+) be the Z (resp. Z+) span of {ωi : i ∈ I }. Let R and R+ be the set
of roots and positive roots respectively. For α ∈ R+, let sl2(α)= 〈x±α , hα〉 be the
corresponding subalgebra of g isomorphic to sl2 and set h−α =−hα for α ∈ R+,
hi = hαi . Let W be the Weyl group of g and recall that W acts on h and h∗ and that
for all w ∈W , λ ∈ h∗ and α ∈ R+, we have

(wλ)(whα)= λ(hα).

For α ∈ R+, let sα ∈ W be the corresponding reflection and we set si = sαi . Let
w0 ∈W be the longest element.
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We say that λ∈ P+ is minuscule if λ(hα)∈ {0, 1} for all α ∈ R+. It can be easily
seen that if λ ∈ P+ is minuscule, then λ is a fundamental weight. The following
is the list of minuscule weights; here we follow the numbering of vertices of the
Dynkin diagram for g in [Bourbaki 2002].

An ωi , 1≤ i ≤ n

Bn ωn

Cn ω1

Dn ω1, ωn−1, ωn

E6 ω1, ω6

E7 ω7

1.2. For any g-module M and µ ∈ h∗, set

Mµ =
{
m ∈ M : hm = µ(h)m, h ∈ h

}
, wt(M)=

{
µ ∈ h∗ : Mµ 6= 0

}
.

We say M is a weight module for g if

M =
⊕
µ∈h∗

Mµ.

Any finite-dimensional g-module is a weight module. It is well known that the set
of isomorphism classes of irreducible finite-dimensional g-modules is in bijective
correspondence with P+. For λ ∈ P+ we denote by V (λ) a representative of the
corresponding isomorphism class.

If V (λ)∗ is the dual representation of V (λ), then

V (λ)∗ ∼= V (−w0λ). (1-1)

The dimension of V (λ) is given by the Weyl dimension formula, namely

dim V (λ)=
∏
α∈R+

(λ+ ρ)(hα)
ρ(hα)

, (1-2)

where ρ =
∑n

i=1 ωi ∈ P+. Any finite-dimensional g-module is isomorphic to a
direct sum of irreducible modules, and in particular, we have

V (λ)⊗ V (µ)∼=
⊕
ν∈P+

V (ν)⊕cνλ,µ, cνλ,µ = dim Homg

(
V (ν), V (λ)⊗ V (µ)

)
.

We shall freely use the fact that

V (λ)⊗ V (µ)∼= V (µ)⊗ V (λ)
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and that

dim Homg

(
V (ν), V (λ)⊗ V (µ)

)
= dim Homg

(
V (ν)∗, V (λ)∗⊗ V (µ)∗

)
.

2. The poset P+(λ, k)/∼ and the main result

2.1. Given an integer k > 0 and λ ∈ P+, set

P+(λ, k)=
{
λ= (λ1, . . . , λk) ∈ (P+)×k

: λ1+ · · ·+ λk = λ
}
.

Clearly, P+(λ, k) is a finite set and the symmetric group Sk acts naturally on it.
The Weyl group W acts diagonally on P+(λ, k) as follows:

wλ= w(λ1, . . . , λk)= (wλ1, . . . ,wλk) for w ∈W.

Observe that
λ ∈ P+(λ, k) ⇐⇒ −w0λ ∈ P+(−w0λ, k). (2-1)

For λ ∈ P+(λ, k), α ∈ R+, and 1≤ `≤ k, set

rα,`(λ) :=min
{
(λi1 + · · ·+ λi`)(hα) : 1≤ i1 < i2 < · · ·< i` ≤ k

}
.

Clearly, rα,k(λ)≥ rα,k−1(λ, α)≥ · · · ≥ rα,1(λ). Given λ,µ ∈ P+(λ, k), we say that
λ� µ if

rα,`(λ)≤ rα,`(µ) for all α ∈ R+ and 1≤ `≤ k.

This defines a preorder on the P+(λ, k). It induces a partial order on the set of
equivalence classes with respect to the equivalence relation ∼ on P+(λ, k), given
by

λ∼ µ ⇐⇒ rα,`(λ)= rα,`(µ) for all α ∈ R+ and 1≤ `≤ k.

The poset has a unique minimal element, which is just the k-tuple (λ, 0, . . . , 0).
For ease of notation, we shall not always distinguish between elements of

P+(λ, k)/∼ and their representatives in P+(λ, k).
Note that if λ,µ ∈ P+(λ, k), then

λ� µ ⇐⇒ −w0λ�−w0µ. (2-2)

We now state the main result of this paper.

Theorem 1. Let g be a finite-dimensional simple Lie algebra and let k ∈ Z+ and
λ ∈ P+. Assume that λ = (λ1, . . . , λk) and µ = (µ1, . . . , µk) are elements of
P+(λ, k) such that λ� µ in P+(λ, k)/∼.

(i) We have

dim
k⊗

s=1

V (λs)≤ dim
k⊗

s=1

V (µs),

with equality if and only if λ= µ in P+(λ, k)/∼.
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(ii) Let i ∈ I be such that ωi is minuscule and let λ= Nωi for some N ∈ Z+. Then

dim Homg

(
V (ν),

k⊗
s=1

V (λs)

)
≤ dim Homg

(
V (ν),

k⊗
s=1

V (µs)

)
, ν ∈ P+.

(iii) If g is of type A2, and k = 2, then

λ�µ =⇒ dim Homg

(
V (ν), V (λ1)⊗V (λ2)

)
≤ dim Homg

(
V (ν), V (µ1)⊗V (µ2)

)
,

for all ν ∈ P+.

The theorem is proved in the rest of this paper. We conclude this section with
some comments on the methods of the proof and give some explanations for the
restrictions in the theorem. We also give some context to our result by relating it to
others in the literature.

2.2. To prove part (i) of the theorem, we use the Weyl dimension formula to reduce
the proof to the case of sl2. Recall that the cover relation of � on P+(λ, k) is the
pairs λ≺µ, such that there does not exist ν ∈ P+(λ, k) with λ≺ ν ≺µ. For sl2 we
determine this cover relation, which allows us to determine a sufficient condition for
the cover relation in P+(λ, k) in general. Part (ii) of the theorem follows from these
ideas along with the Littelmann path model. For an arbitrary simple Lie algebra, it
seems quite difficult to determine the cover relations even for k = 2. For sl3 and
k = 2, we give a sufficient condition for one element to cover another in Section 5.
It would appear from our conditions that the cover relation depends heavily on
the combinatorics of the Weyl group and the root system. Part (iii) of the theorem
is proved by using the information on the cover relation together with results of
[Kashiwara and Nakashima 1994; Nakashima 1993] on realization of crystal bases.

2.3. A subject that has been of much interest has been the notion of Schur positivity.
Let 3 be the ring of symmetric functions. It is well known [Macdonald 1995] that
it has an integral basis given by the Schur functions sχ , where χ is a partition. A
symmetric function is said to be Schur positive if it can be written as a nonnegative
integer linear combination of Schur functions.

Suppose now that g is of type Ar−1 and λ ∈ P+, say λ =
∑r−1

i=1 siωi . Define
a partition χ(λ) = (χ1 ≥ · · · ≥ χr ) by χ j =

∑r−1
p= j sp if 1 ≤ j ≤ r − 1 and set

χr = 0. On the other hand, given a partition χ =
(
χ1 ≥ χ2 ≥ · · · ≥ χr−1 ≥ 0

)
, set

λ(χ)=
∑r−1

i=1 (χi −χi+1)ωi ∈ P+.
It is known that the character of V (λ) is sχ(λ). Parts (ii) and (iii) of Theorem 1

can be reformulated as: let λ= (λ1, λ2), µ= (µ1, µ2) ∈ P+(λ, 2); then

λ� µ =⇒ sχ(µ1)sχ(µ2)− sχ(λ1)sχ(λ2) =

∑
ν∈P+

cνsχ(ν), cν ≥ 0 for all ν ∈ P+.

We conjecture that this is true more generally:
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Conjecture. Let g be a simple Lie algebra and let λ ∈ P+ and λ = (λ1, λ2),
µ= (µ1, µ2) ∈ P+(λ, 2); then

λ�µ =⇒ dim Homg

(
V (ν), V (λ1)⊗V (λ2)

)
≤ dim Homg

(
V (ν), V (µ1)⊗V (µ2)

)
,

(2-3)
for all ν ∈ P+.

Part (i) of the theorem could be viewed as giving some additional, but very
limited evidence for the conjecture.

2.4. In [Fomin et al. 2005] the authors introduced the notion of a row shuf-
fle. Thus if χ = (χ1 ≥ χ2 ≥ · · · ≥ χn−1 ≥ 0) and ξ = (ξ1 ≥ ξ2 ≥ · · · ≥

ξn−1 ≥ 0) are two partitions with at most n − 1 parts, then the row shuffle is
a pair of partitions (ρ1(χ, ξ), ρ2(χ, ξ)) defined as follows. Order the multiset
{χ1, . . . , χr−1, ξ1, . . . , ξn−1} decreasingly, say ψ1 ≥ ψ2 ≥ · · · ≥ ψ2n−2. Set

ρ1(χ, ξ)= (ψ1 ≥ ψ3 ≥ · · · ≥ ψ2n−3 ≥ 0),

ρ2(χ, ξ)= (ψ2 ≥ ψ4 ≥ · · · ≥ ψ2n−2 ≥ 0).

In other words, we are shuffling the rows of the joint partition. It was conjectured
in [Fomin et al. 2005] and proved in [Lam et al. 2007] that sρ1(χ,ξ)sρ2(χ,ξ)− sχ sξ is
Schur positive. Related conjectures can also be found in [Okounkov 1997; Lascoux
et al. 1997]. Partial results on this conjecture were also obtained in [Bergeron
et al. 2006; Fran and McNamara 2004; McNamara 2008; McNamara and van
Willigenburg 2009; Purbhoo and van Willigenburg 2008].

2.5. The connection of the row shuffle with our partial order is made as follows.
Suppose that g is of type An−1, let ν, µ ∈ P+, and set λ= µ+ ν. In Section 5.3,
we define an element λmax = (λ

1, λ2) ∈ P+(λ, 2)/∼ and prove that it is the unique
maximal element in this set. It is a simple calculation to prove that if we take ξ
and χ to be the duals of the partitions χ(ν) and χ(µ), then ρ1(ξ, χ) and ρ2(ξ, χ)

are the duals of the partitions χ(λ1) and χ(λ2), respectively. It is well known
[Macdonald 1995] that there exists an involution ω of the ring 3 which maps the
Schur function associated to a partition ξ to the Schur function associated to its
dual. Hence the result of [Lam et al. 2007] proves the following statement: let
µ, ν ∈ P+ and let λ= µ+ ν. Then

dim Homg

(
V (η), V (µ)⊗V (ν)

)
≤dim Homg

(
V (η), V (λ1)⊗V (λ2)

)
for all η∈ P+.

In other words, their result proves that part (iii) of Theorem 1 is true for An−1 in
the case when µ= λmax.
We remark that in [Lam et al. 2007] the authors proved, further, that in the case
where g is of type An−1, having Schur positivity for k = 2 (and µ= λmax) implies
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Schur positivity for arbitrary k; for example, they proved

dim Homg

(
V (η), V (µ1)⊗· · ·⊗V (µk)

)
≤ dim Homg

(
V (η), V (λ1)⊗· · ·⊗V (λk)

)
for all k ≥ 2, (µ1, . . . , µk) ∈P(λ, k) and η ∈ P+, where (λ1, . . . , λk) is the k-row
shuffle of (µ1, . . . , µk). One can show (similar to the proposition in 5.3) that
(λ1, . . . , λk) is the unique maximal element in P(λ, k).

2.6. Suppose g is of type An; then Lam, Postnikov and Pylyavskyy stated the
conjecture in 2.3 in an unpublished work (we may refer here to [Dobrovolska
and Pylyavskyy 2007]). The following first step in proving this conjecture in the
An-case has been taken in [Dobrovolska and Pylyavskyy 2007]. It is shown there
that for (µ1, µ2)� (λ1, λ2) ∈ P+(λ, 2) and ν ∈ P+,

dim Homg

(
V (ν), V (µ1)⊗V (µ2)

)
6= 0 =⇒ dim Homg

(
V (ν), V (λ1)⊗V (λ2)

)
6= 0.

Their approach is completely different from ours, as they use the Horn–Klyachko
inequalities. It would be interesting to see if some of the ideas apply also when g is
not of type An .

3. Proof of Theorem 1(i)

The main idea in the proof of part (i) of the theorem is to show that when λ is a
multiple of a fundamental weight, the partial order on P+(λ, k) is determined by
the partial order on P+(λ, 2). We prove this in the first part of the section and then
deduce Theorem 1(i).

3.1. Assume until further notice that g is an arbitrary finite-dimensional simple Lie
algebra, and

λ ∈ Z+ωi for some i ∈ I . (3-1)

In particular, we can and will think of λ as a nonnegative integer. It is clear that
elements of P+(λ, k) are just k-tuples of nonnegative integers which add up to
λ ∈ Z+. If λ ∈ P+(λ, k), we have

rα,`(λ)= dirαi ,`(λ), hα =
∑
i∈I

di hi ,

and it follows that if λ,µ ∈ P+(λ, k), then

λ� µ ⇐⇒ rαi ,`(λ)≤ rαi ,`(µ), 1≤ `≤ k.

In other words, the partial order is determined entirely by αi . So we shall drop the
dependence on α and write r`(λ) for rαi ,`(λ).
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3.2.

Lemma. Let λ,µ ∈ P+(λ, k). Then λ∼ µ if and only if µ= σλ for some σ ∈ Sk ,
that is, the equivalence class of λ is exactly the Sk orbit of λ.

Proof. The fact that λ= σµ implies λ∼ µ is clear from the definition of P+(λ, k).
For the converse, choose σ, σ ′ ∈ Sk so that σλ and σ ′µ are partitions of λ, say

σλ= (λk ≥ · · · ≥ λ1), σ ′µ= (µk ≥ · · · ≥ µ1).

Since λ∼ σλ, it follows that σλ∼ σ ′µ. But this implies that

λ1 = µ1, λ1+ λ2 = µ1+µ2, . . . , λ1+ λ2+ · · ·+ λk = µ1+ · · ·+µk,

forcing σλ= σ ′µ, and the Lemma is proved. �

From now on, we will identify the set P+(λ, k)/∼ of equivalence classes with
partitions of λ with at most k parts. By abuse of notation, we continue to denote this
set by P+(λ, k); note that � is now a partial order on this set. As a consequence,
we shall also assume without comment that r`(λ)= λ1+ · · ·+ λ` for 1≤ `≤ k.

3.3. Let λ be as in (3-1), and let k ∈ Z+. Write λ= kλ0+ p0, where 0 ≤ p0 < k
and λ0 ∈ Z+. Define λmax = (λk ≥ · · · ≥ λ1) ∈ P+(λ, k) by

λ j =

{
λ0 1≤ j ≤ k− p0,

λ0+ 1 j > k− p0.

Observe that

r`(λmax)=

{
`λ0 if 1≤ `≤ k− p0,

(`+ 1)λ0− k+ p0 otherwise.

The following result justifies the notation.

Lemma. Keep the notation above. For all λ ∈ P+(λ, k), we have λ � λmax.
Moreover, λmax is the unique element of P+(λ, k) satisfying

max
1≤i≤k
{λi }− min

1≤i≤k
{λi } ≤ 1. (3-2)

Proof. It is clear that λmax satisfies (3-2). If µ= (µk ≥ · · · ≥ µ1) ∈ P+(λ, k) also
satisfies (3-2), then µ j−µ1≤ 1 for all 1≤ j ≤ k. If µ j =µ1 for all j , then λ= kµ1,
and hence we would have p0= 0 and µ1= λ0 as required. Otherwise, fix j0 ≤ k−1
such that µ j = µ1 for 1≤ j ≤ k− j0 and µ j = µ1+ 1 otherwise. Then

k∑
s=1

µs = kµ1+ j0 = λ= kλ0+ k0 =

k∑
s=1

λs,

and hence µ1 = λ0 and j0 = k0, which proves that µ= λmax.
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Suppose for a contradiction that there exist λ= (λk ≥ · · · ≥ λ1) ∈ P+(λ, k) and
1≤ j ≤ k− p0 with r j (λ) > jλ0, and assume that j is minimal with this property.
Since

r j (λ)= λ j + r j−1(λ) > jλ0,

we get λ` ≥ λ j ≥ λ0+ 1 for all `≥ j . This gives

λ= λk + · · ·+ λ j+1+ r j (λ) > (k− j)(λ0+ 1)+ jλ0 ≥ kλ0+ p0 = λ,

which is a contradiction. The case j > k− p0 is similar, and we omit the details. �

3.4. We now prove that the partial order on P+(λ, k) is entirely determined by the
partial order P+(λ, 2). The first step is the following result, which determines the
cover relation in P+(λ, 2).

Lemma. Suppose that λ= (λ1 ≥ λ2) ∈ P+(λ, 2) and assume that λ 6= λmax. Then
µ ∈ P+(λ, 2) covers λ if and only if

µ= (λ2− 1≥ λ1+ 1).

Proof. Since λ 6= λmax, we see from the lemma in 3.3 that λ2 − λ1 > 1. Hence,
µ= (λ2−1≥λ1+1)∈ P+(λ, k) and λ�µ. Suppose that there exists ν= (ν2≥ ν1)

with λ≺ ν. Then λ1 < ν1, and hence we get µ� ν, which proves the lemma. �

3.5. Let λ= (λk ≥ · · · ≥ λ1) ∈ P+(λ, k) be such that λk−λ1 ≥ 2. Then there exist
1≤ j1 < j2 ≤ k with

λ j1 < λ j1+1, λ j2−1 < λ j2, λ j1 + 2≤ λ j2 .

For each such pair ( j2, j1), we define a partition λ( j2, j1)= (λ′k ≥ · · · ≥ λ
′

1):

λ′i =


λi i 6= j1, j2,

λ j2 − 1 i = j2,

λ j1 + 1 i = j1.

(3-3)

Observe that

r`(λ( j2, j1))=
{

r`(λ)+ 1 j1 ≤ ` < j2,
r`(λ) otherwise,

(3-4)

and so λ ≺ λ( j2, j1). The following proposition shows that the partial order on
P+(λ, k) is controlled by the partial order on P+(λ, 2).

Proposition. Let λ = (λk ≥ · · · ≥ λ1) ∈ P+(λ, k) and assume that µ ∈ P+(λ, k)
covers λ. Then µ = λ( j2, j1) for some 1 ≤ j1 < j2 ≤ k with λ j1 < λ j1+1 and
λ j2−1 < λ j2 and λ j1 + 2≤ λ j2 .
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Proof. We proceed by induction on k. The lemma in 3.4 shows that induction begins
at k = 2. Assume that k > 2. Let λ ∈ P+(λ, k), and assume that µ ∈ P+(λ, k)
covers λ.

Suppose r`(λ) < r`(µ) for all 1 ≤ ` < k. Since λ has a cover, it follows that
λ 6= λmax, and so there exist 1 ≤ j1 < j2 ≤ ` such that λ( j2, j1) is defined. Now,
(3-4) shows that

λ≺ λ( j2, j1)� µ,

and hence µ= λ( j2, j1).
Suppose now that there exists 1≤ `< k such that r`(µ)= r`(λ) and ` is minimal

with this property. Consider first the case when `= 1, that is, µ1 = λ1. Then

µ0 = (µk ≥ · · · ≥ µ2), λ0 = (λk ≥ · · · ≥ λ2)

are distinct elements of P+(λ− λ1, k− 1) (since µ 6= λ). Moreover, we claim that
µ0 covers λ0. If there exists ν0 = (νk ≥ · · · ≥ ν2) ∈ P+(λ− λ1, k− 1) such that

λ0 ≺ ν0 � µ0,

then ν2 ≥ λ2 ≥ λ1. Hence, if we set ν = (νk ≥ · · · ≥ ν2 ≥ λ1) ∈ P+(λ, k), then we
get

λ≺ ν � µ.

This forces ν =µ, and hence ν0 =µ0. By induction on k and noting that k−1≥ 2,
we see that

µ0 = λ0( j2, j1)

for some 2≤ j1 < j2 ≤ k, and hence µ= λ( j2, j1).
It remains to consider the case when `≥ 2, which in particular would imply that

µ1 > λ1. This time, we take

µ0 = (µ` ≥ · · · ≥ µ1), λ0 = (λ` ≥ · · · ≥ λ1)

and note that these are elements of P+(r`(λ), `) and that λ0 ≺ µ0. We claim again
that µ0 covers λ0. Thus, let ν0 = (ν` ≥ · · · ≥ ν1) ∈ P+(r`(λ), `) be such that

λ0 ≺ ν0 � µ0.

Then

νs + · · ·+ ν1 ≥ λs + · · ·+ λ1, 1≤ s ≤ `, ν`+ · · ·+ ν1 = λ`+ · · ·+ λ1.

Suppose that ν` > λ`+1. Then we get ν` > λ`+1 ≥ λ` and

0< ν`− λ` = (λ`−1+ · · ·+ λ1)− (ν`−1+ · · ·+ ν1)≤ 0,

which is a contradiction. Thus we get ν` ≤ λ`+1, and hence

ν = (λk ≥ · · · ≥ λ`+1 ≥ ν` ≥ · · · ≥ ν1) ∈ P+(λ, k).
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Also we see that λ≺ ν � µ. Since µ is a cover of λ, this forces ν = µ, and hence
ν0 = µ0. Thus we conclude that µ0 covers λ0. By induction on k, µ0 = λ0( j2, j1)
for some 1≤ j1< j2≤ `. We see that λ≺ λ( j2, j1)�µ, which forces µ= λ( j2, j1).
Thus we have proved the proposition. �

3.6. Proof of Theorem 1(i). Assume first that g is sl2. Let λ ∈ P+ = Z+ω1 be an
arbitrary dominant integral weight, and let k≥2. Let λ= (λk ≥· · ·≥λ1)∈ P+(λ, k)
and µ = (µk ≥ · · · ≥ µ1) ∈ P+(λ, k) be such that λ � µ (in P+(λ, k)/∼). First
we show that if λ≺ µ (in P+(λ, k)/∼), then

dim
k⊗

s=1

V (λs) < dim
k⊗

s=1

V (µs), that is,
k∏

s=1

(λs + 1) <
k∏

s=1

(µs + 1). (3-5)

A standard argument shows that there exists a sequence λ = ν0, ν1, . . . , ν p = µ

of elements of P+(λ, k) such that νq covers νq−1 for each 1 ≤ q ≤ p. It suffices
to show (3-5) in the case when µ covers λ. Then, by the proposition in 3.5, there
exist 1≤ j1 < j2 ≤ k with λ j1 < λ j1+1 and λ j2−1 < λ j2 and λ j1 + 2≤ λ j2 such that
µ= λ( j2, j1). Thus the inequality (3-5) is equivalent to

(λ j1 + 1)(λ j2 + 1) < (λ j1 + 2)λ j2 .

But this is obvious from the fact that λ j1 + 2 ≤ λ j2 . Thus we have proved (3-5).
Also, we have proved (under the assumption that λ� µ) that if

dim
k⊗

s=1

V (λs)= dim
k⊗

s=1

V (µs),

then λ = µ (in P+(λ, k)/∼). The converse of this statement is obvious by the
lemma in 3.2. Thus we have proved Theorem 1(i) in the case of sl2.

Assume next that g is an arbitrary finite-dimensional simple complex Lie algebra,
and that λ ∈ P+ is an arbitrary dominant integral weight. Let λ = (λ1, . . . , λk),
µ= (µ1, . . . , µk)∈ P+(λ, k) be such that λ�µ (in P+(λ, k)/∼). Using the Weyl
dimension formula, we see that

dim
k⊗

s=1

V (λs)=

k∏
s=1

∏
α∈R+

(λs + ρ)(hα)
ρ(hα)

,

dim
k⊗

s=1

V (µs)=

k∏
s=1

∏
α∈R+

(µs + ρ)(hα)
ρ(hα)

.

So, in order to prove that dim
k⊗

s=1
V (λs)≤ dim

k⊗
s=1

V (µs), it suffices to show that
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k∏

s=1

(λs + ρ)(hα)≤
k∏

s=1

(µs + ρ)(hα) for each α ∈ R+.

For each α ∈ R+ and 1≤ s ≤ k, we set

λ(α)s = (λs + ρ)(hα)− 1,

µ(α)s = (µs + ρ)(hα)− 1,

λ(α) = λ(hα)+ k(ρ(hα)− 1)=
k∑

s=1

λ(α)s =

k∑
s=1

µ(α)s .

Then we see that the elements

λ(α) = (λ
(α)
1 , . . . , λ

(α)
k ), µ(α) = (µ

(α)
1 , . . . , µ

(α)
k )

are elements of P+(λ(α), k) for sl2 (or rather sl2(α)) satisfying λ(α) � µ(α) (in
P+(λ(α), k)/∼). Hence, by the argument for sl2 above, we obtain

k∏
s=1

(λs + ρ)(hα)=
k∏

s=1

(λ(α)s + 1)≤
k∏

s=1

(µ(α)s + 1)=
k∏

s=1

(µs + ρ)(hα),

as desired. Also, we deduce that (under the assumption that λ� µ)

dim
k⊗

s=1

V (λs)= dim
k⊗

s=1

V (µs)

⇐⇒

k∏
s=1

(λ(α)s + 1)=
k∏

s=1

(µ(α)s + 1) for all α ∈ R+

⇐⇒ λ(α) = µ(α) for all α ∈ R+ (by the argument for sl2 above)

⇐⇒ λ= µ.

Thus we have proved Theorem 1(i). �

4. Proof of Theorem 1(ii)

4.1. As in Section 3, we regard elements of P+(Nωi , k) as partitions of N . Also,
we deduce from the proposition in 3.5 that Theorem 1(ii) is proved once we establish
the following proposition.

Proposition. Suppose that r, s ∈ Z+ and assume that s ≥ r + 1. Let i ∈ I be such
that ωi is minuscule. Then, for all µ ∈ P+, we have

dim Homg

(
V (µ), V (sωi )⊗ V (rωi )

)
≤ dim Homg

(
V (µ), V ((s− 1)ωi )⊗ V ((r + 1)ωi )

)
.
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The proposition is established in the rest of the section using the Littelmann path
model.

4.2. We recall the essential definitions and results from [Littelmann 1994; 1995].

Definition. (i) Let λ ∈ P+ and µ, ν ∈ Wλ. We say that µ ≥ ν if there exists a
sequence µ= ξ0, ξ1, . . . , ξm = ν of elements in Wλ and elements β1, . . . , βm ∈

R+ of positive roots such that

ξp = sβp(ξp−1), ξp−1(hβp) < 0, 1≤ p ≤ m.

Moreover, in this case, we let dist(µ, ν) be the maximal length m of all such
possible sequences.

(ii) For µ, ν ∈ Wλ with µ > ν and a rational number 0 < a < 1, we define an
a-chain for (µ, ν) as a sequence µ= ξ0 > ξ1 > · · ·> ξm = ν of elements in
Wλ such that

dist(ξp−1, ξp)= 1, ξp = sβp(ξp−1), aξp−1(hβp) ∈ Z<0

for all p = 1, 2, . . . ,m.

(iii) An LS path of shape λ is a pair (ν; a) consisting of a sequence

ν = (ν1 > ν2 > · · ·> ν`) (for some `≥ 1)

of elements in Wλ and a sequence a= (0= a0 < a1 < · · ·< a`= 1) of rational
numbers satisfying the condition that there exists an ap-chain for (νp, νp+1)

for p = 1, 2, . . . , `− 1. We denote by B(λ) the set of all LS paths of shape λ.

4.3. Set h∗R =
∑n

i=1 Rωi , where R is the set of real numbers. Given an LS path
π = (ν; a)= (ν1, ν2, . . . , ν`; a0, a1, . . . , a`) of shape λ, define a piecewise linear,
continuous map π : [0, 1] → h∗R by

π(t)=
q−1∑
p=1

(ap − ap−1)νp + (t − aq−1)νq for aq−1 ≤ t ≤ aq , 1≤ q ≤ `. (4-1)

Clearly, distinct LS paths give rise to distinct piecewise linear functions with values
in h∗R, and we shall make this identification freely in what follows.

Given ξ ∈ P+, we say that an LS path π of shape λ is ξ -dominant if

(ξ +π(t))(hi )≥ 0

for all i ∈ I and t ∈ [0, 1]. Note that π = (ν1, ν2, . . . , ν`; a0, a1, . . . , a`) is ξ -
dominant if and only if (ξ +π(ap))(hi )≥ 0 for all i ∈ I and 0≤ p ≤ `.

For λ, ξ, µ ∈ P+, set

B(λ)
µ

ξ -dom =
{
π ∈ B(λ) : π is ξ -dominant, and ξ +π(1)= µ

}
. (4-2)
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Theorem [Littelmann 1994]. For λ, ξ, µ ∈ P+, we have

dim Homg

(
V (µ), V (ξ)⊗ V (λ)

)
= #B(λ)

µ

ξ -dom. (4-3)

4.4. The first step in the proof of the proposition in 4.1 is to describe the set B(Nωi )

explicitly when ωi is minuscule.

Lemma. Let i ∈ I be such that ωi is minuscule. Consider a pair (ν; a), where
ν = (ν1 > ν2 > · · ·> ν`) is a sequence of elements in W (Nωi ) and

a = (0= a0 < a1 < · · ·< a` = 1)

is a sequence of rational numbers (for some `≥ 1). Then we have

(ν; a) ∈ B(Nωi ) ⇐⇒ Nap ∈ Z+ for all 0≤ p ≤ `.

Proof. Suppose first that (ν; a) is such that Nap ∈ Z+ for all 0≤ p ≤ `, in which
case we must prove that for 1≤ p ≤ `− 1, there exists an ap-chain for (νp, νp+1).
Since νp>νp+1, there exists a sequence νp= ξ0>ξ1> · · ·>ξm = νp+1 of elements
in W (Nωi ) such that

dist(ξq−1, ξq)= 1, ξq = sβq (ξq−1), ξq−1(hβq ) < 0, 1≤ q ≤ m.

Writing ξp−1 = w(Nωi ) with some w ∈W , we get

ξp−1(hβp)= N (wωi )(hβp)︸ ︷︷ ︸
∈Z

∈ NZ<0,

which gives apξp−1(hβp) ∈ Z, as required.
Now suppose that (ν; a) = (ν1, ν2, . . . , ν`; a0, a1, . . . , a`) ∈ B(Nωi ). If ν ∈

W (Nωi ), then since ωi is minuscule, we have that ν(hβ) ∈ {0,±N } for all β ∈ R.
We have to prove that Nap ∈ Z+ for 1 ≤ p ≤ `. The assertion is obvious when
p = 0 or `. If 1≤ p ≤ `− 1, choose an ap-chain νp = ξ0 > ξ1 > · · ·> ξm = νp+1.
Then there exists a positive root β such that

ξ1 = sβ(ξ0), apξ0(hβ)∈ Z<0.

In particular, we have ξ0(hβ) < 0, which implies that ξ0(hβ)=−N . Thus we get
Nap ∈ Z+ as required. �

4.5. The following observations are trivial but useful:
ν ∈W (rωi ) =⇒ ν ′ =

r+1
r
ν ∈W ((r + 1)ωi ),

ν, γ ∈W (rωi ), ν > γ =⇒ ν ′ > γ ′,

0≤ a < 1 =⇒ 0≤ a′ = ra
r+1

< 1, (r + 1)a′ ∈ Z+.

(4-4)
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Given (ν; a)= (ν1, . . . , ν`; a0, . . . , a`), set

(ν ′; a′)=


(
ν ′1, . . . , ν

′

`, (r + 1)ωi ; a′0, . . . , a′`, 1
)

if ν` 6= rωi ,(
ν ′1, . . . , ν

′

`−1, (r + 1)ωi ; a′0, . . . , a′`−1, 1
)

if ν` = rωi .

We now prove the proposition in 4.1 by showing that for each µ ∈ P+, the
assignment

(ν; a)→ (ν ′; a′)

gives an injective map

ιr : B(rωi )
µ

sωi -dom ↪→ B
(
(r + 1)ωi

)µ
(s− 1)ωi -dom.

It is immediate from the lemma in 4.4, along with (4-4) and the fact that (r + 1)ωi

is the minimum element in W ((r + 1)ωi ) (with respect to the ordering >; see also
[Littelmann 1995, Remark 4.2]), that

(ν; a) ∈ B(rωi ) =⇒ (ν ′; a′) ∈ B((r + 1)ωi ).

Let π and π ′ be the piecewise linear paths associated to (ν; a) and (ν ′; a′), respec-
tively (see (4-1)). We have

π ′(t)=


π
(r+1

r
t
)

for 0≤ t ≤ r
r+1

,

π(1)+
(

t − r
r+1

)
(r + 1)ωi for r

r+1
≤ t ≤ 1.

(4-5)

This proves immediately that

sωi +π(1)=µ =⇒ (s−1)ωi +π
′(1)= (s−1)ωi +π(1)+ωi = sωi +π(1)=µ.

Moreover, since

t ∈
[
0,

r
r + 1

]
⇐⇒

r + 1
r

t ∈ [0, 1],

it follows also that if η corresponds to an element of B(sωi ) different from (ν; a),
then there exists t ∈ [0, r/(r + 1)] such that

π ′(t) 6= η′(t).

Thus we have proved that ιr is injective.
It remains to show that π ′ is (s− 1)ωi -dominant. Let j ∈ I . If j 6= i , we have(

(s− 1)ωi +π
′(t)
)
(h j )= (π

′(t))(h j ).

Since π is sωi -dominant, we have

0≤ (sωi +π(t))(h j )= (π(t))(h j ) for all 0≤ t ≤ 1.
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Thus, by (4-5), we see that (π ′(t))(h j ) ≥ 0 for all 0 ≤ t ≤ r/(r + 1). Also, for
r/(r + 1)≤ t ≤ 1, we have

(π ′(t))(h j )= (π(1))(h j )+
(

t − r
r+1

)
(r + 1) ωi (h j )︸ ︷︷ ︸

=0

= (π(1))(h j )≥ 0.

Thus we have shown that if j 6= i , then
(
(s−1)ωi+π

′(t)
)
(h j )≥ 0 for all 0≤ t ≤ 1.

Next, assume that j = i . We see from (4-5) that the function(
(s− 1)ωi +π

′(t)
)
(hi )

is strictly increasing on [r/(r + 1), 1]. Thus it suffices to show that(
(s− 1)ωi +π

′(t)
)
(hi )≥ 0 for all 0≤ t ≤

r
r + 1

. (4-6)

Let 0≤ q ≤ `. We have

(π ′(a′q))(hi )=

q∑
p=1

(a′p − a′p−1)ν
′

p(hi ).

Here, we note that ν ′p(hi ) ∈ {0,±(r + 1)} since ωi is assumed to be minuscule.
Hence,

(π ′(a′q))(hi )=

q∑
p=1

(a′p − a′p−1︸ ︷︷ ︸
>0

)ν ′p(hi )≥−

q∑
p=1

(a′p − a′p−1)(r + 1)

=−(r + 1)a′q =−raq ≥−r.

Thus, for every 0≤ q ≤ `,(
(s− 1)ωi +π

′(a′q)
)
(hi )≥ (s− 1)− r = s− (r + 1)≥ 0 by assumption,

which implies (4-6). Thus we have proved the proposition. �

5. The poset P+(λ, 2)/∼

As we remarked earlier, it is clear that if σ ∈ Sk , then λ and σλ are in the same
equivalence class with respect to ∼ for all λ ∈ P+(λ, k). However, the following
example shows that outside sl2, the equivalence class of ∼ is in general bigger
than the Sk-orbit of an element. Suppose that g is of type sl3 and that k = 3 and
λ= 3ω1+ 3ω2. Then it is easily seen that

λ= (ω2, ω1+ 2ω2, 2ω1)∼ µ= (2ω1, ω1, 2ω1+ω2),

but clearly λ and µ are not in the same S3-orbit. However, when k = 2, we prove
below (see the lemma in 5.5) that for all simple Lie algebras, the equivalence class
is exactly the S2-orbit.
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5.1. We begin with an equivalent formulation of the preorder in the case k = 2.

Proposition. Let g be a finite-dimensional simple complex Lie algebra and let
λ= (λ1, λ2) and µ= (µ1, µ2) be elements of P+(λ, 2)/∼ for some λ ∈ P+. Then

λ� µ ⇐⇒ (λ1−µ1)(hα)(µ1− λ2)(hα)≥ 0 for all α ∈ R+

⇐⇒ (λ1−µ1)(hα)(µ1− λ2)(hα)≥ 0 for all α ∈ R.

In particular, if w ∈W is such that w(λ1− λ2) ∈ P+, then

λ� µ ⇐⇒ w(λ1−µ1) ∈ P+ and w(µ1− λ2) ∈ P+.

Proof. Since rα,2(µ)= λ(hα), we see that

rα,2(µ)− 2rα,1(µ)=
{
(µ1−µ2)(hα) if µ2(hα)≤ µ1(hα),
(µ2−µ1)(hα) otherwise,

or in other words that

rα,2(µ)− 2rα,1(µ)= |(µ1−µ2)(hα)|. (5-1)

Since k = 2, we see that

λ� µ ⇐⇒ rα,1(λ)≤ rα,1(µ) for all α ∈ R+,

and hence we get

λ� µ ⇐⇒ rα,2(µ)− 2rα,1(µ)≤ rα,2(λ)− 2rα,1(λ)

⇐⇒ |(µ1−µ2)(hα)| ≤ |(λ1− λ2)(hα)|

⇐⇒ (µ1−µ2)(hα)2 ≤ (λ1− λ2)(hα)2

⇐⇒ (2µ1− λ1− λ2)(hα)2 ≤ (λ1− λ2)(hα)2

⇐⇒ (λ1−µ1)(hα)(µ1− λ2)(hα)≥ 0

for all α ∈ R+. Since h−α =−hα, we see that

λ� µ ⇐⇒ (λ1−µ1)(hα)(µ1− λ2)(hα)≥ 0 for all α ∈ R.

Now let w ∈W be such that w(λ1− λ2) ∈ P+. If λ� µ, then for all α ∈ R+,

w(λ1−µ1)(hα)w(µ1− λ2)(hα)= (λ1−µ1)(hw−1α)(µ1− λ2)(hw−1α)≥ 0

by the first statement of the proposition. Also, we have

w(λ1−µ1)(hα)+w(µ1− λ2)(hα)= w(λ1− λ2)(hα)≥ 0 for all α ∈ R+,

since w(λ1−λ2) ∈ P+ by assumption. Thus we conclude that w(λ1−µ1)(hα)≥ 0
and w(µ1 − λ2)(hα) ≥ 0 for all α ∈ R+, which implies that both of w(λ1 −µ1)
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and w(µ1 − λ2) are dominant. Conversely, assume that both of w(λ1 −µ1) and
w(µ1− λ2) are dominant. Then, for all α ∈ R,

(λ1−µ1)(hα)(µ1− λ2)(hα)= w(λ1−µ1)(hw−1α)w(µ1− λ2)(hw−1α)≥ 0.

Hence, by the first statement of the proposition, we have λ� µ. Thus the second
statement of the proposition is established. �

5.2. The next result gives information about the maximal elements in P+(λ, 2)/∼.

Lemma. Let λ ∈ P+ and let i ∈ I , w ∈ W be such that λ−w−1ωi ∈ P+. Then
the equivalence classes of (λ, λ) and (λ, λ−w−1ωi ) are maximal in the posets
P+(2λ, 2) and P+(2λ−w−1ωi , 2), respectively.

Proof. Let µ = (µ1, µ2) ∈ P+(2λ, 2) be such that (λ, λ) � µ in P+(2λ, 2)/∼.
Using the proposition in 5.1, we get λ−µ1 ∈ P+ and µ1− λ ∈ P+, which forces
µ1 = µ2 = λ as required.

Similarly, if µ ∈ P+(2λ− w−1ωi , 2)/∼ with (λ, λ− w−1ωi ) � µ, then the
proposition in 5.1 gives w(λ−µ1) ∈ P+ and w(µ1 − λ)+ωi ∈ P+. But this is
only possible if either µ1 = λ1 or µ1− λ1 =−w

−1ωi . In either case, this implies
that µ= (λ, λ−w−1ωi ) in P+(2λ−w−1ωi , 2)/∼. �

5.3. Suppose that g is of type An . Then we can refine the preceding result as
follows. Given λ =

∑n
i=1 riωi ∈ P+, define elements λs , s = 1, 2 as follows. If

ri ∈ 2Z+ for all i ∈ I , then take λ1
=λ2
=λ. Otherwise let 1≤ i0< i1< · · ·< i p ≤ n

be the set where ri is odd and set I+ = I \ {i0, . . . , i p}. Define

λ1
=

p∑
s=0

(
ris + (−1)s

2

)
ωis +

∑
i∈I+

(
ri

2

)
ωi , λ2

= λ− λ1.

In either case, set λmax = (λ
1, λ2).

Proposition. Let λ ∈ P+ and g be of type An . Then either λ1
= λ2 or λ2

=

λ1
−w−1ωi for some w ∈W and i ∈ I . In either case, λmax is the unique maximal

element in P+(λ, 2)/∼.

Proof. If λ1
6= λ2, then by definition, we have

λ1
− λ2
= ωi0 −ωi1 + · · ·+ (−1)pωi p ,

where 0≤ i0 < · · ·< i p ≤ n. It is elementary to see that (λ1
− λ2)(hα) ∈ {0,±1},

that is, λ1
− λ2 is in Wτ for some minuscule τ ∈ P+, and hence in Wωi for some

i ∈ I . It remains to prove that it is the unique maximal element. In other words, we
must prove that if µ ∈ P+(λ, 2), then µ � λmax. Again, using the proposition in
5.1, it suffices to prove that

(µ1− λ
1)(hα)(µ1− λ

2)(hα)= (µ1− λ
1)(hα)(λ1

−µ2)(hα)≥ 0.
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If (µ1− λ
1)(hα) = 0, there is nothing to prove. If (µ1− λ

1)(hα) > 0, then since
(λ1
− λ2)(hα) ∈ {0,±1}, we get µ1(hα) ≥ λ2(hα) as required. The case when

(µ1− λ
1)(hα) < 0 is identical. �

5.4.

Proposition. Let λ,µ ∈ P+(λ, 2)/∼ with λ ≺ µ and assume there exist w ∈ W
and i0 ∈ I such that w(λ1− λ2) ∈ P+ and

w(λ1−µ1)(hi0)w(µ1− λ2)(hi0) > 0. (5-2)

Then
(
λ1−w

−1ωi0, λ2+w
−1ωi0

)
∈ P+(λ, 2) and

λ≺
(
λ1−w

−1ωi0, λ2+w
−1ωi0

)
� µ. (5-3)

Proof. First we remark that by (5-2) and the assumption that w(λ1− λ2) ∈ P+,

w(λ1− λ2)(hi0)= w(λ1−µ1)(hi0)+w(µ1− λ2)(hi0) > 0. (5-4)

Let us show that λ1−w
−1ωi0 and λ2+w

−1ωi0 are dominant, which implies that(
λ1−w

−1ωi0, λ2+w
−1ωi0

)
∈ P+(λ, 2). For j ∈ I , write

wh j =

n∑
i=1

ri hi ,

and note that either ri ≥ 0 for all i ∈ I or ri ≤ 0 for all i ∈ I . If ri0 ≤ 0, then
obviously (λ1−w

−1ωi0)(h j )≥ 0. If ri ≥ 0 for all i ∈ I , then we have

(λ1− λ2)(h j )= w(λ1− λ2)(wh j )≥ ri0w(λ1− λ2)(hi0)≥ ri0,

where the first inequality follows from the assumption that w(λ1− λ2) ∈ P+, and
the second inequality follows from (5-4). Hence λ1(h j )≥ λ2(h j )+ ri0 ≥ ri0 , and
hence (λ1−w

−1ωi0)(h j )≥ 0, since w−1ωi0(h j )= ri0 . Thus we have proved that
λ1−w

−1ωi0 ∈ P+. To prove that λ2+w
−1ωi0 ∈ P+, we note that if ri0 ≥ 0, there

is nothing to prove. If ri ≤ 0 for all i ∈ I , then we have

(λ1− λ2)(h j )= w(λ1− λ2)(wh j )≤ ri0w(λ1− λ2)(hi0)≤ ri0,

where the first inequality follows from the assumption that w(λ1− λ2) ∈ P+, and
the second inequality follows from (5-4). Hence λ2(h j )≥ λ1(h j )− ri0 ≥−ri0 , and
so (λ2+w

−1ωi0)(h j )= λ2(h j )+ ri0 ≥ 0, proving that λ2+w
−1ωi ∈ P+.

By the proposition in 5.1, we see that w(λ1 −µ1) and w(µ1 − λ2) are in P+.
Hence (5-2) gives

w(λ1−µ1)(hi0) > 0, w(µ1−λ2)(hi0) > 0, and hence w(λ1−λ2)(hi0) > 0,

which in turn gives

w(λ1−µ1)−ωi0, w(µ1− λ2)−ωi0, w(λ1− λ2)−ωi0 ∈ P+. (5-5)
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To prove
λ�

(
λ1−w

−1ωi0, λ2+w
−1ωi0

)
� µ,

we must show that for all α ∈ R+,

w−1ωi0(hα)
(
λ1−w

−1ωi0 − λ2
)
(hα)≥ 0,(

λ1−w
−1ωi0 −µ1

)
(hα)

(
µ1− λ2−w

−1ωi0

)
(hα)≥ 0,

or equivalently that
ωi0(hα)

(
w(λ1− λ2)−ωi0

)
(hα)≥ 0,(

w(λ1−µ1)−ωi0

)
(hα)

(
w(µ1− λ2)−ωi0

)
(hα)≥ 0.

But this is now immediate from (5-5).
In order to prove (5-3), it remains to show λ≺

(
λ1−w

−1ωi0, λ2+w
−1ωi0

)
. For

that, notice that λ1−w
−1ωi0 /∈ {λ1, λ2}, since then by the lemma in 5.2, we would

have that λ is a maximal element of P+(λ, 2), and this would contradict the fact
that λ≺ µ. �

5.5. In this section, we will show that for k = 2, equivalence classes in P+(λ, 2)
are the S2-orbits, generalizing the results of Section 3.2.

Lemma. Let g be arbitrary and let λ,µ ∈ P+(λ, 2) for some λ ∈ P+. Then λ∼ µ
if and only if µ and λ are in the same S2-orbit.

Proof. Suppose that λ = (λ1, λ2) and µ = (µ1, µ2) and set ν = λ1 − λ2 and
ν ′ = µ1 − µ2. If λ ∼ µ then we see from (5-1) that for all α ∈ R, we have
ν(hα) = ±ν ′(hα), where the sign depends on α. It suffices to show that we can
choose the sign consistently. Suppose for a contradiction that this is not so; then
there exist a connected subset I0 of I and i1, i2 ∈ I0 such that

ν(hi1)= ν
′(hi1) 6= 0,

ν(hi2)=−ν
′(hi2) 6= 0,

ν(h j )= ν
′(h j )= 0, j ∈ I0 \ {i1, i2}.

Set β =
∑

i∈I0
αi ; we can easily check that β is a (positive) root, that is, β ∈ R+.

Then

ν(hβ)= ν(hi1)+ ν(hi2)= ν
′(hi1)− ν

′(hi2) 6= ±
(
ν ′(hi1)+ ν

′(hi2)
)
.

Since β ∈ R+, we get the required contradiction. �

6. Proof of Theorem 1(iii)

In this section, we assume that g is of type A2 and prove Theorem 1(iii). We
begin by showing that we can restrict our attention to certain elements λ and µ of
P+(λ, 2).
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6.1. Since the poset P+(λ, 2) is finite, it suffices to prove part (iii) of Theorem 1 for
λ and µ, where µ is a cover of λ, that is, λ≺µ and there does not exist ν ∈ P+(λ, 2)
with λ ≺ ν ≺ µ. We first show that in fact it suffices to prove Theorem 1(iii) for
certain special λ and also that for these λ we can restrict our attention to certain
special covers.

We shall use freely the following two facts. The first is well known.

V (λ)⊗ V (µ)∼=g V (µ)⊗ V (λ).

The second fact is that the partial order on P+(λ, k) is compatible with duals (see
(1-1) and (2-2)) and that for all λ,µ, ν ∈ P+, we have

dim Homg

(
V (ν), V (λ)⊗V (µ)

)
= dim Homg

(
V (−w0ν), V (−w0λ)⊗V (−w0µ)

)
.

This allows us to switch freely between proving Theorem 1(iii) either for λ≺ µ or
for −w0λ≺−w0µ. Recall that −w0ω1 = ω2.

Proposition. Let λ∈ P+ and λ= (λ1, λ2)∈ P+(λ, 2) and assume thatµ= (µ1, µ2)

covers λ. It suffices to prove Theorem 1(iii) is true when λ andµ satisfy the following
conditions for some w ∈ {id, s1, s2}:

w(λ1− λ2) ∈ P+, w(λ1− λ2)(h1) > 0, (6-1)

and either{
µ= (λ1−wω1, λ2+wω1) or

µ=
(
λ1−w(λ1− λ2)(h1)wω1, λ2+w(λ1− λ2)(h1)wω1

)
.

(6-2)

Proof. We first prove that we can assume that λ satisfies the conditions in (6-1).
Suppose that λ= (λ1, λ2)∈ P+(λ, 2) is such that λ1−λ2 ∈ P+ but λ1(h1)=λ2(h1).
Since λ is not the maximal element in P+(λ, 2), it follows from the lemma in 5.2
that λ1 6= λ2, and hence we must have λ1(h2) > λ2(h2). We have −w0λ≺−w0µ,
and hence−w0(λ1−λ2)(h1)> 0. If s2(λ1−λ2)∈ P+ or s1(λ1−λ2)∈ P+, a similar
argument shows that either λ or −w0λ satisfies the conditions in (6-1). Suppose
now that w(λ1− λ2) ∈ P+ but w /∈ {id, s1, s2}. Then ww0 ∈ {id, s1, s2}, and hence
we can work with the pair (−w0λ2,−w0λ1).

We now prove that we can also assume that µ satisfies the conditions in (6-2).

Case 1. Suppose that there exists i ∈ I = {1, 2} such that

w(λ1−µ1)(hi )w(µ1− λ2)(hi ) > 0,

where w ∈ {id, s1, s2}. We see from the proposition in 5.1 that w(λ1 − µ1) and
w(µ1− λ2) ∈ P+. Thus we have w(λ1−µ1)(hi ) > 0 and w(µ1− λ2)(hi ) > 0. In
particular,

w(λ1− λ2)(hi )= w(λ1−µ1)(hi )+w(µ1− λ2)(hi ) > 0. (6-3)
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Subcase 1.1. If i = 1, then it follows from the proposition in 5.4 that

λ≺
(
λ1−w

−1ω1, λ2+w
−1ω1

)
=
(
λ1−wω1, λ2+wω1

)
� µ.

Since µ covers λ, it follows that µ=
(
λ1−wω1, λ2+wω1

)
, as required.

Subcase 1.2. If i = 2, then it follows from the proposition in 5.4 that

λ≺
(
λ1−w

−1ω2, λ2+w
−1ω2

)
=
(
λ1−wω2, λ2+wω2

)
� µ.

By the “duality”, we get

−w0λ≺
(
−w0λ1− (−w0wω2),−w0λ2+ (−w0wω2)

)
�−w0µ.

Since −w0µ covers −w0λ, we get

−w0µ=
(
−w0λ1− (−w0wω2),−w0λ2+ (−w0wω2)

)
.

We set w̃ = w0ww0 and note that we have

w̃ :=


id if w = id,

s2 if w = s1,

s1 if w = s2.

We also have

w̃
(
(−w0λ1)− (−w0λ2)

)
=−w0w(λ1− λ2) ∈ P+,

w̃
(
(−w0λ1)− (−w0λ2)

)
(h1)=−w0w(λ1− λ2)(h1)

= w(λ1− λ2)(h2) > 0 by (6-3).

Hence, −w0λ and −w0µ satisfy the conditions (with w replaced by w̃). Hence, if
Theorem 1(iii) is established for this pair, then it follows for the pair λ and µ as
discussed earlier.

Case 2. Suppose that

w(λ1−µ1)(hi )w(µ1− λ2)(hi )≤ 0 for all i ∈ I = {1, 2},

where w ∈ {id, s1, s2}. We see from the proposition in 5.1 that w(λ1−µ1) ∈ P+

and w(µ1− λ2) ∈ P+. Thus,

w(λ1−µ1)(hi )w(µ1− λ2)(hi )= 0 for all i ∈ I = {1, 2},

which implies that wµ1(hi ) = wλ1(hi ) or wµ1(hi ) = wλ2(hi ) for each i = 1, 2.
Remark that λ is not the maximal element, since λ≺ µ. Therefore it follows that
the only possibilities are

wµ1 = (wλ2)(h1)ω1+ (wλ1)(h2)ω2 or wµ1 = (wλ1)(h1)ω1+ (wλ2)(h2)ω2.
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In turn this implies that

µ∼
(
(wλ2)(h1)w

−1ω1+(wλ1)(h2)w
−1ω2, (wλ1)(h1)w

−1ω1+(wλ2)(h2)w
−1ω2

)
=
(
λ1−w(λ1− λ2)(h1)w

−1ω1, λ2+w(λ1− λ2)(h1)w
−1ω1

)
=
(
λ1−w(λ1− λ2)(h1)wω1, λ2+w(λ1− λ2)(h1)wω1

)
,

as required; here we use the fact that{
λ1 = (wλ1)(h1)w

−1ω1+ (wλ1)(h2)w
−1ω2,

λ2 = (wλ2)(h1)w
−1ω1+ (wλ2)(h2)w

−1ω2,

and then the fact that w−1
= w. �

6.2. We now recall from [Kashiwara and Nakashima 1994; Nakashima 1993] a
tableaux description of tensor product multiplicities. Given λ ∈ P+, let T(λ)⊂ Z5

+

be the subset consisting of tuples (s1,1, s1,2, s1,3, s2,2, s2,3) satisfying the conditions

s1,1+ s1,2+ s1,3 = λ(h1)+ λ(h2), s2,2+ s2,3 = λ(h2), (6-4)

s1,1 ≥ s2,2, s1,1+ s1,2 ≥ s2,2+ s2,3. (6-5)

Then, it is proved in [Kashiwara and Nakashima 1994] that

dim V (λ)= #T(λ).

(This is just the number of semistandard tableaux with entries from {1, 2, 3} of
shape λ, where si, j corresponds to the number of j in the i-th row). Moreover, if
ν ∈ P and we set

T(λ)ν =
{
(si, j ) ∈ T(λ) : s1,1− s1,2− s2,2 = ν(h1), s1,2+ s2,2− s1,3− s2,3 = ν(h2)

}
,

then
dim V (λ)ν = #T(λ)ν .

In particular, if (si, j ), (ti, j ) ∈ T(λ)ν , then they satisfy

s1,1 = t1,1, s1,2+ s2,2 = t1,2+ t2,2, s1,3+ s2,3 = t1,3+ t2,3. (6-6)

Suppose now that µ, ν ∈ P+; then [Nakashima 1993]

dim Homg

(
V (ν), V (µ)⊗ V (λ)

)
= #T(λ)νµ, (6-7)

where T(λ)νµ is the subset of T(λ)ν consisting of (s1,1, s1,2, s1,3, s2,2, s2,3) ∈ T(λ)

satisfying the following additional constraints:

s1,2 ≤ µ(h1), s1,3 ≤ µ(h2), s2,3+ s1,3 ≤ µ(h2)+ s1,2, (6-8)

ν(h1)+ ν(h2)= µ(h1)+µ(h2)+ s1,1− s1,3− s2,3, (6-9)

ν(h2)= µ(h2)+ s1,2+ s2,2− s1,3− s2,3. (6-10)
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As a consequence, we see that to prove Theorem 1(iii), we must prove that if
λ,µ ∈ P+(λ, 2), then

λ� µ =⇒ #T(λ2)
ν
λ1
≤ #T(µ2)

ν
µ1

for each ν ∈ P+. (6-11)

This is done in the rest of the section.

6.3. Keep the notation in the proposition in 6.1. In this subsection, we prove that
Theorem 1(iii) is true if λ and µ satisfy the conditions (6-1) and (6-2) with w = id
or w = s2. By (6-11), it suffices to find an injective map from

T(λ2)
ν
λ1
↪→ T(λ2+ awω1)

ν
λ1−awω1

= T(λ2+ aω1)
ν
λ1−aω1

(6-12)

for each ν ∈ P+, where a equals either 1 or w(λ1− λ2)(h1); note that

w(λ1− λ2)(h1) > 0

by the second equality of (6-1). This is obtained as a corollary of the following
proposition.

Proposition. Keep the notation above. For each ν ∈ P+, there exists 0 ≤ ` ≤ a
such that for all (si, j ) ∈ T(λ2)

ν
λ1

, we have

a− `≤ s1,2 ≤ λ1(h1)− `, s1,3 ≤ λ1(h2)− (a− `), s2,3 ≥ a− `.

Proof. First, let us show that

λ1(h1)+ λ1(h2)− a ≥ λ2(h1)+ λ2(h2), λ1(h1)− λ2(h1)≥ a. (6-13)

Indeed, since w(λ1− λ2)(h1)≥ a by the definition of a, we have{
(λ1− λ2)(h1)≥ a if w = id,
(λ1− λ2)(h1+ h2)≥ a if w = s2,

which implies the second (resp. first) inequality of (6-13) if w = id (resp. w = s2).
Also, since w(λ1− λ2) ∈ P+, we see that

w(λ1− λ2)(h1+ h2)≥ w(λ1− λ2)(h1)≥ a.

Thus we get {
(λ1− λ2)(h1+ h2)≥ a if w = id,
(λ1− λ2)(h1)≥ a if w = s2,

which implies the first (resp. second) inequality of (6-13) if w = id (resp. w = s2).
By (6-8), we have t1,2 ≤ λ1(h1) for all (ti, j ) ∈ T(λ2)

ν
λ1

. Thus we can choose
0≤ `≤ a maximal such that for all (ti, j ) ∈ T(λ2)

ν
λ1

,

t1,2 ≤ λ1(h1)− `.

In particular, we can and do fix an element (si, j ) ∈ T(λ2)
ν
λ1

with s1,2 = λ1(h1)− `.
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Suppose that there exists (ti, j ) ∈ T(λ2)
ν
λ1

, with t1,3 > λ1(h2)+ `− a. Then (6-6)
gives

t2,2+ t1,2 = s2,2+ s1,2 ≥ s1,2 = λ1(h1)− `.

This implies that

λ2(h1)+ λ2(h2)= t1,1+ t1,2+ t1,3 by the first equality of (6-4)

≥ t2,2+ t1,2+ t1,3 by the first inequality of (6-5)

≥ λ1(h1)− `+ t1,3

> λ1(h1)− `+ λ1(h2)+ `− a

= λ1(h1)+ λ1(h2)− a.

This contradicts the inequality λ2(h1)+ λ2(h2)≤ λ1(h1)+ λ1(h2)− a obtained in
(6-13).

Suppose now that there exists (ti, j ) ∈ T(λ2)
ν
λ1

with t1,2 < a− `. Then we have

λ2(h2)= t2,2+ t2,3 by the second equality of (6-4)

≤ t1,1+ t1,2 by the second inequality of (6-5)

< t1,1+ a− `= s1,1+ a− ` by the first equality of (6-6)

≤ s1,1+ s1,3+ a− `.

On the other hand, we have

s1,1+ s1,3+ a− `= λ2(h1)+ λ2(h2)− s1,2+ a− ` by the first equality of (6-4)

= λ2(h1)+ λ2(h2)− (λ1(h1)− `)+ a− `

= λ2(h1)+ λ2(h2)− λ1(h1)+ a. (6-14)

Combining the two gives

λ2(h2) < λ2(h1)+ λ2(h2)− λ1(h1)+ a and so λ1(h1)− λ2(h1) < a,

which contradicts the second inequality of (6-13).
Finally suppose that there exists (ti, j ) ∈ T(λ2)

ν
λ1

with t2,3 < a−`. Then we have

λ2(h2)= t2,2+ t2,3 ≤ t1,1+ t2,3 < t1,1+ a− `= s1,1+ a− `≤ s1,1+ s1,3+ a− `.

Since s1,1+ s1,3+ a− `= λ2(h1)+ λ2(h2)− λ1(h1)+ a by (6-14), we get

λ2(h2) < λ2(h1)+ λ2(h2)− λ1(h1)+ a,

which again contradicts the second inequality of (6-13). �

The following corollary is now trivially checked using Section 6.2. Thus we
have proved that Theorem 1(iii) is true if λ and µ satisfy the conditions (6-1) and
(6-2) with w = id or w = s2 (see (6-12)).
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Corollary. Keep the notation and setting in the proposition above. Let ν ∈ P+, and
let ` be as in the proposition above. Then the assignment (si, j ) 7→ (s ′i, j ),

s ′1,1 = s1,1+ a, s ′1,2 = s1,2− (a− `), s ′1,3 = s1,3+ (a− `),

s ′2,2 = s2,2+ (a− `), s ′2,3 = s2,3− (a− `),

defines an injective map T(λ2)
ν
λ1
↪→ T(λ2+ aω1)

ν
λ1−aω1

.

6.4. Again, keep the notation in the proposition in 6.1. In this subsection, we prove
that Theorem 1(iii) is true if λ and µ satisfy the conditions (6-1) and (6-2) with
w = s1. By (6-11), it suffices to find an injective map from

T(λ2)
ν
λ1
↪→ T(λ2+ as1ω1)

ν
λ1−as1ω1

= T
(
λ2+ a(ω2−ω1)

)ν
λ1−a(ω2−ω1)

(6-15)

for each ν ∈ P+, where a equals either 1 or s1(λ1− λ2)(h1); note that

s1(λ1− λ2)(h1) > 0

by the second equality of (6-1). This is obtained as a corollary of the following
proposition.

Proposition. For each ν ∈ P+, there exists `≥ 0 such that for all (si, j ) ∈ T(λ2)
ν
λ1

,

s1,1 ≥ s2,2+ `, s1,3 ≥ a− `.

Proof. Suppose that there exists (ti, j ) ∈ T(λ2)
ν
λ1

such that either t1,3 = λ1(h2) or
t1,3 + t2,3 = λ1(h2)+ t1,2. Then ` = 0 satisfies the condition of the proposition.
Indeed, let (si, j ) ∈ T(λ2)

ν
λ1

. Then s1,1 ≥ s2,2+ 0 is true by the first inequality of
(6-5). Also we see by the third equality of (6-6) that

s1,3+ s2,3 = t1,3+ t2,3 ≥ λ1(h2).

Since s2,3 ≤ λ2(h2) by (6-5), and λ1(h2)− λ2(h2)+ λ1(h1)− λ2(h1) ≥ 0 by the
fact that s1(λ1− λ2)(h2)≥ 0 (recall that s1(λ1− λ2)(h2) ∈ P+), we get

s1,3 ≥ λ1(h2)− s2,3 ≥ λ1(h2)− λ2(h2)≥ λ2(h1)− λ1(h1)≥ a = a+ 0.

Consider now the case when for all (ti, j ) ∈ T(λ2)
ν
λ1

, both of t1,3 < λ1(h2) and
t1,3 + t2,3 < λ1(h2)+ t1,2 hold. Since t1,1 ≥ t2,2 by (6-4), we can choose ` ≥ 0
minimal with the property that t1,1 ≥ t2,2 + ` for all (ti, j ) ∈ T(λ2)

ν
λ1

. If ` ≥ a,
then the statement of the proposition is trivially true. Assume now that ` < a, and
suppose that there exists (ti, j ) with t1,3 < a − `. Fix (si, j ) ∈ T(λ2)

ν
λ1

such that
s1,1 = s2,2+ `. Since both of (si, j ) and (ti, j ) are elements of T(λ2)

ν , we have, by
(6-4) and (6-6),

t1,2+(a−`)> t1,2+t1,3=λ2(h1)+λ2(h2)−t11=λ2(h1)+λ2(h2)−s11= s1,2+s1,3.
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Hence we get

λ1(h1)≥ t1,2 by the first inequality of (6-8)

> s1,2+ s1,3− (a− `)

=
(
λ2(h1)+ λ2(h2)− s1,1

)
+ `− a by the first equality of (6-4)

= λ2(h1)+ λ2(h2)− s2,2− a

≥ λ2(h1)+ λ2(h2)− λ2(h2)− a by the second equality of (6-4)

= λ2(h1)− a.

So, λ1(h1) > λ2(h1)−a, which gives a>λ2(h1)−λ1(h1), which is a contradiction.
Hence t1,3 ≥ a− ` for all (ti, j ) ∈ T(λ2)

ν
λ1

, and the proof is complete. �

The following corollary is now trivially checked using Section 6.2. Thus we
have proved that Theorem 1(iii) is true if λ and µ satisfy the conditions (6-1) and
(6-2) with w = s1 (see (6-15)).

Corollary. Keep the notation and setting in the proposition above. Let ν ∈ P+, and
let ` be as in the proposition above. Then the assignment (si, j ) 7→ (s ′i, j ),

s ′1,1 = s1,1, s ′1,2 = s1,2+ (a− `), s ′1,3 = s1,3− (a− `),

s ′2,2 = s2,2+ `, s ′2,3 = s2,3+ (a− `),

defines an injective map T(λ2)
ν
λ1
↪→ T

(
λ2+ a(ω2−ω1)

)ν
λ1−a(ω2−ω1)

.
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Parameterizing tropical curves
I: Curves of genus zero and one

David E. Speyer

In tropical geometry, given a curve in a toric variety, one defines a corresponding
graph embedded in Euclidean space. We study the problem of reversing this
process for curves of genus zero and one. Our methods focus on describing curves
by parameterizations, not by their defining equations; we give parameterizations
by rational functions in the genus-zero case and by nonarchimedean elliptic
functions in the genus-one case. For genus-zero curves, those graphs which
can be lifted can be characterized in a completely combinatorial manner. For
genus-one curves, we show that certain conditions identified by Mikhalkin are
sufficient and we also identify a new necessary condition.
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In the past ten years, a group of mathematicians, led by Grigory Mikhalkin,
have pioneered a new method for studying curves in toric varieties. According to
this perspective, one considers curves defined over a field with a nonarchimedean
valuation. Using this valuation and an embedding of a curve C into an (algebraic)
torus, one constructs a graph embedded in a real vector space. This graph is known
as the tropicalization of the curve. From the tropicalization of C , one tries to read off
information about the degree and genus of the original curve C , and its intersections
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with other subvarieties of the torus. In this introduction, we will write C for a curve
embedded in a torus T ∼= (K∗)n and we will write 0 ⊂ Rn for the tropicalization
of C .

In order to use these tropical methods, we need to know which graphs are
tropicalizations of curves. We will refer to a graph which actually is the tropi-
calization of a curve as a tropical curve. There are certain basic combinatorial
conditions which hold for any tropical curve. The first, the zero-tension condition,
is a description of the possible local structures of a tropical curve around a given
vertex (see the beginning of Section 3). We can assign to C a multiset of lattice
vectors, which we will call the degree of C , from which we can determine the
homology class represented by the closure of C when this closure is taken in a
suitable toric compactification of T . The second combinatorial condition is that
the directions of the unbounded rays of 0 are given by the degree of C (Section 1).
Thirdly, we can show that, modulo some technical conditions, the genus of C is
greater than or equal to the first Betti number of 0 (see Theorem 3.1). We will
define a zero-tension curve of genus g and degree δ to be a graph which has first
Betti number g and obeys the obvious conditions to be the tropicalization of a
degree-δ curve.

We attack the reverse problem: given a zero-tension curve of genus g and
degree δ, when does it come from an actual curve of genus g and degree δ? The
main contribution of this paper is to show that methods of nonarchimedean analysis
can be used to construct algebraic curves with a given tropicalization. In this
paper, we will consider this question for genus-zero and genus-one curves. In the
sequel, we will describe the corresponding results for higher-genus curves, where
we will need to use Mumford’s uniformization results. A second achievement of
this paper is to describe a condition — that of being well spaced — which permits us
to conclude that some “obstructed” curves of genus one can nonetheless be lifted.

I want to state clearly that there is a major difficulty in directly using these results
for enumerative purposes involving curves of positive genus. If C is a curve of
genus g, than the tropicalization of C is a zero-tension curve with first Betti number
less than or equal to g. Therefore, if we want to count genus-g curves obeying some
conditions, we should look at all zero-tension curves of genus less than or equal to g,
and determine which of them lift to actual genus-g curves obeying the condition
(and in how many ways the lifting can be done). However, we have almost no results
restricting the capability to lift a tropical curve whose first Betti number is strictly
less than g to an actual curve of genus g. When studying curves in toric surfaces,
one can use basic dimension-counting arguments to show that there are no such
contributions, but this cannot be done for curves in higher-dimensional toric varieties.
I expect, therefore, that the primary use of these results will not be to prove exact
combinatorial formulas, but rather to provide existence results or lower bounds.
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The idea of studying curves via tropical varieties was proposed by Kontsevich and
pioneered by Mikhalkin [2005; 2006]. Mikhalkin has proven our main theorems, in
any genus, in the case of curves in toric surfaces. A purely algebraic proof was given
by Shustin and Tyomkin [2006]. Since Mikhalkin’s work, there has been a great
deal of research extending his results to more sophisticated enumerative problems
concerning curves in toric surfaces. There has been far less work on curves in
higher-dimensional toric varieties. The most important result in higher dimensions
is that of Nishinou and Siebert [2006], who use log geometry to analyze the case
of genus-zero curves and recover essentially all of our results in that case. Finally,
we should note that H. Markwig and her collaborators, especially Gathmann, have
done major work building the tropical analogue of the moduli spaces of curves and
of stable maps and studying it from a combinatorial perspective; see [Gathmann
et al. 2009] and the works cited therein. Among their results is reestablishing the
validity of the tropical enumeration of curves in P2 by showing it matches the
Caporaso–Harris formula. The moduli space of tropical genus-zero curves was
previously described by Mikhalkin [2007].

Newer work. Since this paper was first prepared, several additional relevant papers
have appeared. Of particular relevance are the papers of Baker, Payne and Rabinoff
[Baker et al. 2012], Helm and Katz [2012], Katz [2012], and Nishinou [2010]. The
first is an exhaustive discussion of parametrization of nonarchimedean curves using
the language of Berkovich’s analytic spaces. In terms of results, this paper goes
beyond [Baker et al. 2012] in that we prove that our combinatorially necessary
conditions are sufficient to realize tropical curves. In terms of exposition, I hope
that the use of the Bruhat–Tits tree rather than Berkovich spaces removes one level
of technical requirement.

Helm and Katz relate the lengths of the cycles in the tropical curve to the mon-
odromy action on the cohomology of the general fiber, generalizing the relationship
shown in this paper between the length of the cycle in genus one and the valuation of
the j -invariant. Katz defines several obstructions to tropical lifting which generalize
the well-spacedness condition from this paper.

Nishinou provides an alternate proof that ordinary tropical curves are realiz-
able (in all genuses), using log structures, and provides additional analysis of the
superabundant case.

1. Curves in toric varieties

In this section, we will describe how to assign a degree to a curve given with a map
to an (algebraic) torus. Throughout this paper, we will write N for the lattice of
one-parameter subgroups of the torus and M for the character lattice. We will call
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the dimension of the torus n. We write T for the torus, or T(K, N ) when we want
to specify the ground field K and the lattice N .

Let 6 be a complete rational fan in Q⊗ N and let X(6) be the associated toric
variety over an algebraically closed field K. (See [Fulton 1993] for background
on toric varieties.) The open torus in X(6) is Hom(N ,K∗). For each ray (one-
dimensional cone) of 6, there is a unique minimal element of N on this ray; if
we identify N with Zn , then the element in question is the unique point of the ray
whose coordinates are integers with no common factor. Let ρ1, . . . , ρp be the set
of minimal vectors of the rays of 6. The following is a special case of Theorem 3.1
of [Fulton and Sturmfels 1997].

Proposition 1.1. With the notation above, the Chow group An−1 is given by

An−1(X(6))∼=
{
(d1, d2, . . . , dp) ∈ Zp

:

p∑
i=1

diρi = 0
}
.

This is a subgroup of H 2n−2(X(6),Z), and equals H 2n−2(X(6),Z) if X(6) is
smooth.

Let C be a smooth, complete algebraic curve and let φ : C→ X(6) be a map
from C into X(6). Let C denote φ−1(T) ⊂ C , the part of C which is mapped
to the big torus. Let us say that (φ,C) is torically transverse if C is nonempty
and φ(C) is disjoint from the toric strata of codimension two and higher. (This is
a specialization of the definition of torically transverse in [Nishinou and Siebert
2006].)

For each ray Q≥0ρi of 6, let Yi be the codimension-one stratum of X(6)
associated to ρi . Let di be the length of φ∗(OYi ), in other words, the number of
points in φ−1(Yi ) counted with multiplicity. Then (d1, . . . , dN ) satisfies1 ∑ diρi =0
and hence corresponds to a class in An−1(X(6)). Capping with the fundamental
class gives the class in A1(X(6)), and hence in H2(X(6)), corresponding to C .
Thus, if we want to study torically transverse curves representing a particular class
in H2, we may begin by finding the possible preimages of this class in An−1 and
studying curves of that degree.

Continue to assume that (φ,C) is torically transverse. Let x ∈ C \ C . We
now describe how to determine which ray of 6 corresponds to x , and with what
multiplicity, solely by examining the map C → T. Namely, M is the lattice of
characters of the torus, so each element λ of M can be restricted to a function χλ

on C . Let σx be the map which sends λ to the order of vanishing of χλ at x ; the
function σx is in N . Write σx as dxρx , where dx is a positive integer and ρx is
minimal. Then ρx is the ray of 6 corresponding to x , and dx is the multiplicity.

1In two paragraphs, we will see an alternate description of the di that makes this clear.
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We now make a definition: let C be a smooth algebraic curve and let φ : C→ T

be an algebraic map. Let C be the smooth complete curve compactifying C ; we
impose the condition that φ cannot be extended to any point of C \C . Let x be
any point of C \C . Define σx , ρx and dx as before. Let ρ1, . . . , ρN be the set of
distinct values of ρx as x ranges over C \C . For 1 ≤ i ≤ N , let di =

∑
ρx=ρi

dx

and set σi =
∑

ρx=ρi
σx = diρi . We define the set {σ1, . . . , σN } to be the degree of

(φ,C). Note that this is defined without any choice of toric compactification of T.
Note also that we have

∑
σi = 0, because any rational function has equally many

zeroes and poles on C .
We then have:

Proposition 1.2. Let 6 be a complete fan with rays generated by ρ1, . . . , ρN and
let (d1, . . . , dN ) be any class in An−1(X(6)). There is a bijection between torically
transverse curves (φ,C) which represent the given class and maps C→ T which
are incapable of being extended to any larger compactification of C and have degree
(d1ρ1, . . . , dNρN ); this bijection is given by restriction to the preimage of T in C.

For this reason, we can reformulate questions about constructing torically trans-
verse curves in toric varieties into questions about constructing curves of given
degree in tori. Ordinarily, of course, one wishes to consider all curves in some
toric variety, not only the torically transverse ones. In many applications, it can be
shown by dimensional considerations that all of the curves of interest are torically
transverse. Even when this is not true, it is true that, if we specify the cohomology
class of a curve in X(6), then there are only finitely many possible degrees for
curves realizing that cohomology class and not lying in the toric boundary — and
those curves which do lie in the toric boundary are in the interiors of smaller
toric varieties. For this reason, in this paper we will study problems where we
specify the degree of a curve in the torus rather than specifying degrees in a toric
compactification.

2. Basic tropical background

In this paper, we will study a great number of polyhedra. All of these will be
rational polyhedra, meaning that they are defined by finitely many inequalities of
the form

{
(x1, . . . , xn) :

∑
ai xi ≤ λ

}
, where (a1, . . . , an) is an integer vector and λ

is a rational number. It will be most convenient to consider these as subsets of Qn

(for example, in Proposition 2.2). However, we want to be able to use topological
language to talk about polyhedral complexes. We therefore adopt the following
conventions: a polyhedron is a subset of Qn , defined by finitely many inequalities
as above. When we refer to a point of a polyhedron, we mean a point of Qn .
Nonetheless, when we describe a polyhedral complex using topological terms, such
as “connected”, “simply connected” and so forth, we will mean the properties of
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the closure of that complex in Rn . Similar issues will arise concerning metrized
graphs. We adopt the conventions that the edges of a metrized graph always have
rational lengths and that the points of this graph, considered as a metric space, are
the points which have rational distances from all of the vertices. Nevertheless, we
will freely speak of graphs as connected, as mapping continuously from one to
another, and so forth.

Let O be a complete discrete valuation ring with valuation v : O→ Z≥0 ∪ {∞}.
We write K for the fraction field of O and κ for the residue field. We always
assume that κ is algebraically closed. Let K be the algebraic closure of K , let
v :K→Q∪{∞} be the extension of v to K, let O be the ring v−1(Q≥0∪{∞}), and
let M and M be the maximal ideals of O and O, respectively. Since κ is algebraically
closed, the residue field O/M is also equal to κ . For g ∈ O, write in(g) for the class
of g in κ . We fix a group homomorphism w 7→ tw from Q→ K∗ giving a section
of v :K∗→Q; this is always possible because v is surjective and K∗ is divisible.2

We will primarily consider the objects K, O and M and only occasionally need to
deal with K , O and M.3

We will say that K is a power series field if we are given a section ι : κ ↪→ O

such that in(ι(a))= a. If K is a power series field, we will say that a polynomial
f ∈ K[M] has constant coefficients if its coefficients lie in the image of κ and that
a variety C ⊂ T(K, N ) has constant coefficients if it is defined by polynomials with
constant coefficients. The motivation for this terminology is that we can then think
of O as the ring of formal power series in t , writing each element of O canonically
as
∑

i ι(ai )t i for some sequence of elements ai in κ .
Let M be a free abelian group of rank n and let N = Hom(M,Z). We write 〈 , 〉

for the pairing M × N → Z. For m ∈ M , we will write χm for the corresponding
element of the group ring K[M], so that M can be written additively.

Let f ∈ K[M] and let w ∈Q⊗ N . We can write f =
∑

λ∈L fλχλ, where L is
a finite subset of M and each fλ is a nonzero element of K. Let L0 be the subset
of L on which the function λ 7→ v( fλ)+〈λ,w〉 achieves its minimum. We define
inw( f )=

∑
λ∈L0

in(t−v( fλ) fλ)χλ, and we set inw(0)= 0.
Suppose that K is a power series field and that f ∈K[M] has constant coefficients,

with f =
∑

λ∈L ι( fλ)χλ. Then we can describe inw( f )more simply as
∑

λ∈L0
fλχλ;

note that we sum over L0, not over L . This is the definition that is used in Gröbner

2It is quite possible to do without this choice, and Sam Payne has advocated doing so. This is
doubtless the most morally correct way of proceeding, but it introduces a great deal of notational
baggage. In particular, we would be forced to replace tori with principal homogeneous spaces over
tori in several places, and would thus no longer have explicit coordinates.

3Several earlier tropical works, including some of my own work, attempted to ignore O, K and
M entirely. The reader should still view these objects as being only technical crutches. However, I
have become convinced that it is not worth trying to avoid them completely.
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theory, where the field K is left hidden in the background. Using this alternate
definition, we can define inw( f ) for f ∈ κ[M] and w ∈ Q⊗ N , even without
choosing a field K to use.

If I is an ideal in K[M], let inw(I ) denote the ideal of κ[M] generated by
inw( f ) for f ∈ I . If C is the closed subscheme of T(K, N ) corresponding to I ,
then we write inw C for the closed subscheme of T(κ, N ) corresponding to inw I .
The geometric meaning of inw C is the following: let tw denote the element of
T(K, N ) = Hom(N ,K∗) described by tw(λ) = t 〈λ,w〉 for λ ∈ N . Consider the
subvariety t−w ·C of T(K, N ), where · denotes the standard action of T(K, N ) on
itself. Let t−w ·C be the (Zariski) closure of t−w ·C in Spec O[M]. Then inw C is
the fiber of t−wC over Spec κ . Moreover, suppose that tw ∈ K and that C is defined
over K , meaning that there is a subscheme C of T(K , N ) such that C = C ×K K.
(Note that we can always achieve these hypotheses by replacing K with a finite
extension.) Then we may instead describe inw C by taking the Zariski closure of
t−wC in Spec O[M].

If I is an ideal of κ[M], rather than of K[M], and w any point of Q⊗ N , then
we can define inw I to be the ideal in κ[M] generated by inw f for all f ∈ I , where
inw f is defined by the alternate definition two paragraphs above. While this is
a slight abuse of notation, it should cause no confusion: one meaning of inw I is
defined for I ⊂ κ[M] and the other for I ⊂ K[M] and the meanings are extremely
closely related. Specifically, let I be an ideal of κ[λ], let w ∈ Q⊗ N and let K′

be any power series field with associated notation (K′, v′,O′,M′, κ ′). Suppose that
w ∈Q⊗ N and that κ ′ = κ . Then inw I = inw(K′⊗κ ′ I ).

The following lemma will be of frequent use:

Lemma 2.1. Let I be an ideal of K[M]. Let w and v be elements of Q⊗ N. Then,
for any sufficiently small rational number ε, we have inw+εv I = inv inw I .

Proof. This is proved in a less general context as Proposition 1.13 in [Sturmfels
1996]; the proof can be adapted to our setting. �

We now define tropicalization.

Proposition 2.2. Let C be a closed subscheme of T(K, N ) and let I ⊂ K[M] be
the corresponding ideal. Let w ∈Q⊗ N. Then the following are equivalent:

(1) There is a point x ∈ C(K) with v(x)= w.

(2) There is a valuation ṽ :K[M]/I →Q∪{∞} extending v :K→Q∪{∞} with
the property that v(χλ)= 〈λ,w〉 for every λ in N.

(3) For every f ∈ I , the polynomial inw f is not a monomial.

(4) The ideal inw I does not contain any monomial.

(5) The scheme inw C is nonempty.
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Note that in conditions (3) and (4), zero is not considered a monomial.

Proof. The equivalence of (1), (3) and (4) is Theorem 2.1 of [Speyer and Sturmfels
2004]. The proof there that (4) implies (1) is flawed; see [Draisma 2008; Payne
2009b] for corrections and improvements. The equivalence of (4) and (5) is simply
the Nullstellensatz — since monomials are units in κ[M], the ideal inw I contains
a monomial if and only if it is all of κ[M]. The equivalence of (1) and (2) is
Theorem 2.2.5 of [Einsiedler et al. 2006]. �

Define the subset of Q⊗ N where any of the equivalent conditions above holds
to be Trop C . Note that condition (3) of the above proposition clearly singles out a
closed set. If K is a power series field and C has constant coefficients, then we can
define Trop C ⊂ Rn using the definition of inw f which is defined for f ∈ κ[M].
There is little risk of confusion in defining Trop C both for C ⊂ T(K, N ) and
C ⊂ T(κ, N ). The precise relation is as follows: Let K′ be any power series
field, with associated notation (K′, v′,O′,M′, κ ′) such that κ ′ = κ , and let C be a
closed subscheme of T(κ, N ). Then Trop C = Trop(C ×Spec κ ′ Spec K′). The next
proposition summarizes basic results on the structure of Trop C .

Proposition 2.3. Let C ⊂ T(K, N ). Then Trop C can be given the structure of a
polyhedral complex (with finitely many faces). Furthermore, we may do this in such
a way that, for σ any face of this polyhedral complex and w and w′ two points
in the relative interior of σ , we have inw C = inw′ C. If C is d-dimensional then
Trop C has dimension d. If C is pure of dimension d then so is Trop C. If C is
connected then Trop C is connected. If C is connected in codimension one and K

has characteristic zero then Trop C is connected in codimension one.
If K is a power series field and C has constant coefficients, then Trop C can be

given the structure of a polyhedral fan.

Proof. The existence of the polyhedral structure is proved by Bieri and Groves
[1984] using description (2) of Trop C . The claim about initial ideals is proved by
Sturmfels [2002] in a slightly more specialized context in the course of proving
his Theorem 9.6. The dimensionality claim is also proven in [Bieri and Groves
1984] and is proven by a different method (under more restrictive hypotheses than
we adopt here) in [Sturmfels 2002]. Sturmfels proves the pureness claim as well.
The connectivity result is proven in [Einsiedler et al. 2006]. The connectivity in
codimension one is proven in [Bogart et al. 2007]. That proof is given in a somewhat
more restrictive setting than we have adopted here, but there is no difficulty in
extending the arguments. �

We will call a polyhedral subdivision of Trop C a good subdivision if, whenever
w and w′ are two points in the relative interior of the same face σ , we have
inw C = inw′ C . So one of the parts of the above proposition is that Trop C always
has a good subdivision.
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Let C be a closed subscheme of T(K, N ), and suppose that we have equipped
Trop C with a good subdivision, for which σ is a k-dimensional face. Let w lie
in the relative interior of σ . Let H(σ ) ⊂ R⊗ N be the vector space spanned by
w1 − w2, for w1, w2 ∈ σ , and let exp(H(σ )) be the corresponding subtorus of
T(κ, N ).

Proposition 2.4. With the above notation, inw(C) is invariant for the action of
exp(H(σ )).

Proof. Let v ∈ H(σ ) ∩ N and let ε be a small rational number. Then, from
Lemma 2.1, inw+εv C = inv inw C and, by the definition of a good subdivision and
H(σ ), we have inw+εv C = inw C . So inv inw C = inw C . The left-hand side is
invariant for the one-dimensional subgroup exp(Rv), so we have shown that inw C
is invariant under exp(Rv) for any v ∈ H(σ )∩ N . �

In particular, in the above setting, suppose that C is pure of dimension d and
k = d. Then inw C/ exp(H(σ )) is zero-dimensional. We define µ(w) = m(σ ) to
be the length of this scheme over κ .

3. Statement of results

We now have enough tropical background to state our main results. We need one
combinatorial definition:

Let 0 be a finite graph. We write ∂0 for the set of degree-one vertices of 0. Let
ι be a continuous map 0 \ ∂0→Q⊗ N such that an edge e of 0 is taken to

(1) either a finite line segment or a point if neither endpoint of e is in ∂0,

(2) an unbounded ray if one endpoint of e is in ∂0, and

(3) a line if both ends of e are in ∂0.

We consider such pairs (ι, 0) up to reparameterization of the edges of 0. By our
conventions on rationality of polyhedral complexes, ι(e) has slope in N for every
edge e of 0. If v is a vertex of 0, and e is an edge of 0 with an endpoint at v, then
we write ρv(e) for the minimal lattice vector parallel to ι(e) which points in the
direction away from ι(v). (If v is in ∂0, so that ι(e) is an unbounded ray or line,
then ι(v) should be thought of as “at infinity”, so ρv(e) is negative the direction
in which ι(e) goes to infinity.) If e is mapped to a point, define ρv(e) to be 0.
Suppose that m is a function assigning a positive integer to each edge of 0. We
say that (ι, 0,m) is a zero-tension curve if, for every vertex v in 0 \ ∂0, we have∑

e3v m(e)ρv(e)= 0. We introduce the notation σv(e) for m(e)ρv(e). If (ι, 0,m)
is any zero-tension curve, we place a metric4 on 0 \ ∂0. For any finite edge e, set

4This might be only a pseudometric; if ι collapses an edge of 0, then we have d(x, y) = 0 for
some x and y which are not equal. This will not be a difficulty.



972 David E. Speyer

the length of e to be `, where the endpoints of ι(e) differ by `ρv(e). If one or both
of the endpoints of e are in ∂0, then we define e to have infinite length.

We define a partial zero-tension curve to be a triple (ι, 0,m) which obeys the
above conditions except that if one endpoint of an edge e is in ∂0, we permit that
edge to be taken to a finite line segment rather than a ray. Partial zero-tension curves
are analogous to analytic maps from a Riemann surface with holes of positive area;
zero-tension curves, which will be our main concern, are analogous to algebraic
maps from punctured Riemann surfaces.

We define the genus of a zero-tension curve to be the first Betti number of 0.
We define the degree of a zero-tension curve as follows: Let D ⊂ N be the (finite)
set of values assumed by −ρv(e) as v ranges through ∂0. For each λ ∈ D, let
mλ =

∑
m(e), where the sum is over e with an endpoint v in ∂0 and −ρv(e)= λ.

Then the degree of (ι, 0,m) is the set {mλ · λ : λ ∈ D}. We now state that, given a
curve C , the polyhedral complex Trop C reflects the degree and genus of the curve.

Theorem 3.1. Let C be a connected (punctured) curve of genus g over K equipped
with a map φ : C→ T(K, N ). Let δ ⊂ N be the degree of (C, φ). Then there is a
connected zero-tension curve (ι, 0,m) of degree δ and genus at most g with ι(0)=
Tropφ(C). Moreover, choose a good subdivision of Tropφ(C) and subdivide 0 by
the preimage of this subdivision. Then the weights µ on Trop C and m on 0 are
related by µ(w)=

∑
ι(e)3w m(w).

Extend C to a flat family over Spec O whose fiber over Spec κ consists of smooth
reduced curves glued along nodes.5 If any of the components of the κ-fiber are not
rational, then we can take the genus of 0 to be strictly less than g.

Theorem 3.1 is implicit in the work of many authors, beginning with Grigory
Mikhalkin. A complete proof is given in [Nishinou and Siebert 2006]; we explain
how to find this theorem in that work: Proposition 6.3 of [Nishinou and Siebert
2006] states that, given C and φ, there is degeneration of T(K, N ) (over Spec O)
to a union of toric varieties and a degeneration of C (over Spec O) to a nodal curve
so that φ extends on the Spec κ fiber to a torically transverse stable map. Write
C0 for the nodal curve and φ0 for the map from C0. In the course of proving
Theorem 8.3, Nishinou and Siebert verify that (C0, φ0) is an object they call a
pre-log curve. In Construction 4.4, they explain how to build a zero-tension curve
(ι, 0,m) from a pre-log curve. The components of C0 are organized in equivalence
classes, where members of the same class are called “indistinguishable”. The
union of the components in each equivalence class is connected. The vertices of 0
correspond to these classes of C0, and the edges of 0 to nodes of C0 connecting
components in different classes. Since C0 is a stable degeneration of a genus-g

5For example, extend C to a family of stable curves.
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curve, the graph 0 may have first Betti number at most g. This establishes the first
paragraph of the theorem.

For the second paragraph, let C ′0 be the κ-fiber of the family described in the
second paragraph of the theorem. Let Y be the unique stable limit of C/Spec K.
Then Y is obtained from C ′0 by collapsing some curve of genus zero. So if C ′0
has any nonrational components, so does Y . But Y is also obtained from C0 by
collapsing some genus-zero components, so if C ′0 has nonrational components then
so does C0, and thus 0 must have first Betti number strictly less than g.

We now state the main results of the paper.

Theorem 3.2. Let (ι, 0,m) be a zero-tension curve of genus zero and degree δ.
Then there is a (punctured) genus-zero curve C over K and a map φ :C→T(K, N )
such that (C, φ) has degree δ and ι(0) = Tropφ(C). The edge weighting m is
related to the multiplicities µ as described in Theorem 3.1.

Theorem 3.2 was previously proven, by methods of log geometry, in [Nishinou
and Siebert 2006].

Theorem 3.3. Let (ι, 0,m) be a zero-tension curve of genus one and degree δ.
Let e1, . . . , er be the edges of the unique circuit of 0. Assume that the slopes of
ι(e1), . . . , ι(er ) span Q⊗N. Then there is a (punctured) genus-one curve C over K

and a map φ : C→ T(K, N ) such that (C, φ) has degree δ and ι(0)= Tropφ(C).
The edge weighting m is related to the multiplicities µ as described in Theorem 3.1.

Mikhalkin [2006, Theorem 1] states without proof a result which includes both
Theorems 3.2 and 3.3.

The importance of the criterion that the slopes of the edges ι(e1), . . . , ι(er )

span Q⊗ N was first pointed out by Mikhalkin. Following Mikhalkin, we say
that (ι, 0,m) is ordinary when this condition holds, and superabundant when it
does not.6 When dealing with superabundant curves, we need to impose a further
criterion, which is original to this paper. Let (ι, 0,m) be a zero-tension curve of
genus one and degree δ. Let e1, . . . , ur be the edges of the unique circuit of 0.
Let H be an affine hyperplane in Q⊗ N containing all of the line segments ι(ei ),
but not containing the entire curve ι(0). Let 1 be the connected component of
0 ∩ ι−1(H) which contains the circuit of 0 and let x1, . . . , xs be the vertices of 1
which are also in the (topological) closure of 0 \1; we call these the boundary
vertices of 1. Let d1, . . . , ds be the distances from x1, . . . , xs to the nearest point
on the circuit of 0. Then we say that (ι, 0,m) is well spaced with respect to H
if the minimum of the numbers (d1, . . . , ds) occurs more than once. We say that

6The motivation for this terminology is that one can define a space of deformations of (ι, 0,m).
A deformation consists of changing the lengths of the edges of 0, while keeping the slopes of the
images of those edges constant. One can show that ordinary curves have deformation spaces of the
“expected dimension”, while the deformation space of superabundant curves is larger than expected.
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(ι, 0,m) is well spaced if it is well spaced with respect to every H containing the
circuit of 0.

Theorem 3.4. Assume that κ has characteristic zero. Let (ι, 0,m) be a zero-tension
curve of genus one and degree δ and assume that (ι, 0,m) is well spaced. Then
there is a (punctured) genus-one curve C over K and a map φ : C→ T(K, N ) such
that ι(0)= Trop C.

There is a partial converse to this theorem; see Proposition 9.2.
It is possible to prove enumerative versions of all of these results, where we

count curves (C, φ) with Tropφ(C)= ι(0) that meet subvarieties of T(K, N ). We
do not do so here. Partially, this is because it would add greatly to the length of the
exposition. A more important reason is that, as described in the introduction, we
have no results regarding the lifting of zero-tension curves of genus zero to actual
curves of genus one and therefore we do not know how to productively apply such
enumerative results.

In a sequel to this paper I will establish analogous results for curves of genus
greater than one.

4. The Bruhat–Tits tree

We will spend the rest of this paper proving Theorems 3.2, 3.3 and 3.4. One of our
main technical tools is the Bruhat–Tits tree. A good reference for our discussion
is Chapter 2 of [Morgan and Shalen 1984]. A more sophisticated approach here
would be to replace the Bruhat–Tits tree by the analytification of P1(K) in the
sense of Berkovich. Recently, several authors have begun fully using the Berkovich
technology for tropical purposes; the interested reader should begin with [Payne
2009a; Baker et al. 2012]. In this paper, we will restrict ourselves to the more
concrete Bruhat–Tits tree.

We denote by BT(K) the set of O-submodules of K2 which are isomorphic to O2,
modulo K∗-scaling. We write M for the equivalence class of a module M . We
equip BT(K) with the metric where d(M1,M2) is the minimum of the set of ε
such that there exists an α with M1 ⊇ tαM2 ⊇ tα+εM1; this minimum exists and is
independent of the choice of representatives M1 and M2. Clearly, d(M1,M2) is
always in Q. The metric space BT(K) is called the Bruhat–Tits tree of K.

If we made the analogous construction working over K , we could equip BT
with the structure of the vertices of a tree so that distance was the graph-theoretic
distance. Instead, BT(K) is what is called a Q-tree (see [Morgan and Shalen 1984]).
We remind our reader of the convention that all metric trees have edges whose
lengths are in Q, and the points of such a tree are the points whose distances from
the vertices are rational. Being a Q-tree is a more general concept than this; the
following proposition lists the “tree-like” properties of Q.
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Proposition 4.1. If M1 and M2 ∈ BT(K) with d(M1,M2) = d, then there is a
unique distance-preserving map φ : [0, d] ∩Q→ BT(K) with φ(0) = M1 and
φ(d) = M2. Explicitly, if tαM1 ⊇ M2 ⊇ tα+d M1, then φ(e) = tα+e M1+M2. We
will call the image of φ the path from M1 to M2 and denote it by [M1,M2]. If
M1, . . . ,Mn ⊂ BT(K), then

⋃
i 6= j
[Mi ,M j ] is a metric tree.

Suppose now that (x1 : y1) and (x2 : y2) are distinct members of P1(K). Then
we can similarly define a map φ :Q→ BT(K) by φ(e)= O(x1, y1)+ teO(x2, y2).
We will call the image of this φ the path from (x1 : y1) to (x2 : y2) and denote it by
[(x1 : y1), (x2 : y2)]. (The specific map φ :Q→ BT(K) depends on the choice of
representatives (x1, y1) and (x2, y2), but the image φ(Q) does not.) Similarly, if
M ∈ BT(K) and (x : y) ∈ P1(K), we can define a semi-infinite path from (x : y) to
M denoted by [(x : y),M]. We introduce the notation BT(K) for BT(K)∪P1(K).

If Z is a subset of BT(K), we denote by [Z ] the subspace
⋃

z,z′∈Z [z, z′] of
BT(K). For simplicity, assume that |Z | ≥ 3. If Z is finite, then [Z ] is a metric
tree with a semi-infinite ray for each member of Z ∩P1(K). We will say that this
ray has its end at the corresponding member of Z ∩P1(K). We will abbreviate
[{z1, . . . , zn}] as [z1, . . . , zn].

The case where Z is a four-element subset of P1(K) is of particular importance
for us. Let {w, x, y, z} ⊂P1(K)=K∪{∞}. We define the cross ratio c(w, x : y, z)
by

c(w, x : y, z)=
(w− y)(x − z)
(w− z)(x − y)

.

Note that c(w, x : y, z) = c(x, w : z, y) = c(y, z : w, x) = c(z, y : x, w) and
c(w, x : y, z)= c(w, x : z, y)−1.

Proposition 4.2. The metric space [w, x, y, z] is a metric tree with 4 semi-infinite
rays and either 1 or 2 internal vertices.

If [w, x, y, z] has 2 internal vertices, let d be the length of the internal edge and
suppose that the rays ending at w and x lie on one side of that edge and the rays
through y and z on the other. Then

v(c(w, x : y, z))= 0,

v(c(w, y : x, z))=−v(c(w, y : z, x))= d,

v(c(w, z : x, y))=−v(c(w, z : y, x))= d.

The first statement can be strengthened to say that v(c(w, x : y, z)− 1)= d. (The
valuations of all other permutations of {w, x, y, z} can be deduced from these by
the symmetries of the cross ratio.)

If [{w, x, y, z}] has only 1 internal vertex, then

v(c(w, x : y, z)− 1)= v(c(w, x : y, z))= 0,
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and the same holds for all permutations of {w, x, y, z}.

This proposition can be remembered as saying “v(c(w, x : y, z)) is the signed
length of [w, x] ∩ [y, z]”, where the sign tells us whether the two paths run in the
same direction or the opposite direction along their intersection.

Proof. The group GL2(K) acts on BT(K) through the action on K2. It is well
known that c is GL2(K) invariant, and the definitions of [x, y] and the metric on
BT(K) are clearly GL2(K) equivariant. So the whole theorem is invariant under
GL2(K) and we may use this action to take w, x and y to 0, 1 and∞.

Our hypothesis in the second paragraph of the proposition is that [0, 1,∞, z] is
a tree with 0 and 1 on one side of a finite edge of length d and z and∞ on the other.
It is easy to check that this is equivalent to requiring that v(z)=−d < 0. Then

c(0, 1 : ∞, z)= 1− 1
z
,

which does indeed have valuation 0, and c(0, 1 : ∞, z)− 1 = −1/z, which does
indeed have valuation d. Similarly, c(0,∞ : 1, z) = 1/z, which has valuation d,
and c(0, z : 1,∞)= 1/(1− z), which has valuation d .

In the third paragraph of the proposition, the assumption that the tree has no finite
edge implies that v(z)= v(z− 1)= 0. The argument then continues as before. �

5. Lemmas on zero-tension curves

We pause to prove two combinatorial lemmas about zero-tension curves.

Lemma 5.1. Let (ι, 0,m) be a connected partial7 zero-tension curve in Qn . Sup-
pose that ι(0) is not contained in any hyperplane. Then the set of vectors σv(e),
where v runs over ∂0, spans Qn .

Proof. Suppose, for the sake of contradiction, that there is some nonzero λ ∈Qn

with 〈λ, σv(e)〉 = 0 for every degree-one vertex v of 0. Let h(u) be the function
〈λ, ι(u)〉 on 0\∂0. As h is constant on every ray of 0 ending at a degree-one vertex,
and in particular on all of the unbounded rays of 0, the function h is bounded on 0.
Let U be the (nonempty) subset of 0 on which h achieves its maximum. Clearly,
U is closed.

We now show that U is also open. Clearly, if U contains a point p in the interior
of an edge of 0, then it contains that entire edge and, in particular, U contains
an open neighborhood of p. So we just need to show that, if u is a vertex of 0
contained in U , then U contains an open neighborhood of u. If u is a degree-one
vertex of 0, then h is constant in a neighborhood of u by our hypothesis. If u is not
a degree-one vertex, then by the zero-tension condition, we have

∑
e3u
〈λ, σu(e)〉 = 0.

7Recall that the adjective partial means we permit edges which end at a vertex of ∂0 to be taken to
a finite line segment rather than to an infinite ray.
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Since we have assumed that h is maximized at u, we have 〈λ, σu(e)〉 ≤ 0 for every
edge e containing u and we conclude that h is constant in a neighborhood of u, as
desired.

So U is open, closed and nonempty. As 0 is connected, U = 0 and we have that
h is constant on 0. This contradicts our assumption that ι(0) is not contained in
any hyperplane. �

Morally, this proof is an instance of the “tropical maximum modulus principle”.
The linear functional defining H is a harmonic function on 0 in the sense of [Baker
and Norine 2007; Gathmann and Kerber 2008] and other papers, and we are showing
that if it is bounded, then it is constant.

One difficulty with Theorem 3.1 is that it states that a zero-tension curve with
ι(0) = Trop C exists, but it doesn’t help us choose from among several possible
candidates for (ι, 0,m). We now introduce a concept that will let us guarantee that
essentially only one such (ι, 0,m) exists. We define (φ,C) to be trivalent if, for
some (equivalently any) good subdivision of Tropφ(C), we have me = 1 for every
edge e and the degree of v is at most 3 for every vertex v.

Lemma 5.2. Let (φ,C) be a trivalent curve and (ι, 0,m) a zero-tension curve with
ι(0)= Tropφ(C), such that if e is any edge of (a good subdivision of ) Tropφ(C),
then we have me =

∑
ι( f )=e m f . (The sum is over edges f of 0 mapping to e.)

Than there is a subgraph 0′ of 0 which maps isomorphically onto Tropφ(C).
Specifically, we take 0′ to be the union of all edges of 0 which are not contracted to
points under ι. In particular, if ι contracts no edge, then 0 ∼= Trop C.

Proof. First, we note that if e is an edge of Tropφ(C), then each point in the interior
of e can have only one preimage in 0, by the equation 1 = me =

∑
ι( f )=e m f .

Next, let x be a vertex of Tropφ(C) with edges e1, e2 and possibly e3 coming out
of x . Let y ∈ 0′ be a preimage vertex of x . Then there must be edges leaving y
which map down to each of the ei , as otherwise the zero-tension condition would
be violated. (If all of the edges leaving y map down to a point, then y is not in 0′.)
Then there can be no other vertex z of 0′ which maps to x , as there are no edges of
Tropφ(C) left for the edges coming from z to map to.

So every vertex of Tropφ(C) and the interior of every edge of Tropφ(C) has
only one preimage in 0′; that is, the restriction of ι to 0′ is bijective onto its
image. Moreover, 0′ is closed in 0, so the map 0′ → Tropφ(C), like the map
0→ Tropφ(C), is a closed map. But we know 0′→ Tropφ(C) is bijective, so
this is also an open map. A continuous open bijective map is a homeomorphism. �

6. Tropical curves of genus zero

The aim of this section is to prove Theorem 3.2. This result appears in [Nishinou
and Siebert 2006] and will also appear in a future publication of Mikhalkin. Our
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method of proof is not only more explicitly constructive than these, but will also
preview many of the methods which we will use to deal with higher-genus curves.
Let (ι, 0,m) be a zero-tension curve with 0 a tree. From now until the end of the
paper, fix an identification of N with Zn .

Proposition 6.1. Let T be a metric tree with finitely many vertices. Then there is a
subset Z of BT(K) such that [Z ] is isometric to T . If every leaf of T is at the end of
an unbounded edge, then we can take Z ⊂ P1(K).

Proof. Our proof is by induction on the number of finite-length edges of T . If
T has l ≥ 3 leaves and no finite edges, then T is isometric to [z1, . . . , zl] for
{z1, . . . , zl} any l elements of K∗ with valuation 0 and distinct images in κ∗. If T
is an unbounded edge which is infinite in both directions then T ∼= [0,∞]; if T
is an unbounded ray which is infinite in one direction then T = [O2,∞]; if T is a
point then T ∼= [O2

]. These are all of the cases with no finite edges, so our base
case is complete.

Now let e be a finite edge of T of length d joining vertices v1 and v2. Remove e
from T , separating T into two trees T1 and T2. Define trees T ′s , where s = 1, 2, by
adding an unbounded edge to Ts at vs . By induction, we can find subsets Z1 and
Z2 ⊂ BT(K) with [Zs] isometric to T ′s . Let zs ∈ Zs be the element of Zs at the end
of the new ray added to Ts .

Without loss of generality, we may assume that z1= 0 and z2=∞. Furthermore,
we may translate T ′1, preserving 0, so that v1 lies on [0,∞], and similarly, we may
translate T ′2, preserving∞, so that v2 lies on [0,∞]. By multiplying Z1 and Z2

by elements of K∗, we may assume that these points lie distance d apart with v2

closer to z1 than v1 is. Then T is isometric to
[
(Z1 \ {z1})∪ (Z2 \ {z2})

]
.

If all of the leaves of T were at the end of unbounded edges, then this would
also be true of T ′1 and T ′2, and tracing through the proof, we see that Z ⊂P1(K). �

Recall that we have been given a zero-tension curve (ι, 0,m) of genus zero
and we want to construct an actual genus-zero curve with ι(0) as its tropicaliza-
tion. Let Z ⊂ P1(K) be such that [Z ] is isometric to 0. We define multisets
Z+1 , . . . , Z+n , Z−1 , . . . , Z−n as follows: All of the elements of Z±i lie in Z . Let z ∈ Z
correspond to the end of an infinite ray e of 0. Suppose that σz(e)= (s1, . . . , sn).
Then z ∈ Z±i if and only if ±si < 0. In this case, the number of times that z
occurs in Z±i is |si |. Let φi be a rational function on P1 with zeroes at the points
of Z+i and poles at the points of Z−i . (If ∞ is not in Z+i or Z−i , we may take
φi (u)=

∏
z∈Z+i

(u− z)/
∏

z∈Z−i
(u− z).) Define a rational map φ : P1(K)→ Kn by

the formula φ(u)= (φ1(u), . . . , φn(u)). Here u is a coordinate on P1(K), thought
of as K∪ {∞}.

The following theorem states that C and φ satisfy the conditions on the curve
and the map in Theorem 3.2; the conclusion of Theorem 3.2 follows.
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Theorem 6.2. The curve φ(P1(K)) is a genus-zero curve of degree the degree of
(ι, 0,m). Tropφ(P1(K)) is a translation of ι(0). Thus, by rescaling the φi (u) by
elements of K∗, we can arrange that Tropφ(P1(K)) is ι(0).

From now until the end of the proof, we identify [Z ] with 0 so that we can write
ι : [Z ] →Qn .

Proof. The curve φ(P1(K)) clearly has genus zero. It has the same degree as
(ι, 0,m) because, by Proposition 1.2, the degree can be computed simply by
looking at the orders of vanishing of the coordinate functions on (K∗)n at the points
of P1 where φ is not defined. We built φ to have exactly the required zeroes and
poles. We now move to the interesting point, the claim that Tropφ(P1(K)) is a
translation of ι(0).

Let u ∈ P1(K) \ Z . Then [Z ] is a tree and [Z ∪{u}] is a tree with one additional
end. Let b(u) be the point of [Z ] at which that end is attached. (In Figure 1, [Z ] is
shown in solid lines, the points of Z are represented by z’s, the path from u to b(u)
is dashed, and b(u) is the solid dot.) We claim that, up to a translation, v(φ(u)) is
ι(b(u)). In other words, if u1 and u2 are distinct members of u ∈ P1(K) \ Z , we
must show that for each i between 1 and n we have

v(φi (u1))− v(φi (u2))= ι(b(u1))i − ι(b(u2))i .

It is enough to show this in the case where b(u1) and b(u2) lie in the same edge
e of [Z ]. Let σu2(e)= (s1, . . . , sn). We will fix one coordinate i to pay attention to,
so i will not appear in our notation. Let Z+i ={z

+

1 , . . . , z+r } and Z−i ={z
−

1 , . . . , z−r }.
We may find constants 1≤ s+, s− ≤ n and order the z±j such that z±j is on the b(u1)

side of e for 1 ≤ j ≤ s± and on the b(u2) side of e for s±+ 1 ≤ j ≤ r . Let d be
the distance from b(u1) to b(u2).

u b(u)

[Z ]

z z z
z

z

z

z

Figure 1. The definition of b(u).
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We have

v(φi (u1))− v(φi (u2))= v

(
φi (u1)

φi (u2)

)
= v

(∏r
j=1(u1− z+j ) /

∏r
j=1(u1− z−j )∏r

j=1(u2− z+j ) /
∏r

j=1(u2− z−j )

)

= v

( r∏
j=1

c(u1, u2 : z+j , z−j )
)

=

r∑
j=1

v
(
c(u1, u2 : z+j , z−j )

)
= d(s+− s−).

The last equality is by applying Proposition 4.2 to each term.
By the zero-tension condition, si = s+ − s−. So ι(b(u1))i − ι(b(u2))i is also

d(s+− s−). �

We pause for two examples.

Example 6.3. Consider the tree in Q3 with a finite edge running from (0, 0, 0) to
(1, 1, 1), infinite edges leaving (1, 1, 1) in directions (1, 0, 0) and (0, 1, 1), and
edges departing (0, 0, 0) in directions (0,−1, 0) and (−1, 0,−1). Then [0, t, 1, t−1

]

is isometric to 0, with 0, t , 1 and t−1 respectively corresponding to the endpoints
of the above infinite rays. We have

Z+1 = {0}, Z+2 = {t}, Z+3 = {t},

Z−1 = {t
−1
}, Z−2 = {1}, Z−3 = {t

−1
}.

Thus, the map φ is given by

u 7→
(

u
u− t−1 ,

u− t
u− 1

,
u− t

u− t−1

)
.

The image of this map is a genus-zero curve C with Trop C equal to the given tree.

Example 6.4. This time we choose a tree with no internal edges but complicated
slopes. Consider the tree T in Q3 with no internal edges and four unbounded
rays of slope (1, 2, 3), (5,−3, 4), (−7, 1,−2), (1, 0,−5). Assuming that κ has
characteristic 0, the tree [1, 2, 3, 4] ⊂ BT(K ) is isometric to T . Our multisets Z±i
are

Z+1 = {1, 2, 2, 2, 2, 2, 4}, Z+2 = {1, 1, 3}, Z+3 = {1, 1, 1, 2, 2, 2, 2},

Z−1 = {3, 3, 3, 3, 3, 3, 3}, Z−2 = {2, 2, 2}, Z−3 = {3, 3, 4, 4, 4, 4, 4}.

For example, there are 5 occurrences of the number 4 in Z−3 because ray number 4
of our tree has slope −5 in the x3 direction.
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Our map φ is given by

u 7→
(
(u− 1)(u− 2)5(u− 4)

(u− 3)7
,
(u− 1)2(u− 3)

(u− 2)3
,
(u− 1)3(u− 2)4

(u− 3)2(u− 4)5

)
.

Once again, the image of φ is a genus-zero curve whose tropicalization is the
given tree.

7. Tropical curves of genus one

Let (0, ι,m) be a zero-tension curve where 0 is connected with first Betti number
one. This means that 0 has a unique cycle; let e1, . . . , er be the edges of this
cycle and let σi be the slope σ(ei ). Recall that σ(ei )= m(ei )ρ(ei ), where ρ is the
minimal lattice vector along ei and m is the multiplicity of edge ei .

Our aim in this section is to prove:

Theorem 3.3. Let (ι, 0,m) be a zero-tension curve of genus one and degree δ.
Assume that the slopes σ1, σ2, . . . , σr span Q⊗ N. Then there is a (punctured)
genus-one curve C over K of degree δ and a map φ : C → T(K, N ) such that
ι(0)= Tropφ(C).

We use Tate’s nonarchimedean uniformizations of elliptic curves. A good ref-
erence for this subject is Sections 2 and 3 of [Roquette 1970]. Let q ∈ K∗ with
v(q) > 0. Tate constructs an elliptic curve E over K with a bijection P from K∗/qZ

to E(K). For u and z ∈ K∗, define

2(u)=
0∏

j=−∞

(1− q− j u)
∞∏
j=1

(1− q j/u).

For any u and q in K∗, there is a finite extension K of K containing u and q and
this product is convergent in the nonarchimedean topology on K as long as none
of the individual terms are zero. Thus, the product above is well defined for all
u ∈K∗ \qZ and it satisfies 2(qu)= (−1/u)2(u). (Remember that limn→∞ qn

= 0
because v(q) > 0.) Thus, if Z+ = {z+1 , . . . , z+k } and Z− = {z−1 , . . . , z−k } are finite
multisubsets of K ∗ with the same cardinality and

∏k
i=1z+i =

∏k
i=1z−i , then

φ(u; Z+i , Z−i ) :=
k∏

i=1

2(u/z+i )
2(u/z−i )

is a well-defined function on (K∗/qZ) \
(⋃
∞

j=∞ q j
· {z+1 , . . . , z+k , z−1 , . . . , z−k }

)
.

Consider this product as a function on E(K) with the appropriate points removed.
Tate proves that this is a meromorphic function of u with zeroes at the points P(z+i )
and poles at P(z−i ). Every nonzero meromorphic function on E(K), up to scalar
multiples, occurs in this way. (See [Roquette 1970, Section 2, Proposition 1] for
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the statement that all the nonzero functions in the field which Roquette calls MK

are of this form. See [Roquette 1970, Section 2, Statement IV] for the fact that this
field is the meromorphic functions on an elliptic curve over K.)

Remark. By the Jacobi triple product formula, 2(u) can be given by the alternate
formula

∏
∞

i=0(1− q i )−1
×
∑
∞

n=−∞ q(
n
2)(−u)n . But this formula will not be useful

to us.

Our goal, given the input data (ι, 0,m), is to construct a genus-one curve C
over K and a rational map φ : C→ (K∗)n such that Tropφ(C) = ι(0). The way
our construction will proceed is to use (ι, 0,m) to construct an element q ∈ K∗,
with v(q) > 0, and finite multisubsets Z+1 , . . . , Z+n , Z−1 , . . . , Z−n , of P1(K). We
will have

∏
z∈Z+i

z =
∏

z∈Z−i
z, which will be the hardest part of the construction

to achieve. Thus, we will have a rational map φ from the Tate curve C := K∗/qZ

to (K∗)n by P(u) 7→ (φ(u; Z+1 , Z−1 ), . . . , φ(u; Z+n , Z−n )). We will have arranged
our choices so that Tropφ(C)= ι(0). We often abbreviate φ(u; Z+i , Z−i ) to φi (u),
when the choice of Z±i is clear.

We begin by discussing the situation for an arbitrary choice of q and Z±1 , . . . , Z±n .
Later, we will specialize our discussion to the particular choices that will derive
from the graph 0. We will use ,q)ג Z±

•
) to denote the graph we will construct

from q and Z±1 , . . . , Z±n ; eventually ג will be isomorphic to 0.8 We will drop the
arguments of ג when they should be free from context.

So, let q ∈K∗ with v(q) > 0 and let Z+1 , Z−1 , . . . , Z+n , Z−n be 2n finite nonempty
multisubsets of K∗ with |Z+i | = |Z

−

i | for i = 1, 2, . . . , n. We introduce the notation
Z for

∞⋃
i=−∞

n⋃
j=1

q i (Z+j ∪ Z−j ).

Let9 ,q)ג̃ Z±
•
) =

⋃
z,z′∈Z [z, z′] ⊂ BT(K). The metric space ,q)ג̃ Z±

•
) is invariant

under multiplication by qZ; we define ,q)ג Z±
•
)= ,q)ג̃ Z±

•
)/qZ.

Lemma 7.1. The metric space ±q,Z)ג̃
•
) is an infinite tree. The quotient ±q,Z)ג̃

•
)/qZ

is a finite graph with first Betti number one, and ,q)ג Z±
•
) is isometric to a dense

subset of U.

Note that we call a graph “finite” when it has a finite number of vertices and of
edges. When the graph is equipped with a metric, as ג̃ is, we do not take “finite” to
imply that all of the edges have finite length.

Proof. First note that for any a and b ∈ K∗ and any d ∈ [0,∞], we either have
d ∈ [a, q j b] for j sufficiently large or we have d ∈ [a, q− j b] for j sufficiently large.

8The symbol ג is the Hebrew letter “gimmel”, which makes the same sound as the Greek letter 0.
9We will systematically use the tilde, ,̃ for objects associated to the universal cover.
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.
.
.

.
.
.

Figure 2. The graphs ג̃ and .ג

The same holds if we take d ∈ [a,∞] or d ∈ [a, 0]. So ,ג̃ which by definition is⋃
z,z′∈Z [z, z′], is also

⋃
z,z′∈Z [0,∞, z, z′]. Also, note that for any a and b ∈K∗, we

have [a, b, 0,∞]= [a, 0,∞]∪[b, 0,∞]. (Just check the three possible topologies
for the tree [a, b, 0,∞].) So =ג̃

⋃
z∈Z [0, z,∞].

For u ∈ Q, set Tu =
⋃

z∈Z , v(z)=u[0, z,∞], so ג̃ =
⋃

u∈Q Tu . If u 6= u′ then
Tu ∩ Tu′ = [0,∞]. So ג̃ is just a central path [0,∞] with the side stalk Tu \ [0,∞]
stuck on for each u ∈ v(Z). But, for every u, there are only finitely many u ∈ Z
with valuation u, so Tu is just a finite tree. And v(Z) is a union of finitely many
copies of v(q) ·Z, so in particular v(Z) is a discrete subset of A. So we see that ג̃
really is just an infinite tree, consisting of an infinite path with a periodic pattern of
finite trees branching off from it.

When we take the quotient of this infinite tree by the periodic shift by v(q) along
this path, we get a finite graph. �

In Figure 2, we show ג̃ on the left and ג on the right for a sample choice of q
and Z . The action of q is shown by the boldfaced arrow.

We now define a function s assigning a vector in Zn to each edge of ;ג this
function will eventually describe the slopes of edges of our tropical curve. Fix an
index i between 1 and n and an oriented edge ẽ of .ג̃ Removing ẽ from ג̃ divides ג̃
into two components. This gives rise to partitions Z±i = H±i t T±i of Z±i , where
H±i consists of those elements of Z±i which are on the “head” side of ẽ and T±i
consists of elements of Z±i which are on the “tail” side of ẽ. Define

s̃i (ẽ)= |H+i | − |T
+

i | − |H
−

i | + |T
−

i |.

Note that each of these multisets is finite, so s̃i (ẽ) is well defined. Also, note that
s̃i (ẽ) is zero for all but finitely many e. We now define

si (e)=
∑

ẽ lifts e

s̃i (ẽ).
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Here we are summing over all the edges ẽ of ג̃ above the edge e of .ג Note that
all but finitely many terms of this sum are zero. We then define s(e) to be the
vector (s1(e), . . . , sn(e)). Note that s(e)= s(qe), so we may think of s a function
on directed edges of ,ג and note that reversing an edge negates s.

Lemma 7.2. The vectors s(e) obey the zero-tension condition.

Proof. We will show that the function s̃ on the edges of ג̃ obeys the zero-tension
condition, so the translates of s̃ will as well, and hence their sum s will. Let v
be an internal vertex of ג̃ and let e1, e2, . . . , ep be the edges incident to v, which
we will direct away from v. Fix an index i between 1 and n; we need to show
that

∑
k s̃(ek)i = 0. Let Tk be the component of ג̃ \ {v} which contains the interior

of ek . Let Dk be the difference between the cardinalities of Z+i ∩ Tk and Z−i ∩ Tk .
Since |Z+i | = |Z

−

i |, we know that
∑

Dk = 0. We have s̃(ek)i = Dk −
∑

m 6=k Dm ,
so
∑p

k=1s̃(ek)i = (p− 1)
∑p

k=1 Dk = 0. �

We will now consider the effect of adding the following additional condition:

for i = 1, . . . , n, v

(∏
z∈Z+i

z
)
= v

(∏
z∈Z−i

z
)
. (1)

Note that condition (1) is an immediate consequence of the stronger condition

for i = 1, . . . , n,
∏

z∈Z+i

z =
∏

z∈Z−i

z. (2)

Proposition 7.3. Suppose that condition (1) holds. Let e1, e2, . . . , er be the edges
of the unique cycle of ,ג ordered and oriented cyclically. Let `(e) be the length of
the edge e of .ג̃ Then

r∑
k=1

`(ek)s(ek)= 0.

Proof. Pick an index i between 1 and n; we will show that
∑r

k=1 `(ek)si (ek)= 0.
Recall that we have |Z+i | = |Z

−

i |. Set N = |Z+i | = |Z
−

i | and fix orderings
(z±1 , z±2 , . . . , z±N ) of Z+i and Z−i . For an oriented edge e of ג̃ and an index m
between 1 and N , define δm(e) to be 1 if z+m is on the head side of e and z−m is on
the tail side of e; define δm(e) to be −1 if z+m is on the tail side of e and z−m is on the
head side of e; define δm(e) to be 0 if z+m and z−m are on the same side of e. Then
s̃i (e)=

∑N
m=1 δm(e).

Now we have
r∑

k=1

`(ek)si (ek)=

r∑
k=1

`(ek)

∞∑
j=−∞

s̃i (q j ek)=
∑

e⊂[0,∞]

`(e)s̃i (e).
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Using the expression in the previous paragraph for s̃i (e), we see that this equals

∑
e⊂[0,∞]

`(e)
N∑

m=1

δm(e)=
N∑

m=1

∑
e⊂[0,∞]

`(e)δm(e),

where we may interchange summation because all but finitely many terms are
zero. Now the inner sum

∑
e⊂[0,∞] `(e)δm(e) is the (signed) sum of the lengths

of all edges in [0,∞] which separate z+m from z−m . In other words, the inner
sum is the signed length of [0,∞] ∩ [z+m, z−m]. But, by Proposition 4.2, this is
simply v(z+m)− v(z

−
m). Plugging this into our sum, we see that the quantity we

wish to show is zero is
∑N

m=1(v(z
+
m)− v(z

−
m)). But, by condition (1), we have

v
(∏

z∈Z+i
z
)
− v

(∏
z∈Z−i

z
)
= 0, so

∑N
m=1

(
v(z+m)− v(z

−
m)
)
= 0. �

We now build a continuous map f̃ : Qn→ג̃ . If e is any finite edge of ,ג̃ directed
from vertex x to vertex y, then f̃ (y)= f̃ (x)+`(e)s(e) and f̃ (e) is the line segment
connecting f̃ (x) and f̃ (y). If e is an infinite ray of ג then f̃ (e) is an unbounded ray
of slope s(e). This map is determined by the s(e) up to translation by an element
of Qn . Using Proposition 7.3, we see that f̃ factors through the quotient graph ;ג
we will write the map Qn→ג as f . We now come to the fundamental computation
that unites our combinatorial constructions with actual geometry:

Proposition 7.4. Given q and Z±1 , . . . , Z±n subject to condition (2), define the curve
C and the map φ as described at the beginning of this section. Define also the graph
ג and the map f . (Since we have assumed (2), we have (1), so we can define f .)
Then Tropφ(C) is a translation of f (ג) and they have the same degree.

This proof is very similar to the proof of Theorem 6.2. We will make the
inconsequential abuse of notation of considering φ both as a map from (an open
subset of) C and from K∗ \ Z . Here Z , as above, is

⋃
∞

i=∞
⋃n

j=1 q i (Z+j ∪ Z−j ).

Proof. Let u ∈ K∗ \ Z . Then [Z ∪ {u}] is a tree, which is the union of ג̃ and a path
ending at u. Let b(u) ∈ ג̃ be the other end of this path. We claim that, up to a
translation, v(φ(u)) is f (b(u)). In other words, if u1 and u2 are distinct members
of u ∈ K∗ \ Z , we must show that for each i between 1 and n, we have

v(φi (u1))− v(φi (u2))= f (b(u1))i − f (b(u2))i .

It is enough to show this in the case where b(u1) and b(u2) lie in the same edge e
of [Z ]. Let s(e)= (s1, . . . , sn). We will fix one coordinate i to pay attention to, so
i will not appear in our notation. Let Z+i = {z

+

1 , . . . , z+N } and Z−i = {z
−

1 , . . . , z−N }.
Let d be the distance from b(u1) to b(u2).
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We have

v(φi (u1))− v(φi (u2))= v

(
φi (u1)

φi (u2)

)
= v

(∏N
m=12(u1/z+m)/2(u1/z−m)∏N
m=12(u2/z+m)/2(u2/z−m)

)

=

N∑
m=1

v

(
2(u1/z+m)/2(u1/z−m)
2(u2/z+m)/2(u2/z−m)

)
. (3)

Now, by definition,

2(u1/z+m)/2(u1/z−m)
2(u2/z+m)/2(u2/z−m)

=

0∏
j=−∞

(
(1− q− j u1/z+m)(1− q− j u2/z−m)
(1− q− j u1/z−m)(1− q− j u2/z+m)

)

×

∞∏
j=1

(
(1− q j z+m/u1)(1− q j z−m/u2)

(1− q j z−m/u1)(1− q j z+m/u2)

)

=

∞∏
j=−∞

c(q− j u1, q− j u2 : z−m, z−m). (4)

Here we may rearrange our product freely because in nonarchimedean analysis all
convergent sums and products converge absolutely. So, by Proposition 4.2, we can
compute the valuation of (4):

v

(
2(u1/z+m)/2(u1/z−m)
2(u2/z+m)/2(u2/z−m)

)
=

∞∑
j=−∞

(
signed length of [u1/q j , u2/q j

] ∩ [z+m, z−m]
)
.

(5)
Now, the sum on m of the signed length of [u1/q j , u2/q j

]∩[z+m, z−m] is ds̃i (q j e).
So, plugging (5) into (3) and interchanging summation, we obtain

v(φi (u1))− v(φi (u2))=

∞∑
j=−∞

ds̃i (q j e)= dsi (e)= f (b(u1))i − f (b(u2))i .

This is the desired formula. �

We now know how to build a genus-one curve over K with a rational map
φ :C→ (K∗)n such that Tropφ(C) has a given form. In order to prove Theorem 3.3,
we need to use (ι, 0,m) to find q and to find multisubsets Z±1 , . . . , Z±n of K∗ such
that

(i) for i = 1, . . . , n, we have |Z+i | = |Z
−

i |;

(ii) for i = 1, . . . , n, we have
∏

z∈Z+i
z =

∏
z∈Z−i

z;

(iii) the graph ,q)ג Z±
•
) is isometric to 0; and

(iv) the map f corresponds to ι under the isometry ,q)ג Z±
•
)∼= 0.
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We spend the rest of this section describing the necessary construction. We will
first build sets Y±1 , . . . , Y±n which obey all of these conditions except that, instead
of condition (ii), they satisfy the weaker (1) (stated before Proposition 7.3). We
will then perturb the Y±i to give sets Z±i satisfying this last condition.

Let ` be the length of the circuit of 0. First, we choose10 q so that v(q)= `. Let
0̃ be the universal cover of 0. The graph 0̃ is an infinite tree which has one doubly
infinite path with finite trees periodically branching off this path. Choose a point in
the interior of an edge e0 of the circuit of 0 and cut 0 at this point to produce a
tree T , so 0̃ is a union of a doubly infinite sequence of copies of T . The tree T
has two finite rays and a number of infinite rays. By Proposition 6.1, we can find
a subset U of BT(K) such that T ∼= [U ]. There are two elements of BT(K) in U ,
which we will call u0 and u1; the rest of U is contained in P1(K). The distance
from u0 to u1 is ` = v(q), so we may (and do) use a transformation in GL2(K)

to assume that u0 = SpanO((1, 0), (0, 1)) and u1 = SpanO((q, 0), (0, 1)). Since u0

and u1 are leaves of [U ], all the other elements of U \{u0, u1} must be contained in
v−1((0, `))⊂ K∗ ⊂ P1(K). We set Y =

⋃
∞

j=−∞ q j (U \ {u0, u1}). Then [Y ] ∼= 0̃.
We now describe how to choose the multisets Y±1 , . . . , Y±n as subsets of the set Y .

Fix an index i between 1 and n. We first define multisubsets W+i and W−i of U .
Let v be a leaf of 0, at the end of the edge e, and let u be the element of U at
the end of the corresponding ray of T . Then u will occur |σv(e)i | times in W±i ,
where ± is the opposite of the sign of σv(e)i , and will not occur at all in W∓i . Note
that the assumption that (ι, 0,m) is zero-tension forces W+i and W−i to have the
same cardinality. We now modify W±i slightly to produce Y±i . Let (s1, . . . , sn)

be the slope of the edge e0 which we cut to make T . For each i between 1 and n,
we take one element of W+i and multiply it by qsi , leaving the other elements
of W+i unchanged. We call the resulting multiset Y+i . We take Y−i = W−i . Then⋃
∞

j=−∞ q j ⋃n
i=1(Y

+

i ∪Y−i )=Y , so we have ,q)ג̃ Y±
•
)∼=[Y ]∼= 0̃ and ,q)ג Y±

•
)∼=0.

We need to check that if e is an oriented edge of 0, then σ(e) is equal to s(e).
(Note that when writing s(e), we have thought of e as an edge of (.ג The s(e) obey
the zero-tension condition, by Lemma 7.2, so it is enough to check that s(e)= σ(e)
for (1) e an unbounded ray and (2) e = e0; the zero-tension condition will then
determine both s(e) and σ(e) for the remaining edges. If e is an unbounded ray,
with the leaf v at its end, then we forced there to be ∓σv(e)i elements of Y±i lying
at the end of the preimages of e in .ג̃ For each unbounded ray e′ of ג̃ (directed
towards its leaf), s̃(e′)i is ± times the number of elements of Y±i at the end of e′. So
σ(e)i is the sum of s̃(e′)i over all preimages e′ of e. This is precisely the definition
of s(e)i .

10This construction works for any q of the correct valuation. This is probably unfortunate; it
suggests that these methods will need further improvement before they can be used for enumerative
problems which are only solvable for certain particular j-invariants.
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Now let us consider the case e = e0. If we computed s(e0)i using Y+i and Y−i ,
we would get zero, as for every preimage e′ of e in ,ג̃ all of U \ {u0, u1} lies to
one side of e′. When we use Y+i and Y−i instead, only one element moves and that
element moves past σ(e0)i preimages of e0, and we have σ(e0)i = s(e0)i .

Lemma 7.5. For each i between 1 and n, we have v
(∏

z∈Y+i
z
)
= v

(∏
z∈Y−i

z
)
.

This proof is essentially reversing the proof of Proposition 7.3.

Proof. Fix an index i between 1 and n. We choose an ordering (y+1 , y+2 , . . . , y+m )
of Y+i and an ordering (y−1 , y−2 , . . . , y−m ) of Y−i . We want to establish that

m∑
k=1

v(y+k /y−k )= 0.

Now, y+k /y−k is the cross ratio c(y+k , y−k : 0,∞), so by Proposition 4.2, v(y+k /y−k ) is
the signed length of the intersection of [0,∞] with [y+k , y−k ]. We can break up this
intersection as a sum over the various edges in the doubly infinite path [0,∞], so
v(y+k /y−k )=±

∑
e′∈[0,∞]∩[y+k ,y

−

k ]
`(e′), where `(e′) is the length of e′ and the sign

describes whether or not the orientation of the path [y+k , y−k ]matches the orientation
of e′ from 0 to∞.

We know that for any edge e j in the circuit of 0, the signed number of inter-
sections of the paths [y+1 , y−1 ], . . . , [y

+
m , y−m ] with the preimages of e j is s(e j )i . So∑m

k=1 v(y
+

k /y−k ) =
∑r

j=1 `(e j )s(e j )i . But the j-th summand on the right is the
displacement in the i-th coordinate between the two endpoints of ι(e j ). Since the
edges ι(e1), ι(e2), . . . , ι(er ) form a closed loop, the sum telescopes to zero. �

Now that we have proven Lemma 7.5, we can speak of the map f .
We have now shown that ג ∼= 0, and that, under this identification, σ = s. It

follows that f (ג) is a translation of ι(0), and we will no longer distinguish ג from 0.
If we had

∏
z∈Y+i

z =
∏

z∈Y−i
z, so that the map φ : C → (K∗)n would exist, then

Tropφ(C) would be a translation of f (0). So we will have established Theorem 3.3
if we can simply show that

∏
z∈Y+i

z =
∏

z∈Y−i
z. More precisely, what we show

is that we can perturb each Y±i to Z±i , so that this product relation holds, without
altering ג̃ as an abstract tree.

We now describe our perturbative method. We remember that the edges of the
circuit of 0 are called e1, . . . , er and we introduce the notation (v j−1, v j ) for the
endpoints of e j , where the indices are cyclic modulo r . Delete the interiors of
the edges e1, . . . , er from 0. Let T j be the component of the remaining forest
containing the vertex v j of 0. We will choose constants u1, . . . , ur in K∗ with
v(u1) = · · · = v(ur ) = 0, which we think of as associated to the T j . We modify
Y±i as follows: Let y be an element of Y±i . Consider the component T j to which
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y is attached. Multiply y by u j to obtain a new element z. The multiset of thus
modified elements will form the set Z±i .

Now, multiplication by an element u of K∗ with v(u)= 0 is an automorphism
of BT(K) which fixes (pointwise) the path [0,∞]. This transformation modifies
each component of ג̃ \ [0,∞] by such an automorphism, so ג̃ is left unchanged
as an abstract tree. So we must understand how multiplication by u j affects the
ratio

∏
z∈Z+i

z/
∏

z∈Z−i
z. All of the elements of Y±i which are in T j are multiplied

by u j . Let ai j = |Y+i ∩ T j | − |Y−i ∩ T j |. So our modification of the Y± multiplies∏
z∈Y+i

z/
∏

z∈Y−i
z by

∏r
j=1 uai j

j .
We want to know that we can choose u1, . . . , ur in v−1(0) such that

∏r
j=1 uai j

j =∏
z∈Y+i

z/
∏

z∈Y−i
z for i = 1, . . . , n. We have shown (Lemma 7.5) that the right-hand

side of this equation is in v−1(0). So we want to know that the map of abelian
groups v−1(0)r 7→ v−1(0)n given by the matrix A := (ai j ) is surjective. Since K

is algebraically closed, v−1(0) is a divisible group and hence it is enough to know
that A has rank n over Q. We now turn to verifying this.

Let 0′ be the graph obtained by taking the circuit of 0 and adding an unbounded
ray r j at each vertex v j . Let ι′ be the map from 0′ into Qn , where ι′ restricted to the
circuit of 0′ is ι and the slope of ι′(r j ) is (a1 j , a2 j , . . . , anj ). Then 0′ and ι′ give a
zero-tension curve. By our assumption that 0 is ordinary, we know that ι′(0) is not
contained in any hyperplane. So, by Lemma 5.1, the slopes of the ι′(r j ) span Qn .
Since the slopes of the ι′(r j ) are the columns of A, this is the same as saying that
A has rank n.

So we deduce that A has full rank over Q and therefore we can choose u1, . . . , ur

such that
∏

z∈Y+i
z/
∏

z∈Y−i
z =

∏r
j=1 uai j

j for i = 1, . . . , n. This in turn allows us
to construct the desired curve C and desired map φ.

We conclude with an example of this construction.

Example 7.6. Consider the zero-tension curve of genus one shown in Figure 3,
where the map ι is simply an injection. We take all of the edges of the square to
have length 1. Then the universal cover, 0̃, is as shown in Figure 4. We need to pick
q with v(q)= 4; we make the simple choice q = t4. We now cut the circuit of 0 at
the edge labeled e to produce the tree T . Set u0 = SpanO((1, 0), (0, 1)) and u1 =

Figure 3. An example of a curve of genus one.
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...

...

Figure 4. The universal cover of our example.

SpanO((1, 0), (0, t4)). We take U = {u0, t0, t1, t2, t3, u1}. The reader is invited to
check that, indeed, [U ] is isometric to T and

[⋃
∞

j=−∞q j (U \{u0, u1})
]
= [{tk

}k∈Z]

is isometric to 0̃. The points t0, t1, t2 and t3 of P1(K) correspond to the rays of 0
with slopes (1, 1), (1,−1), (−1,−1) and (−1, 1), respectively.

We now need to choose the multisets Z+1 , Z−1 , Z+2 and Z−2 . First we pick subsets
Y±i of U :

Y+1 = {t
0, t1
}, Y−1 = {t

2, t3
},

Y+2 = {t
0, t3
}, Y−2 = {t

1, t2
}.

We then modify the Y ’s to produce the Y ’s. Specifically, we must multiply one of
the members of Y+1 by q . We obtain

Y+1 = {t
4, t1
}, Y−1 = {t

2, t3
}, Y+2 = {t

0, t3
}, Y−2 = {t

1, t2
}.

This is the stage in the process where we would perturb the Y ’s to produce the Z ’s.
However, we got lucky this time — we already have

∏
z∈Y+i

z=
∏

z∈Y−i
z for i = 1, 2,

so no perturbation is necessary and we just take Z±i =Y±i . So we take the curve C to
be K∗/t4 and we take the map φ to be given by u 7→

(
φ(u; Z+1 , Z−1 ), φ(u; Z+2 , Z−2 )

)
.

To be completely explicit,

u 7→
( 0∏

j=−∞

(1− u/t4 j+4)(1− u/t4 j+1)

(1− u/t4 j+2)(1− u/t4 j+3)

∞∏
j=1

(1− t4 j+4/u)(1− t4 j+1/u)
(1− t4 j+2/u)(1− t4 j+3/u)

,

0∏
j=−∞

(1− u/t4 j )(1− u/t4 j+3)

(1− u/t4 j+1)(1− u/t4 j+2)

∞∏
j=1

(1− t4 j/u)(1− t4 j+3/u)
(1− t4 j+1/u)(1− t4 j+2/u)

)
.

At this point, the reader may reasonably wonder how to extract an actual equation
for the curve C . This is basically a problem of implicitization, the recovery of the
equation of an algebraic variety from a parametric representation, but it is worse
than the usual implicitization problem because the parameterization is analytic,
not algebraic. This problem deserves study, which has been begun in [Sturmfels
and Yu 2008; Sturmfels et al. 2007]. We will describe here a straightforward but
unwieldy method. Let 6 denote the complete fan whose rays point in directions
(1, 1), (1,−1), (−1,−1) and (−1, 1). Then, by Proposition 1.2, the closure of
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φ(C) in11 X(6) is torically transverse and has cohomology class corresponding to
the linear relation (1, 1)+ (1,−1)+ (−1,−1)+ (−1, 1)= 0 between the rays of 6.
Thus, φ(C) obeys an equation of the form Px + Qy+ R+ Sx−1

+ T y−1
= 0, for

some P , Q, R, S and T in K. Here we have written the coordinates on (K∗)2 as x
and y. In order to find P , Q, R, S and T , expand the infinite products for x and y
as Laurent series around u−1, and compare the coefficients of (u−1)k for k =−1,
0, 1, 2, 3. Note that this will express P , Q, R, S and T in terms of infinite sums.
There is no reason to expect a better result; our algorithm will usually produce
curves defined by equations whose coefficients are not algebraic functions of t .

8. Superabundant curves

In this section, we prove Theorem 3.4, which we restate for the reader’s convenience.

Theorem 3.4. Suppose that κ has characteristic zero.
Let (ι, 0,m) be a zero-tension curve of genus one and degree δ. Suppose also

that (ι, 0,m) is well spaced. Then there is a (punctured) genus-one curve C over K

and a map φ : C→ T(K, N ) of degree δ such that ι(0)= Tropφ(C).

See the end of Section 3 for the definition of “well spaced”. We may as well
assume that ι(0) is not contained in any hyperplane, as otherwise the problem
reduces to constructing a map to a lower-dimensional torus.

For each nonnegative rational number R, let1(R) be the subgraph of0 consisting
of those points with distance less than or equal to R from the circuit of 0. Let
H(R) be the affine linear space spanned by 1(R). Then H(R) is an increasing
chain of affine spaces which increases at a finite number of discrete indices. Let
n0, n1, . . . , ns = n be the dimensions of the various HR’s. (The last term is n,
because we are assuming that ι(0) is not contained in a hyperplane.) The reader may
find this section easier to follow under the simplifying assumption that ni = n0+ i .

Let m = n j for some j . Let Rm = max{R : dim H(R) ≤ m}; let 1m =1(Rm)

and Hm = H(Rm). We will also occasionally need to refer to the open subset of
1m consisting of those points at distance strictly less than Rm from the circuit
of 0; we denote this by 1−m . We can make a change of basis in N such that Hm is
SpanQ(e1, e2, . . . , em).

By the arguments in the previous section, we can find Z±1 , . . . , Z±n , multisubsets
of P1(K), and q ∈ K∗, such that f ,q)ג) Z±

•
))= ι(0). We can use the perturbation

arguments of the preceding section to arrange that
∏

z∈Z+i
z =

∏
z∈Z−i

z for i =
1, . . . , n0. However, for i > n0, all we can conclude is that

v

(∏
z∈Z+i

z
)
= v

(∏
z∈Z−i

z
)
.

11Recall that X(6) is the toric variety associated to the fan 6.
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The strategy of our proof will be to show, by induction on j , that we can arrange
for the equality

∏
z∈Z+i

z =
∏

z∈Z−i
z to hold for i ≤ n j .

The case where j = 0 and R0 = 0 needs to be handled slightly separately; so
we will provide the necessary modifications of the argument in that case in square
brackets, and address the rest of the proof to the case that R j > 0.

So, suppose that we have Z±1 , . . . , Z±n and q such that f ,q)ג) Z±
•
))= ι(0) and

such that
∏

z∈Z+i
z =

∏
z∈Z−i

z holds for i ≤ n j . From now on, we fix j ; we set
m = n j and m′ = n j+1. We introduce the notation U for the group of units u of O

such that v(u− 1)≥ Rm . [When j = 0 and R0 = 0, take U to be the group of all
units of O; that is, v−1(0).]

Lemma 8.1. The abelian group U is divisible.

Proof. This is where we will use that κ has characteristic zero, and hence that
v(k) = 0 for every nonzero integer j . Let u ∈ U and let j be a nonzero integer.
Then, since K is algebraically closed, u has a j-th root in K, and even has a root
which lies in O and reduces to 1 in κ . (Proof — let u1, . . . , u j be the roots of z j

−u
in K. Since jv(ui ) = v(u

j
i ) = v(u) = 0, we know that all of the ui are in O. Let

ui be the reduction of ui in κ . Then we have z j
− 1 =

∏
(z − ui ) in κ , so by

unique factorization in κ[z], one of the ui reduces to 1 in κ .) So let (1+π) j
= u

with v(π) > 0. Then u = 1 + jπ + π2c where c ∈ O. As v( j) = 0, we have
v( jπ) < v(π2c), so v(u− 1)= v( jπ)= v(π) and we deduce that v(π)≥ Rm , so
1+π is in U as desired.

[When j = 0 and R0 = 0, we know that any unit of O has a j-th root in K since
K is algebraically closed. This j-th root must also have valuation zero.] �

Lemma 8.2. For each i between 1 and n, the ratio
∏

z∈Z+i
z/
∏

z∈Z−i
z is in U.

Proof. For i ≤ m, we have
∏

z∈Z+i
z/
∏

z∈Z−i
= 1, which is in U . So fix i > m.

Let T1, . . . , Tr be the components of 0 \ 1−m . We note that, for each k, we
have |Z+i ∩ Tk | = |Z−i ∩ Tk |. This is because, by the zero-tension condition,
|Z+i ∩ Tk | − |Z−i ∩ Tk | is the i-th component of the edge of 1m pointing inward
from Tk . Since this is an edge of 1m , that component is zero. So we can pair off
the elements of Z+i ∩ TK with those of Z−i ∩ Tk . In each pair (z+, z−), we have
v(z+/z−− 1) = v(c(z+,∞; z−, 0)− 1), which is at least Rm by Proposition 4.2.
Then

∏
z∈Z+i

z/
∏

z∈Z−i
z is a product of ratios which are in U , and hence is itself

in U as we claimed.
[When j = 0 and R j = 0, we can’t talk about 1−m . Rather, let 1− be the interiors

of the edges of the loop, so 0 \1− is a forest with one connected component for
each vertex of the loop. Define T1, T2, . . . , Tr to be the connected components of
this forest. This time, |Z+i ∩ Tk | − |Z−i ∩ Tk | is the sum of the i-th components of
the two edges of the loop incident to Ti . As before, these edges are in the loop, so
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the i-th components are zero. |Z+i ∩ Tk | = |Z−i ∩ Tk | follows as before, and the rest
of the proof does as well.] �

We introduce the notation wi for
∏

z∈Z+i
z/
∏

z∈Z−i
z, which we have just shown

to be in U . When 1≤ i ≤ m, then wi is simply 1.
Let e1, . . . , ep be the edges of 0 which are not in 1m , but which have endpoints

that are in 1m . Let s1, . . . , sp be the slopes of these edges, directed away from 1m .
We write the components of sk as (s1

k , . . . , sn
k ).

Lemma 8.3. There exist scalars a1, . . . , ap ∈Q such that
∑

ai si = 0 and such that
if eg and eh are distinct edges with the same endpoint, then ag 6= ah .

Proof. Let ti be the image of si in Qn/Hm . We first show that we can find b1, . . . , bp

obeying the required inequalities with
∑

bi ti = 0. Let L ⊂ Qp be the space of
p-tuples of rational numbers (b1, . . . , bp) such that

∑
bi ti = 0. We want to show

that L has a point which is not in the union of the hyperplanes bg = bh , where
(g, h) ranges over pairs of indices such that eg and eh share an endpoint. Since
L is a linear space, we just need to show that L is not contained in any of these
hyperplanes.

Let eg and eh share the endpoint x , which is necessarily a boundary vertex
of 0m . Suppose for the sake of contradiction that L is contained in the hyperplane
ag = ah . Then in particular, L does not contain any point with bg = 0 and bh = 1.
This means that th is not in the span of {ti }i 6=g,h . Equivalently, sh is not in V :=
Hm + Span({si }i 6=g,h). Let K be a hyperplane in Qn which contains V and does
not contain sh . Then x is at distance Rm from the loop of 0, while every other
boundary vertex of 0 ∩ ι−1(K ) is farther away, contradicting our hypothesis that 0
is well spaced. This contradiction shows that we can find the required bi .

So, now we have (b1, . . . , bp) obeying the required inequalities with
∑

bi si

in Hm . Let x1, . . . , xr be the boundary vertices of 1m and let uk be the slope of
the edge of 1m pointing inward from xk . Then, by Lemma 5.1, the uk span Hm .
Let

∑
bi si =

∑
ckuk . Now, by the zero-tension condition, uk = −

∑
ei3xk

si . So
we have

∑p
i=1bi si +

∑r
k=1ck

∑
xk3ei

si = 0. We regroup this expression and take the
coefficient of si to be our ai . If eg and eh share the endpoint xk , then the coefficients
of sg and sh in this expression are bg+ ck and bh+ ck . Since bg 6= bh , we also have
bg + ck 6= bh + ck and we have achieved the goal. �

Our strategy will be to choose u1, . . . , u p ∈U and, for each Z±i , multiply those
elements of Z±i which lie in the component of 0 \1m containing ek by uk . This
will have the effect of multiplying wi by

vi :=

p∏
k=1

u
si

k
k .
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We need to achieve two things: make the new values of wi be 1 for i ≤ m′, and
preserve the condition f =(ג) ι(0).

Now, by Lemma 5.1 applied to 1(Rm + ε) for some small ε, we know that the
s j span H(Rm′). Since U is a divisible group, this means that we can arrange to
make vi (above) assume any value that we want for 1≤ i ≤ m′. In particular, we
can make w1 = w2 = · · · = wm′ = 1. The trouble is that we might no longer have
=∽ג 0. Now, multiplication by an element of U will fix all of the points of 1m and
will move each component of 0 \1m by an isomorphism. Our only fear is that two
of these components which are connected to 1m at the same vertex, say x , will
swing so that the edges at which they attach to x , say ec and ed , overlap for some
length.

Let (a1, . . . , aq) ∈Qq be the vector found in Lemma 8.3. Assume that we have
arranged for wi to be 1 for i = 1, 2, . . . , n j+1. Now choose some u ∈ U . For
each Z±i , take those elements of Z which lie in the component of 0\1m containing
ek and multiply them by uak . This will multiply wi by uE where E =

∑
aksi

k = 0;
in other words, it will not change wi . So this will not break our achievement of
making the wi = 1 (for i = 1, . . . ,m′.) Also, if ec and ed share an end point x , then
the components of 0 \1m containing ec and ed will be multiplied by uac and uad

respectively, two different scalars, and so, for generic u ∈U , they will not overlap.
We have now completed the inductive step, showing how to make wi equal to 1

for i ≤ n j+1. Continuing in this manner, we will eventually have all the wi equal
to 1, and thus the map φ will be well defined. At that point, we will have a curve C
and a map φ with Tropφ(C)= ι(0) as desired.

9. The necessity of well-spacedness and the j -invariant

We have been studying genus-one curves over C by identifying them with Tate
curves. It is therefore natural to ask to what extent we may assume that a genus-one
curve over K is a Tate curve.

Theorem 9.1. Let C be a genus-one curve over K and C its projective completion.
Let j be the j-invariant of C. Let C be the extension of (C,C \C) to a flat family
of stable curves with marked points over O. Then the following are equivalent:

(1) C can be expressed as a Tate curve for some q ∈ K∗ with v(q) > 0.

(2) v( j) < 0.

(3) The fiber of C over Spec κ is a union of genus-zero curves.

Moreover, if these equivalent conditions hold, we have v(q)=−v( j).

Proof. The equivalence of (1) and (2) is [Roquette 1970, Section 3, Statement
VIIIa]. (Observe that Roquette’s conditions (i) and (iii) are automatic when K

is algebraically closed, the latter because the Hasse invariant lives in the group
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K∗/(K∗)2, which is trivial for K algebraically closed.) If N is the number of points
in C \C , then C gives a map from Spec(O) to the moduli space of stable genus-one
curves with N marked points. Forgetting all but one of the points, we get a map to
the moduli space of stable genus-one curves with one marked point. This moduli
space is a copy of the projective line, commonly known as the j-line. Condition
(3) is equivalent to saying that this map sends Spec κ to the point at infinity on the
j-line, which is exactly what condition (2) says. We have v( j)=−v(q) because
j = q−1

+
∑
∞

i=0 ci q i , where each ci is an integer and hence has nonnegative
valuation. �

Combining the above with the second paragraph of Theorem 3.1, we see that if
(φ,C) is trivalent and Tropφ(C) has first Betti number one, then C is a Tate
curve. In this case, we can show that the condition that Tropφ(C) be well
spaced is necessary, and that the length of the loop of Tropφ(C) is necessar-
ily −v( j). Recall that every nonzero meromorphic function φ on a Tate curve
is of the form a

∏m
i=1
(
2(u/z+i )/2(u/z

−

i )
)

for some Z+ = {z+1 , . . . , z+m} and
Z− = {z−1 , . . . , z−m} ⊂ K∗ with

∏
z+i =

∏
z−i .

Proposition 9.2. Let (φ,C) be a trivalent tropical curve of genus one and (ι, 0,m)
a zero-tension curve parameterizing Tropφ(C), with b1(0)= 1 and ι injective on 0.
Then the length of the loop of 0 is −v( j (C)), where j (C) is the j-invariant of C.
Now suppose that κ has characteristic zero. Then (ι, 0,m) is well spaced.

The idea that the length of the circuit of 0 is the tropical analogue of the j-
invariant was suggested in [Mikhalkin 2006] and pursued in [Kerber and Markwig
2009]. E. Katz and H. and T. Markwig have proven that the length of the circuit of
0 is the j-invariant of a trivalent curve for tropicalizations of cubic curves in P2.

Proof. Our hypotheses are enough to ensure that C is a Tate curve K∗/qZ for some q
and that the map φ :C→(K∗)n is given by u 7→

(
φ(u; Z+1 , Z−1 ), . . . , φ(u; Z

+
n , Z−n )

)
for some Z±1 , . . . , Z±n .

By our combinatorial construction of ,q)ג Z±
•
), the length of the loop of ג is

v(q) = −v( j (C)). Lemma 5.2 ensures that f is injective, and thus the loop of ג
and the loop of 0 have the same length.

Now, assume that κ has characteristic zero and (for the sake of contradiction)
that (ι, 0,m) is not well spaced. After a change of coordinates, we may assume that
H is the n-th coordinate hyperplane. Assume for the sake of contradiction that x is
the boundary vertex of 0 ∩ H which is closest to the loop of 0, and let R denote
the distance from x to the loop of 0. Then x is trivalent by hypothesis. One of the
edges of x is between x and the loop of 0; this edge is contained in H , so its n-th
component is 0. Let the n-th components of the other two edges be a and −a for
some positive integer a. Let {z+1 , . . . , z+a } and {z−1 , . . . , z−a } be the elements of Z+n
and Z−n respectively which are beyond these edges. Then we have v(z+i /z

+

j −1)> R
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for any indices i and j from 1 to a and similarly v(z−i /z
−

j − 1) > R. On the other
hand, v(z+i /z

−

j − 1)= R. So

a∏
i=1

(z+i /z
−

i )= (z
+

1 /z
−

1 )
a(1+ t Rc)

for some c with v(c) > 0 and thus v
(∏a

i=1(z
+

i /z
−

i )− 1
)
= R. We have used that κ

has characteristic zero to deduce that if v(u− 1) > 0, then v(ua
− 1)= v(u− 1).

Pair off the elements of Z+n \ {z
+

1 , . . . , z+a } with elements of Z−n \ {z
−

1 , . . . , z−a }
that lie in the same component of 0\(H ∩0); this is possible by the same argument
as in the proof of Lemma 8.2. We write the pairs as (z+i , z−i ) for i > a. Then
in each pair (z+, z−), we have v(z+/z−− 1) > R. But we are supposed to have∏

z∈Z+n z/
∏

z∈Z−n z = 1, so
∏a

i=1(z
+

i /z
−

i )=
(∏

i>a(z
+

i /z
−

i )
)−1. Then the left-hand

side differs from 1 by an element of valuation R while the right-hand side differs
from 1 by an element of valuation greater than R, a contradiction. �
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Pair correlation of angles
between reciprocal geodesics

on the modular surface
Florin P. Boca, Vicent,iu Pas,ol,

Alexandru A. Popa and Alexandru Zaharescu

The existence of the limiting pair correlation for angles between reciprocal
geodesics on the modular surface is established. An explicit formula is provided,
which captures geometric information about the length of reciprocal geodesics,
as well as arithmetic information about the associated reciprocal classes of binary
quadratic forms. One striking feature is the absence of a gap beyond zero in the
limiting distribution, contrasting with the analog Euclidean situation.

1. Introduction

Let H denote the upper half-plane and 0 = PSL2(Z) the modular group. Consider
the modular surface X = 0\H, and let 5 : H→ X be the natural projection. The
angles on the upper half-plane H considered in this paper are the same as the
angles on X between the closed geodesics passing through 5(i) and the image of
the imaginary axis. These geodesics were first introduced in connection with the
associated “self-inverse classes” of binary quadratic forms in the classical work
of Fricke and Klein [1892, p. 164], and the primitive geodesics among them were
studied recently and called reciprocal geodesics by Sarnak [2007]. The aim of this
paper is to establish the existence of the pair correlation measure of their angles
and to explicitly express it.

For g ∈ 0, denote by θg ∈ [−π, π] the angle between the vertical geodesic [i, 0]
and the geodesic ray [i, gi]. For z1, z2 ∈ H, let d(z1, z2) denote the hyperbolic
distance, and set

‖g‖2 = 2 cosh d(i, gi)= a2
+ b2
+ c2
+ d2 for g =

(
a b
c d

)
∈ SL2(R).
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It was proved by Nicholls [1983] (see also [Nicholls 1989, Theorem 10.7.6])
that for any discrete subgroup 0 of finite covolume in PSL2(R), the angles θγ are
uniformly distributed, in the sense that for any fixed interval I ⊆ [−π, π],

lim
R→∞

#
{
γ ∈ 0 : θγ ∈ I, d(i, γ i)6 R

}
#
{
γ ∈ 0 : d(i, γ i)6 R

} =
|I |
2π
.

Effective estimates for the rate of convergence that allow one to take |I | � e−cR as
R→∞ for some constant c= c0> 0 were proved for 0=0(N ) by one of us [Boca
2007], and in general situations by Risager and Truelsen [2010] and by Gorodnik
and Nevo [2012]. Other related results concerning the uniform distribution of real
parts of orbits in hyperbolic spaces were proved by Good [1983], and more recently
by Risager and Rudnick [2009].

The statistics of spacings, such as the pair correlation or the nearest neighbor
distribution (also known as the gap distribution) measure the fine structure of
sequences of real numbers in a more subtle way than the classical Weyl uniform
distribution. Very little is known about the spacing statistics of closed geodesics.
In fact, the only result that we are aware of, due to Pollicott and Sharp [2006],
concerns the correlation of differences of lengths of pairs of closed geodesics on a
compact surface of negative curvature, ordered with respect to the word length on
the fundamental group.

This paper investigates the pair correlation of angles θγ with d(i, γ i) 6 R, or
equivalently with ‖γ ‖26Q2

= eR
∼2 cosh R as Q→∞. As explained in Section 2,

these are exactly the angles between reciprocal geodesics on the modular surface.
The Euclidean analog of this problem considers the angles between the line

segments connecting the origin (0, 0) with all integer points (m, n) satisfying
m2
+n2 6 Q2 as Q→∞. When only primitive lattice points are being considered

(rays are counted with multiplicity one), the problem reduces to the study of the pair
correlation of the sequence of Farey fractions with the L2 norm ‖m/n‖22 =m2

+n2.
Its pair correlation function is plotted on the left of Figure 1. When Farey fractions
are ordered by their denominator, the pair correlation is shown to exist and it is
explicitly computed in [Boca and Zaharescu 2005]. A common important feature
is the existence of a gap beyond zero for the pair correlation function. This is an
ultimate reflection of the fact that the area of a nondegenerate triangle with integer
vertices is at least 1

2 , which corresponds to the familiar inequality |b/d−a/c|>1/cd
satisfied by two lattice points P = (a, b) and Q = (c, d) with Area(4O P Q) > 0.

For the hyperbolic lattice centered at i , it is convenient to start with the (nonuni-
formly distributed) numbers tan(θγ /2) with multiplicities, rather than the angles θγ
themselves. Employing obvious symmetries explained in Section 3, it is further
convenient to restrict to a set of representatives 0I consisting of matrices γ with
nonnegative entries such that the point γ i is in the first quadrant in Figure 2. The
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pair correlation measures of the finite set AQ of elements θγ with γ ∈ 0I and
‖γ ‖6 Q (counted with multiplicities) is defined as

RA
Q(ξ)=

1
BQ

#
{
(γ, γ ′) ∈ 02

I : ‖γ ‖, ‖γ
′
‖6 Q, γ ′ 6= γ, 06 2

π

(
θγ ′ − θγ

)
6 ξ

BQ

}
,

where BQ ∼
3
8 Q2 denotes the number of elements γ ∈ 0I with ‖γ ‖6 Q. As it will

be used in the proof, we similarly define the pair correlation measure RT
Q(ξ) of the

set TQ of elements tan(θγ /2) with γ ∈ 0I and ‖γ ‖6 Q.
One striking feature, illustrated by the numerical calculations in Figure 1, points

to the absence of a gap beyond zero in the limiting distribution, in contrast with the
analog Euclidean situation.

The main result of this paper is the proof of existence and explicit computation
of the pair correlation measure RA

2 given by

RA
2 (ξ)= RA

2
(
(0, ξ ]

)
:= lim

Q→∞
RA

Q(ξ), (1-1)

and similarly for RT
2 , thus answering a question raised in [Boca 2007].

To give a precise statement, consider S, the free semigroup on two generators
L =

( 1
1

0
1

)
and R =

( 1
0

1
1

)
. Repeated application of the Euclidean algorithm shows

that S∪ {I } coincides with the set of matrices in SL2(Z) with nonnegative entries.
The explicit formula for RT

2 (ξ) is given as a series of volumes summed over S,
plus a finite sum of volumes, and it is stated in Theorem 2 (Section 7). The formula
for RT

2 (ξ) leads to an explicit formula for RA
2 (ξ), which we state here, partly

because the pair correlation function for the angles θγ is more interesting, being
equidistributed, and partly because the formula we obtain is simpler.

Theorem 1. The pair correlation measure RA
2 on [0,∞) exists and is given by

the C1 function

RA
2

( 3
4π
ξ
)
=

8
3ζ(2)

( ∑
M∈S

BM(ξ) +
∑

`∈[0,ξ/2)

∑
K∈[1,ξ/2)

AK ,`(ξ)

)
. (1-2)

For M ∈S, letting UM = ‖M‖2/
√
‖M‖4− 4, θM as above, and f+ = max{ f, 0},

we have

BM(ξ)=
π

4

∫ π/2

0

(
1/
√
‖M‖4− 4− sin(2θ − θM)/ξ

)
+

UM + cos(2θ − θM)
dθ.

For integers ` ∈ [0, ξ/2), K ∈ [1, ξ/2), we have

AK ,`(ξ)=

∫ π/4

0
AK ,`

( ξ

2 cos2 t
, t
) dt

cos2 t
,



1002Florin P. Boca, Vicent,iu Pas,ol, Alexandru A. Popa and Alexandru Zaharescu

where AK ,`(ξ, t) is the area of the region defined by those reiθ
∈ [0, 1]2 such that

L`+1(eiθ ) > 0,
FK ,`(θ)

ξ
6 r2 6 cos2 t

max{1, L2
`(eiθ )+ L2

`+1(e
iθ )}

, (1-3)

with eiθ
= (cos θ, sin θ), the piecewise linear functions L i as defined in (5-5), and

FK ,`(θ) := cot θ +
∑̀
i=1

1
L i−1(eiθ )L i (eiθ )

+
L`+1(eiθ )

L`(eiθ )
(
L2
`(eiθ )+ L2

`+1(e
iθ )
) .

Rates of convergence in (1-1) are effectively described in the proof of Theorem 2
and in Proposition 15.

When ξ 6 2, the second sum in (1-2) disappears and the derivative B ′M(ξ)
is explicitly computed in Lemma 17, yielding an explicit formula for the pair
correlation density function gA

2 (ξ) = dRA
2 (ξ)/dξ , which matches the graph in

Figure 1.

Corollary 1. For 0< ξ 6 2 we have

gA
2

( 3
4π
ξ
)
=

16
3ξ 2

∑
M∈S

ln
(
‖M‖2+

√
‖M‖4− 4

‖M‖2+
√
‖M‖4− 4− ξ 2

)
.

A formula valid for 0< ξ 6 4 is given in (8-11) after computing A′0,K (ξ).

0.5 1 1.5 2 2.5 3

0.5

1

1.5

0.5 1 1.5 2 2.5 3

0.5

1

1.5

2

Figure 1. The pair correlation functions gT
2 (left) and gA

2 (right),
plotted in gray, compared with the pair correlation function of Farey
fractions with L2 norm (left), and of the angles (with multiplicities)
of lattice points in Euclidean balls (right). The graphs are obtained
by counting the pairs in their definition, using Q= 4000, for which
BQ = 6000203. We used Magma [Bosma et al. 1997] for the
numerical computations, and SAGE [Stein et al. 2012] for plotting
the graphs.
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The computation is performed in Section 8.2, and it identifies the first spike
in the graph of gA

2 (x) at x = (3/4π)
√

5. A proof of an explicit formula for the
pair correlation density gA

2 (x) valid for all x , and working also when the point i is
replaced by the other elliptic point ρ = eπ i/3, will be given in [Boca et al. 2013].

Since the series in Corollary 1 is dominated by the absolutely convergent sum∑
M ξ

2
‖M‖−4, we can take the limit as ξ → 0:

gA
2 (0)=

2
3

∑
M∈S

(
‖M‖2√
‖M‖4− 4

− 1
)
= 0.7015 . . .

Remarkably, the previous two formulas, as well as (1-2) for ξ 6 2, can be written
geometrically as a sum over the primitive closed geodesics C on X which pass
through the point 5(i), where the summand depends only on the length `(C):

gA
2 (0)=

8
3

∑
C

∑
n>1

1
en`(C)− 1

.

This is proved in Section 2, where we also give an arithmetic version based on an
explicit description of the reciprocal geodesics C due to Sarnak [2007].

For the rest of the introduction we sketch the main ideas behind the proof,
describing also the organization of the article. After reducing to angles in the
first quadrant in Section 3, we show that the pair correlation of the quantities
9(γ )= tan(θγ /2) is identical to that of 8(γ )= Re(γ i). We are led to estimating
the cardinality of the set{

(γ, γ ′) ∈ 02
I : ‖γ ‖, ‖γ

′
‖6 Q, γ ′ 6= γ, 06 Q2(8(γ ′)−8(γ ))6 ξ

}
.

For a matrix γ =
( p′

q ′
p
q

)
with nonnegative entries, ‖γ ‖6 Q, and q, q ′ > 0, consider

the associated Farey interval [p/q, p′/q ′], which contains 8(γ ). In Section 4, we
break the set of pairs (γ, γ ′) above in two parts, depending on whether one of the
associated Farey intervals contains the other, or the two intervals intersect at most
at one endpoint. In the first case we have γ = γ ′M or γ ′ = γM with M ∈S, while
in the second we have a similar relation depending on the number ` of consecutive
Farey fractions there are between the two intervals. The first case contributes to the
series over S in (1-2), while the second case contributes to the sum over K , `. The
triangle map T whose iterates define the piecewise linear functions L i (x, y), first
introduced in [Boca et al. 2001], makes its appearance in the second case, being
related to the denominator of the successor function for Farey fractions.

To estimate the number of pairs (γ, γM) in the first case, a key observation is
that for each M ∈ 0 there exists an explicit elementary function 4M(x, y), given
by (5-1), such that

8(γ )−8(γM)=4M(q ′, q)
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for γ as above. Together with estimates for the number of points in two dimensional
regions based on bounds on Kloosterman sums (Lemma 7), this allows us to estimate
the number of pairs (γ, γM) with fixed M ∈S, in terms of the volume of a three
dimensional body SM,ξ given in (7-14). The absence of a gap beyond zero in the pair
correlation measure arises as a result of this estimate. The details of the calculation
are given in Section 7, leading to an explicit formula for RT

2 (Theorem 2).
Finally in Section 8 we pass to the pair correlation of the angles θγ , obtaining

the formulas of Theorem 1 and Corollary 1.
In this paper we focus on the full modular lattice centered at i , both because of

the arithmetic connection with reciprocal geodesics, and because in this case the
connection between unimodular matrices and Farey intervals is most transparent.
It is this connection and the intuition provided by the repulsion of Farey fractions
that guides our argument, and leads to the explicit formula for the pair correlation
function, which is the first of this kind for hyperbolic lattices.

In a subsequent paper [Boca et al. 2013], we abstract some of this intuition
and propose a different conjectural formula for the pair correlation function of an
arbitrary lattice in PSL2(R), centered at a point on the upper half plane, which
we prove for the full level lattice centered at elliptic points. While the formula in
that paper is more general, the method of proof, and the combinatorial-geometric
intuition behind it, is reflected more accurately in the formula of Theorem 1: the
infinite sum in the formula corresponds to pairs of matrices where there is no
repulsion between their Farey intervals, while the finite sum corresponds to pairs of
matrices where there is repulsion. The approach used in [Boca et al. 2013] builds
on the estimates and method of the present paper.

A proof of that paper’s conjecture by spectral methods has been proposed in
a preprint by Kelmer and Kontorovich [2013]. By comparison, our approach is
entirely elementary (using only standard bounds on Kloosterman sums), and via the
repulsion argument it provides a natural way of approximating the pair correlation
function. A key insight in the present paper, which is also the starting point of
[Boca et al. 2013] and [Kelmer and Kontorovich 2013], is that instead of counting
pairs (γ, γ ′) ∈ 0 × 0 in the definition of the pair correlation measure, we fix a
matrix M , count pairs (γ, γM), and sum over M . The same approach may prove
useful for the pair correlation problem for lattices in other groups as well.

2. Reciprocal geodesics on the modular surface

In this section we recall the definition of reciprocal geodesics and explain how the
pair correlation of the angles they make with the imaginary axis is related to the
pair correlation considered in the introduction. We also show that the sums over
the semigroup S appearing in the introduction can be expressed geometrically in
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terms of sums over primitive reciprocal geodesics. A description of the trajectory
of reciprocal geodesics on the fundamental domain seems to have first appeared in
the classical work of Fricke and Klein [1892, p.164], where it is shown that they
consist of two closed loops, one the reverse of the other. There the terminology
“sich selbst inverse Classe” is used for the equivalence classes of quadratic forms
corresponding to reciprocal conjugacy classes of hyperbolic matrices.

Oriented closed geodesics on X are in one-to-one correspondence with conjugacy
classes {γ } of hyperbolic elements γ ∈ 0. To a hyperbolic element γ ∈ 0 one
attaches its axis aγ on H, namely the semicircle whose endpoints are the fixed
points of γ on the real axis. The part of the semicircle between z0 and γ z0, for
any z0 ∈ aγ , projects to a closed geodesic on X , with multiplicity one if and only
if γ is a primitive matrix (not a power of another hyperbolic element of 0). The
group that fixes the semicircle aγ (or equivalently its endpoints on the real axis) is
generated by one primitive element γ0.

We are concerned with (oriented) closed geodesics passing through 5(i) on X .
Since the axis of a hyperbolic element A passes through i if and only if A is
symmetric, the closed geodesics passing through 5(i) correspond to the set R of
hyperbolic conjugacy classes {γ } which contain a symmetric matrix. The latter are
exactly the reciprocal geodesics considered in [Sarnak 2007], where only primitive
geodesics are considered.

The reciprocal geodesics can be parametrized in a two-to-one manner by the set
S ⊂ 0, defined in the introduction, which consists of matrices distinct from the
identity with nonnegative entries. To describe this correspondence, let A⊂ 0 be
the set of symmetric hyperbolic matrices with positive entries. Then we have maps

S→A→R (2-1)

where the first map takes γ ∈S to A = γ γ t , and the second takes the hyperbolic
symmetric A to its conjugacy class {A}. The first map is bijective, while the
second is two-to-one and onto, as follows from [Sarnak 2007]. More precisely, if
A= γ γ t

∈A is a primitive matrix, then B = γ tγ 6= A is the only other matrix in A

conjugate to A, and {An
} = {Bn

} for all n > 0.
Note also that ‖γ ‖2 = Tr(γ γ t), and if A is hyperbolic with Tr(A)= T , then the

length of the geodesic associated to {A} is 2 ln N (A) with N (A)= 1
2(T +

√
T 2− 4).

Lemma 2. Let A ∈ 0 be a hyperbolic symmetric matrix and let γ ∈ 0 such that
A = γ γ t . Then the point γ i is halfway (in hyperbolic distance) between i and Ai
on the axis of A.

Proof. We have d(i, γ i) = d(i, γ t i) = d(γ i, Ai) where the first equality follows
from the hyperbolic distance formula and the second since 0 acts by isometries
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on H. Using formula (3-3), one checks that the angles of i, γ i and i, Ai are equal,
hence γ i is indeed on the axis of A. �

We can now explain the connection between the angles θγ in the first and second
quadrant in Figure 2, and the angles made by the reciprocal geodesics with the
image 5(i→ i∞)=5(i→ 0). Namely, points in the first and second quadrant
are parametrized by γ i with γ ∈ S, and by the lemma the reciprocal geodesic
corresponding to A = γ γ t

∈ A consists of the loop 5(i → γ i), followed by
5(i→ γ t i) (which is the same as the reverse of the first loop). Therefore to each
reciprocal geodesic corresponding to A = γ γ t

∈A correspond two angles, those
attached to γ i and γ t i in Figure 2, measured in the first or second quadrant so that
all angles are between 0 and π/2.

In conclusion, the angles made by the reciprocal geodesics on X with the fixed
direction 5(i→ i∞) consist of the angles in the first quadrant considered before,
each appearing twice. Ordering the points γ i in the first quadrant by ‖γ ‖ corre-
sponds to ordering the geodesics by their length. Therefore the pair correlation
measure of the angles of reciprocal geodesics is 2RA

2 (ξ/2), where RA
2 was defined

in the introduction.
The parametrization (2-1) of reciprocal geodesics allows one to rewrite the series

appearing in the formula for gA
2 (0) in the introduction, as a series over the primitive

reciprocal classes Rprim:∑
M∈S

(
‖M‖2√
‖M‖4− 4

− 1
)
=

∑
A∈A

2
N (A)2− 1

= 4
∑

{γ }∈Rprim

∑
n>1

1
N (γ )2n − 1

,

where we have used the fact that for a hyperbolic matrix A of trace T we have√
T 2− 4= N (A)− N (A)−1 and N (An)= N (A)n.

One can rewrite the sum further using the arithmetic description of primitive
reciprocal geodesics given in [Sarnak 2007]. Namely, let DR be the set of nonsquare
positive discriminants 2αD′ with α ∈ {0, 2, 3} and D′ odd divisible only by primes
p ≡ 1 (mod 4). Then the set of primitive reciprocal classes Rprim decomposes as a
disjoint union of finite sets:

Rprim
=

⋃
d∈DR

R
prim
d ,

with |Rprim
d | = ν(d), the number of genera of binary quadratic forms of discrimi-

nant d. If d ∈ DR has exactly λ odd prime factors, ν(d) equals 2λ if 8 divides d
and 2λ−1 otherwise. Each class {γ } ∈R

prim
d has

N (γ )= αd =
1
2(u0+ v0

√
d),
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with (u0, v0) the minimal positive solution to Pell’s equation u2
− dv2

= 4. We
then have ∑

{γ }∈Rprim

∑
n>1

1
N (γ )2n − 1

=

∑
d∈DR

∑
n>1

ν(d)
α2n

d − 1
.

In the same way, by Lemma 13 the pair correlation measure RT
2 (ξ) in Theorem 1

can be written for ξ 6 1 as a sum over classes {γ } ∈Rprim, where each summand
depends only on ξ and N (γ ).

3. Reduction to the first quadrant

In this section we establish notation in use throughout the paper, and we reduce the
pair correlation problem to angles in the first quadrant. A similar reduction can be
found in [Chamizo 2006], in the context of visibility problems for the hyperbolic
lattice centered at i .

For each matrix g =
(a

c
b
d

)
∈ SL2(R), define the quantities

Xg = a2
+ b2, Yg = c2

+ d2, Zg = ac+ bd, Tg = Xg + Yg = ‖g‖2,

8(g)= Re(gi)=
Zg

Yg
, εg = εTg =

1
2

(
Tg −

√
T 2

g − 4
)
. (3-1)

The upper half-plane H is partitioned into four quadrants:

I= {z ∈ H : Re z > 0, |z|< 1}, II= {z ∈ H : Re z > 0, |z|> 1},

III= {z ∈ H : Re z < 0, |z|> 1}, IV= {z ∈ H : Re z < 0, |z|< 1}.

Note that all the points gi for g ∈ 0 lie in one of the four open quadrants, with the
exception of i itself. This follows from the relation

XgYg − Z2
g = 1, (3-2)

which will be often used.
In this section, simply take X = Xg, Y =Yg, Z = Zg, θ = θg. A direct calculation

shows that the center of the circle through i and gi is α= (X−Y )/(2Z), leading to

tan θg =−
1
α
=

2Zg

Yg − Xg
for all θg ∈ [−π, π].

Plugging this into

tan θ
2
=

tan θ

1+
√

1+tan2 θ
if |θ |< π

2
or tan θ

2
=−

1+
√

1+tan2 θ

tan θ
if π

2
< |θ |< π,

and employing (3-2) and the equivalences |gi |< 1⇐⇒ X < Y and Re(γ i)> 0⇐⇒
Z > 0, we find the useful formulas
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9(g) := tan
θg

2
=

√

T 2
g −4+Xg−Yg

2Zg
=

Xg−εg

Zg
=

Zg

Yg−εg
(3-3)

for all θg ∈ [−π, π].
We set γ =

(a
c

b
d

)
, γ̃ =

( d
b

c
a

)
, s =

( 0
1
−1

0

)
. Let γ ∈ 0, γ 6= I, s. For γ i to be in

the right half-plane we need Re(γ i) > 0. This is equivalent to ac+ bd > 0, and
implies that ac > 0 and bd > 0 because abcd = bc+ (bc)2 > 0. Since ac > 0,
without loss of generality we will assume that a > 0 and c > 0 (otherwise consider
−γ instead). Without loss of generality, we will assume that b > 0, d > 0 as well
(otherwise, we consider −γ s =

(
−b
−d

a
c

)
instead, since γ i = γ si). Thus γ has only

nonnegative entries.
If a, b, c, d > 0 and ad − bc = 1, then c/a and d/b are both 6 1 or both > 1

(since open intervals between consecutive Farey fractions are either nonintersecting
or one contains the other). Since γ i ∈ I⇐⇒ a2

+b2 < c2
+d2, it follows that both

a/c and b/d are 6 1 for γ i ∈ I. We conclude that among the eight matrices ±γ ,
±γ s, ±γ̃ , ±γ̃ s, which have symmetric angles (see Figure 2), the one for which γ i
is in quadrant I can be chosen such that

a, b, c, d > 0 and 06 b
d
<

a
c
6 1.

The set of such matrices γ is denoted 0I.
Consider the subset RQ of 0I consisting of matrices with entries at most Q:

RQ :=

{(
p′ p
q ′ q

)
∈ 0 : 06 p, p′, q, q ′ 6 Q,

p
q
<

p′

q ′
6 1

}
,

and its subset R̃Q consisting of those γ with ‖γ ‖6 Q. The cardinality BQ of R̃Q

is estimated in Corollary 8 as BQ ∼ 3Q2/8, in agreement with formula (58) in
[Sarnak 2007] for the number of reciprocal geodesics of length at most x = Q2.

Let FQ be the set of Farey fractions p/q with 06 p 6 q 6 Q and (p, q)= 1.
The Farey tessellation (Figure 3) consists of semicircles on the upper half-plane

è

Γ
�
i

Γi=ΓsiHΓ
� t
L-1i

HΓtL-1i

èè

è è

Θ

Θ

Θ

Θ

II

IIV

III i

Figure 2. Two symmetric geodesics through i .
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ˆ.
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Figure 3. The Farey tessellation.

connecting Farey fractions 06 p/q < p′/q ′ 6 1 with p′q− pq ′ = 1. We associate
to matrices γ ∈RQ with entries as above the arc in the Farey tessellation connecting
p/q and p′/q ′, and conclude that

#RQ = 2#FQ − 3=
Q2

ζ(2)
+ O(Q ln Q).

4. The coincidence of the pair correlations of 8 and 9

In this section we show that the limiting pair correlations of the sets {9(γ )} and
{8(γ )} ordered by ‖γ ‖→∞ do coincide. The proof uses properties of the Farey
tessellation, via the correspondence between elements of RQ and arcs in the Farey
tessellation defined at the end of Section 3.

For γ =
( p′

q ′
p
q

)
, set γ−= p/q , γ+= p′/q ′. From (3-1), (3-3), and the inequalities

Xγ < Zγ < Yγ , 2Yγ > Tγ and εγ < 1/Tγ , we have:

9(γ )−8(γ )=
Zγ

Yγ (ε−1
γ Yγ − 1)

�
1
‖γ ‖4

, (4-1)

γ− <8(γ ) < 9(γ ) < γ+. (4-2)

Denote by R9
Q(ξ) (resp. R8

Q(ξ)) the number of pairs (γ, γ ′) ∈ R̃2
Q , γ 6= γ ′, such

that 0 6 9(γ )−9(γ ′) 6 ξ/Q2 (resp. 0 6 8(γ )−8(γ ′) 6 ξ/Q2). For fixed
β ∈

( 2
3 , 1

)
, consider also

N9
Q,ξ,β := #

{
(γ, γ ′) ∈ R̃2

Q : Q
2
|9(γ )−9(γ ′)|6 ξ, ‖γ ‖6 Qβ

}
,

and the similarly defined N8
Q,ξ,β . The trivial inequality

R8
Q(ξ)6 2N8

Q,ξ,β

+ #
{
(γ, γ ′) ∈ R̃2

Q : γ 6= γ
′, Q2
|8(γ )−8(γ ′)|6 ξ, ‖γ ‖, ‖γ ′‖> Qβ

}
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and the estimate in (4-1) show that there exists a universal constant κ > 0 such that

R8
Q(ξ)6 2N8

Q,ξ,β

+ #
{
(γ, γ ′) ∈ R̃2

Q : γ 6= γ
′, −2κQ−4β 69(γ )−9(γ ′)6 ξQ−2

+ 2κQ−4β},
showing that

R8
Q(ξ)6 2N8

Q,ξ,β +R9
Q(2κQ2−4β)+R9

Q(ξ + 2κQ2−4β). (4-3)

In a similar way we show that

R9
Q(ξ)6 2N9

Q,ξ,β +R8
Q(2κQ2−4β)+R8

Q(ξ + 2κQ2−4β). (4-4)

We first prove that N8
Q,ξ,β and N9

Q,ξ,β are much smaller than Q2. For this goal and
for later use, it is important to divide pairs (γ, γ ′) ∈R2

Q in three cases, depending
on the relative position of their associated arcs in the Farey tessellation (it is well
known that two arcs in the Farey tessellation are nonintersecting):

(i) The arcs corresponding to γ and γ ′ are exterior, i.e., γ+ 6 γ ′− or γ ′
+
6 γ−.

(ii) γ ′ / γ , i.e., γ− 6 γ ′− < γ ′+ 6 γ+.

(iii) γ / γ ′, i.e., γ ′
−
6 γ− < γ+ 6 γ ′+.

Proposition 3. N8
Q,ξ,β � Q1+β ln Q and N9

Q,ξ,β � Q1+β ln Q.

Proof. N8
Q,ξ,β and N9

Q,ξ,β are increasing as an effect of enlarging R̃Q to RQ , so for
this proof we will replace R̃Q by RQ . We only consider N8

Q,ξ,β here. The proof
for the bound on N9

Q,ξ,β is identical. Both rely on (4-1) and (4-2).
Set K = [ξ ]+ 1. From (4-2) and the fact that |r ′− r |> 1/Q2 for all r, r ′ ∈ FQ

such that r 6= r ′, it follows that

#(FQ ∩ [γ+, γ
′

−
])6 K + 1

if γ+ 6 γ ′− and |8(γ ′)−8(γ )|6 ξ/Q2. In particular, γ ′
−
= γ+ when 0< ξ < 1.

We now consider the three cases listed before the statement of the proposition:

(i) The arcs corresponding to γ and γ ′ are exterior. Without loss of generality,
assume that γ+ 6 γ ′−. If i is such that γ+ = γi , the i-th element of FQ , then

γ ′
−
= γi+r =

pi+r

qi+r

for some r with 06r<K . The equality p′
+

q ′
−
−p′
−

q ′
+
=1 shows that if γ ′

−
= p′
−
/q ′
−

is fixed, then q ′
+

(and therefore γ ′
+
= p′

+
/q ′
+

) is uniquely determined in intervals
of length at most q ′

−
. Since q ′

±
6 Q, it follows that the number of choices for q ′

+
is

actually at most (Q/q ′
−
)+ 1= (Q/qi+r )+ 1.
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When 0< ξ < 1 one must have γ ′
−
= γ+. Knowing q− and q+ would uniquely

determine the matrix γ . Then there will be at most (Q/q+)+ 1 choices for γ ′, so
the total contribution of this case to N8

Q,ξ,β is at most∑
16q−6Qβ

∑
16q+6Qβ

( Q
q+
+ 1

)
� Q1+β ln Q.

When ξ > 1 denote by qi , qi+1, . . . , qi+K the denominators of γi , γi+1, . . . , γi+K .
Since qi < Qβ , we have

γi+K − γi 6
K
Q
6 1

Qβ
6 1

qi
6 1− γi ,

showing that i +K < #FQ so long as Q�ξ 1. As noticed in [Hall and Tenenbaum
1984],

q j+2 =

[
Q+ q j

q j+1

]
q j+1− q j .

As in [Boca et al. 2001], consider

κ(x, y) :=
[1+x

y

]
and Tk = {(x, y) ∈ (0, 1]2 : x + y > 1, κ(x, y)= k}.

Let Q be large enough so that δ0 := Qβ−1 < 1/(2K + 3). Then qi/Q < δ0, and it
is plain (see also [ibid.]) that

qi+1

Q
> 1− δ0, κ

(qi

Q
,

qi+1

Q

)
= 1,

and
κ
(qi+1

Q
,

qi+2

Q

)
= · · · = κ

(qi+K

Q
,

qi+K+1

Q

)
= 2,

because qi+1, qi+2, . . . , qi+K+1 must form an arithmetic progression. Hence(qi

Q
,

qi+1

Q

)
∈ T1 and

(qi+1

Q
,

qi+2

Q

)
, . . . ,

(qi+K

Q
,

qi+K+1

Q

)
∈ T2,

showing in particular that min{qi+1, . . . , qi+K } > Q/3. Therefore, we find that
max{Q/qi+1, . . . , Q/qi+K } < 3, and the contribution of this case to N8

Q,ξ,β is
at most ∑

16q−6Qβ

∑
16q+6Qβ

4K �ξ Q2β .

(ii) γ ′ / γ . Let i be the unique index for which γi <8(γ ) < γi+1 with γi < γi+1

successive elements in FQ . Since |8(γ ′)−8(γ )|6 ξ/Q2, either γ ′
−
<8(γ )< γ ′

+

or there exists 0 6 r 6 K with γ ′
+
= γi−r or with γ ′

−
= γi+r . In both situations

the arc corresponding to the matrix γ ′ will cross at least one of the vertical lines
above γi−K , . . . , γi , γi+1, . . . , γi+K . A glance at the Farey tessellation provides
an upper bound for this number Nγ,K of arcs γ ′ ∈ RQ . Actually, one sees that
the set Cγ,L consisting of 2+ 22

+ · · ·+ 2L arcs obtained from γ by iterating the
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mediant construction L = [Q/min{q−, q+}]+ 1 times (γ is not enclosed in Cγ,L )
contains the set {γ ′ ∈RQ : γ

′ / γ, γ ′ 6= γ }. The former set contains at most L arcs
that are intersected by each vertical direction, and so Nγ,K 6 (2K +1)L . Therefore,
the contribution of this case to N8

Q,ξ,β is (first choose γ , then γ ′) at most∑
16q6Qβ

∑
16q ′6Qβ

(2K + 1)
( Q

min{q, q ′}
+ 1

)
�ξ Q1+β ln Q.

(iii) γ / γ ′. We necessarily have γ = γ ′M , with M ∈S. In particular, this yields
γ ′
±
∈ FQβ . Considering the subtessellation defined only by arcs connecting points

from FQβ , one sees that the number of arcs intersected by a vertical line x = α with

γ− =
p
q
< α < γ+ =

p′

q ′
, where γ = (γ−, γ+) ∈ FQβ ,

is equal to s(q, q ′), the sum of digits in the continued fraction expansion of q/q ′< 1
when q < q ′, and respectively to s(q ′, q) when q ′ < q. A result from [Yao and
Knuth 1975] yields in particular that∑

0<q<q ′6Qβ

s(q, q ′)� Q2β ln2 Q,

and therefore

#{(γ, γ ′) ∈R2
Qβ : γ / γ ′}6 1+ 2

∑
0<q<q ′6Qβ

s(q, q ′)� Q2β ln2 Q.

This completes the proof of the proposition. �

Proposition 3 and inequalities (4-3) and (4-4) imply:

Corollary 4. For each β ∈
( 2

3 , 1
)
,

R9
Q(ξ)=R8

Q
(
ξ + Oξ (Q2−3β)

)
+R8

Q
(
Oξ (Q2−3β)

)
+ Oξ (Q1+β ln Q).

5. A decomposition of the pair correlation of {8(γ )}

To estimate R8
Q(ξ), recall the correspondence between elements of RQ and arcs in

the Farey tessellation from the end of Section 3. We consider the following two
possibilities for the arcs associated to a pair (γ, γ ′) ∈ R̃2

Q :

(i) One of the arcs corresponding to γ and γ ′ contains the other.

(ii) The arcs corresponding to γ and γ ′ are exterior (possibly tangent).

Denoting by ReQ(ξ) and R∩∩Q (ξ) the number of pairs in each case, we have

R8
Q(ξ)= ReQ(ξ)+ R∩∩Q (ξ).
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Figure 4. The case γ ′ / γ .

5.1. One of the arcs contains the other. In this case we have either γ = γ ′M or
γ ′ = γM with M ∈S (see also Figure 4). For each M ∈ 0 define

4M(x, y)=
xy(YM − X M)+ (x2

− y2)Z M

(x2+ y2)(x2 X M + y2YM + 2xy Z M)
, (5-1)

where X M , YM , Z M are defined in (3-1). For γ =
( p′

q ′
p
q

)
, a direct calculation shows

8(γ )−8(γM)=4M(q ′, q). (5-2)

Two remarks are in order now. First, notice that X M 6= YM for any M ∈S because
of (3-2) and since X M , YM , Z M > 1. Secondly, we also have

8(γ ) 6=8(γM). (5-3)

Suppose, ad absurdum, that 8(γ )=8(γM). Then (5-2) and (5-1) yield

2Z M

YM − X M
=

2qq ′

q2− q ′2
,

that is, tan θM = tan 2θ , where θ = tan−1(q ′/q) ∈ (0, π) and θM ∈ (0, π) because
Z M > 0. This gives

X M − εM

Z M
= tan

(
θM
2

)
= tan θ ∈Q,

hence
√
(X M + YM)2− 4= X M + YM − 2εM ∈Q, which is not possible because

X M + YM > 3.
From (5-2) and (5-3) we now infer:

Lemma 5. Using the notation introduced before Proposition 3, the number of pairs
(γ, γ ′) ∈ R̃2

Q , γ 6= γ ′, with 0 6 8(γ )−8(γ ′) 6 ξ/Q2 and γ / γ ′ or γ ′ / γ , is
given by

ReQ(ξ)= #
{
(γ, γM) ∈ R̃2

Q : γ =

(
p′ p
q ′ q

)
, M ∈S, |4M(q ′, q)|6 ξ

Q2

}
.
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 0K 6 k`C1

k`
k2k1

ˆ.
 /

Figure 5. The case where γ and γ ′ are exterior.

5.2. Exterior arcs. In this case we have γ, γ ′ ∈ R̃Q , γ ′
−
> γ+. Let ` > 0 be

the number of Farey arcs in FQ connecting the arcs corresponding to γ, γ ′ (see
Figure 5). In other words, writing γ =

( p′
q ′

p
q

)
and γ ′ =

( p`+1
q`+1

p`
q`

)
, we have that

p0/q0 := p′/q ′, p1/q1, . . . , p`/q` are consecutive elements in FQ . Setting also
p−1/q−1 := p/q , it follows that qi = ki qi−1−qi−2, where ki ∈N, i = 1, . . . , `, and

ki =

[
Q+ qi−2

qi−1

]
for 26 i 6 `.

The fractions p`/q` and p`+1/q`+1 are not necessarily consecutive in FQ , but
we have q`+1 = K q`− q`−1,

K 6 k`+1 =

[
Q+ q`
q`+1

]
.

It follows that γ ′ = γM with

M =
(

k1 1
−1 0

)
· · ·

(
k` 1
−1 0

)(
K 1
−1 0

)
.

We have ` < ξ because

8(γ ′)−8(γ ) >
∑̀
i=1

1
qi−1qi

> `

Q2 .

It is also plain to see that

p′

q ′
−8(γ )=

q
q ′(q2+ q ′2)

, 8(γ ′)−
p`
q`
=

q`+1

q`(q2
` + q2

`+1)
. (5-4)

The last equality in (5-4) and q2
` + q2

`+1 6 Q2 yield, for `> 1,

ξ

Q2 >8(γ
′)−8(γ )> 1

q`−1q`
+

q`+1

q`(q2
` + q2

`+1)

> 1
q`−1q`

+
K q`− q`−1

q`Q2 =
K
Q2 +

Q2
− q2

`−1

q`−1q`Q2 >
K
Q2 ,

while if `= 0 we have

8(γ ′)−8(γ )=
K (q ′2+ qq1)

(q2+ q ′2)(q ′2+ q2
1 )
> K

Q2 ,
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showing that K < ξ . Notice also that (5-4) yields

8(γ ′)−8(γ )=
q

q ′(q2+ q ′2)
+

∑̀
i=1

1
qi−1qi

+
q`+1

q`(q2
` + q2

`+1)
.

Let T= {(x, y) ∈ (0, 1]2 : x + y > 1} and consider the map

T : (0, 1]2→ T, T (x, y)=
(

y,
[1+x

y

]
y− x

)
,

whose restriction to T is bijective and area-preserving [Boca et al. 2001]. Consider
the iterates T i

= (L i−1, L i ) and the functions Ki =[(1+L i−2)/L i−1] if i=1, . . . , `,
K`+1 = K , and L`+1 = K L`− L`−1. One has:

• L−1(x, y)= x and L0(x, y)= y for (x, y) ∈ (0, 1]2;

• 0< L i (x, y)6 1 for i > 0 and (x, y) ∈ T;

• L i−1(x, y)+ L i (x, y) > 1 for i = 1, . . . , ` and (x, y) ∈ T;

• L i (x, y)= Ki (x, y)L i−1(x, y)− L i−2(x, y)

for i = 1, . . . , `+1 and (x, y) ∈ T;

• (qi−1, qi )= QT i
( q

Q
,

q ′

Q

)
=

(
QL i−1

( q
Q
,

q ′

Q

)
, QL i

( q
Q
,

q ′

Q

))
for i = 0, 1, . . . , `;

• q`+1 = K q`− q`−1 = Q
(

K L`
( q

Q
,

q ′

Q

)
− L`−1

( q
Q
,

q ′

Q

))
.

(5-5)

Define also the function ϒ`,K : (0, 1]2→ (0,∞) by

ϒ`,K =
L−1

L0(L2
−1+ L2

0)
+

∑̀
i=1

1
L i−1L i

+
L`+1

L`
(
L2
` + L2

`+1

) . (5-6)

We have proved the following statement:

Lemma 6. The number R∩∩Q (ξ) of pairs (γ, γ ′) of exterior (possibly tangent) arcs
in R̃Q for which 0<8(γ ′)−8(γ )6 ξ/Q2 is given by

R∩∩Q (ξ)=
∑
`∈[0,ξ)
K∈[1,ξ)

d`K ,

where the sums are over integers in the given intervals, d`K is the number of matrices( p′
q ′

p
q

)
such that the following hold:
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06 p 6 q, 06 p′ 6 q ′, p′q − pq ′ = 1,

p2
+ p′2+ q2

+ q ′2 6 Q2, 0< K q`− q`−1 6 Q,

p2
` + q2

` + (K p`− p`−1)
2
+ (K q`− q`−1)

2 6 Q2,

ϒ`,K
(
q/Q, q ′/Q

)
6 ξ,

(5-7)

and q−1 = q , q0 = q ′.

6. A lattice point estimate

Lemma 7. Suppose that � is a region in R2 of area A(�) and rectifiable boundary
of length `(∂�). For any integer r with (r, q)= 1 and 16 L 6 q , we have

N�,q,r := #
{
(a, b) ∈�∩Z2

: ab ≡ r (mod q)
}
=
ϕ(q)
q2 A(�)+E�,L ,q ,

where, for each ε > 0,

E�,L ,q �ε

q1/2+εA(�)
L2 +

(
1+ `(∂�)

L

)(L2

q
+ q1/2+ε

)
.

Proof. Replacing Z2 by LZ2 in the estimate{
(m, n) ∈ Z2

: (m,m+ 1)× (n, n+ 1)∩ ∂� 6=∅
}
� 1+ `(∂�),

(for a proof see [Narkiewicz 1983, Theorem 5.9]) we find that the number of
squares Sm,n = [Lm, L(m+ 1)]× [Ln, L(n+ 1)] such that S̊m,n ∩ ∂� is nonempty
is� 1+ (1/L)`(∂�). Therefore

#
{
(m, n)∈Z2

: (Lm, L(m+1))×(Ln, L(n+1))⊆�
}
=

A(�)
L2 +O

(
1+ `(∂�)

L

)
.

Weil’s estimates [1948] on Kloosterman sums, extended to composite moduli
in [Hooley 1957] and [Estermann 1961], show that each such square contains
(ϕ(q)/q2)L2

+ Oε(q1/2+ε) pairs of integers (a, b) with ab ≡ r (mod q) (see, e.g.,
[Boca et al. 2000, Lemma 1.7] for details). Combining these two estimates, we find

N�,q,r=

(
A(�)

L2 +O
(

1+`(∂�)
L

))(ϕ(q)
q2 L2

+O
(
q1/2+ε))

=
ϕ(q)
q2 A(�)+E�,q,L ,

as desired. �

Corollary 8. #R̃Q =
3Q2

8
+ Oε(Q11/6+ε).

Proof. Note first that one can substitute pq ′/q for p′= (1+ pq ′)/q in the definition
of R̃Q , replacing the inequality ‖γ ‖26 Q2 by (q2

+q ′2)(q2
+ p2)6 Q2q2, without

altering the error term. Applying Lemma 7 with

�q = {(u, v) ∈ [0, q]× [0, Q] : (q2
+ u2)(q2

+ v2)6 Q2q2
} and L = q5/6,
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and using A(�q)6 Qq and `(�q)6 2(Q+ q)6 4Q, we infer that

#R̃Q =

Q∑
q=1

ϕ(q)
q
·

A(�q)

q
+ Oε(Q11/6+ε).

Standard Möbius summation (see, e.g., [Boca et al. 2000, Lemma 2.3]) applied
to the decreasing function h(q)= (1/q)A(�q) with ‖h‖∞ 6 Q and the change of
variable (q, u, v)= (Qx, Qxy, Qz) further yield

#R̃Q =
Q2

ζ(2)
Vol(S)+ Oε(Q11/6+ε),

where
S = {(x, y, z) ∈ [0, 1]3 : (1+ y2)(x2

+ z2)6 1}.

The substitution y = tan θ yields

Vol(S)=
∫ π/4

0

dθ
cos2 θ

A
(
{(x, z) ∈ [0, 1]2 : x2

+ z2 6 cos2 θ}
)
=
π2

16
,

completing the proof of the corollary. �
The error bound in Corollary 8 can be improved using spectral methods (see

Corollary 12.2 in [Iwaniec 2002]). We have given the proof since it is the prototype
of applying Lemma 7 to the counting problems of the next section.

7. Pair correlation of {8(γ )}

The main result of this section is Theorem 2, where we obtain explicit formulas
for the pair correlation of the quantities {8(γ )} in terms of volumes of three-
dimensional bodies. The discussion is divided in two cases, as in Section 5.

7.1. One of the arcs contains the other. The formula for ReQ in Lemma 5 provides

ReQ(ξ)=
∑
M∈S

NM,Q(ξ), (7-1)

where NM,Q(ξ) denotes the number of matrices γ =
( p′

q ′
p
q

)
for which

06 p 6 q, 06 p′ 6 q ′, p′q− pq ′ = 1, |4M(q ′, q)|6 ξ

Q2 , ‖γM‖6 Q.
(7-2)

The first goal is to replace in (7-2) the inequality ‖γM‖6 Q by a more tractable
one. Taking γ of the given form and substituting p = (p′q − 1)/q ′ we write, using
the notation from (3-1):

‖γM‖2 =(
p′2

q ′2
+1
)(

q ′2 X M + q2YM + 2qq ′Z M
)
−
(p′q + pq ′)YM + 2p′q ′Z M

q ′2
. (7-3)
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The quantity NM,Q(ξ) can be conveniently related to ÑM,Q(ξ), the number of
integer triples (q ′, q, p′) such that

0< p′ 6 q ′ 6 Q, 0< q 6 Q, p′q ≡ 1 (mod q ′),

|4M(q ′, q)|6 ξ

Q2 , YγM = q ′2 X M + q2YM + 2qq ′Z M 6
Q2q ′2

p′2+ q ′2
.

(7-4)

We next prove that, given c0 ∈
( 1

2 , 1
)
, for all M ∈S and Q> 1 with YM < X M 6

Q2c0 and all ξ > 0,

ÑM,Q(ξ)6 NM,Q(ξ)6 ÑM,Q(1+
√

2Qc0−1)

(
ξ(1+

√
2Qc0−1)2

)
. (7-5)

For the first inequality, note that if the integral triple (q ′, q, p′) satisfies (7-4) then
by (7-3) we have

‖γM‖2 6 p′2+ q ′2

q ′2
YγM 6 Q2,

and thus if we define p := (p′q− 1)/q ′ then (7-2) holds. For the second inequality,
take γ as in (7-2). Using (7-3) we then have

p′2+ q ′2

q ′2
YγM 6 Q2

+
(p′q + pq ′)YM + 2p′q ′Z M

q ′2
6 Q2

+ 2qYM + 2Z M .

Using also that Z M 6 Q2c0 and qYM =
√

q2YM
√

YM 6
√

YγM
√

YM 6 Q1+c0 , we
conclude that

p′2+ q ′2

q ′2
YγM 6 Q2

+ 2Q1+c0 + 2Q2c0 6 Q2(1+
√

2Qc0−1)2.

Also

|4M(q ′, q)|6 ξ

Q2 =
ξ(1+

√
2Qc0−1)2

Q2(1+
√

2Qc0−1)2
.

Hence (q ′, q, p′) satisfies (7-4) with the pair (Q, ξ) replaced by (Q +
√

2 Qc0,

ξ(1+
√

2 Qc0−1)2). This proves (7-5).
Next we show that NM,Q(ξ) vanishes when max{X M , YM} > Q2c0 and Q is

large enough.

Lemma 9. Let c0 ∈
(1

2 , 1
)
. There exists Q0(ξ) such that whenever M ∈ S,

max{X M , YM}> Q2c0 , and Q > Q0(ξ),

NM,Q(ξ)= ÑM,Q(ξ)= 0.

Proof. We show there are no coprime positive integer lattice points (q ′, q) for which

|4M(q ′, q)|6 ξ

Q2 , YγM = q ′2 X M + q2YM + 2qq ′Z M 6 Q2. (7-6)
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Noting from (7-3) that YγM 6 ‖γM‖2, this will ensure that NM,Q(ξ) = 0. The
equality ÑM,Q(ξ)= 0 follows as well from (7-4).

Suppose (q ′, q) is as in (7-6), write q ′i + q = (q, q ′) = (r cos θ, r sin θ), θ ∈
(0, π/2), and consider (X, Y, Z) = (X M , YM , Z M), T = ‖M‖2 = X + Y , and
UM = coth d(i,Mi)= T/

√
T 2− 4. Since

sin θM =
2Z

√
T 2− 4

and cos θM =
Y − X
√

T 2− 4
,

the inequalities in (7-6) can be described as

1
ξ
·
|sin(θM − 2θ)|

UM + cos(θM − 2θ)
6 r2

Q2 6
2(

UM + cos(θM − 2θ)
)√

T 2− 4
. (7-7)

Denoting δM = θM/2 − θ , from the first and last fraction in (7-7) we infer
|sin 2δM | � 1/T . Therefore δM is close to 0, or to ±π/2. When δM is close to 0
we have

|tan δM | � |δM | � |sin 2δM | �
1
T
.

When δM is close to ±π/2 we similarly have |δM ∓π/2| � 1
T , which is seen to be

impossible. Indeed, the inequality

|tan δM |

1+
UM − 1

1+ cos 2δM

=
|sin 2δM |

UM + cos 2δM
6 ξ

shows that it suffices to bound from above (UM − 1)/(1+ cos 2δM), which would
imply that |tan δM | � ξ , thus contradicting |δM ∓

π
2 | � 1/T . Since Z is a positive

integer, we have sin θM � 1/T . Since cos θ, sin θ > 0 and θM ∈ (0, π), we have

1+ cos 2δM = 1+ cos(θM − 2θ)> 1+ cos 2θ cos θM

> 1− | cos θM | = 1−
√

1− sin2 θM �
1

T 2 .

As UM − 1� 1/T 2, it follows that (UM − 1)/(1+ cos 2δM)� 1, a contradiction.
We have thus shown that |δM |6 |tan δM | � 1/T ; more precisely, there exists a

function 20(ξ), continuous in ξ , such that |δM |620(ξ)/T .

Case I: Y > X . Then 0< θM/2< π/4 and Z =
√

XY − 1< Y . Since

|δM | �
1
T
� Q−2c0,

one has 0< θ < π/3 for large Q. Employing the formula tan(θM/2)= Z/(Y −εT )

with εT as in (3-1), we infer∣∣∣∣ AC + B D
C2+ D2− εT

−
q ′

q

∣∣∣∣= | tan δM | ·

∣∣∣1+ tan θ tan θM
2

∣∣∣� 1
T
. (7-8)
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Combining (7-8) with

0< Z
Y−εT

−
Z
Y
�

1
T

and
∣∣∣ Z
Y
−

A+B
C+D

∣∣∣6 1
C2+ D2 �

1
T
,

we arrive at ∣∣∣∣ A+ B
C + D

−
q ′

q

∣∣∣∣� 1
T
6 Q−2c0 . (7-9)

If nonzero, the left-hand side in (7-9) must be at least 1/q(C + D). But

q(C + D)6 q
√

2(C2+ D2)6 Q
√

2,

and so Q2c0 � Q, a contradiction. The remaining case, in which q = C + D and
q ′ = A+ B, is not possible because Q2c0 6 (C + D)2 = q(C + D)6 Q

√
2.

Case II: X>Y . Then π/4<θM/2<π/2 and Y 6
√

XY − 1= Z . As |δM |�Q−2c0 ,
we must have 0< π/2− θ < π/3 for large values of Q. This time we have∣∣∣Y−εT

Z
−

q
q ′

∣∣∣= ∣∣∣ tan
(
π

2
−
θM
2

)
− tan

(
π

2
− θ

)∣∣∣
= | tan δM | ·

∣∣∣1+ tan
(
π

2
−
θM
2

)
tan

(
π

2
− θ

)∣∣∣
6 (1+

√
3) |tan δM | �

1
T
,

which leads (since D > C if and only if B > A) to∣∣∣C+D
A+B

−
q
q ′

∣∣∣� 1
T
+
εT

Z
+

∣∣∣YZ − C+D
A+B

∣∣∣� 1
T
+

|D−C |
(A+B)(AC+B D)

6 1
T
+

1
(A+ B)2

6 1
T
+

1
X
�

1
T
� Q−2c0 . (7-10)

As in Case I, this is not possible because q ′(A + B) 6 q ′
√

2X 6 Q
√

2 and
(A+ B)2 > Q2c0 . �

Our next goal is to apply Lemma 7, assuming YM < X M � Q2c0 and taking
r = 1, to the set �=�M,q ′,ξ of pairs (u, v) ∈ (0, Q]× (0, q ′] that satisfy

|4M(q ′, u)|6 ξ

Q2 and q ′2 X M + u2YM + 2uq ′Z M 6
Q2q ′2

v2+ q ′2
. (7-11)

Lemma 10. There exist continuous functions T0(ξ) and C(ξ) such that, for any
matrix M ∈S with YM < X M and T = ‖M‖2 > T0(ξ), the projection on the first
coordinate of the set �M,q ′,ξ is contained in the interval (0,C(ξ)q ′].

Proof. Using polar coordinates (u, q ′)= (r cos θ, r sin θ), θ ∈ (0, π/2), we see that
inequalities (7-11) imply (7-7). This shows that for the purpose of this lemma we
can replace�M,q ′,ξ by the set of (u, v)∈ (0, Q]×(0, q ′] satisfying (7-7). Therefore
we can use all estimates from the first part of the proof of Lemma 9 (because they
only rely on (7-7), the integrality of q being used only at the end).
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Note also that Y = YM < X = X M and Z2
= XY − 1 yield Y 6 Z . Replacing q

by u in the first part of the proof of Lemma 9, so that tan θ = u/q ′, θ ∈ (0, π/2), we
see (compare the last line before Case 1) that |δM |62(ξ)/T for some continuous
function 2. Next we look into the first estimates in Case 2 and see that there
exists a function T0(ξ), depending continuously on ξ , such that, for any M with
T = ‖M‖2 > T0(ξ), one has 0< π/2− θ < π/3 and∣∣∣ u

q ′
−

Y−εT
Z

∣∣∣6 (1+√3) |tan δM | .

In conjunction with the bound on δM , this shows the existence of a continuous
function C0(ξ) such that ∣∣∣u− Y−εT

Z
q ′
∣∣∣6 C0(ξ)q ′,

showing that u 6 (1+C0(ξ))q ′. �

Although this will not be used in this paper, we remark that if γ is as in (7-2),
then (7-4) is satisfied by the triple (q ′, q, p′) with the pair (Q, ξ) replaced by
(Q+
√

2Qc0, ξ(1+
√

2Qc0−1)2), by the proof of (7-5). Therefore Lemma 10 shows
that q/q ′�ξ 1 (with a different implicit constant than C(ξ) from Lemma 10).

Next notice that, as Q→∞,∑
M∈S

max{X M ,YM }6Q2c0

max{X M , YM}
−σ
�σ Q(2−2σ)c0, 0< σ < 1. (7-12)

This follows immediately from1∑
M∈S

YM<X M6Q2c0

X−σM 6
∑

16A2+B26Q2c0

(A2
+ B2)−σ

6
∫∫

x2+y262Q2c0

(x2
+ y2)−σ dx dy�σ Q(2−2σ)c0 .

Assume now that YM < X M 6 Q2c0 . When T = ‖M‖2 > T0(ξ) we apply
Lemma 10. The definition of �, seen after some obvious scaling as a section subset
in the body SM,ξ defined by the conditions in (7-14) below, shows that the range
of u consists of a union of intervals in [0, Q] with a (universally) bounded number
of components and of total Lebesgue measure�ξ q ′. This gives

A(�)�ξ

Qq ′
√

X M
and `(∂�)�ξ q ′+ q ′�

Q
√

X M
.

1Here A and B determine uniquely the matrix M =
( A B

C D
)
.
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Taking L = (q ′)5/6, we find Q� X1/2
M (q ′)1/6, and the error provided by Lemma 7

is E�,L ,q ′ �ε Q(q ′)−1/6+εX−1/2
M . Note also that in this case A > C and B > D.

As a result, applying (7-12) with σ = 11
12 , the error is seen to add up to

∑
A2
+B26Q2c0

‖M‖2>T0(ξ)

∑
q ′6Q/

√
X M

E�,q ′5/6,q ′ �ε Q
∑

A2+B26Q2c0

1

X1/2
M

(
Q

X1/2
M

)5/6+ε

�ε Q(11+c0)/6+ε.

Lemma 7 now provides

ÑM(Q, ξ)=
∑

16q ′6Q/
√

X M

ϕ(q ′)
q ′2

A(�M,q ′,ξ )+ Oε(Q(11+c0)/6+ε). (7-13)

The situation ‖M‖2 6 T0(ξ) (in this case there are Oξ (1) choices for M) is directly
handled by Lemma 7. The same choice for L provides E�,q ′5/6,q ′ �ε Q(q ′)−1/6+ε.
These error terms sum up to Oε,ξ (Q11/6+ε) in this situation.

Next we will apply Möbius summation (see, e.g., [Boca et al. 2000, Lemma 2.3])
to the function h1(q ′) = (1/q ′)A(�M,q ′,ξ ). Note that (1/Q)h1(q ′) represents the
area of the cross-section of the body SM,ξ by the plane x = q ′/Q, where SM,ξ

consists of those (x, y, z) ∈ [0, 1]3 such that

|4M(x, y)|6 ξ and x2 X M + y2YM + 2xy Z M 6 1
1+z2 . (7-14)

The intersection of the projection of SM,ξ onto the plane z = 0 with a vertical line
x = c is bounded by a quartic and an ellipse, showing that the cross-section function
c 7→ AM,ξ (c) := Area(SM,ξ ∩ {x = c}) is continuous and piecewise C1 on [0, 1]
and the number of critical points of AM,ξ is bounded by a universal constant C
independently of M and ξ . The graph on the right of Figure 6 illustrates one of the
possible cases that can arise, when AM,ξ (c) has the most number of critical points,
showing that we can take C = 3.

In particular, the total variation of h1 on [0, Q] is bounded above by

(C + 1)
(
sup[0,Q] h1− inf[0,Q] h1

)
�‖h1‖∞�ξ

Q
√

X M
,

and so we infer∑
16q ′6Q/

√
X M

ϕ(q ′)
q ′2

A(�M,q ′,ξ )=
1
ζ(2)

∫ Q/
√

X M

0
h1(q ′) dq ′+ O

(
Q
√

X M
ln Q

)
.

Using also the change of variables (q ′, u, v)= (Qx, Qy, Qxz), (x, y, z) ∈ [0, 1]3,
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0.2 0.4 0.6 0.8 1.0
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0.3

0.4

Figure 6. Left: cross-sections of SM,ξ for z= 0 (vertical hatching)
and z = 1 (horizontal hatching). Right: the function c 7→ AM,ξ (c),
for M = R and ξ = 1.5.

(7-13), (7-5) and (7-12), we find that the contribution to ReQ(ξ) of matrices M with
YM < X M is

1
ζ(2)

∑
M∈S

YM<X M6Q2c0

(∫ Q
√

X M

0
A(�M,q ′,ξ )

dq ′

q ′
+ O

(Q ln Q

X1/2
M

))
+ Oε,ξ

(
Q(11+c0)/6+ε

)

=
Q2

ζ(2)

∑
M∈S

YM<X M6Q2c0

Vol(SM,ξ )+ Oε,ξ

(
Q1+c0+ε + Q(11+c0)/6+ε

)
. (7-15)

With η =
( 0

1
1
0

)
, notice the following important symmetries:

ηMη =
(

D C
B A

)
and 4ηMη(y, x)=−4M(x, y). (7-16)

This shows that the reflection (x, y, z) 7→(y, x, z)maps SM,ξ bijectively onto SηMη,ξ .
The situation X M < YM is handled similarly using (7-16), which results in

reversing the roles of q and q ′ with Lemma 7 applied for r =−1.
Now we give upper bounds for Vol(SM,ξ ). Let (x, y, z)=(r cos t,r sin t, z)∈ SM,ξ .

The proof of (7-9) and (7-10) does not use the integrality of q ′ and q , so denoting

ωM =
C+D
A+B

< 1 if YM < X M and ωM =
A+B
C+D

< 1 if X M < YM ,

we find that
y� x � X−1/2

M � T−1 and
∣∣∣ y
x
−ωM

∣∣∣� 1
T

in the former case, and

x � y� Y−1/2
M � T−1 and

∣∣∣ xy −ωM

∣∣∣� 1
T
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in the latter case. Writing the area in polar coordinates, we find r2
� T−1 and

Vol(SM,ξ )6 A
({
(x, y) ∈ [0, 1]2 : ∃ z ∈ [0, 1], (x, y, z) ∈ SM,ξ

})
6 1

2

∫ ωM+ξT−1
M

ωM−ξT−1
M

2T−1
M dt =

2ξ
T 2

M
=

2ξ
‖M‖4

. (7-17)

The bound (7-17) and an argument similar to the proof of (7-12) yields∑
M∈S

Vol(SM,ξ ) <∞ and
∑
M∈S

max{X M ,YM }>Q2c0

Vol(SM,ξ )�ξ Q−2c0 . (7-18)

From (7-15), (7-18) and c0 ∈
(1

2 , 1
)
, we infer

ReQ(ξ)=
Q2

ζ(2)

∑
M∈S

Vol(SM,ξ )+ Oε(Q(11+c0)/6+ε). (7-19)

The volume of SM,ξ can be evaluated in closed form using the substitution
z = tan t :

Vol(SM,ξ )=

∫ π/4

0
BM(ξ, t)

dt
cos2 t

, (7-20)

where BM(ξ, t) is the area of the region consisting of those (r cos θ, r sin θ)∈[0, 1]2

such that
1
ξ
·
|sin(2θ − θM)|

UT + cos(2θ − θM)
6 r2 6 1

√
T 2− 4

·
2 cos2 t

UT + cos(2θ − θM)
, (7-21)

with θM ∈ (0, π/2) having sin θM = 2Z M/
√

T 2− 4 and UT = T/
√

T 2− 4 (for
brevity we write T = TM ).

The following elementary fact will be useful to prove the differentiability of the
volumes as functions of ξ .

Lemma 11. Assume that G, H : K →R are continuous functions on a compact set
K ⊂ Rk , and denote x+ =max{x, 0}. Then the formula

V (ξ) :=
∫

K
(ξ −G(v))+H(v) dv, ξ ∈ R,

defines a C1 map on R, and

V ′(ξ)=
∫

G<ξ
H(v) dv.

Using Equation (7-20), we find that

Vol(SM,ξ )=
1
2

∫ π/4

0
dt
∫ π/2

0
dθ

(
2/
√

T 2− 4− |sin(2θ − θM)| /(ξ cos2 t)
)
+

UT + cos(2θ − θM)
,

(7-22)
and applying Lemma 11, we obtain:
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Corollary 12. The function ξ 7→ Vol(SM,ξ ) is C1.

For a smaller range for ξ we have the following explicit formula:

Lemma 13. Suppose that ξ 6 Z M . The volume of SM,ξ only depends on ξ and
T = ‖M‖2:

Vol(SM,ξ )

=

∫ π
4

0
tan−1

(√
1−

√
1−4ξ 2 cos4 t

2αξ cos2 t

)
+

1
2ξ cos2 t

ln
(

1−

√
1−

√
1−4ξ 2 cos4 t

2α

)
dt,

where 1= T 2
− 4 and α = 1

2(T +
√

T 2− 4).

Proof. The two polar curves defined by (7-21) intersect for

|sin(2θ − θM)| =
2ξ

√
T 2− 4

cos2 t,

that is, for θ± = θM/2±α with α = α(ξ, t) ∈ (0, π/4) such that

sin 2α =
2ξ

√
T 2− 4

cos2 t.

Since sin θM = 2Z/
√

T 2− 4, the assumption ξ 6 Z ensures that α < θM . Thus
θ± ∈ [0, π/2), and the change of variables θ = θM/2+ u yields

BM,ξ (t)=
1
2

∫ α

−α

(
2 cos2 t
√

T 2− 4
·

1
UT + cos(2u)

−
|sin(2u)|

ξ(UT + cos(2u))

)
du.

The integrand is even and both integrals can be computed exactly, yielding the
formula above. �

In particular, Lemma 13 yields Vol(SM,ξ )� ξ/T 2, providing an alternative proof
for (7-17).

7.2. Exterior arcs. Referring to the notation of Section 5.2, we first replace the
inequalities

p2
+ p′2+q2

+q ′2 6 Q2 and p2
` +q2

` + (K p`− p`−1)
2
+ (K q`−q`−1)

2 6 Q2

in (5-7) by simpler ones. Using p′q − pq ′ = 1, we can replace p by p′q/q ′ in the
former, while p`−1 can be replaced by p`q`−1/q` in the latter. As a result, these
two inequalities can be substituted in (5-7) by(

1+
p′2

q ′2

)
(q2
+ q ′2)6 Q2(1+ O(Q−1)

)
,(

1+
p2
`

q2
`

)(
q2
` + (K q`− q`−1)

2)6 Q2(1+ O(Q−1)
)
.

(7-23)
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Since p`/q`= p′/q ′+O(`/Q) and q2
`+(K q`−q`−1)

262Q2, the second inequality
in (7-23) can be also written as(

1+
p′2

q ′2

)(
q2
` + (K q`− q`−1)

2)6 Q2(1+ O(Q−1)
)
,

leading to
R∩∩Q (ξ)=

∑
`∈[0,ξ)
K∈[1,ξ)

∑
q ′<Q

N∩∩Q+O(Q1/2),q ′,K ,`(ξ),

where N∩∩Q,q ′,K ,`(ξ) denotes the number of integer lattice points (p′, q) such that

06 p′ 6 q ′, 06 q 6 Q, p′q ≡ 1 (mod q ′), 0< K q`− q`−1 6 Q,

ϒ`,K

(
q
Q
,

q ′

Q

)
6 ξ, p′2+ q ′2 6 Q2q ′2

max{q2+ q ′2, q2
` + (K q`− q`−1)2}

. (7-24)

Applying Lemma 7 to the set �=�∩∩q ′,K ,`,ξ of elements (u, v) for which

u ∈ [0, Q], v ∈ [0, q ′], L i

( u
Q
,

q ′

Q

)
> 0 for i = 0, 1, . . . , `,

0< K L`
( u

Q
,

q ′

Q

)
− L`−1

( u
Q
,

q ′

Q

)
6 1, ϒ`,K

( u
Q
,

q ′

Q

)
6 ξ,

v2
+ q ′2 6 Q2q ′2

max
{
u2+ q ′2, Q2L2

`

( u
Q ,

q ′
Q

)
+ Q2

(
K L`

( u
Q ,

q ′
Q

)
− L`−1

( u
Q ,

q ′
Q

))2} ,
with A(�)6 Qq ′, `(∂�)� Q, L = (q ′)5/6, we find

N∩∩Q,q ′,K ,`(ξ)=
ϕ(q ′)

q ′
·

A
(
�∩∩q ′,K ,`,ξ

)
q ′

+ Oε(Q(q ′)−1/6+ε).

This leads in turn to

R∩∩Q (ξ)=M∩∩Q (ξ)+ Oξ,ε(Q11/6+ε),

where

M∩∩Q (ξ)=
∑
`∈[0,ξ)
K∈[1,ξ)

∑
q ′6Q

ϕ(q ′)
q ′
·

A(�∩∩q ′,K ,`,ξ )

q ′
.

For fixed integers K ∈ [1, ξ), ` ∈ [0, ξ), consider the subset TK ,`,ξ of [0, 1]3

consisting of those (x, y, z) ∈ [0, 1]3 such that

0< L`+1(x, y)= K L`(x, y)− L`−1(x, y)6 1, ϒ`,K (x, y)6 ξ,

max
{

x2
+ y2, L2

`(x, y)+ L2
`+1(x, y)

}
6 1

1+ z2 ,
(7-25)

with L i and ϒ`,K as in (5-5) and (5-6).
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Möbius summation is now applied to h2(q ′)= (1/q ′)A
(
�∩∩q ′,K ,`,ξ

)
. The quantity

(1/Q)h2(q ′) represents the area of the cross-section of the body TK ,`,ξ by the plane
x = q ′/Q. This shows that h2 is continuous and piecewise C1 on [0, Q], and fur-
thermore the number of critical points of h2 is bounded uniformly in ξ (and indepen-
dently of Q). Hence the total variation of h2 on [0, Q] is�ξ ‖h2‖∞6Q. Employing
also the change of variables (q ′, u, v)= (Qx, Qy, Qxz), where (x, y, z) ∈ [0, 1]3,
we find

M∩∩Q (ξ)=
1
ζ(2)

∑
`∈[0,ξ)
K∈[1,ξ)

(∫ Q

0

dq ′

q ′
A
(
�∩∩q ′,K ,`,ξ

)
+ O(Q)

)

=
Q2

ζ(2)

∑
`∈[0,ξ)
K∈[1,ξ)

Vol(TK ,`,ξ )+ Oξ (Q),

and so

R∩∩Q (ξ)=
Q2

ζ(2)

∑
`∈[0,ξ)
K∈[1,ξ)

Vol(TK ,`,ξ )+ Oξ,ε(Q11/6+ε). (7-26)

To show that ξ 7→Vol(TK ,`,ξ ) is C1 on [1,∞), we make the change of variables
(x, y, z)= (cos θ, sin θ, tan t) to obtain

Vol(TK ,`,ξ )=

∫ π/4

0
AK ,`(ξ, t)

dt
cos2 t

, (7-27)

where AK ,`(ξ, t) is the area of the region defined by the conditions in (1-3). Now
notice that Ki (x, y)6 ξ when 16 i 6 `, as a result of (omitting the arguments of
the functions)

Ki =
L i + L i−2

L i−1
6 1

L i−2L i−1
+

1
L i−1L i

<ϒ`,K 6 ξ.

Similarly,

K1 =
L−1+ L1

L0
6 L−1

L0
+

1
L0L1

<ϒ`,K 6 ξ.

Thus the projection of TK ,`,ξ on the first two coordinates is included into the
union of disjoint cylinders Tk := Tk1 ∩ T−1Tk2 ∩ · · · ∩ T−`+1Tk` with Tk =

{(x, y) : K1(x, y) = k} and k = (k1, . . . , k`) ∈ [1, ξ)`. On each set Tk all maps
L1, . . . , L`, L`+1 are linear, say L i (x, y) = Ai x + Bi y, with integers Ai , Bi de-
pending only on k1, . . . , ki for i 6 ` and A`+1, B`+1 depending only on k and K .
Therefore the function FK ,`(θ) is continuous on each region Tk, and applying
Lemma 11 we conclude that the function ξ 7→ Vol(TK ,`,ξ ) is C1 on [1,∞], being
a sum of [ξ ]` volumes, as functions→ each of which is C1 each of which is C1 as
a function of ξ .
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Remark 14. The region TK ,`,ξ can be simplified further. For each integer J ∈[1, ξ),
the map

9J : (u, v) 7→ (J L`(u, v)− L`−1(u, v), L`(u, v))

is an area preserving injection on T, since it is the composition of T ` in (5-5)
followed by the linear transformation (u, v) 7→ (Jv− u, v). Note that under this
map (omitting the arguments (u, v) of the functions below):

L1→

[
1+ J L`− L`−1

L`

]
− (J L`− L`−1)= L`−1

(using L`−1 + L` > 1), and by induction it follows similarly that L i → L`−i

for 0 6 i 6 `. Also we have that 9J (u, v) = (x, y) ∈ [0, 1]2 if and only if
x = J L`− L`−1 ∈ [0, 1] and J = [(1+ x)/y].

Let us decompose the region TK ,`,ξ into a disjoint union of regions TK ,J ;`,ξ ,
16 J < ξ , obtained by adding the condition [(1+ x)/y] = J . By the discussion of
the previous paragraph, the map (9J , Idz) is a volume preserving bijection taking
UK ,J ;`,ξ onto TK ,J ;`,ξ , where UK ,J ;`,ξ is the set of all (x, y, z) ∈ [0, 1]3 such that

x + y > 1, J L`− L`−1 > 0, K L0− L1 > 0, ϒ`,K ,J 6 ξ,

L2
0+ (K L0− L1)

2 6 1
1+ z2 , L2

` + (J L`− L`−1)
2 6 1

1+ z2 .

Here L i = L i (x, y) and

ϒ`,K ,J (x, y)=
J L`− L`−1

L`(L2
` + (J L`− L`−1)2)

+

∑̀
i=1

1
L i−1L i

+
K L0− L1

L0(L2
0+ (K L0− L1)2)

.

For α > 1, the transformation (9α, Idz) maps bijectively the part of UK ,J ;`,ξ for
which [(1+ L`−1)/L`] = α onto the part of UJ,K ;`,ξ for which [(1+ x)/y] = α.
Therefore Vol(UK ,J ;`,ξ ) = Vol(UJ,K ;`,ξ ) and the sum of volumes appearing in
(7-28) can be written more symmetrically:∑

K∈[1,ξ)

Vol(TK ,`,ξ )=
∑

K ,J∈[1,ξ)

Vol(UK ,J ;`,ξ ).

As an example of using this formula, if 1 < ξ 6 2 and ` = 1, we can only have
K = J = 1 and the inequalities J L1 − L0 > 0, K L0 − L1 > 0 cannot be both
satisfied, so U1,1;1,ξ is empty. Therefore the only contribution from the T bodies in
(7-28) comes from T1,0,ξ if ξ ∈ (1, 2].

We can now prove the main theorem on the pair correlation of the quantities
tan(θγ /2).
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Theorem 2. The pair correlation measure RT
2 exists on [0,∞). It is given by the

C1 function

RT
2
( 3

8ξ
)
=

8
3ζ(2)

( ∑
M∈S

Vol(SM,ξ )+
∑
`∈[0,ξ)

∑
K∈[1,ξ)

Vol(TK ,`,ξ )

)
, (7-28)

where the three-dimensional bodies SM,ξ are defined by the conditions in (7-14)
and the bodies TK ,`,ξ are defined by the conditions in (7-25).

Proof. By (7-19) and (7-26), with c0 ∈
( 1

2 , 1
)

and G(ξ) denoting the sum of all
volumes in (7-28), we infer that

R8
Q(ξ)=

Q2

ζ(2)
G(ξ)+ Oξ,ε(Q(11+c0)/6+ε). (7-29)

It follows that the function G is C1 on [0,∞) as a result of ξ 7→Vol(SM,ξ ) being C1

on [0,∞), and of ξ 7→ Vol(TK ,`,ξ ) being C1 on [1,∞). Corollary 4 and (7-29)
now yield, for β ∈

( 2
3 , 1

)
,

R9
Q(ξ)

=
Q2

ζ(2)

(
G(ξ + O(Q2−3β))+G(O(Q2−3β))

)
+ Oξ,ε(Q1+β ln Q+ Q(11+c0)/6+ε).

Employing again the differentiability of G and G(0)=0, and taking β= 3
4 , c0=

1
2+ε,

this provides

R9
Q(ξ)=

Q2

ζ(2)
G(ξ)+ Oξ,ε(Q23/12+ε). (7-30)

Equation (7-28) now follows from (7-30) and Corollary 8. �

8. Pair correlation of {θγ }

8.1. Proof of Theorem 1. In this section we pass to the pair correlation of the
angles {θγ }, estimating

Rθ
Q(ξ) := #

{
(γ, γ ′) ∈ R̃2

Q : 06 Q2(θγ ′ − θγ )6 ξ
}
.

Define the pair correlation kernel F(ξ, t) as follows:

F(ξ, t)=
∑
M∈S

BM(ξ, t)+
∑
`∈[0,ξ)
K∈[1,ξ)

AK ,`(ξ, t), (8-1)

where BM(ξ, t) and AK ,`(ξ, t) are the areas from (7-20) and (7-27), respectively,
so that by (7-30) we have

R9
Q(ξ)=

Q2

ζ(2)

∫ π/4

0
F(ξ, t)

dt
cos2 t

+ Oξ,ε(Q(11+c0)/6+ε).
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Proposition 15. Rθ
Q(ξ)=

Q2

ζ(2)

∫ π/4

0
F
( ξ

2 cos2 t
, t
) dt

cos2 t
+ Oξ,ε(Q47/24+ε).

Before giving the proof, note that Theorem 1 follows from the proposition as
Q→∞, taking into account the different normalization in the definitions of Rθ

Q(ξ)

and RA
Q(ξ), and defining, in view of Proposition 15 and (8-1),

BM(ξ) :=

∫ π
4

0
BM

( ξ

2 cos2 t
, t
) dt

cos2 t
, AK ,`(ξ) :=

∫ π
4

0
AK ,`

( ξ

2 cos2 t
, t
) dt

cos2 t
.

From the definitions of BM(ξ, t), AK ,`(ξ, t) in the equations following (7-20),
(7-27), it is clear that

BM

( ξ

2 cos2 t
, t
)
= BM

(ξ
2
, 0
)

cos2 t, AK ,0

( ξ

2 cos2 t
, t
)
= AK ,0

(ξ
2
, 0
)

cos2 t,

hence one has

BM(ξ)=
π

4
BM

(
ξ

2
, 0
)
, AK ,0(ξ)=

π

4
AK ,0

(
ξ

2
, 0
)
, (8-2)

which together with (7-22) yields the formula for BM(ξ) given in Theorem 1. Note
that the range of summation in Theorem 1 restricts to K < ξ/2, ` < ξ/2, compared
with the range in (8-1). Indeed, from the description of AK ,`(ξ/2 cos2 t, t) following
(7-27), we see that ` < ϒ`,K 6 ξ/2, while for K we have

K <
1

L`−1L`
+

K L`− K`−1

L`
<ϒ`,K 6

ξ

2
,

and similarly for `= 0.

Proof of Proposition 15. Consider I = [α, β) with N = [Qd
], |I | = N−1

∼ Q−d ,
I+ = [α− Q−d ′, β + Q−d ′

], and I− = [α+ Q−d ′, β − Q−d ′
], where

0< d = 1
24 < d ′ = 1

12 < 1.

Partition the interval [0, 1) into the union of N intervals I j = [α j , α j+1), with
|I j | = N−1 as above. Associate the intervals I±j to I j as described above. Set

R
]
Q := {(γ, γ

′) ∈ R̃2
Q : γ 6= γ

′
},

Rθ
I,Q(ξ) := #

{
(γ, γ ′) ∈R

]
Q : 06 Q2(θγ ′ − θγ )6 ξ, 9(γ ),9(γ ′) ∈ I

}
,

R
θ,\
I,Q(ξ) := #

{
(γ, γ ′) ∈R

]
Q : 06 Q2(θγ ′ − θγ )6 ξ, 9(γ ) ∈ I

} (
>Rθ

I,Q(ξ)
)
,

R9
I,Q(ξ) := #

{
(γ, γ ′) ∈R

]
Q : 06 Q2(9(γ ′)−9(γ ))6 ξ, 9(γ ),9(γ ′) ∈ I

}
,

R
9,[
I,Q(ξ) := #

{
(γ, γ ′) ∈R

]
Q : 06 Q2(9(γ ′)−9(γ ))6 ξ, γ−, γ+ ∈ I

}
,

R
8,[
I,Q(ξ) := #

{
(γ, γ ′) ∈R

]
Q : 06 Q2(8(γ ′)−8(γ ))6 ξ, γ−, γ+ ∈ I

}
.
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Expressing θγ ′ − θγ and 9(γ ′)−9(γ ) via the mean value theorem, we find

R9
I,Q
( 1

2(1+α
2)ξ
)
6Rθ

I,Q(ξ)6R9
I,Q
( 1

2(1+β
2)ξ
)
. (8-3)

Lemma 16. The following estimates hold:

(i)
N∑

j=1

Rθ
I j ,Q(ξ)6Rθ

Q(ξ)=

N∑
j=1

R
θ,\
I j ,Q(ξ)6

N∑
j=1

Rθ

I+j ,Q
(ξ)+ O(Q15/8 ln2 Q).

(ii) R9
I,Q(ξ)=R

9,[
I,Q(ξ)+ O(Q1+d ′ ln2 Q).

Proof. The first inequality in (i) is trivial. For the second one, note first that the
total number of pairs (γ, γ ′) with 0 6 θγ ′ − θγ 6 ξQ−2 and qq ′ 6 Qd ′ , with
γ− = p/q and γ+ = p′/q ′, is�ξ Qd(Qd ′ ln Q)(Q ln Q). For γ with qq ′ > Q−d ′ ,
use 9(γ ′)−β 69(γ ′)−9(γ )6 1/qq ′ 6 Q−d ′ , so 9(γ ′) ∈ I+j . The proof of (ii)
is analogous. �

Lemma 16 and (8-3) yield

N∑
j=1

R9
I j ,Q

( 1
2(1+α

2
j )ξ
)
6Rθ

Q(ξ)6
N∑

j=1

R9

I+j ,Q

( 1
2(1+α

2
j+1)ξ

)
+ Oε(Q15/8+ε).

To estimate R8
I,Q(ξ) we repeat the previous arguments for a short interval I

as above. Adding everywhere the condition γ−, γ+ ∈ I , we modify ReQ by ReI,Q
and ReQ by ReI,Q in Lemma 5, R∩∩Q by R∩∩I,Q and R∩∩Q by R∩∩I,Q in Lemma 6. The
additional condition p/q, p′/q ′ ∈ I is inserted in (7-2). The condition 06 p′ 6 q ′

is replaced by q ′α 6 p′ < q ′β in (7-4) and (7-24), and 0 6 p 6 q is replaced by
qα 6 p < qβ in (7-4). The condition v ∈ [0, q ′] is replaced by v ∈ [q ′α, q ′β) in
the definition of �M,q ′,ξ , and �∩∩q ′,`,K ,ξ . The bodies SM,ξ and TK ,`,ξ are substituted,
respectively, by SI,M,ξ and TI,K ,`,ξ after replacing the condition z ∈ [0, 1] in their
definitions by z ∈ [α, β). The analogs of (7-20) and (7-27) hold:

Vol(SI,M,ξ )=

∫
I

BM(ξ, t)
dt

cos2 t
, Vol(TI,K ,l,ξ )=

∫
I

AK ,`(ξ, t)
dt

cos2 t
. (8-4)

The approach from Section 7 under the changes specified in the previous para-
graph leads to

R8,[I,Q(ξ)= ReI,Q(ξ)+ R∩∩I,Q(ξ)=
Q2

ζ(2)

∫
tan−1 I

F(ξ, t)
dt

cos2 t
+ Oξ,ε(Q23/12+ε),

(8-5)
with the pair correlation kernel F(ξ, t) defined by (8-1). We also have

R8,[I+,Q(ξ)= R8,[I,Q(ξ)+ Oξ,ε(Q23/12+ε
+ Q2−d ′). (8-6)
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The analogs of Lemmas 5 and 6 yield, upon (8-5) and (8-6),

R
8,[
I,Q(ξ)=

Q2

ζ(2)

∫
tan−1 I

F
(
ξ +O(Q−1/3), t

) dt
cos2 t

+Oξ,ε(Q23/12+ε)=R
8,[

I+,Q(ξ).

(8-7)
The analog of Corollary 4 and (8-7) yield

R
9,[
I,Q(ξ)=R

8,[
I,Q(ξ + O(Q−1/4))+R

8,[
I,Q(O(Q

−1/4))+ Oε(Q7/4+ε)

=
Q2

ζ(2)

∫
tan−1 I

(
F(ξ + O(Q−1/4), t)+ F(Q−1/4, t))

) dt
cos2 t

+ Oξ,ε(Q23/12+ε)

=R
9,[

I+,Q(ξ). (8-8)

As shown in Section 7, the function F is C1 in ξ , thus (8-8) gives actually2

R
9,[
I,Q(ξ)=

Q2

ζ(2)

∫
tan−1 I

F(ξ, t)
dt

cos2 t
+ Oξ,ε(Q23/12+ε)=R

9,[

I+,Q(ξ). (8-9)

Lemma 16(i), (8-9), and the fact that F ∈ C1
[0,∞) yield

R9
I,Q(ξ)=

Q2

ζ(2)

∫
tan−1 I

F(ξ, t)
dt

cos2 t
+ Oξ,ε(Q23/12+ε

+ Q2−d ′)=R9
I+,Q(ξ).

(8-10)
Let also ω j = tan−1 α j . From (8-10) and (8-3) we further infer

Q2

ζ(2)

∫ ω j+1

ω j

F
(

1
2(1+α

2
j )ξ, t

) dt
cos2 t

+ Oξ,ε(Q23/12+ε
+ Q2−d ′)

6Rθ
I j ,Q(ξ)6Rθ

I+j ,Q
(ξ)

6 Q2

ζ(2)

∫ ω j+1

ω j

F
(1

2(1+α
2
j+1)ξ, t

) dt
cos2 t

+ Oξ,ε(Q23/12+ε
+ Q2−d ′).

Employing also∫ ω j+1

ω j

F
( 1

2(1+α
2
j )ξ, t

) dt
cos2 t

=

∫ ω j+1

ω j

(
F
( 1

2(1+tan2 t)ξ, t
)
+O(ω j+1−ω j )

) dt
cos2 t

and (ω j+1−ω j )
2 6 Q−2d , we find that

Rθ
I j ,Q(ξ)=

Q2

ζ(2)

∫ ω j+1

ω j

F
( 1

2(1+ tan2 t)ξ, t
) dt

cos2 t
+ Oξ,ε(Q23/12+ε)=Rθ

I+j ,Q
(ξ).

This, together with Lemma 16(i), yields the equality from Proposition 15. �

2The argument from Section 7 applies before integrating with respect to t on [0, π/4], showing
that F is C1.



Angles between reciprocal geodesics 1033

8.2. Explicit formula for gA
2 . Next we compute the derivatives B ′M(ξ), thus prov-

ing Corollary 1. We also obtain the explicit formula (8-11) for gA
2 on a larger range

than in Corollary 1, after computing the derivative A′K ,0(ξ).

Lemma 17. For M ∈S, let T = TM , Z = Z M as in (3-1). The derivative B ′M(ξ) is
given by

π

4ξ 2 ln
(

T +
√

T 2− 4

T +
√

T 2− 4− ξ 2

)
if ξ 6 2Z ,

π

8ξ 2 ln
(
(T +

√
T 2− 4)2(T −

√
T 2− 4− ξ 2)

(4+ 4Z2)(T +
√

T 2− 4− ξ 2)

)
if 2Z 6 ξ 6

√
T 2− 4,

π

8ξ 2 ln
(
(T +

√
T 2− 4)2

4+ 4Z2

)
if ξ >

√
T 2− 4.

Proof. Using (8-2), we proceed as in the proof of Lemma 13:

BM(ξ)=
π

4ξ

∫ π/2

0

(
ξ

√
T 2− 4

·
1

UT + cos(2θ − θM)
−
|sin(2θ − θM)|

UT + cos(2θ − θM)

)
+

dθ,

where UT = T/
√

T 2− 4, and θM ∈ (0, π/2) has sin θM = 2Z/
√

T 2− 4. Applying
Lemma 11, we obtain

B ′M(ξ)=
π

4ξ 2

∫
I

|sin(2θ − θM)|

UT + cos(2θ − θM)
dθ,

with I = {θ ∈ (0, π/2) : |sin(2θ − θM)| < ξ/
√

T 2− 4}. Clearly I = (0, π/2)
when ξ >

√
T 2− 4, and if ξ 6

√
T 2− 4, let α = α(ξ) ∈ (0, π/4) be such that

sin 2α = ξ/
√

T 2− 4. Then

ξ 6 2Z ⇐⇒ α 6 θM/2⇐⇒ I = [θM/2−α, θM/2+α],

2Z 6 ξ 6
√

T 2− 4⇐⇒ α ∈ [θM/2, π/4]

⇐⇒ I = [0, θM/2+α] ∪ [π/2+ θM/2−α, π/2],

and the integral is easy to compute. For M =
( 1

0
1
1

)
and ξ = 3, the region with area

BM(ξ/2, 0) is the one hatched vertically in Figure 6. �
A similar computation using (8-2) shows that A′K ,0(ξ) is given by

π

4ξ 2 ·


0 if ξ 6 2K ,

ln(1+ K 2)+ ln
(
(1+ x2

1)(1+ (x2− K )2)

(1+ x2
2)(1+ (x1− K )2)

)
if ξ ∈ [2K , K

√
K 2+ 4],

ln(1+ K 2) if ξ > K
√

K 2+ 4,

where x2 > x1 are the roots of

x2(ξ + 2K )− 2x K (ξ + K )+ ξ(K 2
+ 1)− 2K = 0.
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By the last paragraph in Remark 14, the body T1,1,ξ is empty, so A1,1(ξ)= 0, and
we have an explicit formula on a larger range than in the introduction:

gA
2

( 3
4π
ξ
)
=

32π
9ζ(2)

(∑
M∈S

B ′M(ξ)+ A′1,0(ξ)
)
, 0< ξ 6 4. (8-11)

We can now explain the presence of the spikes in the graph of gA
2 in Figure 1.

The function B ′M(ξ) is not differentiable at ξ = 2F and
√

T 2− 4, while the function
A′K ,0(ξ) is not differentiable at ξ = 2K and

√
(K 2+ 2)2− 4. At the point ξ =

√
5,

two of the functions B ′M(ξ), as well as A′1,0(ξ), have infinite slopes on the left,
which gives the spike on the graph of gA

2 (x) at x = (3/4π)
√

5.
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Étale contractible varieties
in positive characteristic

Armin Holschbach, Johannes Schmidt and Jakob Stix

Unlike in characteristic 0, there are no nontrivial smooth varieties over an alge-
braically closed field k of characteristic p > 0 that are contractible in the sense of
étale homotopy theory.

1. Introduction

Homotopy theory is founded on the idea of contracting the interval, either as a
space, or as an actual homotopy, that is, a path in a space of maps. In algebraic
geometry, the affine line A1

k serves as an algebraic equivalent of the interval, at least
in characteristic 0, where A1

k is contractible.
Matters differ in characteristic p > 0, where π1(A

1
k) is an infinite group: a group

G occurs as a finite quotient of π1(A
1
k) precisely if G is a quasi-p-group due to

Abhyankar’s conjecture for the affine line as proven by Raynaud. This raises the
question whether there is an étale contractible variety in positive characteristic.

Theorem 1. Let k be an algebraically closed field of characteristic p> 0. A smooth
variety U/k is étale contractible if and only if U = Spec(k) is the point.

It turns out that our discussion in positive characteristic depends only on H1

and H2. By the étale Hurewicz and Whitehead theorems (see [Artin and Mazur
1969, §4]), we might therefore replace “étale contractible” with “étale 2-connected”
in Theorem 1. Further, our proof covers more than just smooth varieties. Here is
the more precise result, which proves Theorem 1 because smooth varieties have big
Cartier divisors.

Theorem 2. Let k be an algebraically closed field of characteristic p > 0 and let
U/k be a normal variety such that

(i) the group H1
ét(U, Fp) vanishes,

(ii) there is a prime number ` 6= p such that H2
ét(U, µ`)= 0,

Supported by DFG-Forschergruppe 1920, “Symmetrie, Geometrie und Arithmetik”, Heidelberg–
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(iii) U has a big Cartier divisor or dim U ≤ 2.

Then U has dimension 0.

In order to show the range of varieties to which Theorem 2 applies, we list in
Proposition 4 properties of varieties that imply the existence of big Cartier divisors,
including quasiprojective varieties and locally Q-factorial (in particular smooth)
varieties. The proof of Theorem 2 in the presence of a big Cartier divisor will be
given in Section 2.3. The case of normal surfaces will be treated in Section 3.

In the proof of Theorem 2, one would like to work with a compactification
U ⊆ X and the geometry of line bundles on U versus X . For that strategy to work,
we need a compactification that is locally factorial along Y = X \U . Since in
characteristic p > 0, resolution of singularities is presently absent in dimension
≥ 4, we resort to desingularisation by alterations due to de Jong. Unfortunately, the
alteration typically destroys the étale contractibility assumption. We first deduce
more coherent properties from étale 2-connectedness that transfer to the alteration.

The key difference with characteristic 0 comes from Artin–Schreier theory
relating H1

ét(U, Fp) to regular functions on U .

Remark 3. Let us illustrate the situation in characteristic 0 in contrast to Theorem 1.

(1) There are contractible complex smooth surfaces other than A2
C

. The first such
example is due to Ramanujam [1971, §3]; see also [tom Dieck and Petrie 1990]
for explicit equations. All of them are affine and have rational smooth projective
completions.

(2) Smooth varieties U/C different from affine space An
C

but with U (C) diffeo-
morphic to Cn are known as exotic algebraic structures on Cn . These varieties are
contractible and we recommend the Bourbaki talk on An by Kraft [1996], or the
survey by Zaı̆denberg [1999]. A remarkable nonaffine (but quasiaffine) example U
was obtained by Winkelmann [1990] as a quotient U =A5/Ga, and more concretely
as the complement in a smooth projective quadratic hypersurface in P5

C
of the union

of a hyperplane and a smooth surface.

(3) The notion of A1-contractibility is a priori stronger than contractibility in the
complex topology. Asok and Doran [2007] construct, for every d ≥ 6, continuous
families of pairwise nonisomorphic, nonaffine smooth varieties of dimension d that
are even A1-contractible.

Notation. Throughout the note, k will be an algebraically closed field. By definition,
a variety over k is a separated scheme of finite type over k. We will denote the étale
fundamental group by π1 and its maximal abelian quotient by π ab

1 . The sheaf µ`
for ` different from the characteristic denotes the (locally) constant sheaf of `-th
roots of unity.
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2. Big Cartier divisors

2.1. Existence of big divisors. Recall that a Cartier divisor D on a normal (but not
necessarily proper) variety U/k is big if the rational map associated to the linear
system |m D| is generically finite for m� 0.

Proposition 4. Let k be an algebraically closed field and let U/k be a normal
variety such that one of the following holds:

(a) U is quasiprojective.

(b) U is a product of varieties with big divisors.

(c) U is locally Q-factorial everywhere.

Then U has a big Cartier divisor.

Proof. Since any ample divisor is big, the conclusion holds if we assume (a). In
case (b), the sum of the pullbacks of big Cartier divisors on the factors is again big.

If (c) holds, then we first choose a dense affine open V ⊆ U and an effective
big Cartier divisor D on V by (a). Let B =U \ V be the boundary, in fact a Weil
divisor since V is affine, and let D′ be the Zariski closure of D as a Weil divisor
on U . By assumption, m D′ and m B are both effective Cartier divisors for m� 0,
and there are sections s0, . . . , sd ∈H0(V,m D) such that the induced map V → Pd

k
is generically finite. For r � 0, the sections si extend to sections of

H0(U,m D+mr B),

so that m D+mr B is the desired big Cartier divisor on U . �

2.2. Geometry of varieties with vanishing H1 and H2. Let ` be a prime number
different from the characteristic of k and let U/k be a variety with H2

ét(U, µ`)= 0.
It follows from the Kummer sequence in étale cohomology that Pic(U ) is an `-
divisible abelian group.

The following crucially depends on k being a field of positive characteristic.

Proposition 5. Let k be of characteristic p > 0. If U/k is a connected reduced
variety such that π ab

1 (U )⊗ Fp is finite, then H0(U,OU )= k.

Proof. We argue by contradiction. If f : U → A1
k is a dominant map, then the

induced map
f∗ : π ab

1 (U )⊗ Fp→ π ab
1 (A

1
k)⊗ Fp

has image of finite index in the infinite group π ab
1 (A

1
k)⊗ Fp, a contradiction. �

By the duality H1
ét(U, Fp) = Hom(π ab

1 (U ), Fp), the vanishing of H1
ét(U, Fp)

implies the assumption of Proposition 5.
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2.3. Using alterations. Section 2.2 reduces the proof of Theorem 2 in the presence
of a big Cartier divisor to the following proposition.

Proposition 6. Let k be an algebraically closed field and let U/k be a connected
normal variety with a big Cartier divisor and such that

(i) H0(U,OU )= k and

(ii) there is a prime number ` such that Pic(U ) is `-divisible.

Then U has dimension 0.

Proof. By [de Jong 1996, Theorem 7.3], there exists an alteration, that is, a
generically finite projective map h : Ũ →U such that Ũ can be embedded into a
connected smooth projective variety X̃ .

Step 1. The maximal open V ⊂U , such that the restriction Ṽ = h−1(V )→ V is a
finite map, has boundary U \ V of codimension at least 2, since U is normal.

The k-algebra H0(Ṽ ,OṼ ) is an integral domain inside the function field of Ṽ .
The minimal polynomial for s ∈ H0(Ṽ ,OṼ ) with respect to the function field of
V has coefficients that are regular functions on V by normality and uniqueness of
the minimal polynomial. Hence these coefficients are elements of H0(V,OV ) =

H0(U,OU )= k, and so
H0(Ṽ ,OṼ )= k.

Step 2. By the theorem of the base [Kleiman 1971, Theorem 5.1], the Néron–Severi
group

NS(X̃)= Pic(X̃)/Pic0(X̃)

is a finitely generated abelian group. Since the restriction map Pic(X̃)� Pic(Ũ ) is
surjective, the induced composite map

h∗ : Pic(U )→ coker
(
Pic0(X̃)→ Pic(Ũ )

)
(2-1)

maps an `-divisible group to a finitely generated abelian group, and hence has finite
image.

Step 3. Let D be a big Cartier divisor on U . Since h : Ũ → U is generically
finite, the divisor h∗D is also a big Cartier divisor. Moreover, as in the proof of
Proposition 4, there is a big divisor D̃ on X̃ that restricts to h∗D on Ũ . Upon
replacing D and D̃ by a positive multiple, we may assume, by the finiteness of the
image of the map (2-1), that D̃ is algebraically and thus numerically equivalent to
a divisor B on X̃ that is supported in X̃ \ Ũ .

Since bigness on projective varieties only depends on the numerical equivalence
class, see [Lazarsfeld 2004, Corollary 2.2.8], the divisor B is also big. Restriction
to Ṽ yields ⋃

n≥0

H0(X̃ ,OX̃ (nB))⊆ H0(Ṽ ,OṼ )= k,
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by Step 1 above. We conclude that dim U = dim X̃ = 0 by the bigness of B. �

2.4. Complementing example. We illustrate the importance of the presence of a
big divisor in Theorem 2 or Proposition 6 by an example from toric geometry.

We first recall two facts about complete toric varieties that are standard ana-
lytically over C and that have étale counterparts for toric varieties over arbitrary
algebraically closed base fields, in particular of characteristic p > 0.

Lemma 7. Let k be an algebraically closed field. Any complete toric variety X/k
is étale simply connected: π1(X)= 1.

Proof. By toric resolution, see [Fulton 1993, §2.6], there is a resolution of sin-
gularities X̃→ X with a smooth projective toric variety X̃ . Birational invariance
of the étale fundamental group shows π1(X̃) = π1(P

n
k ) = 1, and the surjection

π1(X̃)� π1(X) shows that X is étale 1-connected. �

Lemma 8. Let k be an algebraically closed field of characteristic p, and let X/k
be a complete toric variety. Then for all ` 6= p we have

H2
ét(X,Z`(1))' Pic(X)⊗Z`.

Proof. In the context of toric varieties over C and with respect to singular cohomol-
ogy, this is [Fulton 1993, Corollary in 3.4]. The `-adic case for toric varieties over
an algebraically closed field k of characteristic 6= ` follows with a parallel proof. �

Example 9. Let U = X be a complete normal nonprojective toric variety X of
dimension 3 with trivial Picard group. Such toric varieties have been constructed in
[Eikelberg 1992, Example 3.5; Fulton 1993, pp. 25–26, 65]. These sources construct
X over C but the constructions work mutatis mutandis over any algebraically closed
base field k. Then

(i) H1
ét(X, Fp)= 0 by Lemma 7, and

(ii) H2
ét(X,Z`(1)) = 0 for all ` 6= p by Lemma 8, and since there is nontrivial

torsion in `-adic cohomology only for finitely many primes [Gabber 1983],
we conclude that H2(X, µ`)= 0 for almost all ` 6= p.

Therefore the assumptions of Theorem 2 hold, with the exception of the presence
of a big Cartier divisor. Nevertheless, these toric varieties are not étale contractible
since H6

ét(X,Z`(3))= Z`.

3. Normal surfaces

In this section, Proposition 10 completes the proof of Theorem 2 for surfaces.
Not every normal surface admits a big Cartier divisor, so something needs to be
done. Examples of proper normal surfaces with trivial Picard group, in particular
without big divisors, can be found in [Nagata 1958; Schröer 1999]. However, on a
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hypothetical normal 2-contractible surface, a specialisation argument allows us to
conclude the existence of a big Cartier divisor in general.

Proposition 10. There is no normal connected surface U/k over an algebraically
closed field k of characteristic p > 0 such that

(i) H1
ét(U, Fp)= 0 and

(ii) H2
ét(U, µ`)= 0 for some prime number ` 6= p.

Proof. We argue by contradiction and assume that U is a surface as in the proposition.
By Nagata’s embedding theorem and resolution of singularities for surfaces, U is
a dense open in a normal proper surface X/k with boundary Y = X \U being a
normal crossing divisor. Hence, X is smooth in a neighbourhood of Y .

By limit arguments, we may spread out over an integral scheme S of finite type
over Fp, that is, there is a proper flat f : X→ S, a relative Cartier divisor Y in X/S
with normal crossing relative to S and complement U= X \Y such that

(a) all fibres are normal proper surfaces;

(b) there is a point η : Spec(k)→ S over the generic point of S such that the fibre
over η agrees with the original Xη = X together with Uη =U and Yη = Y ;

(c) the set of irreducible components of the fibres of Y forms a constant system,
and each component of Y is a Cartier divisor; and

(d) the higher direct image R2 f |U∗µ` is locally constant and commutes with
arbitrary base change by [Deligne 1977, Finitude, Theorem 1.9].

Since the generic stalk (R2 f |U∗µ`)η = H2
ét(U, µ`)= 0 vanishes, we conclude

that for all geometric points s̄ ∈ S, we have H2
ét(Us̄, µ`)= 0, where Us̄ is the fibre

of U→ S in s̄. As in the proof of Proposition 6, this implies that for every Cartier
divisor D on Xs̄ , there are an m ≥ 1 and a Cartier divisor E on Xs̄ supported in Ys̄

such that m D ≡ E are numerically equivalent.

We apply this insight to a geometric fibre Xt̄ above a closed point t ∈ S. Since by
[Artin 1962, Corollary 2.11], all proper normal surfaces over the algebraic closure
of a finite field are projective, we conclude that there is a very ample Cartier divisor
Ht̄ on Xt̄ with support contained in Yt̄ .

Let H ↪→ X be the relative Cartier divisor with support in Y that specialises
to Ht̄ . By [Grothendieck 1961, Théorème 4.7.1], the divisor H is ample relative
to S in an open neighbourhood of t ∈ S. Consequently, the normal proper surface
X is projective, and in particular, U admits a big divisor. The part of Theorem 2
proven in Section 2.3 leads to a contradiction. �

Remark 11. It follows from the proof of Proposition 10 that any proper nonpro-
jective normal surface X with trivial Picard group, in particular the examples of
[Nagata 1958; Schröer 1999], must have H2

ét(X, µ`) 6= 0 and a fortiori must contain
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nontrivial `-torsion classes in the cohomological Brauer group Br(X) for all `
different from the characteristic. The existence of nontrivial torsion classes in
Br(X) under the above assumptions was proven by different methods in [Schröer
2001, proof of Theorem 4.1].
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