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G-valued crystalline representations
with minuscule p-adic Hodge type

Brandon Levin

We study G-valued semistable Galois deformation rings, where G is a reductive
group. We develop a theory of Kisin modules with G-structure and use this to
identify the connected components of crystalline deformation rings of minus-
cule p-adic Hodge type with the connected components of moduli of “finite flat
models with G-structure”. The main ingredients are a construction in integral
p-adic Hodge theory using Liu’s theory of .'; OG/-modules and the local models
constructed by Pappas and Zhu.
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1. Introduction

1.1. Overview. One of the principal challenges in the study of modularity lifting
or, more generally, automorphy lifting via the techniques introduced in [Taylor and
Wiles 1995] is understanding local deformation conditions at `D p. Kisin [2009]
introduced a ground-breaking new technique for studying one such condition, flat
deformations, which led to better modularity lifting theorems. Kisin [2008] ex-
tended those techniques to construct potentially semistable deformation rings with
specified Hodge–Tate weights. In this paper, we study Galois deformations valued
in a reductive group G and extend Kisin’s techniques to this setting. In particular,
we define and prove structural results about “flat” G-valued deformations.

Let G be a reductive group over a Zp-finite flat local domain ƒ with connected
fibers. Let F be the residue field of ƒ and F WDƒŒ1=p�. Let K=Qp be a finite ex-
tension with absolute Galois group �K and fix a representation N� W�K!G.F/. The

MSC2010: primary 11S20; secondary 14L15, 14F30.
Keywords: Galois representation, p-adic Hodge theory, finite flat group scheme, local model.
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(framed)G-valued deformation functor is represented by a complete local Noether-
ianƒ-algebraR�

G; N�. For any geometric cocharacter � of Res.K˝QpF /=F
GF , there

exists a quotient Rst;�
N� (resp. Rcris;�

N� ) of R�
G; N� whose points over finite extensions

F 0=F are semistable (resp. crystalline) representations with p-adic Hodge type �
(see [Balaji 2012, Theorem 3.0.12]).

When G D GLn and � is minuscule, Rcris;�
N� it appears the thesis changed is

a quotient of a flat deformation ring. For modularity lifting, it is important to
know the connected components of SpecRcris;�

N� Œ1=p�. Intuitively, Kisin’s [2009]
technique is to resolve the flat deformation ring by “moduli of finite flat models”
of deformations of N�. WhenK=Qp is ramified, the resolution is not smooth, but its
singularities are relatively mild, which allowed for the determination of the con-
nected components in many instances when G D GL2 [Kisin 2009, Propositions
2.5.6 and 2.5.15]. Kisin’s technique extends beyond the flat setting (for � arbi-
trary), where one resolves deformation rings by moduli spaces of integral p-adic
Hodge theory data called S-modules of finite height, also known as Kisin modules.

In this paper, we define a notion of Kisin module with G-structure or, as we call
them, G-Kisin modules (Definition 2.2.7) and we construct a resolution

‚ WX
cris;�
N� ! SpecRcris;�

N� ;

where‚ is a projective morphism and‚Œ1=p� is an isomorphism (see Propositions
2.3.3 and 2.3.9). The same construction works for Rst;�

N� as well. The goal then
is to understand the singularities of X cris;�

N� . The natural generalization of the flat
condition for GLn to an arbitrary group G is minuscule p-adic Hodge type �. A
cocharacter � of a reductive group H is minuscule if its weights when acting on
LieH lie in f�1; 0; 1g (see Definition 4.1.1 and discussion afterward). Our main
theorem is a generalization of the main result of [Kisin 2009] on the geometry
of X cris;�

N� for G reductive and � minuscule:

Theorem 4.4.1. Assume p−�1.Gder/, where Gder is the derived subgroup of G.
Let � be a minuscule geometric cocharacter of Res.K˝QpF /=F

GF . Then X cris;�
N�

is normal and X cris;�
N� ˝ƒŒ�� FŒ�� is reduced, where ƒŒ�� is the ring of integers of

the reflex field of �.

When GDGSp2g , this is a result of Broshi [2008]; also, this is a stronger result
than in [Levin 2013], where we placed a more restrictive hypothesis on � (see
Remark 1.1.1). The significance of Theorem 4.4.1 is that it allows one to identify
the connected components of SpecRcris;�

N� Œ1=p� with the connected components
of the fiber in X cris;�

N� over the closed point of SpecRcris;�
N� , a projective scheme

over FŒ�� (see Corollary 4.4.2). This identification led to the successful determina-
tion of the connected components of SpecRcris;�

N� Œ1=p� in the case when G DGL2
[Kisin 2009; Gee 2006; Imai 2010; 2012; Hellmann 2011]. Outside of GL2,
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relatively little is known about the connected components of these deformations
rings without restricting the ramification in K.

When K=Qp is unramified, we have a stronger result:

Theorem 4.4.6. Assume K=Qp is unramified, p > 3, and p−�1.Gad/. Then the
universal crystalline deformation ring Rcris;�

N� is formally smooth over ƒŒ��. In
particular, SpecRcris;�

N� Œ1=p� is connected.

Remark 1.1.1. In [Levin 2013], we made the assumption on the cocharacter� that
there exists a representation � WG!GL.V / such that �ı� is minuscule. This extra
hypothesis on � excluded most adjoint groups like PGLn as well as exceptional
types likeE6 andE7, both of which have minuscule cocharacters. One can weaken
the assumptions in Theorem 4.4.6 if one assumes this stronger condition on �.

Remark 1.1.2. The groups �1.Gder/ and �1.Gad/ appearing in Theorems 4.4.1
and 4.4.6 are the fundamental groups in the sense of semisimple groups. Note that
�1.G

der/ is a subgroup of �1.Gad/. The assumption that p−�1.Gder/ insures that
the local models we use have nice geometric properties. The stronger assumption
in Theorem 4.4.6 that p−�1.Gad/ is probably not necessary and is a byproduct of
the argument, which involves reduction to the adjoint group.

There are two main ingredients in the proof of Theorem 4.4.1 and its appli-
cations, one coming from integral p-adic Hodge theory and the other from local
models of Shimura varieties. In Kisin’s original construction, a key input was an
advance in integral p-adic Hodge theory, building on work of Breuil, which allows
one to describe finite flat group schemes over OK in terms of certain linear algebra
objects called Kisin modules of height in Œ0; 1� [Kisin 2006; 2009]. More precisely,
then, X cris;�

N� is a moduli space of G-Kisin modules with “type” �. Intuitively, one
can imagine X cris;�

N� as a moduli of finite flat models with additional structure.
The proof of Theorem 4.4.1 uses a recent advance of Liu [2010] in integral

p-adic Hodge theory to overcome a difficulty in identifying the local structure
of X cris;�

N� . Heuristically, the difficulty arises because for a general group G one
cannot work only in the setting of Kisin modules of height in Œ0; 1�, where one
has a nice equivalence of categories between that category and the category of
finite flat group schemes. Beyond the height-in-Œ0; 1� situation, the Kisin mod-
ule only remembers the Galois action of the subgroup �1 � �K which fixes
the field K.�1=p; �1=p

2

; : : : / for some compatible system of p-power roots of
a uniformizer � of K.

Liu [2010] introduced a more complicated linear algebra structure on a Kisin
module, called a .'; yG/-module, which captures the action of �K , the full Galois
group. We call them .'; y�/-modules to avoid confusion with the group G. Let
A be a finite local ƒ-algebra which is either Artinian or flat. Our principal result
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(Theorem 4.3.6) says roughly that, if � W �1 ! G.A/ has “type” �, i.e., comes
from a G-Kisin module .PA; �A/ over A of type � with � minuscule, then there
exists a canonical extension Q� W �K!G.A/ and, furthermore, if A is flat over Zp

then Q�Œ1=p� is crystalline. This is rough in the sense that what we actually prove is
an isomorphism of certain deformation functors. As a consequence, we get that the
local structure of X cris;�

N� at a point .PF0 ; �F0/ 2 X
cris;�
N� .F0/ is smoothly equivalent

to the deformation groupoid D�PF0
of PF0 with type �.

To prove Theorem 4.4.1, one studies the geometry of D�PF0
. Here, the key input

comes from the theory of local models of Shimura varieties. A local model is a
projective schemeX over the ring of integers of a p-adic field F such thatX is sup-
posed to étale-locally model the integral structure of a Shimura variety. Classically,
local models were built out of moduli spaces of linear algebra structures. Rapoport
and Zink [1996] formalized the theory of local models for Shimura varieties of PEL
type. Subsequent refinements of these local models were studied mostly on a case
by case basis by Faltings, Görtz, Haines, Pappas, and Rapoport, among others.

Pappas and Zhu [2013] define, for any triple .G; P; �/, where G is a reductive
group over F (which splits over a tame extension), P is a parahoric subgroup,
and � is any cocharacter of G, a local model M.�/ over the ring of integers of
the reflex field of �. Their construction, unlike previous constructions, is purely
group-theoretic, i.e., it does not rely on any particular representation of G. They
build their local models inside degenerations of affine Grassmannians extending
constructions of Beilinson, Drinfeld, Gaitsgory, and Zhu to mixed characteristic.
The geometric fact we will use is that M.�/ is normal with special fiber reduced
[Pappas and Zhu 2013, Theorem 0.1].

The significance of local models in this paper is that the singularities of X cris;�
N�

are smoothly equivalent to those of a local model M.�/ for the Weil-restricted
group Res.K˝QpF /=F

GF . This equivalence comes from a diagram of formally
smooth morphisms (3-3-9-2):

zD
.1/;�
PF

|| ""

D
�
PF

D
�
QF
;

(1-1-2-1)

which generalizes constructions from [Kisin 2009, Proposition 2.2.11; Pappas and
Rapoport 2009, §3]. The deformation functorD�QF

is represented by the completed
local ring at an F-point of M.�/. Intuitively, the above modification corresponds
to adding a trivialization to the G-Kisin module and then taking the “image of
Frobenius”. We construct the diagram (1-1-2-1) in Section 3 with no assumptions
on the cocharacter � (to be precise, D�PF

is deformations of type less than or equal
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to � in general). It is intriguing to wonder whether D�PF
and diagram (1-1-2-1)

have any relevance to studying higher-weight Galois deformation rings, i.e., when
� is not minuscule.

As a remark, we usually cannot apply [Pappas and Zhu 2013] directly, since the
group Res.K˝QpF /=F

G will generally not split over a tame extension. In [Levin
2013], we develop a theory of local models following Pappas and Zhu’s approach
but adapted to these Weil-restricted groups (for maximal special parahoric level).
These results are reviewed in Section 3.2 and are studied in more generality in
[Levin 2014].

We now a give brief outline of the article. In Section 2, we define and develop
the theory of G-Kisin modules and construct resolutions of semistable and crys-
talline G-valued deformation rings (Propositions 2.3.3 and 2.3.9). This closely
follows the approach of [Kisin 2008]. The proof that “semistable implies finite
height” (Proposition 2.3.13) requires an extra argument not present in the GLn case
(Lemma 2.3.6). In Section 3, we study the relationship between deformations of
G-Kisin modules and local models. We construct the big diagram (Theorem 3.3.3)
and then impose the �-type condition to arrive at the diagram (3-3-9-2). We also
give an initial description of the local structure of X cris;�

N� in Corollary 3.3.15.
Section 4.2 develops the theory of .'; y�/-modules withG-structure and Section 4.3
is devoted to the proof of our key result (Theorem 4.3.6) in integral p-adic Hodge
theory. In the last section, Section 4.4, we prove Theorems 4.4.1 and 4.4.6, which
follow relatively formally from the results of Sections 3.3 and 4.3.

1.2. Notations and conventions. We take F to be our coefficient field, a finite
extension of Qp. Let ƒ be the ring of integers of F with residue field F. Let
G be a reductive group scheme over ƒ with connected fibers and f Repƒ.G/ the
category of representations ofG on finite freeƒ-modules. We will use V to denote
a fixed faithful representation of G, i.e., V 2 f Repƒ.G/ such that G!GL.V / is
a closed immersion. The derived subgroup of G will be denoted by Gder and its
adjoint quotient by Gad.

AllG-bundles will be with respect to the fppf topology. IfX is aƒ-scheme, then
GBun.X/ will denote the category of G-bundles on X . We will denote the trivial
G-bundle by E0. For anyG-bundle P on aƒ-schemeX and anyW 2 f Repƒ.G/,
P.W / will denote the pushout of P with respect to W (see the discussion be-
fore Theorem 2.1.1). Let F be an algebraic closure of F . For a linear algebraic
F -group H , X�.H/ will denote the group Hom.Gm;HF / of geometric cocharac-
ters. For � 2 X�.H/, Œ�� will denote its conjugacy class. The reflex field FŒ�� of
Œ�� is the smallest subfield of F over which the conjugacy class Œ�� is defined.

If � is a profinite group and B is a finite ƒ-algebra, then f RepB.�/ will be
the category of continuous representations of � on finite projective B-modules
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where B is given the p-adic topology. More generally, GRepB.�/ will denote the
category of pairs .P; �/ where P is a G-bundle over SpecB and � W�!AutG.P /
is a continuous homomorphism.

Let K be a p-adic field with ring of integers OK and residue field k. Denote its
absolute Galois group by �K . We furthermore takeW WDW.k/ andK0 WDW Œ1=p�.
We fix a uniformizer � of K and let E.u/ the minimal polynomial of � over K0.
Our convention will be to work with covariant p-adic Hodge theory functors, so
we take the p-adic cyclotomic character to have Hodge–Tate weight �1.

For any local ring R, we let mR denote the maximal ideal. We will denote the
completion of B with respect to a specified topology by yB .

2. Kisin modules with G -structure

In this section, we construct resolutions of Galois deformation rings by moduli
spaces of Kisin modules (i.e., S-modules) with G-structure. For GLn, this tech-
nique was introduced in [Kisin 2009] to study flat deformation rings. In [Kisin
2008], the same technique is used to construct potentially semistable deformation
rings for GLn. Here we develop a theory of G-Kisin modules (Definition 2.2.7).
In particular, in Section 2.4, we show the existence of a universal G-Kisin module
over these deformation rings (Theorem 2.4.2) and relate the filtration defined by
a G-Kisin module to p-adic Hodge type. One can construct G-valued semistable
and crystalline deformation rings with fixed p-adic Hodge type without G-Kisin
modules [Balaji 2012]. However, the existence of a resolution by a moduli space
of Kisin modules allows for finer analysis of the deformation rings; see Section 4.

2.1. Background on G -bundles. All bundles will be for the fppf topology. For
any G-bundle P on a ƒ-scheme X and any W 2 f Repƒ.G/, define

P.W / WD P �G W D .P �W /=�

to be the pushout of P with respect to W . This is a vector bundle on X . This
defines a functor from f Repƒ.G/ to the category VecX of vector bundles on X .

Theorem 2.1.1. Let G be a flat affine group scheme of finite type over Specƒ
with connected fibers. Let X be a ƒ-scheme. The functor P 7! fP.W /g from the
category of G-bundles on X to the category of fiber functors (i.e., faithful exact
tensor functors) from f Repƒ.G/ to VecX is an equivalence of categories.

Proof. When the base is a field, this is a well-known result [Deligne and Milne
1982, Theorem 3.2] in Tannakian theory. When the base is a Dedekind domain,
see [Broshi 2013, Theorem 4.8] or [Levin 2013, Theorem 2.5.2]. �

We will also need the following gluing lemma for G-bundles:
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Lemma 2.1.2. LetB be anyƒ-algebra. Let f 2B be a non-zero-divisor andG be
a flat affine group scheme of finite type over ƒ. The category of triples .Pf ; yP ; ˛/,
where Pf 2 GBun.SpecBf /, yP 2 GBun.Spec yB/, and ˛ is an isomorphism be-
tween Pf and yP over Spec yBf , is equivalent to the category of G-bundles on B .

Proof. This is a generalization of the Beauville–Laszlo formal gluing lemma for
vector bundles. See [Pappas and Zhu 2013, Lemma 5.1] or [Levin 2013, Theo-
rem 3.1.8]. �

Let i WH �G be a flat closed ƒ-subgroup. We are interested in the “fibers” of
the pushout map

i� W HBun! GBun

carrying an H -bundle Y to the G-bundle Y �H G. Let Q be a G-bundle on
a ƒ-scheme S . For any S -scheme X , define FibQ.X/ to be the category of
pairs .P; ˛/, where P 2 HBun.X/ and ˛ W i�.P / Š QX is an isomorphism in
GBun.X/. A morphism .P; ˛/! .P 0; ˛0/ is a map f W P ! P 0 of H -bundles
such that ˛0 ı i�.f / ı˛�1 is the identity.

Proposition 2.1.3. The category FibQ.X/ has no nontrivial automorphisms for
any S -scheme X . Furthermore, the underlying functor jFibQj is represented by
the pushoutQ�G .G=H/. In particular, ifG=H is affine (resp. quasiaffine) over S
then jFibQj is affine (resp. quasiaffine) over X .

Proof. See [Serre 1958, Proposition 9] or [Levin 2013, Lemma 2.2.3]. �
Proposition 2.1.4. Let G be a smooth affine group scheme of finite type over
Specƒ with connected fibers.

(1) Let R any ƒ-algebra and I a nilpotent ideal of R. For any G-bundle P on
SpecR, P is trivial if and only if P ˝R R=I is trivial.

(2) LetR be any complete localƒ-algebra with finite residue field. AnyG-bundle
on SpecR is trivial.

Proof. For (1), because G is smooth, P is also smooth. Thus, P.R/! P.R=I /

is surjective. A G-bundle is trivial if and only if it admits a section.
Part (2) reduces to the case of R D F using part (1). Lang’s theorem says that

H 1
ét.F; G/ is trivial for any smooth connected algebraic group over F (see [Springer

1998, Theorem 4.4.17]) �

2.2. Definitions and first properties. Let K be a p-adic field with ring of inte-
gers OK and residue field k. Set W WD W.k/ and K0 WD W Œ1=p�. Recall Breuil
and Kisin’s ring S WD W ŒŒu�� and let E.u/ 2 W Œu� be the Eisenstein polynomial
associated to a choice of uniformizer � of K that generates K over K0. Fix
a compatible system f�1=p; �1=p

2

; : : : g of p-power roots of � and let K1 D
K.�1=p; �1=p

2

; : : : /. Set �1 WD Gal.K=K1/.
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Let OE denote the p-adic completion of SŒ1=u�. We equip both OE and S with
a Frobenius endomorphism ' defined by taking the ordinary Frobenius lift on W
and u 7! up. For any Zp-algebra B , let OE;B WD OE˝Zp B and SB WDS˝Zp B .
We equip both of these rings with Frobenii having trivial action on B . Note that
all tensor products are over Zp even though the group G may only be defined over
the ƒ.

Definition 2.2.1. Let B be any ƒ-algebra. For any G-bundle on Spec OE;B , we let
'�.P / WD P ˝OE;B ;' OE;B be the pullback under Frobenius. An .OE;B ; '/-module
with G-structure is a pair .P; �P /, where P is a G-bundle on Spec OE;B and
�P W '

�.P /Š P is an isomorphism. Let GMod'OE;B
be the category of such pairs.

Remark 2.2.2. When G D GLd , GMod'OE;B
is equivalent to the category of

rank-d étale .OE;B ; '/-modules via the usual equivalence between GLd -bundles
and rank-d vector bundles.

When B is Zp-finite and Artinian, the functor TB defined by

TB.M; �/D .M ˝OE OyEun/
�D1

induces an equivalence of categories between étale .OE;B ; '/-modules (which are
OE;B -projective) and the category of representations of �1 on finite projective
B-modules (see [Kisin 2009, Lemma 1.2.7]). A quasi-inverse is given by

MB.V / WD .V ˝Zp OyEun/
�1 :

This equivalence extends to algebras which are finite flat over Zp.

Definition 2.2.3. For any profinite group � and ƒ-algebra B , define GRepB.�/
to be the category of pairs .P; �/ where P is a G-bundle over SpecB and, with B
given the p-adic topology, � W �! AutG.P / is a continuous homomorphism.

In the G-setting, GRepB.�/ will play the role of representation of � on finite
projective B-modules. We have the following generalization of TB :

Proposition 2.2.4. Let B be any ƒ-algebra which is Zp-finite and either Artinian
or Zp-flat. There exists an equivalence of categories

TG;B W GMod'OE;B
! GRepB.�1/

with a quasi-inverse MG;B . Furthermore, for any finite map B ! B 0 and any
.P; �P / 2 GMod'OE;B

, there is a natural isomorphism

TG;B 0.P ˝B B
0/Š TG;B.P /˝B B

0:

Proof. Using Theorem 2.1.1, we can give Tannakian interpretations of GMod'OE;B

and GRepB.�1/. The former is equivalent to the category

Œf Repƒ.G/;Mod';ét
OE;B

�˝
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of faithful exact tensor functors. The latter is equivalent to the category of faithful
exact tensor functors from f Repƒ.G/ to f RepB.�1/. We define TG;B.P; �P /
to be the functor which assigns to any W 2 f Repƒ.G/ the �1-representation
TB.P.W /; �P.W //. This is an object of GRepB.�1/ because TB is a tensor exact
functor (see [Broshi 2008, Lemma 3.4.1.6] or [Levin 2013, Theorem 4.1.3]). Sim-
ilarly, one can define MG;B which is quasi-inverse to TG;B . Compatibility with
extending the coefficients follows from [Kisin 2009, Lemma 1.2.7(3)]. �
Definition 2.2.5. Let B be any Zp-algebra. A Kisin module with bounded height
over B is a finitely generated projective SB -module MB together with an iso-
morphism �MB

W '�.MB/Œ1=E.u/�ŠMB Œ1=E.u/�. We say that .MB ; �MB
/ has

height in Œa; b� if

E.u/aMB � �MB
.'�.MB//�E.u/

bMB

as submodules of MB Œ1=E.u/�.

Let Mod';bh
SB

(resp. Mod';Œa;b�SB
) be the category of Kisin modules with bounded

height (resp. height in Œa; b�) with morphisms being SB -module maps respecting
Frobenii. Then Mod';Œ0;h�SB

is the usual category of Kisin modules with height at
most h, as in [Brinon and Conrad 2009; Kisin 2006; 2009].

Example 2.2.6. Let S.1/ be the Kisin module whose underlying module is S and
whose Frobenius is given by c�10 E.u/'S where E.0/D c0p. For any Zp-algebra,
we define SB.1/ by base change from Zp and define OE;B.1/ WDSB.1/˝SB OE;B ,
an étale .OE;B ; '/-module.

In order to reduce to the effective case (height in Œ0; h�), it is often useful to
“twist” by tensoring with SB.1/. For any MB 2 Mod';bh

SB
and any n 2 Z, define

MB.n/ by n-fold tensor product with SB.1/ (negative n being tensoring with the
dual). It is not hard to see that if MB 2Mod';Œa;b�SB

then MB.n/2Mod';ŒaCn;bCn�SB
.

Definition 2.2.7. Let B be any ƒ-algebra. A G-Kisin module over B is a pair
.PB ; �PB /, where PB is a G-bundle on SB and

�PB W '
�.PB/Œ1=E.u/�ŠPB Œ1=E.u/�

is an isomorphism ofG-bundles. Denote the category of such objects by GMod';bh
SB

.

Remark 2.2.8. Unlike the Kisin module for GLn,G-bundles do not have endomor-
phisms. Additionally, there is no reasonable notion of effective G-Kisin module.
The Frobenius on a G-Kisin module is only ever defined after inverting E.u/.
Later, we use auxiliary representations of G to impose height conditions.

The category Mod';bh
SB

is a tensor exact category, where a sequence of Kisin
modules

0!M0B !MB !M00B ! 0
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is exact if the underlying sequence of SB -modules is exact. For any representation
W 2 f Repƒ.G/, the pushout .PB.W /; �PB .W // is a Kisin module with bounded
height. Using Theorem 2.1.1, one can interpret GMod';bh

SB
as the category of faith-

ful exact tensor functors from f Repƒ.G/ to Mod';bh
SB

.
Since E.u/ is invertible in OE, there is a natural map SB Œ1=E.u/�! OE;B for

any Zp-algebra B . This induces a functor

‡G W GMod';bh
SB
! GMod'OE;B

for any ƒ-algebra B .

Definition 2.2.9. Let B be any ƒ-algebra and let PB 2 GMod'OE;B
. A G-Kisin

lattice of PB is a pair .PB ; ˛/ where PB 2 GMod';bh
SB

and ˛ W ‡G.PB/ Š PB is
an isomorphism.

From the Tannakian perspective, a G-Kisin lattice of P is equivalent to Kisin
lattices MW in P.W / for each W 2 f Repƒ.G/ functorial in W and compatible
with tensor products. Furthermore, we have the following, which says that the
bounded height condition can be checked on a single faithful representation.

Proposition 2.2.10. Let PB 2 GMod'OE;B
. A G-Kisin lattice of PB is equivalent

to an extension PB of the bundle PB to SpecSB such that, for a single faithful
representation V 2 f Repƒ.G/,

PB.V /� PB.V /

is a Kisin lattice of bounded height.

Proof. The only claim which does not follow from unwinding definitions is that,
if we have an extension PB such that PB.V / � PB.V / is a Kisin lattice for a
single faithful representation V , then PB.W / � PB.W / is a Kisin lattice for all
representations W of G.

By [Levin 2013, Theorem C.1.7], any W 2 f Repƒ.G/ can be written as a
subquotient of direct sums of tensor products of V and the dual of V . It suffices
then to prove that bounded height is stable under duals, tensor products, quotients,
and saturated subrepresentations.

Duals and tensor products are easy to check. For subquotients, let

0!MB !NB ! LB ! 0

be an exact sequence of étale .OE;B ; '/-modules. Suppose that the sequence is
induced by an exact sequence

0!MB !NB ! LB ! 0

of projective SB -lattices. Assume NB has bounded height with respect to �NB .
By twisting, we can assume NB has height in Œ0; h�.
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Since MB DMB \NB , MB is �MB -stable. Similarly, LB is �LB -stable. Con-
sider the diagram

0 // '�.MB/ //

�MB
��

'�.NB/ //

�NB
��

'�.LB/ //

�LB
��

0

0 // MB
// NB // LB // 0:

All the linearizations are injective because they are isomorphisms at the level of
OE;B -modules. By the snake lemma, the sequence of cokernels is exact. If E.u/h

kills Coker.�NB /, then it kills Coker.�MB / and Coker.�PB / as well. Thus, MB

and PB both have height in Œ0; h� whenever NB does. �

Definition 2.2.11. For any B as in Proposition 2.2.4, define

TG;SB W GMod';bh
SB
! GRepB.�1/

to be the composition TG;SB WD TG;B ı‡G .

We end this section with an important full faithfulness result:

Proposition 2.2.12. Assume B is finite flat over ƒ. Then the natural extension
map

‡G W GMod';bh
SB
! GMod'OE;B

is fully faithful.

Proof. This follows from the full faithfulness of ‡GLn for all n� 1 by considering
a faithful representation of G. When B D Zp, this is [Brinon and Conrad 2009,
Proposition 11.2.7]. One can reduce to this case by forgetting coefficients, since
any finitely generated projective SB -module is finite free over S. �

2.3. Resolutions of G -valued deformations rings. Fix a faithful representation
V of G over ƒ and integers a, b with a � b. We will use V and a, b to impose
finiteness conditions on our moduli space.

Definition 2.3.1. Let B be any ƒ-algebra. We say that a G-Kisin lattice PB in
.PB ; �PB /2GMod'OE;B

has height in Œa; b� if PB.V / in PB.V / has height in Œa; b�.

For any finite local Artinian ƒ-algebra A and any .PA; �PA/ 2GMod'OE;A
, con-

sider the moduli problem over SpecA, for any A-algebra B ,

X
Œa;b�
PA

.B/ WD fG-Kisin lattices in PA˝OE;A OE;B with height in Œa; b�g=Š :

Theorem 2.3.2. Assume that PA is a trivial bundle over Spec OE;A. The functor
X
Œa;b�
PA

is represented by a closed finite-type subscheme of the affine Grassmannian
GrG0 over SpecA, where G0 is the Weil restriction Res.W˝Zpƒ/=ƒ

G.



1752 Brandon Levin

Proof. By Proposition 2.2.10, X Œa;b�PA
.B/ is the set of bundles over SB extending

PB WD PA˝OE;A OE;B with height in Œa; b� with respect to V . We want to identify
this set with a subset of GrG0.B/.

Consider the diagram

S˝Zp B
//

��

.W ˝Zp B/ŒŒu��

��

OE;B
// .W ˝Zp B/..u//;

where the vertical arrows are localization at u and the top horizontal arrow is u-adic
completion. The Beauville–Laszlo gluing lemma, Lemma 2.1.2, says that the set
of extensions of PB to SB is in bijection with the set of extensions of yPB to
WB ŒŒu��, where yPB is the u-adic completion. This second set is in bijection with
the B-points of the Weil restriction Res.W˝Zpƒ/=ƒ

GrG , which is isomorphic to
GrG0 by [Richarz 2015, Lemma 1.16] or [Levin 2013, Proposition 3.4.2].

Set MA WD PA.V /. By [Kisin 2008, Proposition 1.3], the functor X Œa;b�MA
of

Kisin lattices in MA with height in Œa; b� is represented by a closed subscheme of
GrRes.W˝Zpƒ/=ƒ

GL.V /. Evaluation at V induces a map of functors

X
Œa;b�
PA
!X

Œa;b�
MA

: (2-3-2-1)

By Proposition 2.2.10, the subset X Œa;b�PA
.B/ � GrG0.B/ is exactly the preimage

of X Œa;b�MA
.B/. �

We now extend the construction beyond the Artinian setting by passing to the
limit. Let R be a complete local Noetherian ƒ-algebra with residue field F. Let
� W �1!G.R/ be a continuous representation.

Proposition 2.3.3. For any n � 1, let �n W �1! G.R=mnR/ denote the reduction
modulo mnR. From f�ng, we construct a system MG;R=mnR

.�n/ DW .P�n ; �n/ in
GMod'OE;R=mn

R

. Assume that P�1 is a trivial G-bundle. There exists a projective
R-scheme

‚ WX Œa;b�� ! SpecR

whose reduction modulo mnR is X Œa;b�P�n
for any n� 1.

Proof. By Proposition 2.2.4, there are natural isomorphisms

P�nC1 ˝O
E;R=m

nC1
R

OE;R=mnR
Š P�n

for all n � 1. Since P�1 is a trivial G-bundle, all P�n are trivial, by Proposition
2.1.4(1), so we can apply Theorem 2.3.2. Consider then the system

fX
Œa;b�
P�n
g
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of schemes over fR=mnRg. Since G0 is reductive, the affine Grassmannian GrG0 is
ind-projective [Levin 2013, Theorem 3.3.11]. In particular, any ample line bundle
on GrG0 will restrict to a compatible system of ample line bundles on fX Œa;b�P�n

g.
By formal GAGA [EGA III1 1961, Théorème (5.4.5)], there exists a projective
R-scheme X Œa;b�� whose reductions modulo mnR are X Œa;b�P�n

. �

Remark 2.3.4. Unlike for GLn, there are nontrivial G-bundles over Spec F..u//,
which is why we need the assumption in Proposition 2.3.3. If P�1 admits any
G-Kisin lattice P�1 , then by Proposition 2.1.4(2) the G-bundle P�1 is trivial,
since SF is a semilocal ring with finite residue fields. Thus, the assumption in
Proposition 2.3.3 is natural if you are interested in studying �1-representations of
finite height. By Steinberg’s theorem, one can always make P�1 trivial by passing
to a finite extension F0 of F.

We record for reference the following compatibility with base change:

Proposition 2.3.5. Let f W R ! S be a local map of complete local Noetherian
ƒ-algebras with finite residue fields of characteristic p. Let �S be the induced
map �1!G.S/. Then there is a natural map f 0 W X Œa;b��S

! X Œa;b�� which makes
the following diagram Cartesian:

X
Œa;b�
�S

f 0

//

��

X
Œa;b�
�

��

SpecS
f
// SpecR:

In particular, if R! S is surjective then f 0 is a closed immersion.

We will now study the projective F -morphism

‚Œ1=p� WX Œa;b�� Œ1=p�! SpecRŒ1=p�:

We show it is a closed immersion (this is essentially a consequence of Proposition
2.2.12) and that the closed points of the image are G-valued representations with
height in Œa; b� in a suitable sense; see Proposition 2.3.9. Next, we show that, if
� is the restriction of �0 W �K ! G.R/, then the image of ‚Œ1=p� contains all
semistable representations with �0.V / having Hodge–Tate weights in Œa; b�. These
are generalizations of results from [Kisin 2008].

The following lemma will be useful at several key points:

Lemma 2.3.6 (extension lemma). Let G be a smooth affine group scheme over ƒ.
Let C be a finite flat ƒ-algebra and let U be the open complement of the finite set
of closed points of SpecSC .
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(1) There is an equivalence of categories between G-bundles Q on U and the
category of triples .P�; P; 
/ where P� is a G-bundle on SpecSC Œ1=p�,
P is a G-bundle on Spec OE;C , and 
 is an isomorphism of their restrictions
to Spec OE;C Œ1=p�.

(2) AssumeG is a reductive group scheme with connected fibers. Let V be a faith-
ful representation of G over ƒ. If Q is a G-bundle on U such that the locally
free coherent sheafQ.V / on U extends to a projective SC -module MC , then
there exists a unique (up to unique isomorphism) G-bundle zQ over SpecSC
such that zQjU ŠQ and zQ.V /DMC .

Proof. Note that we can write U as the union of SpecSC Œ1=u� and SpecSC Œ1=p�.
Recall also that OE;C is the p-adic completion of SC Œ1=u�. Since p is a non-
zero-divisor in SC Œ1=u�, we can apply the gluing lemma, Lemma 2.1.2, to P
and P�Œ1=u� to construct aG-bundleQ0 on SpecSC Œ1=u�which, by construction,
is isomorphic to P� along SpecSC Œ1=u; 1=p�. The G-bundles P� and Q0 glue to
give a bundleQ over U . Each step in the construction is a categorical equivalence.

For part (2), consider the functor jFibMC
j, which by Proposition 2.1.3 and

[Levin 2013, Theorem C.2.5] is represented by an affine scheme Y . MC defines
a U -point of FibMC

. Since �.U;OU /DSC , we deduce that

HomSC .SpecSC ;FibMC
/D HomSC .U;FibMC

/:

A SC -point of FibMC
is exactly a bundle zQ extending Q and mapping to MC .

A similar argument, using that the Isom-scheme between G-bundles is repre-
sentable by an affine scheme, shows that if an extension exists it is unique up to
unique isomorphism (without any reductivity hypotheses). �

Let B be any finite local F -algebra with residue field F 0. Define B0 to be the
subring of elements which map to OF 0 modulo the maximal ideal of B . Let IntB
denote the set of finitely generated OF 0-subalgebrasC ofB0 such thatC Œ1=p�DB .

Definition 2.3.7. A continuous homomorphism � W �1 ! G.B/ has bounded
height if there exists a C 2 IntB and g 2G.B/ such that

(1) �0C WD g�g
�1 factors through G.C/;

(2) MG;C .�
0
C / 2 GMod'OE;C

admits a G-Kisin lattice of bounded height.

We define height in Œa; b� with respect to the chosen faithful representation V by
replacing bounded height in (2) with height in Œa; b�.

Lemma 2.3.8. Let B be a finite local Qp-algebra and choose C 2 IntB and
MC 2 Mod';ét

OE;C
. If MC , considered as an OE-module, has bounded height (resp.

height in Œa; b�), then there exists some C 0 � C in IntB , such that MC ˝C C
0 has

bounded height (resp. height in Œa; b�).
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Proof. This is the main content in the proof of part (2) of Proposition 1.6.4 in
[Kisin 2008]. If F 0 is the residue field of B , then one first constructs a Kisin lattice
MOF 0 in MC ˝C OF 0 . The Kisin lattice in MC ˝C C

0 is constructed by lifting
MOF 0 (the extension to C 0 is required to insure that the lift is �-stable). �

Proposition 2.3.9. The morphism ‚ becomes a closed immersion after invert-
ing p. Furthermore, if SpecRŒa;b�� � SpecR is the scheme-theoretic image of ‚,
then, for any finiteF -algebraB , aƒ-algebra map x WR!B factors throughRŒa;b��

if and only if �˝R;x B has height in Œa; b�.

Proof. The map ‚ is injective on C -points for any finite flat ƒ-algebra C , by
Proposition 2.2.12. The proof of the first assertion is then the same as in [Kisin
2008, Proposition 1.6.4].

For the second assertion, say x WR!B factors throughRŒa;b�� . Because‚Œ1=p�
is a closed immersion, x WR! B comes from a B-point y of X Œa;b�� . Any such x
is induced by xC W R! C for some C 2 IntB . By properness of ‚, there exists
yC 2 X

Œa;b�
� .C / such that ‚.yC /D xC . This implies that �˝R;xC C has height

in Œa; b� as a G-valued representation and hence �˝R;xB also has height in Œa; b�
(see Definition 2.3.7).

Now, let x WR!B be a homomorphism such that �B WD �˝R;xB has height in
Œa; b� as a G-valued representation. Any homomorphism R! B factors through
some C 2 IntB , so that �B has image in G.C/; call this map �C . We claim that
there exists some C 0 � C in IntB such that �C 0 D �C ˝C C 0 has height in Œa; b�
and hence x is in the image of X Œa;b�� .B/. Essentially, we have to show that if one
Galois stable “lattice” in �B has finite height then all “lattices” do. For GLn, this
is Lemma 2.1.15 in [Kisin 2006]. We invoke the GLn result below.

Since �B has height in Œa; b�, there exists C 0 2 IntB and g 2 G.B/ such that
�0 D g�Bg

�1 factors through G.C 0/ and has height in Œa; b�. Enlarging C if
necessary, we assume both �C and �0 are valued in G.C/. Let P� WD MG;C .�/

and P�0 WDMG;C .�
0/. Then g induces an isomorphism

P�0 Œ1=p�Š P�C Œ1=p�:

Since P�0 has a G-Kisin lattice with height in Œa; b�, we get a bundle QC over
SC Œ1=p� extending P�C Œ1=p�. By Lemma 2.3.6(1), P�0 and QC glue to give a
bundle QC over the complement of the closed points of SpecSC .

We would like to apply Lemma 2.3.6(2). P�C .V / has height in Œa; b� as an
OE-module by [Kisin 2006, Lemma 2.1.15] since it corresponds to a lattice in
�C .V /Œ1=p�Š �

0.V /Œ1=p�. By Lemma 2.3.8, there exists zC �C in IntB such that
P�C .V /˝C

zC has height in Œa; b� as an OE; zC -module. Replace C by zC . Then, if
MC is the unique Kisin lattice in P�C .V /, we have

M0C Œ1=p�\P�C .V /DMC ;
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where M0C is the unique Kisin lattice in P�0.V /. This shows that QC .V / extends
across the closed points, so we can apply Lemma 2.3.6(2) to construct a G-Kisin
lattice of P�C . �

Now, assume that � is the restriction to �1 of a continuous representation of �K ,
which we continue to call �. Recall the definition of semistable for a G-valued
representation:

Definition 2.3.10. If B is a finite F -algebra, a continuous representation �B W
�K ! GF .B/ is semistable (resp. crystalline) if, for all representations W in
RepF .GF /, the induced representation �B.W / on W ˝F B is semistable (resp.
crystalline).

Note that because the semistable and crystalline conditions are stable under ten-
sor products and subquotients, it suffices to check these conditions on a single
faithful representation of GF .

Remark 2.3.11. Since we are working with covariant functors, our convention will
be that the cyclotomic character has Hodge–Tate weight�1. This is, unfortunately,
opposite to the convention in [Kisin 2008].

The following theorem generalizes [Kisin 2008, Theorem 2.5.5]:

Theorem 2.3.12. Let R be a complete local Noetherian ƒ-algebra with finite
residue field and � W �K ! G.R/ a continuous representation. Given any a, b
integers with a < b, there exists a quotient RŒa;b�;st

� (resp. RŒa;b�;cris
� ) of RŒa;b�� with

the property that, if B is any finite F -algebra and x WR!B a map ofƒ-algebras,
then x factors through RŒa;b�;st

� (resp. RŒa;b�;cris
� ) if and only if �x W �K ! G.B/ is

semistable (resp. crystalline) and �x.V / has Hodge–Tate weights in Œa; b�.

Since the semistable and crystalline properties can be checked on a single faith-
ful representation, the quotients RŒa;b�;st

�.V /
and RŒa;b�;cris

�.V /
of R constructed by apply-

ing [Kisin 2008, Theorem 2.5.5] to �.V / satisfy the universal property in Theorem
2.3.12 with respect to maps x WR!B , whereB is a finiteF -algebra. What remains
is to show that RŒa;b�;st

� WD R
Œa;b�;st
�.V /

is a quotient of RŒa;b�� , i.e., that “semistable
implies finite height”.

Proposition 2.3.13. Let R and � be as in 2:3:12. For any map x W R ! B with
B a finite local F -algebra, if the representation �x is semistable and �x.V / has
Hodge–Tate weights in Œa; b�, then x factors through RŒa;b�� .

Proof. By Lemma 2.3.8, there existsC 2 IntB such that �x factors through GL.VC /,
hence G.C/, and that MC WD P�x .V / admits a Kisin lattice MC with height
in Œa; b�. By Proposition 2.2.10, it suffices to extend the bundle P�x to SpecSC
such that P�x .V /DMC .
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We will apply Lemma 2.3.6. Consider a candidate fiber functor F�x for P�x
which assigns to any W 2 f Repƒ.G/ the unique Kisin lattice of bounded height
in MW � P�x .W / D MW (as an OE-module, not as an OE;C 0-module). Such a
lattice exists since �x.W / is semistable. The difficulties are that MW may not
be OE;C 0-projective and that it is not obvious whether F�x is exact. It can happen
that a nonexact sequence of S-modules can map under TS to an exact sequence
of �1-representations (see [Liu 2012, Example 2.5.6]).

LetBDC Œ1=p�. By [Kisin 2008, Corollary 1.6.3], MW Œ1=p� is finite projective
over SC Œ1=p�DSB for all W . We claim furthermore that F�x ˝SC SB is exact.
For any exact sequence 0 ! W 00 ! W ! W 0 ! 0 in f Repƒ.G/, we have a
left-exact sequence

0!MW 00 Œ1=p�!MW Œ1=p�!MW 0 Œ1=p�:

Exactness on the right follows from [Levin 2013, Lemma 4.2.22] on the behavior
of exactness for sequences of S-modules. Thus, F�x˝SCSB defines a bundle PB
over SB . Clearly, PB˝SB OE;B ŠP�x˝OE;C OE;B . By Lemma 2.3.6(1), we get a
bundleQ overU such thatQ.W /DMW jU . Since MV is a projective SC -module
by our choice of C , Q extends to a bundle zQ over SC by Lemma 2.3.6(2). �

2.4. Universal G -Kisin module and filtrations. For this section, we make a small
change in notation. Let R0 be a complete local Noetherian ƒ-algebra with finite
residue field and let RDR0Œ1=p�.

Define ySR0 to be the mR0-adic completion of S˝Zp R0. The Frobenius on
S˝Zp R0 extends to a Frobenius on ySR0 .

Definition 2.4.1. A . ySR0 Œ1=p�; '/-module of bounded height is a finitely gener-
ated projective ySR0 Œ1=p�-module MR together with an isomorphism

�R W '
�.MR/Œ1=E.u/�ŠMRŒ1=E.u/�:

Let � W �1 ! G.R0/ be continuous representation. If yOE;R0 is the mR0-adic
completion of OE;R0 , then the inverse limit lim

 ��
MG;R0=m

n
R0

.�n/ defines a pair
.P�; ��/ over yOE;R0 [Levin 2013, Corollary 2.3.5]. Assume R0 D R

Œa;b�
0;� . For

any finite F -algebra B and any homomorphism x W R0 ! B , there is a unique
G-Kisin lattice in P�˝yOE;R0

;x
OE;B by Proposition 2.2.12; call it .Px; �x/. In

the following theorem, we construct a universal G-bundle over ySR0 Œ1=p� with a
Frobenius which specializes to .Px; �x/ at every x.

Theorem 2.4.2. Assume that R0 D R
Œa;b�
0;� . Let B be a finite F -algebra. The

pair .P�Œ1=p�; ��Œ1=p�/ extends to a G-bundle zP� over ySR0 Œ1=p� together with
a Frobenius

�zP� W '
�. zP�/Œ1=E.u/�Š zP�Œ1=E.u/�
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such that, for any x WR0Œ1=p�! B , the base change�
zP�˝ySR0 Œ1=p�

SB ; �zP� ˝ySR0 Œ1=p;1=E.u/�
SB Œ1=E.u/�

�
is .Px; �x/.

Proof. Let Xn WD X
Œa;b�
�n be the projective R0=mnR0-scheme as in Section 4.3.

Take Yn WD Xn �SpecR0=mnR0
SpecSR0=mnR0

, a projective SR0=mnR0
-scheme. Let

X
Œa;b�
� ! SpecR0 be the algebraization of lim

 ��
Xn as before. The base change Y

of X Œa;b�� along the map R0! ySR0 has the property that

Y modmnR0 Š Yn:

Furthermore, Y is a proper ySR0-scheme.
Over each Yn, we have a universalG-Kisin lattice .Pn; �n/with height in Œa; b�.

By [Levin 2013, Corollary 2.3.5], there exists a G-bundle P� on Y such that
P� modmnR0 D Pn. We would like to construct a Frobenius � over Y Œ1=E.u/�
which reduces to �n modulo mnR for each n � 1. A priori, the Frobenius is only
defined over the mR0-adic completion of ySR0 Œ1=E.u/�, which we denote by yS .

We have a projective morphism

Y yS ! Spec yS;

where Y yS is the base change of Y Œ1=E.u/� along Spec yS ! Spec ySR0 Œ1=E.u/�.
Y yS is faithfully flat over Y Œ1=E.u/�, since ySR0 Œ1=E.u/� is Noetherian. Define
IsomG WD IsomG.'�.P�/;P�/ to be the affine finite-type Y -scheme of G-bundle
isomorphisms. The compatible system f�ng lifts to an element

y� 2 IsomG.Y yS /:

We would like to descend y� to a Y Œ1=E.u/�-point of IsomG . Let i WG ,! GL.V /
be our chosen faithful representation. Consider the closed immersion

i� W IsomG ,! IsomGL.V /.'
�.P�/.V /;P�.V //:

The image i�.y�/ descends to a Y Œ1=E.u/�-point of IsomGL.V /.'
�.P�/.V /;P�.V //

(twist to reduce to the effective case). Since Y yS is faithfully flat over Y Œ1=E.u/�,
for any closed immersion Z �Z0 of Y -schemes we have

Z
�
Y Œ1=E.u/�

�
DZ.Y yS /\Z

0
�
Y Œ1=E.u/�

�
:

Applying this with Z0D IsomG and ZD IsomGL.V /.'
�.P�/.V /;P�.V //, we get

a universal pair .P�; ��/ over Y and Y Œ1=E.u/�, respectively. Since R0DRŒa;b�0;� ,
‚Œ1=p� WX Œa;b�� Œ1=p�!R0Œ1=p� is an isomorphism and the pair zP� WDP�Œ1=p�

and �P� Œ1=p� over ySR0 Œ1=p� has the desired properties. �
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We now discuss the notion of p-adic Hodge type for G-valued representation
and relate this to a filtration associated to a G-Kisin module.

Let B be any finite F -algebra. For any representation of �K on a finite free
B-module VB , set

DdR.VB/ WD .VB ˝Qp BdR/
�K ;

a filtered .K ˝Qp B/-module whose associated graded is projective (see [Balaji
2012, Definition 2.1.6, Lemma 2.4.2]). Furthermore, DdR defines a tensor exact
functor from the category of de Rham representations on projective B-modules to
the category FilK˝QpB

of filtered .K˝Qp B/-modules (see [Balaji 2012, Lemma
2.4.2]). For any field �, Fil� will be the tensor category of Z-filtered vectors spaces
.V; fFili V g/, where Fili .V /� FiliC1.V /.

We recall a few facts from the Tannakian theory of filtrations:

Definition 2.4.3. Let H be any reductive group over a field �. For any exten-
sion �0� �, anH -filtration over �0 is a tensor exact functor from Rep�.H/ to Fil�0 .

Associated to any cocharacter � W Gm ! H�0 is a tensor exact functor from
Rep�.H/ to graded �0-vector spaces which assigns to each representation W the
vector space W�0 , with its weight grading defined by the Gm-action through �,
which we denote by !� (see [Deligne and Milne 1982, Example 2.30]).

Definition 2.4.4. For anyH -filtration F over �0, a splitting of F is an isomorphism
between gr.F/ and !� for some � W Gm!H�0 .

By [Saavedra Rivano 1972, Proposition IV.2.2.5], all H -filtrations over �0 are
splittable. For any given F, the cocharacters � for which there exists an isomor-
phism gr.F/ Š !� lie in the common H.�0/-conjugacy class. If �0 is a finite
extension of � contained in N�, then the type Œ�F� of the filtration F is the geometric
conjugacy class of � for any splitting !� over �0. For any conjugacy class Œ�� of
geometric cocharacters of H , there is a smallest field of definition, contained in a
chosen separable closure of �, called the reflex field of Œ��. We denote this by �Œ��.

Let G be as before, so that GF is a (connected) reductive group over F , and
let � W �K ! G.B/ be a continuous representation which is de Rham. Then DdR

defines a tensor exact functor from RepF .GF / to FilK˝QpB
(see Proposition 2.4.2

in [Balaji 2012]), which we denote by FdR
� .

Fix a geometric cocharacter � 2X�..Res.K˝QpF /=F
G/F / and denote its con-

jugacy class by Œ��. The cocharacter � is equivalent to a set .� / WK!F of
cocharacters � of GF indexed by Qp-embeddings of K into F .

Definition 2.4.5. Let FŒ�� be the reflex field of Œ��. For any embedding  WK!F

over Qp, let pr W K ˝Qp F ! F denote the projection. If F 0 is a finite exten-
sion of FŒ��, a G-filtration F over K ˝Qp F

0 has type Œ�� if pr� .F ˝F 0;i F /
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has type Œ� � for any FŒ��-embedding i W F 0 ,! F . A de Rham representation
� W �K !G.F 0/ has p-adic Hodge type � if FdR

� has type Œ��.

LetƒŒ�� denote the ring of integers ofFŒ��. For any� in the conjugacy class Œ��,
Gm acts on V ˝ƒ F through � for each  W K ! F . We take a and b be the
minimal and maximal weights taken over all � .

Theorem 2.4.6. Let R0 be a complete local Noetherian ƒŒ��-algebra with finite
residue field and � W �K ! G.R0/ a continuous homomorphism. Let RŒa;b�;st

0;� be
as in Theorem 2.3.12. There exists a quotient Rst;�

0;� of RŒa;b�;st
0;� such that, for any

finite extension F 0 of FŒ��, a homomorphism � W R0! F 0 factors through Rst;�
0;� if

and only if the G.F 0/-valued representation corresponding to � is semistable with
p-adic Hodge type Œ��.

Proof. See [Balaji 2012, Proposition 3.0.9]. �

Remark 2.4.7. One can deduce from the construction in [Balaji 2012, Proposi-
tion 3.0.9] or by other arguments [Levin 2013, Theorem 6.1.19] that the p-adic
Hodge type on the generic fiber of the semistable deformation ring RŒa;b�;st

0;� is
locally constant so that SpecRst;�

0;� Œ1=p� is a union of connected components of
SpecRŒa;b�;st

0;� Œ1=p�.

Finally, we recall how the de Rham filtration is obtained from the Kisin module.

Definition 2.4.8. Let B be a finite Qp-algebra. Let .MB ; �B/ be a Kisin module
over B with bounded height. Define

Fili .'�.MB// WD �
�1
B .E.u/iMB/\'

�.MB/:

Set DB WD'�.MB/=E.u/'
�.MB/, a finite projective .K˝QpB/-module. Define

Fili .DB/ to be the image of Fili .'�.MB// in DB .

Proposition 2.4.9. Let B be a finite Qp-algebra and VB a finite free B-module
with an action of �K which is semistable with Hodge–Tate weights in Œa; b�. Any
Zp-stable lattice in VB has finite height. If MB is the .SB ; '/-module of bounded
height attached to VB , then there is a natural isomorphism DB Š DdR.VB/ of
filtered .K˝Qp B/-modules.

Proof. The relevant results are in the proofs of Corollary 2.6.2 and Theorem 2.5.5(2)
in [Kisin 2008]. Since Kisin works with contravariant functors, one has to do
a small translation. Under Kisin’s conventions, MB would be associated to the
B-dual V �B , and it is shown there thatDBŠD�dR.V

�
B / as filteredK˝Qp B-modules

in the case where Œa; b�D Œ0; h�. By compatibility with duality [Balaji 2012, Propo-
sition 2.2.9], D�dR.V

�
B /ŠDdR.VB/. The general case follows by twisting. �
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3. Deformations of G -Kisin modules

In this section, we study the local structure of the “moduli space” of G-Kisin
modules. This generalizes results of [Kisin 2009; Pappas and Rapoport 2009]. G-
Kisin modules may have nontrivial automorphisms and so it is more natural, as was
done in [Kisin 2009, §2.2], to work with groupoids. The goal of the section is to
smoothly relate the deformation theory of a G-Kisin module to the local structure
of a local model for the group Res.K˝QpF /=F

GF .
Intuitively, the smooth modification (a chain of formally smooth morphisms)

corresponds to adding a trivialization to the G-Kisin module and then taking the
“image of Frobenius” similar to Proposition 2.2.11 of [Kisin 2009]. The target
of the modification is a deformation functor for the moduli space GrE.u/;WG dis-
cussed in Section 3.3, which is a version of the affine Grassmannian that appears
in the work of Pappas and Zhu [2013] on local models. Finally, we show that
the condition of having p-adic Hodge type � is related to a (generalized) local
model M.�/ � GrE.u/;WG . In this section, there are no conditions on the co-
character �. We will impose conditions on � only in the next section when we
study the analogue of flat deformations.

3.1. Definitions and representability results. Let F be the residue field of ƒ. De-
fine the categories

Cƒ D fArtin local ƒ-algebras with residue field Fg

and

yCƒ D fcomplete local Noetherian ƒ-algebras with residue field Fg:

Morphisms are localƒ-algebra maps. Recall that fiber products in the category yCƒ
exist and are represented by completed tensor products. A groupoid over Cƒ
(or yCƒ) will be in the sense of Definition A.2.2 of [Kisin 2009]; this is also known
as a category cofibered in groupoids over Cƒ (or yCƒ). Recall also the notion of a
2-fiber product of groupoids from (A.4) in [Kisin 2009]. See [Kim 2009, §10] for
more details related to groupoids.

Choose a bounded-heightG-Kisin module .PF; �F/2GMod';bh
SF

. DefineDPF
DS

a<bD
Œa;b�
PF

to be the deformation groupoid ofPF as aG-Kisin module of bounded
height over yCƒ. The morphisms DŒa;b�PF

�DPF
are relatively representable closed

immersions, so intuitivelyDPF
is an ind-object built out of the finite-height pieces.

Let E0 denote the trivial G-bundle over ƒ. Throughout we will be choosing
various trivializations of theG-bundle PF and other related bundles. This is always
possible because SF is a complete semilocal ring with all residue fields finite (see
Proposition 2.1.4(2)).



1762 Brandon Levin

Proposition 3.1.1. For any PF with height in Œa; b�, the deformation groupoid
DŒa;b�PF

admits a formally smooth morphism � W SpfR!DŒa;b�PF
for some R 2 yCƒ

(i.e., has a versal formal object in the sense of [SGA 7I 1972]).

Proof. One can check the abstract Schlessinger’s criterion in [SGA 7I 1972, Theo-
rem 1.11]. However, it will be useful to have an explicit versal formal object. Fix
a trivialization ˇF of PF modE.u/N for any N � 1, and define

zD
Œa;b�;.N/
PF

.A/ WD f.PA; ˇA/ jPA 2D
Œa;b�
PF

.A/; ˇA WPA Š E0SA modE.u/N g;

where ˇA lifts ˇF. Since G is smooth, the forgetful morphism

�.N/ W zD
Œa;b�;.N/
PF

!D
Œa;b�
PF

is formally smooth for any N .
If N > .b�a/=.p�1/, then zDŒa;b�;.N/PF

is prorepresentable by a complete local
Noetherianƒ-algebra. The proof uses Schlessinger’s criterion. The two key points
are that objects in zDŒa;b�;.N/PF

.A/ have no nontrivial automorphisms, for which one
inducts on the power of p which kills A (see [Levin 2013, Proposition 8.1.6]), and
that the tangent space of the underlying functor is finite-dimensional, which uses
a successive approximation argument (see [Levin 2013, Proposition 8.1.8]). �

It will also be useful to have an infinite version of zDŒa;b�;.N/PF
. Fix a trivialization

ˇF WPF Š E0SF
. Define a groupoid on Cƒ by

zD
Œa;b�;.1/
PF

.A/ WD f.PA; ˇA/ jPA 2D
Œa;b�
PF

.A/; ˇA WPA Š E0SAg;

where ˇA lifts ˇF. Define zD.1/

PF
WD
S
a<b
zD
Œa;b�;.1/
PF

.

3.2. Local models for Weil-restricted groups. In this section, we associate to any
geometric conjugacy class Œ�� of cocharacters of Res.K˝QpF /=F

GF a local model
M.�/ (Definition 3.2.3) over the ring of integers ƒŒ�� of the reflex field FŒ�� of
Œ�� (the relevant parahoric here is Res.OK˝Zpƒ/=ƒ

G). By construction, M.�/ is a
flat projective ƒŒ��-scheme. The principal result (Theorem 3.2.4) says that M.�/
is normal and its special fiber is reduced.

The details of the proof of Theorem 3.2.4 are in [Levin 2013, §10], where we
follow the strategy introduced in [Pappas and Zhu 2013]. We cannot apply Pappas
and Zhu’s result directly because the group Res.K˝QpF /=F

GF usually does not
split over a tame extension of F . In [Levin 2014], we generalize [Levin 2013,
§10] and [Pappas and Zhu 2013] to groups of the form ResL=FH , where H is
reductive group overLwhich splits over a tame extension ofL, and allow arbitrary
parahoric level structure. Here we recall the relevant definitions and results, leaving
the details to [Levin 2013; 2014].
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For any ƒ-algebra R, set RW WD R˝Zp W . Our local models are constructed
inside the following moduli space:

Definition 3.2.1. For any ƒ-algebra R, let 2RW Œu�.E.u// denote the E.u/-adic
completion of RW Œu�. Define

GrE.u/;WG .R/ WD fisomorphism classes of pairs .E; ˛/g;

where E is a G-bundle on 2RW Œu�.E.u// and

˛ W Ej1RW Œu�.E.u//ŒE.u/�1� Š E01RW Œu�.E.u//ŒE.u/�1�:

Proposition 3.2.2. The functor GrE.u/;WG is an ind-scheme which is ind-projective
over ƒ. Furthermore:

(1) The generic fiber GrE.u/;WG Œ1=p� is naturally isomorphic to the affine Grass-
mannian of Res.K˝QpF /=F

GF over the field F .

(2) If k0 is the residue field of W , then the special fiber GrE.u/;WG ˝ƒF is natu-
rally isomorphic to the affine Grassmannian of Res.k0˝FpF/=F.GF/.

Proof. See §10.1 in [Levin 2013]. �

LetH be any reductive group over F and GrH be the affine Grassmannian ofH .
Associated to any geometric conjugacy class Œ�� of cocharacters, there is an affine
Schubert variety S.�/ in .GrH /FŒ�� , where FŒ�� is the reflex field of Œ��. These
are the closures of orbits for the positive loop group LCH .

The geometric conjugacy classes of cocharacters of H can be identified with
the set of dominant cocharacters for a choice of maximal torus and Borel subgroup
over F . The dominant cocharacters have partial ordering defined by � � � if
and only if � � � is a nonnegative sum of positive coroots. Then S.�/F is the
union of the locally closed affine Schubert cells for all �0 � � [Richarz 2013,
Proposition 2.8].

Definition 3.2.3. Let FŒ��=F be the reflex field of Œ��with ring of integersƒŒ��. If
S.�/�GrRes.K˝QpF/=F

GF ˝F FŒ�� is the closed affine Schubert variety associated
to �, then the local model M.�/ associated to � is the flat closure of S.�/ in
GrE.u/;WG ˝ƒƒŒ��. It is a flat projective scheme over SpecƒŒ��.

The main theorem on the geometry of local models is:

Theorem 3.2.4. Suppose that p−j�1.Gder/j, where Gder is the derived subgroup
ofG. ThenM.�/ is normal. The special fiberM.�/˝ƒ�F is reduced, irreducible,
normal, Cohen–Macaulay and Frobenius-split.
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For the next subsection, it will useful to recall a group which acts on GrE.u/;WG

and M.�/. Define

LC;E.u/G.R/ WDG.2RW Œu�.E.u///D lim
 ��
i�1

G.RW Œu�=.E.u/
i //

for allƒ-algebrasR. LC;E.u/G is represented by a group scheme that is the projec-
tive limit of the affine, flat, finite-type group schemes Res..ƒ˝ZpW /Œu�=E.u/

i /=ƒG.
The group LC;E.u/G acts on GrE.u/;WG by changing the trivialization. This

action is nice in the sense of [Gaitsgory 2001, A.3], i.e., GrE.u/;WG Š lim
��!i

Zi , where
Zi are LC;E.u/G-stable closed subschemes on which LC;E.u/G acts through the
quotient Res..ƒ˝ZpW /Œu�=E.u/

i /=ƒG.

Corollary 3.2.5. For any �, the local model M.�/ is stable under the action
of LC;E.u/G.

Proof. Since everything is flat, it suffices to show that M.�/Œ1=p� is stable un-
der LC;E.u/GŒ1=p�. The functor LC;E.u/GŒ1=p� on F -algebras is naturally iso-
morphic to the positive loop groupLCRes.K˝QpF /=F

.G/, so that the isomorphism
in Proposition 3.2.2(1) is equivariant. M.�/Œ1=p� is the closed affine Schubert
variety S.�/ which is stable under the action of this group. �

3.3. Smooth modification. We begin by defining the deformation functor which
will be the target of our modification.

Definition 3.3.1. Choose a G-bundle QF over SF together with a trivialization ı0
of QF over SFŒ1=E.u/�. Define a deformation functor on Cƒ by

DQF
.A/ WD fisomorphism classes of triples .E; ı;  /g;

where E is a G-bundle on SA, ı W EjSAŒE.u/�1� Š E0
SAŒE.u/�1�

, and the map
 W E˝SA SF ŠQF is compatible with ı and ı0.

Example 3.3.2. Let G D GL.V /. For any .QA; ıA/ 2DQF
.A/, ıA identifies QA

with a “lattice” in .V ˝ƒ SA/Œ1=E.u/�, that is, a finitely generated projective
SA-module LA such that LAŒ1=E.u/�D .V ˝ƒSA/Œ1=E.u/�.

The main result of this section is the following:

Theorem 3.3.3. Letƒ be a Zp-finite, flat, local domain with residue field F. LetG
be a connected reductive group over ƒ and PF a G-Kisin module with coefficients
in F. Fix a trivialization ˇF of PF as a G-bundle. There exists a diagram of
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groupoids over Cƒ,
zD.1/

PF

�.1/

}}

‰

""

DPF
DQF

;

whereQF WD .'
�.PF/; ˇFŒ1=E.u/�ı�PF

/. Both � .1/ and ‰ are formally smooth.

Later in the section, we will refine this modification by imposing appropriate
conditions on both sides. Intuitively, the above modification corresponds to adding
a trivialization to the G-Kisin module and then taking the “image of Frobenius”.
The groupoid zD.1/

PF
is defined at the end of Section 3.1 and � .1/ is formally smooth

sinceG is smooth. Next, we construct the morphism‰ and show that it is formally
smooth. To avoid excess notation, we sometimes omit the data of the residual
isomorphisms modulo mA. One can check that the everything is compatible with
such isomorphisms.

Definition 3.3.4. For any .PA; �PA ; ˇA/ 2 zD
.1/

PF
.A/, we set

‰..PA; �PA ; ˇA//D .'
�.PA/; ıA/;

where ıA is the composite

'�.PA/Œ1=E.u/�
�PA
���!PAŒ1=E.u/�

ˇAŒ1=.E.u//�
���������! E0SA Œ1=E.u/�:

Proposition 3.3.5. The morphism ‰ of groupoids is formally smooth.

Proof. Choose A 2 Cƒ and an ideal I of A. Consider a pair .QA; ıA/ 2DQF
.A/

over a pair .QA=I ; ıA=I /. Let .PA=I ; �A=I ; ˇA=I / be an element in the fiber over
.QA=I ; ıA=I /. The triple .PA=I ; �A=I ; ˇA=I / is isomorphic to a triple of the form
.E0SA=I ; �

0
A=I

; IdA=I /. Let 
A=I be the isomorphism between '�.E0SA=I / andQA=I .
We want to construct a lift .PA; �A; ˇA/ such that‰.PA; �A; ˇA/D .QA; ıA/. Take
PA D E0SA to be the trivial bundle and ˇA to be the identity.

Now, pick any lift 
A W '�.E0SA/ŠQA, of 
A=I which exists since G is smooth.
We can define the Frobenius by

�A D ıA ı 
AŒ1=E.u/�:

It is easy to check that ‰.PA; �A; ˇA/Š .QA; ıA/. �

We would now like to relate DQF
to GrE.u/;WG from the previous section.

Proposition 3.3.6. A pair .QF; ı0/ as in Definition 3.3.1 defines a point xF in
GrE.u/;WG .F/. Furthermore, for any A 2Cƒ, there is a natural functorial bijection
between DQF

.A/ and the set of xA 2 GrE.u/;WG .A/ such that xA modmA D xF.
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Proof. Recall that SA D .W ˝Zp A/ŒŒu�� because A is finite over Zp. Also,
GrE.u/;WG .A/ is the set of isomorphism classes of bundles on the E.u/-adic com-
pletion of .W ˝ ZpA/Œu� together with a trivialization after inverting E.u/. Since
p is nilpotent in A, we can identify .W ˝Zp A/ŒŒu�� and the E.u/-adic com-
pletion 6.W ˝Zp A/Œu�.E.u//. This identifies DQF

.A/ with the desired subset of
GrE.u/;WG .A/. �

For any Zp-algebraA, let ySA denote theE.u/-adic completion of .W˝ZpA/Œu�.

Lemma 3.3.7. For any finite flat Zp-algebraƒ0, there is a .W ˝Zpƒ
0/Œu�-algebra

isomorphism
Sƒ0 ! ySƒ0 :

Proof. For any n� 1, we have an isomorphism

Sƒ0=p
n
Š ySƒ0=p

n

since .E.u// and u define the same adic topologies modulo pn. Passing to the
limit, we get an isomorphism of their p-adic completions. Both Sƒ0 and ySƒ0 are
already p-adically complete and separated. �

Fix a geometric cocharacter � of Res.K˝QpF /=F
GF , which we can write as

�D .� / WK!F , where the� are cocharacters ofGF . Assume that F DFŒ��, so
that the generalized local modelM.�/ is a closed subscheme of GrE.u/;WG overƒ;
see Definition 3.2.3. Recall that V is a fixed faithful representation of G. For
each  , � induces an action of Gm on VF . Define a (resp. b) to be the smallest
(resp. largest) weight appearing in VF over all � .

Definition 3.3.8. Define a closed subfunctor D�QF
of DQF

by

D
�
QF
.A/ WD f.QA; ıA/ 2DQF

.A/ j .QA; ıA/ 2M.�/.A/g

under the identification in Proposition 3.3.6. Define zD.1/;�
PF

to be the base change
of D�PF

along ‰. It is a closed subgroupoid of zD.1/

PF
.

The following proposition says that zD.1/;�
PF

descends to a closed subgroupoid
D
�
PF

of DPF
:

Proposition 3.3.9. Let a and b be as in the discussion before Definition 3.3.8.
There is a closed subgroupoidD�PF

�D
Œa;b�
PF
�DPF

such that � .1/j zD.1/;�PF

factors
through D�PF

and
zD
.1/;�
PF

!D
�
PF
�DPF

zD.1/

PF

is an equivalence of closed subgroupoids. Furthermore, �� W zD.1/;�
PF

! D
�
PF

is
formally smooth.
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Proof. For any A 2 Cƒ define D�PF
.A/ to be the full subcategory whose objects

are � .1/. zD.1/;�
PF

.A//. Observe that for any x 2 D�PF
.A/ the group G.SA/ acts

transitively on the fiber .� .1//�1.x/ � zD.1/

PF
.A/ by changing the trivialization.

The key point is that zD.1/;�
PF

.A/ is stable underG.SA/, by Corollary 3.2.5. Hence,

.� .1//�1.x/� zD
.1/;�
PF

.A/: (3-3-9-1)

It is not hard to see then that the map to the fiber product is an isomorphism and
that �� is formally smooth.

It remains to show that D�PF
! DPF

is closed. Let PA 2 DPF
.A/ and choose

a trivialization ˇA of PA, i.e., a lift to zD.1/

PF
.A/. We want a quotient A ! A0

such that, for any f W A! B , PA ˝A;f B 2 D
�
PF
.B/ if and only if f factors

through A0. Let A! A0 represent the closed condition zD.1/;�
PF

� zD.1/

PF
. Clearly,

PA˝AA
0 2D

�
PF
.A0/ and so any further base change is as well. Now, let f WA!B

be such that PA˝A;f B 2D
�
PF
.B/. The trivialization ˇA induces a trivialization

ˇB on PB . The pair .PB ; ˇB/ lies in zD.1/;�
PF

.B/ by (3-3-9-1). �

We have constructed a diagram of formally smooth morphisms

zD
.1/;�
PF

��

||

‰�

##

D
�
PF

D
�
QF
;

(3-3-9-2)

where D�QF
is represented by the completed local ring at the F-point of M.�/

corresponding to .QF; ıF/. Next, we would like to replace zD.1/;�
PF

by a “smaller”
groupoid which is representable.

Let a and b be as in the discussion before Definition 3.3.8 and chooseN >b�a.
Recall the representable groupoid zDŒa;b�;.N/PF

(Proposition 3.1.1). Define a closed
subgroupoid

zD
.N/;�
PF

WDD
�
PF
�DPF

zD
Œa;b�;.N/
PF

of zDŒa;b�;.N/PF
. By Proposition 3.3.9, the morphism zD.1/;�

PF
!D

.N/;�
PF

is formally
smooth.

Proposition 3.3.10. For anyN >b�a, the morphism‰� W zD.1/;�
PF

!D
�
PF

factors
through zD.N/;�PF

. Furthermore, zD.N/;�PF
is formally smooth over D�QF

.

Proof. By our assumption onN , zD.N/;�PF
is representable, so it suffices to define the

factorization‰�N W zD
.N/;�
PF

!D
�
PF

on underlying functors. For any x2 zD.N/;�PF
.A/,

set
‰.N/;�.x/ WD‰�. Qx/
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for any lift Qx of x to zD.1/;�
PF

.A/. The image is independent of the choice of lift by
Corollary 3.2.5. The map ‰.N/;� is formally smooth since ‰� is. �

In the remainder of this section, we discuss the relationship between D�PF
and

p-adic Hodge type �. For this, it will useful to work in a larger category than yCƒ.
All of our deformation problems can be extended to the category of complete
local Noetherian ƒ-algebras R with finite residue field. For any such R, we de-
fineD?PF

.R/ (and, similarly, zD?PF
.R/,D?QF

.R/) to be the category of deformations
to R of PF˝FR=mR with condition ?, where ? is any of our various conditions.
For any finite localƒ-algebraƒ0, the category yCƒ0 is a subcategory of the category
of complete local Noetherian ƒ-algebras with finite residue field.

The functors zDŒa;b�;.N/PF
, zD.N/;�PF

and D�QF
are all representable on yCƒ. It is

easy to check, using the criterion in [Chai et al. 2014, Proposition 1.4.3.6], that
these functors commute with change in coefficients, i.e., if zRŒa;b�;.N/ represents
zD
Œa;b�;.N/
PF

over Cƒ then zRŒa;b�;.N/˝ƒƒ0 represents the extension of zDŒa;b�;.N/PF

restricted to the category yCƒ0 , and similarly for zD.N/;�PF
and D�QF

.
An argument as in Theorem 2.4.2 shows that, in DŒa;b�PF

.R/, an object of DŒa;b�

is the same as a G-bundle PR on ySR together with a Frobenius

�PR W '
�.PR/Œ1=E.u/�ŠPRŒ1=E.u/�

deforming PF˝FR=mR and having height in Œa; b�. The condition on the height is
essential in order to define the Frobenius over R. We would like to give a criterion
that says when .PR; �PR/ lies in D�PF

.R/.
Choose .PR; �PR/ 2 D

Œa;b�
PF

.R/. For any finite extension F 0 of F and any
homomorphism x W R! F 0, denote the base change of PR to SF 0 by .Px; �x/.
Associated to .Px; �x/ is a functor Dx from RepF .GF / to filtered .K˝Qp F

0/-
modules given by Dx.W / D '�.Px/.W /=E.u/'

�.Px/.W / with the filtration
defined as in Definition 2.4.8.

Lemma 3.3.11. For any finite extension F 0 of F and any x W R! F 0, the func-
tor Dx is a tensor exact functor.

Proof. Any such x factors through the ring of integers ƒ0 of F 0, so that .Px; �x/
comes from a pair .Px0 ; �x0/ over Sƒ0 . Let ySƒ0 and ySF 0 be the E.u/-adic com-
pletions of .W ˝Zpƒ

0/Œu� and .W ˝Zp F
0/Œu�, respectively. By Lemma 3.3.7, we

can equivalently think of .Px0 ; �x0/ as a pair over ySƒ0 .
Choose a trivialization ˇ0 of Px0 and set Qx0 WD '

�.Px0/ with trivialization
ıx0 WD ˇ0Œ1=E.u/�ı�x0 . Define .Qx; ıx/ to be .Qx0 ; ıx0/˝ ySƒ0

ySF 0 and define a
filtration on DQx WDQx modE.u/ by

Fili .DQx .W //D .Qx.W /\E.u/
i .W ˝ ySF 0//=.E.u/Qx.W /\E.u/

i .W ˝ ySF 0//
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for any W 2 RepF .GF /. Since ySƒ0 Œ1=p�=.E.u// D ySF 0=.E.u//, there is an
isomorphism

Dx ŠDQx

of tensor exact functors to ModK˝QpF
0 identifying the filtrations.

It suffices then to show that DQx is a tensor exact functor to the category of fil-
tered .K˝QpF

0/-modules. Without loss of generality, we assume that F 0 contains
a Galois closure of K. Then

ySF 0 Š
Y
 

F 0ŒŒu� .�/��

over embeddings  W K ! F 0 (first decompose W ˝Zp F
0 and then decompose

E.u/ in each factor). Thus, .Qx; ıx/ decomposes as a product
Q
 .Q

 
x ; ı

 
x /,

where each pair defines a point z of the affine Grassmannian ofGF 0 . The quotient
DQx decomposes compatibly as

Q
 DQ x . We are reduced then to a computation

for a point z 2 GrGF 0 .F
0/. Without loss of generality, we can assume GF 0 is

split. Up to translation by the positive loop group (which induces an isomorphism
on filtrations), z is the image Œg� for some g 2 T .F 0..t/// where T is maximal
split torus of GF 0 . Using the weight space decomposition for T on any represen-
tation W , one can compute directly that DQ x is a tensor exact functor. For more
details, see [Levin 2013, Proposition 3.5.11, Lemma 8.2.15]. �

Definition 3.3.12. Let F 0 be any finite extension of F with ring of integers ƒ0.
We say a G-Kisin module .Pƒ0 ; �ƒ0/ over ƒ0 has p-adic Hodge type � if the
GF -filtration associated to Pƒ0 Œ1=p� as above has type �.

Theorem 3.3.13. Assume that F D FŒ��. Let R be any complete local Noe-
therian ƒ-algebra with finite residue field which is ƒ-flat and reduced. Then
PR 2D

Œa;b�
PF

.R/ lies in D�PF
.R/ if and only if , for all finite extensions F 0=F and

all homomorphisms x W R! F 0, the GF -filtration Dx has type less than or equal
to Œ��.

Proof. Choose a lift Qy of PR to zDŒa;b�;.N/PF
.R/. Clearly, PR 2D

�
PF
.R/ if and only

if Qy 2 zD.N/;�PF
.R/, which happens if and only ‰. Qy/ 2 D�QF

.R/. Let R� be the
quotient of R representing the fiber product

SpfR�
D
Œa;b�
QF

D
�
QF
:

To show that R� D R, it suffices to show that SpecR�Œ1=p� contains all closed
points of SpecRŒ1=p�, since R is flat and RŒ1=p� is reduced and Jacobson.

The groupoid D�QF
is represented by a completed stalk on the local model

M.�/ � GrE.u/;WG , so that, for any x W R! F 0, ‰. Qy/Œ1=p� defines an F 0-point
.Qx; ıx/ of GrE.u/;WG . SinceM.�/.F 0/DS.�/.F 0/, .Qx; ıx/2S.�/.F 0/ if and
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only if the filtration DQx has type less than or equal to Œ�� [Levin 2013, Proposition
3.5.11]. The proof of Lemma 3.3.11 shows that the two filtrations agree, i.e.,

Dx ŠDQx :

Thus, x factors through R� exactly when the type of the filtration Dx is less than
or equal to Œ��. �

Fix a continuous representation N� W �K ! G.F/. Let RŒa;b�;cris
N� be the universal

framed G-valued crystalline deformation ring with Hodge–Tate weights in Œa; b�,
and let ‚ WX Œa;b�;cris

N� ! SpecRŒa;b�;cris
N� be as in Proposition 2.3.3.

Definition 3.3.14. Assume F D FŒ��. Define Rcris;��
N� to be the flat closure of the

connected components of
SpecRŒa;b�;cris

N� Œ1=p�

with type less than or equal to � (see Theorem 2.4.6). Define X cris;��
N� to be the

flat closure in X Œa;b�;cris
N� of the same connected components (since ‚Œ1=p� is an

isomorphism).

Corollary 3.3.15. Let X cris;��
N� be as in Definition 3.3.14. A point Nx 2X cris;��

N� .F0/

corresponds to a G-Kisin lattice PF0 over SF0 . The deformation problem Dcris;�
Nx

which assigns to any A 2 Cƒ˝ZpW.F
0/ the set of isomorphisms classes of triples

f.y;PA; ıA/ j y WR
cris;��
N� ! A; PA 2D

�
PF0
.A/; ıA W TG;SA.PA/Š �y j�1g

is representable. Furthermore, if yO�
Nx is the completed local ring of X cris;��

N� at Nx,
then the natural map Spf yO�

Nx !Dcris;�
Nx is a closed immersion which is an isomor-

phism modulo p-power torsion.

Proof. Without loss of generality, we can replace ƒ by ƒ˝W.F/W.F0/. By con-
struction and Proposition 2.3.5, for any A 2 Cƒ, the deformation functor

D
cris;�;bc
Nx .A/Dfy WR

cris;��
N� !A;PA 2D

Œa;b�
PF0

.A/; ıA W TG;SA.PA/Š �y j�1g=Š

is representable. That is, Dcris;�;bc
Nx represents the completed stalk at a point of the

fiber product X Œa;b�;cris
N� �SpecRŒa;b�;cris

N�
SpecRcris;��

N� . SinceD�PF0
�DŒa;b�PF0

is closed,
so is Dcris;�

Nx �Dcris;�;bc
Nx and hence Dcris;�

Nx is representable by Rcris;�
Nx . To see that

the closed immersion Spf yO�
Nx ! Dcris;�;bc

Nx factors through Dcris;�
Nx , it suffices to

show that the “universal” lattice PyO�
Nx
2D

Œa;b�
PF0

.yO
�
Nx / lies in D�PF0

.yO
�
Nx /.

By Proposition 2.3.9 and Theorem 2.3.12, ‚Œ1=p� is an isomorphism. Further-
more, by [Balaji 2012, Proposition 4.1.5], RŒa;b�;cris

N� Œ1=p� and Rcris;��
N� Œ1=p� are

formally smooth over F . Hence, yO�
Nx satisfies the hypotheses of Theorem 3.3.13.

By Theorem 3.3.13, we are reduced to showing that for any finite F 0=F and any
homomorphism x W yO

�
Nx ! F 0 the filtration Dx corresponding to the base change



G-valued crystalline representations with minuscule p-adic Hodge type 1771

Px WDPyO�
Nx
˝x F

0 has type less than or equal to �. The homomorphism x corre-
sponds to a closed point of SpecRcris;��

N� Œ1=p�, i.e., a crystalline representation �x
with p-adic Hodge type less than or equal to �. Furthermore, Px is the unique
.SF 0 ; '/-module of bounded height associated to �x . By Proposition 2.4.9, the de
Rham FdR

�x
filtration associated to �x is isomorphic to the filtration Dx associated

to .Px; �x/. Thus, Dx has type less than or equal to � for all points x and so
PyO�
Nx
2D

�
PF0
.yO
�
Nx /, by Theorem 3.3.13.

By the argument above, Spec yO�
Nx and SpecRcris;�

Nx have the same F 0-points for
any finite extension of F . Since Rcris;��

N� Œ1=p� is formally smooth over F , the
kernel of Rcris;�

Nx ! yO
�
Nx is p-power torsion. �

Remark 3.3.16. In fact, Corollary 3.3.15 holds as well for semistable deformation
rings with p-adic Hodge type less than or equal to �. To apply Theorem 3.3.13
and make the final deduction, we needed that the generic fiber of the crystalline
deformation ring was reduced (to argue at closed points). This is true for G-valued
semistable deformation rings by the main result of [Bellovin 2014].

4. Local analysis

In this section, we analyze finer properties of crystalline G-valued deformation
rings with minuscule p-adic Hodge type. The techniques in this section are in-
spired by [Kisin 2009; Liu 2013]. We develop a theory of .'; y�/-modules with
G-structure and our main result, Theorem 4.3.6, is stated in these terms. How-
ever, the idea is the following: given a G-Kisin module .PA; �A/ over some finite
ƒ-algebra A, we get a representation of �1 via the functor TG;SA . In general, this
representation need not extend (and certainly not in a canonical way) to a repre-
sentation of the full Galois group �K . When G DGLn and PA has height in Œ0; 1�
then, via the equivalence between Kisin modules with height in Œ0; 1� and finite
flat group schemes [Kisin 2006, Theorem 2.3.5], one has a canonical extension to
�K which is flat. We show (at least when A is a ƒ-flat domain) that the same
holds for G-Kisin modules of minuscule type: there exists a canonical extension
to �K which is crystalline. This is stated precisely in Corollary 4.3.8. We end by
applying this result to identify the connected components of G-valued crystalline
deformation rings with the connected components of a moduli space of G-Kisin
modules (Corollary 4.4.2).

4.1. Minuscule cocharacters. We begin with some preliminaries on minuscule
cocharacters and adjoint representations which we use in our finer analysis with
.'; y�/-modules in the subsequent sections.

Let H be a reductive group over field �. The conjugation action of H on itself
gives a representation

Ad WH ! GL.Lie.H//: (4-1-0-1)
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This is algebraic, so, for any �-algebra R, H.R/ acts on Lie.HR/D LieH ˝� R.
We will use Ad to denote these actions as well. We can define Ad for G over
Specƒ in the same way.

Definition 4.1.1. Any cocharacter � W Gm!H gives a grading on LieH defined
by

LieH.i/ WD fY 2 LieH j Ad.�.a//Y D aiY g:

A cocharacter � is called minuscule if LieH.i/D 0 for i 62 f�1; 0; 1g.

Minuscule cocharacters were studied by Deligne [1979] in connection with the
theory of Shimura varieties. A detailed exposition of their main properties can be
found in §1 of [Gross 2000].

Assume now that H is split and fix a maximal split torus T contained in a
Borel subgroup B . This gives rise to a set of simple roots � and a set of simple
coroots �_. In each conjugacy class of cocharacters, there is a unique dominant
cocharacter valued in T . The set of dominant cocharacters is denoted by X�.T /C.

Recall the Bruhat (partial) ordering on X�.T /C: given dominant cocharacters
�, �0 W Gm! T , we say �0 � � if ���0 D

P
˛2�_ n˛˛ with n˛ � 0.

Proposition 4.1.2. Let � be a dominant minuscule cocharacter. Then there is no
dominant �0 such that �0 < � in the Bruhat order.

Proof. See Exercise 24 from Chapter IV.1 of [Bourbaki 2002]. �
Proposition 4.1.3. If � is a minuscule cocharacter, then the (open) affine Schubert
variety S0.�/ is equal to S.�/. Furthermore, S.�/ is smooth and projective. In
fact, S.�/ Š H=P.�/, where P.�/ is a parabolic subgroup associated to the
cocharacter �.

Proof. Since the closure S.�/ D
S
�0�� S

0.�0/ [Richarz 2013, Proposition 2.8],
the first part follows from Proposition 4.1.2. For the remaining facts, we refer to
discussion after [Pappas et al. 2013, Definition 1.3.5] and [Levin 2013, Proposi-
tion 3.5.7]. �

For any� WGm!T , we get an induced map Gm.�..t///!T .�..t///�H.�..t///

on loop groups. We let �.t/ denote the image of t 2 �..t//�.

Proposition 4.1.4. For any X 2 LieH ˝� �ŒŒt ��, we have

Ad.�.t//.X/ 2 1
t
.LieH ˝� �ŒŒt ��/:

Proof. As in Definition 4.1.1, we can decompose

LieH D LieH.�1/˚LieH ˚LieH.1/:

Then Ad.�.t// acts on LieH.i/ ˝ �..t// by multiplication by t i . The largest
denominator is then t�1. �
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4.2. Theory of .'; y�/-modules with G -structure. We review Liu’s theory [2010;
Caruso and Liu 2011] of .'; yG/. We call them .'; y�/-modules to avoid confusion
with the algebraic group G. The theory of .'; y�/-modules is an adaptation of the
theory of .'; �/-modules to the non-Galois extensionK1DK.�1=p; �1=p

2

; : : : /.
The y� refers to an additional structure added to a Kisin module which captures
the full action of �K as opposed to just the subgroup �1 WD Gal.K=K1/. The
main theorem in [Liu 2010] is an equivalence of categories between (torsion-free)
.'; y�/-modules and �K-stable lattices in semistable Qp-representations.

Let zEC denote the perfection of OK=.p/. There is a unique surjective map

‚ WW. zEC/! yOK

which lifts the projection zEC! OK=.p/. The compatible system .�1=p
n

/n�0 of
the pn-th roots of � defines an element � of zEC. Let Œ�� denote the Teichmüller
representative in W. zEC/. There is an embedding

S ,!W. zEC/;

defined by u 7! Œ��, which is compatible with the Frobenii. If zE is the fraction
field of zEC, then W. zEC/�W. zE/. The embedding S ,!W. zEC/ extends to an
embedding

OE ,!W. zE/:

As before, let K1 D
S
K.�1=p

n

/. Set Kp1 WD
S
K.�pn/, where �pn is a

primitive pn-th root of unity. Denote the compositum ofK1 andKp1 byK1;p1 ;
K1;p1 is Galois over K.

Definition 4.2.1. Define

y� WD Gal.K1;p1=K/ and y�1 WD Gal.K1;p1=K1/:

There is a subring yR � W. zEC/ which plays a central role in the theory of
.'; y�/-modules. The definition can be found on p. 5 of [Liu 2010]. The relevant
properties of yR are

(1) yR is stable by the Frobenius on W. zEC/;

(2) yR contains S;

(3) yR is stable under the action of the Galois group �K and �K acts through the
quotient y� .

For any Zp-algebra A, set yRA WD yR ˝Zp A with a Frobenius induced by the
Frobenius on yR. Similarly, define W. zEC/A WD W. zEC/˝Zp A and W. zE/A WD
W. zE/˝Zp A. For any SA-module MA, definebMA WD

yRA˝';SA MA D
yRA˝SA '

�.MA/
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and eMA WDW. zE
C/A˝';SA MA DW. zE

C/A˝ yRA
bMA:

Recall that '�.MA/ WDSA˝';SA MA and that the linearized Frobenius is a map
�MA W '

�.MA/!MA (when MA has height in Œ0;1/).
If MA is a projective SA-module then, by Lemma 3.1.1 in [Caruso and Liu

2011], '�.MA/ � bMA �
eMA. Although the map m 7! 1 ˝ m from MA tobMA is not SA-linear, it is injective when MA is SA-projective. The image is a

'.SA/-submodule of bMA. We will think of MA inside of bMA in this way. Finally,
for any étale .OE;A; '/-module MA, we define

zMA WDW. zE/A˝';OE;A MA DW. zE/A˝OE;A '
�.MA/

with semilinear Frobenius extending the Frobenius on MA. To summarize, for any
Kisin module .MA; �A/, we have the diagram

.MA; �A/

��

// bMA
// eMA

��

.MA; �A/ // . zMA; Q�A/:

Now, let 
 2 y� and let bMA be an yRA-module. A map g W bMA !
bMA is


 -semilinear if

g.am/D 
.a/g.m/

for any a2 yRA,m2 bMA. A (semilinear) y�-action on bMA is a 
 -semilinear map g

for each 
 2 y� such that

g
 0 ıg
 D g
 0


as .
 0
/-semilinear morphisms. A (semilinear) y�-action on bMA extends in the
natural way to a (semilinear) �K-action on eMA and on zMA.

For any local Artinian Zp-algebra A, choose a Zp-module isomorphism A ŠL
Z=pniZ so that, as a W. zE/-module, W. zE/AŠ

L
Wni .

zE/. We equip W. zE/A
with the product topology, where Wni . zE/ has a topology induced by the isomor-
phism Wni .

zE/Š zEni given by Witt components (see §4.3 of [Brinon and Conrad
2009] for more details on the topology of zE ). We can similarly define a topology
on W. zEC/A using the topology on zEC, and it is clear that this is the same as the
subspace topology from the inclusion W. zEC/A � W. zE/A. Finally, we give yRA
the subspace topology from the inclusion yRA � W. zEC/A. The same procedure
works for A finite flat over Zp.
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A y�-action on bMA is continuous if, for any basis (equivalently for all bases)
of bMA, the induced map y�!GLr. yRA/ is continuous, where r is the rank of bMA

(such a basis exists by [Kisin 2009, Lemma 1.2.2(4)]).

Definition 4.2.2. Let A be a finite Zp-algebra. A .'; y�/-module with height in
Œa; b� over A is a triple .MA; �MA ;

y�/, where

(1) .MA; �MA/ 2Mod';Œa;b�SA
;

(2) y� is a continuous (semilinear) y�-action on bMA;

(3) the �K-action on eMA commutes with Q�MA (as endomorphisms of zMA);

(4) regarding MA as a '.SA/-submodule of bMA, we have MA �
bMy�1A ;

(5) y� acts trivially on bMA=IC.bMA/ (see §3.1 of [Caruso and Liu 2011] for the
definition of IC.bMA/).

We often refer to the additional data of a .'; y�/-module on a Kisin module as a
y�-structure.

Remark 4.2.3. Although we allow arbitrary height Œa; b� (in particular, negative
height), the ring yR is still sufficient for defining the y�-action. This follows from
the fact that the y�-action on S.1/ is given by Oc (see [Liu 2010, Example 3.2.3]),
which is a unit in yR. See also [Levin 2013, Example 9.1.9].

Proposition 4.2.4. Choose .MA; �MA/ 2 Mod';Œa;b�SA
of rank r . Fix a basis ffig

of MA. Let C 0 be the matrix for �MA with respect to f1˝' fig. Then a y�-structure
on MA is the same as a continuous map

B� W y�! GLr. yRA/

such that

(i) C 0 �'.B
 /D B
 � 
.C 0/ in Mat.W. zE/A/ for all 
 2 y�;

(ii) B
 D Id for all 
 2 y�1;

(iii) B
 � Id mod IC. yR/A for all 
 2 y�;

(iv) B

 0 D B
 � 
.B
 0/ for all 
 , 
 0 2 y� .

Let Mod';Œa;b�;
y�

SA
denote the category of .'; y�/-modules with height in Œa; b�

over A. A morphism between .'; y�/-modules is a morphism in Mod';Œa;b�SA
that is

y�-equivariant when extended to yRA.
Let Mod';bh;y�

SA
WD
S
h>0 Mod';Œ�h;h�;y�SA

, so Mod';bh;y�
SA

has a natural tensor prod-
uct operation which at the level of Mod';bh

SA
is the tensor product of bounded height

Kisin modules. The y�-structure on the tensor product is defined via

yRA˝';SA .MA˝SANA/Š . yRA˝';SAMA/˝ yRA
. yRA˝';SANA/D bMA˝ yRA

yNA:
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One also defines a y�-structure on the dual M_A WDHomSA.MA;SA/ in the natural
way (see the discussion after [Levin 2013, Proposition 9.1.5]). Note that, unlike in
other references (for example [Ozeki 2013]), we do not include any Tate twist in
our definition of duals.

We will now relate these .'; y�/-modules to �K-representations. For this, we
require that A be Zp-finite and either Zp-flat or Artinian. Define a functor yTA
from Mod';bh;y�

SA
to Galois representations by

yTA.bMA/ WD .W. zE/˝ yR
bMA/

Q�AD1 D . zMA/
Q�AD1:

The semilinear �K-action on zMA commutes with Q�A, so yTA.bMA/ is a �K-stable
A-submodule of W. zE/˝ yR

bMA.
We now recall the basic facts we will need about yTA:

Proposition 4.2.5. Let A be Zp-finite and either Zp-flat or Artinian.

(1) If bMA 2Mod';bh;y�
SA

, then there is a natural AŒ�1�-module isomorphism

�A W TSA.MA/! yTA.bMA/:

Furthermore, �A is functorial with respect to morphisms in Mod';bh;y�
SA

.

(2) yTA is an exact tensor functor from Mod';bh;y�
SA

to RepA.�K/ which is compati-
ble with duals.

Proof. See [Levin 2013, Propositions 9.1.6 and 9.1.7]. �

We are now ready to add G-structure to .'; y�/-modules. Let G be a connected
reductive group over a Zp-finite and flat local domain ƒ as in previous sections.

Definition 4.2.6. Define GMod';
y�

SA
to be the category of faithful exact tensor func-

tors Œf Repƒ.G/;Mod';bh;y�
SA

�˝. We will refer to these as .'; y�/-modules with
G-structure.

Recall the category GRepA.�K/ from Definition 2.2.3. By Proposition 4.2.5(2),
yTA induces a functor

yTG;A W GMod';
y�

SA
! GRepA.�K/:

Furthermore, if !�1 W GRepA.�K/! GRepA.�1/ is the forgetful functor then
there is an natural isomorphism

TG;SA Š !�1 ı
yTG;A:

The functor yTG;A behaves well with respect to base change along finite maps
A! A0 by the same argument as in Proposition 2.2.4.
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We end this section by adding G-structure to the main result of [Liu 2010].
For A finite flat over ƒ, an element .PA; �A/ of GRepA.�K/ is semistable (resp.
crystalline) if �AŒ1=p� W�K!AutG.PA/.AŒ1=p�/ is semistable (resp. crystalline).
For A a local domain and �A semistable, we say �A has p-adic Hodge type � if
�AŒ1=p� does for any trivialization of PA (see Definition 2.4.5).

Theorem 4.2.7. Let F 0=F be a finite extension with ring of integers ƒ0. The func-
tor yTG;ƒ0 induces an equivalence of categories between GMod';y�Sƒ0

and the full
subcategory of semistable representations of GRepƒ0.�K/.

Proof. Using the Tannakian description of both categories, it suffices to show that
yTƒ0 defines a tensor equivalence between Mod';bh;y�

Sƒ0
and semistable representations

of �K on finite free ƒ0-modules. When F DQp and the Hodge–Tate weights are
negative (in our convention), this is Theorem 2.3.1 in [Liu 2010]. Note that Liu uses
contravariant functors, so that our yTƒ0 is obtained by taking duals. The restriction
on Hodge–Tate weights can be removed by twisting by yS.1/, the .'; y�/-module
corresponding to the inverse of the p-adic cyclotomic character.

To define a quasi-inverse to yTƒ0 , letL be a semistable �K-representation on a fi-
nite freeƒ0-module. Forgetting the coefficients, Liu [2010] constructs a y�-structure
yT �1.L/ on the unique Kisin lattice in M.L/. This .'; y�/-module over Zp has an
action of ƒ0, by functoriality of the construction. By an argument as in [Kisin
2008, Proposition 1.6.4(2)], the resulting Sƒ0-module is projective, so this defines
an object of Mod';bh;y�

Sƒ0
, which we call yT �1ƒ0 .L/.

Finally, we appeal to Proposition I.4.4.2 in [Saavedra Rivano 1972] to conclude
that yTƒ0 and yT �1ƒ0 define a tensor equivalence of categories given that yTƒ0 respects
tensor products (Proposition 4.2.5). �

4.3. Faithfulness and existence result. Fix an element � 2 y� such that �.�/D"�� ,
where " is a compatible system of primitive pn-th roots of unity. If p ¤ 2, then
� is a topological generator for y�p1 WD Gal.K1;p1=Kp1/. If p D 2, then some
power of � will generate y�p1 . In both cases, � together with y�1 topologically
generate y� (see [Liu 2010, §4.1]). Given condition (4) in Definition 4.2.2, the
y�-action is determined by the action of � .

Recall the element t 2 W. zEC/, which is the period for S.1/ in the sense that
'.t/D c�10 E.u/t. We will need a few structural results about W. zEC/.

Lemma 4.3.1. For any z
 2 �K , we have the following divisibilities in W. zEC/:

z
.u/ ju; z
.'.t// j'.t/; and z
.E.u// jE.u/:

Proof. See [Levin 2013, Lemma 9.3.1]. �
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The .'; y�/-modules which give rise to crystalline representations satisfy an extra
divisibility condition on the action of � [Gee et al. 2014, Corollary 4.10; Levin
2013, Proposition 9.3.4]. We call this the crystalline condition.

Definition 4.3.2. An object bMA 2Mod';Œa;b�;
y�

SA
is crystalline if, for any x 2MA,

there exists y 2 eMA such that �.x/� x D '.t/upy.

Proposition 4.3.3. If bMA is crystalline then, for all x 2MA and 
 2 y� , there exists
y 2 eMA such that 
.x/� x D '.t/upy.

Proof. This is an easy calculation using that y� is topologically generated by y�1
and � [Levin 2013, Proposition 9.3.3]. �

Definition 4.3.4. We say an object yPA 2GMod';Œa;b�;
y�

SA
is crystalline if yPA.W / is

crystalline for all W 2 f Repƒ.G/. For an object yPF 2 GMod';Œa;b�;y�SF
, define the

crystalline .'; y�/-module deformation groupoid over Cƒ by

D
cris;Œa;b�
yPF

.A/D f. yPA;  0/ 2D
Œa;b�

yPF

.A/ j yPA is crystallineg

for any A 2 Cƒ.

Proposition 4.3.5. Let F 0 be a finite extension of F with ring of integers ƒ0.
The equivalence from Theorem 4.2.7 induces an equivalence between the full sub-
category of crystalline objects in GMod';

y�
Sƒ0

with the category of crystalline repre-
sentations in GRepƒ0.�K/.

Proof. It suffices to show that if yTA. yPA.W // is a lattice in a crystalline represen-
tation then yPA.W / satisfies the crystalline condition. This only depends on the
underlying .'; y�/-module so we can take AD Zp. When p > 2, this is proven in
Corollary 4.10 in [Gee et al. 2014]. The argument for pD 2 is essentially the same
and was omitted only because in [Gee et al. 2014] they need further divisibilities
on .� � 1/n, for which p D 2 becomes more complicated. Details can be found in
[Levin 2013, Proposition 9.3.4]. �

Choose a crystalline object yPF2GMod';Œa;b�;
y�

SF
. If PF is the underlyingG-Kisin

module of yPF, then we would like to study the forgetful functor

y� WD
cris;Œa;b�
yPF

!D
Œa;b�
PF

:

More specifically, if � and a, b are as in the discussion before Definition 3.3.8,
and F D FŒ��, we consider

y�� WD
cris;�
yPF

WDD
cris;Œa;b�
yPF

�
D
Œa;b�
PF

D
�
PF
!D

�
PF
:

We can now state our main theorem:
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Theorem 4.3.6. Assume that p does not divide �1.Gder/, whereGder is the derived
group of G, and that F D FŒ��. If � is a minuscule geometric cocharacter of
Res.K˝QpF /=F

GF then
y�� WD

cris;�
yPF

!D
�
PF

is an equivalence of groupoids over Cƒ.

Remark 4.3.7. This generalizes [Levin 2013, Theorem 9.3.13], where we worked
with G-Kisin modules with height in Œ0; 1�. See Remark 1.1.1 for more informa-
tion.

Corollary 4.3.8. Assume F D FŒ�� and that � is minuscule. Let F 0 be a finite
extension of F with ring of integers ƒ0. There is an equivalence of categories be-
tweenG-Kisin modules over Sƒ0 with p-adic Hodge type� and the subcategory of
GRepƒ0.�K/ consisting of crystalline representations with p-adic Hodge type �.

Corollary 4.3.8 follows from the proof of Theorem 4.3.6. It generalizes the
equivalence between Kisin modules of Barsotti–Tate type and lattices in crys-
talline representations with Hodge–Tate weights in f�1; 0g [Kisin 2006, Theorem
2.2.7]. Note that we do not require p−j�1.Gder/j here. For the relevant defi-
nitions, see Definition 3.3.12 and the discussion before Theorem 4.2.7. Before
proving Theorem 4.3.6 and Corollary 4.3.8, we begin with some preliminaries on
crystalline .'; y�/-modules with G-structure.

Definition 4.3.9. Define G.up
i

/ to be the kernel of the reduction map

G.W. zEC/A/!G.W. zEC/A=.'.t/u
pi //:

Proposition 4.3.10. Choose .PA; �PA/2GMod';bh
SA

. Fix a trivialization ˇA of PA.
Let C 0 2 G

�
SAŒ1='.E.u//�

�
be �PA with respect to the trivialization 1˝' ˇA.

Then a crystalline y�-structure on PA is the same as a continuous map

B� W y�!G. yRA/

satisfying the following properties:

(a) C 0 �'.B
 /D B
 � 
.C 0/ in G.W. zE/A/ for all 
 2 y�;

(b) B
 D Id for all 
 2 y�1;

(c) B
 2G.up/ for all 
 2 y�;

(d) B

 0 D B
 � 
.B
 0/ for all 
 , 
 0 2 y� .

Proof. Everything follows directly from Proposition 4.2.4. The only point to note
is that .up'.t// � IC. yR/A because u 2 IC. yR/. Hence, the crystalline condition,
which is equivalent to condition (c), implies condition (5) of Definition 4.2.2. �

Before we begin the proof of Theorem 4.3.6, we have two important lemmas.
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Lemma 4.3.11. Let PA 2 D
�
PF
.A/ and choose a trivialization ˇA of the bun-

dle PA. If C 2 G
�
SAŒ1=E.u/�

�
is the Frobenius with respect to ˇA then, for

any Y 2G.up
i

/,
'.C /'.Y /'.C /�1 2G.up

iC1

/;

where '.C /D C 0 2G.W. zE/A/ is the Frobenius with respect to 1˝' ˇA.

Proof. Let OG denote the coordinate ring of G and let Ie be the ideal defining the
identity, so that OG=Ie D ƒ and Ie=I 2e Š .Lie.G//_. Then G.up

i

/ is identified
with

fY 2 Homƒ.OG ; W. zEC/A/ j Y.Ie/� .'.t/up
i

/g:

Conjugation by C induces an automorphism of GSAŒ1=E.u/�. Let

AdOG .C /
�
W OG ˝ƒSAŒ1=E.u/�! OG ˝ƒSAŒ1=E.u/�

be the corresponding map on coordinate rings. The key observation is that

AdOG .C /
�.Ie˝ 1/�

X
j�1

I je ˝ƒE.u/
�jSA: (4-3-11-1)

By successive approximation, one is reduced to studying the induced automorphism
of M

j�0

�
I je =I

jC1
e ˝ƒSAŒ1=E.u/�

�
:

The j -th graded piece is Symj .Lie.G/_/˝ƒSAŒ1=E.u/� as a representation of
G
�
SAŒ1=E.u/�

�
. Since � is minuscule, Lie.G/˝ƒSA has height in Œ�1; 1� and

so Symj .Lie.G/_˝ƒSA/ has height in Œ�j; j �. Thus,

AdOG .C /
�
�
Symj .Lie.G/_˝ƒSA/

�
�E.u/�j .Symj .Lie.G/_/˝ƒSA/;

from which one deduces (4-3-11-1).
Let Y 2 G.up

i

/. Then '.Y /.Ie/ � '.'.t/up
i

/ �
�
'.E.u//'.t/up

iC1�
. For

any x 2 Ie,

.'.C /'.Y /'.C /�1/.x/D .'.Y /˝ 1/
�
.1˝'/.AdOG .C /

�.x//
�
;

which is a priori only in W. zE/A. But since for any b 2 I je , '.Y /.b/ is divis-
ible by '.E.u//j'.t/jujp

iC1

, we have Ad.'.C //.'.Y //.x/ 2 .'.t/up
iC1

/ so
'.C /'.Y /'.C /�1 lies in G.up

iC1

/. �

By [Kisin 2006, Corollary 1.3.15], a �1-representation coming from a finite-
height, torsion-free Kisin module M extends to a crystalline �K-representation if
and only if the canonical Frobenius equivariant connection on M˝S OŒ1=�� has
at most logarithmic poles. Kisin [2006, Proposition 2.2.2] states furthermore that
if M has height in Œ0; 1� then the condition of logarithmic poles is always satisfied.
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The following lemma is a version of that proposition for G-Kisin modules with
minuscule type:

Lemma 4.3.12. Let F 0=F be a finite extension containing FŒ�� and let .PF 0 ; �F 0/
be aG-Kisin module over F 0. Fix a trivialization of PF 0 ; letC 2G

�
SF 0 Œ1=E.u/�

�
be the Frobenius with respect to this trivialization. If the G-filtration DPF 0 over
K ˝Qp F

0 defined before Lemma 3:3:11 has type �, then the right logarithmic
derivative .dC=du/ �C�1 2

�
LieG˝SF 0 Œ1=E.u/�

�
has at most logarithmic poles

along E.u/, i.e., lies in E.u/�1.LieG˝SF 0/.

Proof. Choose an embedding � W K0 ! F 0. Without loss of generality, we
assume that �.E.u// splits in F 0 and write �.E.u// D

Qe
iD1.u �  i .�// over

embeddings  i WK! F 0 which extend � . Let C� denote the � -component of C
under the decomposition of SF 0 Œ1=E.u/� as a W ˝Zp F

0 Š
Q
K0!F 0

F 0-algebra.
We can furthermore compute the “pole” at  i .�/ by working in the completion
at u� i .�/, which is isomorphic to F 0ŒŒt �� with t D u� i .�/.

Let � i 2 X�.GF / be the  i -component of �. Fix a maximal torus T of
GF 0 such that � i factors through T . The Cartan decomposition for G.F 0..t///
combined with the assumption that DPF 0 has type � implies that

C� D Bi� i .t/Di ;

where Bi and Di are in G.F 0ŒŒt ��/ (see the discussion before Proposition 4.1.4 for
the definition of � i .t/). Finally, we compute that .dC�=du/C�1� equals

dBi

dt
B�1i CAd.Bi /

�
d� i .t/

dt
� i .t/

�1

�
CAd.Bi /

�
Ad.� i .t//

�
dDi

dt
D�1i

��
:

We have .dBi=dt/B�1i 2 .LieG ˝ F 0ŒŒt ��/. Using a faithful representation on
which T acts diagonally, we have .d� i .t/=dt/� i .t/

�1 2 .1=t/.LieG˝F 0ŒŒt ��/.
Finally, since � i is minuscule, Ad.� i .t//.X/ 2 .1=t/.LieG ˝F 0ŒŒt ��/ for any
X 2 LieG so in particular for .dDi=dt/D�1i , by Proposition 4.1.4. �
Proof of Theorem 4.3.6. The faithfulness of y�� is clear. For fullness, let yPA
and yP0A be in Dcris;�

yPF

.A/ and let  W PA Š P0A be an isomorphism of underly-
ing G-Kisin modules. To show  is equivariant for the y�-actions, we can iden-
tify PA and P0A using  and choose a trivialization of PA. Then it suffices to
show that .PA; �PA/ has at most one crystalline y�-structure. Let B� and B 0� in
G.W. zEC/A/ define the action of � with respect to the chosen trivialization of
'�.PA/ for the two y�-structures. By the crystalline property, B� .B 0� /

�1 2G.up/.
By Proposition 4.2.4, if Frobenius is given by C 0 with respect to the trivialization,
then

B� .B
0
� /
�1
D C 0'.B� .B

0
� /
�1/.C 0/�1:

But then, by Lemma 4.3.11, B� .B 0� /
�1 D I since it is in G.up

i

/ for all i � 1.
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We next attempt to construct a crystalline y�-structure on any PA 2 D
�
PF
.A/.

Along the way, we will have to impose certain closed conditions on D�PF
to make

our construction work. In the end, we will reduce to A flat over Zp to show that
these conditions are always satisfied. Fix a trivialization ˇA of PA. We want ele-
ments fB
g 2G. yRA/ for all 
 2 y� satisfying the conditions of Proposition 4.3.10.
Choose an element 
 2 y� . Let C denote the Frobenius with respect to ˇA and let
C 0 D '.C / be the Frobenius with respect to 1˝' ˇA.

We use the topology on G.W. zE/A/ induced from the topology on W. zE/A (see
the discussion before Definition 4.2.2). Take B0 D I . For all i � 1, define

Bi WD C
0'.Bi�1/
.C

0/�1 2G.W. zE/A/: (4-3-12-1)

If PA admits a y�-structure, then the Bi converge to B
 in G. yRA/ or, equivalently,
in G.W. zE/A/.

Base case: B1 D C 0
.C 0/�1 2 G.up/. Let V be a faithful n-dimensional repre-
sentation of G such that PA.V / has height in Œa; b�. Set r D b�a. Consider C as
an element of GLn

�
SAŒ1=E.u/�

�
such that

C 00 WDE.u/�aC 2Matn.SA/ and D00 WDE.u/bC�1 2Matn.SA/

with C 00D00 DE.u/rI . Working in Matn.W. zE/A/, we compute that

C 0
.C 0/�1� I D '

�
1

E.u/�a
.E.u//b
.C 00
.D00/�E.u/�a
.E.u//bI /

�
:

It would thus suffice to show u'.t/E.u/r�1 dividesC 00
.D00/�E.u/�a
.E.u//bI
in Matn.W. zEC/A/, as then u t divides

1

E.u/�a
.E.u//b

�
C 00
.D00/�E.u/�a
.E.u//bI

�
using Lemma 4.3.1.

Consider P.u1; u2/DC 00.u1/D00.u2/, where we replace u by u1 in C 00, which
is in Matn.SA/, and u by u2 in D00. Let Pij .u1; u2/ D

P
k�0 c

ij

k
.u1/u

k
2 be the

.i; j /-th entry, where cij
k
.u1/ is a power series in u1 with coefficients inW ˝ZpA.

We have that Pij .u; u/D ıijE.u/r . The .i; j /-th entry of C 00
.D00/ is

Pij .u; Œ"�u/D
X
k�0

Œ"�kc
ij

k
.u/uk;

where "D .�pi /i�0 is the sequence of pn-th roots of unity such that 
.�1=p
n

/D

�pn�
1=pn . Note that '.t/ divides Œ"��1 since Œ"��1 2 I Œ1�W. zEC/ (see [Fontaine

1994, Proposition 5.1.3]) and '.t/ is a generator for this ideal. Then

Pij .u; Œ"�u/D
X
k�0

.Œ"�k � 1/c
ij

k
.u/ukC ıijE.u/

r :
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Since u.Œ"� � 1/E.u/r�1 divides E.u/r � E.u/�a
.E.u//b , it suffices to show
that u.Œ"��1/E.u/r�1 divides

P
k.Œ"�

k�1/c
ij

k
.u/uk . Using the Taylor expansion

for xk � 1 at x D 1, we have

Œ"�k � 1D

kX
`D1

�k
`

�
.Œ"�� 1/`;

from which we deduce thatX
k�0

.Œ"�k�1/c
ij

k
.u/uk D u.Œ"��1/

�X
`�1

.Œ"��1/`�1u`�1
X
k�0

�kC`
`

�
c
ij

kC`
.u/uk

�
Since E.u/ divides Œ"�� 1, we are reducing to showing that

E.u/r�`
ˇ̌̌̌
u`�1

X
k�0

�kC`
`

�
c
ij

kC`
.u/uk

for 1� `� r � 1 where the expression on the right is exactly

u`�1

`Š

�
d `Pij .u1; u2/

du`2

ˇ̌̌̌
.u;u/

�
:

Let .?1/ be the condition that E.u/r�` divides d `Pij .u1; u2/=du`2
ˇ̌
.u;u/

for all
.i; j / and 1� `� r � 1. This is a closed condition on D�PF

.

Induction step: Let PA 2D
�
PF
.A/ satisfy .?1/ with trivialization as above, so that

B1 D C
0
.C 0/�1 2G.up/. We have

BiC1B
�1
i D C'.BiB

�1
i�1/C

�1:

AsC D'.C 0/, we can apply Lemma 4.3.11 to conclude thatBiC1B�1i 2G.u
piC1/,

i.e., BiC1B�1i � I mod'.t/up
iC1

W. zEC/A. Since W. zEC/A is separated and
complete, lim

��!
Bi D B
 2G.W. zE

C/A/ and B
 satisfies B

.C /D C'.B
 /. It is
easy to see that B

 0.B
 / D B

 0 for any 
 and 
 0, by continuity, so we have a
y�-action. If 
 2 y�1, then 
 acts trivially on SA and so on C as well, so B
 D I .

Let .?2/ denote the condition that B
 2 G. yRA/ for all 
 2 y� . We claim this is
also a closed condition on D�PF

. Since W. zEC/= yR is Zp-flat, the sequence

0! yRA!W. zEC/A! .W. zEC/= yR/˝Zp A! 0

is exact for any A. Any flat module over an Artinian ring is free, so the vanishing
of an element f 2 .W. zEC/= yR/˝Zp A is a closed condition on SpecA.

We have shown that any element PA 2 D
�
PF
.A/ which satisfies .?1/ and .?2/

admits a crystalline y�-structure and so lies in Dcris;�
yPF

.A/. It suffices then to show
that the closed subgroupoid defined by the conditions .?1/ and .?2/ is all of D�PF

.
Recall thatD�PF

admits a formally smooth representable hullD.N/;�PF
DSpfR.N/;�PF

,
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where R.N/;�PF
is flat and reduced by Theorem 3.2.4 and Proposition 3.3.10. Since

R
.N/;�
PF

is flat and R.N/;�PF
Œ1=p� is reduced and Jacobson, any closed subscheme of

SpecR.N/;�PF
which contains Homƒ.R

.N/;�
PF

; F 0/ for all F 0=F finite is the whole
space. It suffices then to show that, for any F 0=F finite and ƒ0 the ring of integers
of F 0, every object of D�PF

.ƒ0/ satisfies .?1/ and .?2/.
First, for .?1/, choose 
 2 y� . Then set Q`.u/ WD

�
d `Pij .u1; u2/=du

`
2

ˇ̌
.u;u/

�
,

which is in Matn.Sƒ0/ (we ignore u`�1=`Š since we are in the torsion-free set-
ting). We can check that E.u/r�` jQ`.u/, working over F 0 D ƒ0Œ1=p� or any
finite extension thereof. In particular, we can put ourselves in the situation of
Lemma 4.3.12. We compute then that

Q`.u/D .E.u/
�aC/

d `

du`
.E.u/bC�1/

D .E.u/�aC/
X̀
mD0

� `
m

�dmE.u/b
dum

d `�mC�1

du`�m

D

X̀
mD0

� `
m

��
E.u/�a

dmE.u/b

dum

��
C
d `�mC�1

du`�m

�
:

Since E.u/r�m divides E.u/�a dmE.u/b=dum, it suffices to show that

Yk WDE.u/
k

�
C
dkC�1

duk

�
2Matn.SF 0/

for all k� 0 (applied with kD `�m). The case kD 0 is trivial. By Lemma 4.3.12,
XC WDE.u/.dC=du/C

�1D�E.u/C d.C�1/=du is an element of LieG˝SF 0

considered as subset of Lie.GL.V //˝SF 0 so, in particular, Y1 2Matn.SF 0/. The
product rule applied to .d=du/.E.u/kC dk�1C�1=du/ implies that

Yk D
d

du
.E.u/Yk�1/� k

dE.u/

du
Yk�1CY1Yk�1

so, by induction on k, Yk 2Matn.SF 0/ for all k � 0.
For .?2/, recall that yR D RK0 \W. zE

C/ (see p. 5 of [Liu 2010]) so it suffices
to show that B
 2G.RK0˝Zp ƒ

0/ or, equivalently, B
 2GLn.RK0˝Zp ƒ
0/ with

respect to V . Denote by MV the Kisin module Pƒ0.V / of rank n. Since '.E.u//
is invertible in SK0 , C 0 lies in GLn.SK0 ˝Zp ƒ

0/ and defines a Frobenius on the
Breuil module MV WD SK0˝S;'MV . Using a similar argument to above, one can
construct the monodromy operator NMV on MV inductively, taking N0 D 0 and
setting

NiC1 WD pC
0'.Ni /.C

0/�1Cu
dC 0

du
.C 0/�1: (4-3-12-2)
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The sequence fNig converges to an element of Matn.upSK0/. For each Ni , let
zNi be the induced derivation on MV over �ud=du which, on the chosen basis, is

given by Ni . Equation (4-3-12-2) is equivalent to

zNiC1�MV D p�MV
zNi : (4-3-12-3)

Let ".
/ WD 
.Œ��/=Œ��. Define a 
 -semilinear map zBi on RK0 ˝SK0 MV by

zBi .x/D
X
j�0

.� log ".
//j

j Š
˝ . zNi /

j .x/

for all x 2MV . Equation (4-3-12-3) implies that

zBiC1�MV D �MV
zBi :

By induction on i , one deduces that zBi is exactly the 
 -semilinear morphism in-
duced by the matrix Bi defined in (4-3-12-1).

If NMV is the limit of the zNi and zB
 is the 
 -semilinear morphism induced
by B
 , then we have the formula

zB
 .x/ WD
X
j�0

.� log ".
//j

j Š
˝N

j
M.x/

for all x 2MV . Working with respect to the chosen basis for MV , we deduce that
B
 2 GLn.RK0 ˝Zp ƒ

0/, as desired. �

4.4. Applications to G -valued deformation rings. Let N� W �K ! G.F/ be a con-
tinuous representation. As before, � is a minuscule geometric cocharacter of
Res.K˝QpF /=F

GF . Let Rcris;�
N� be the universal G-valued framed crystalline de-

formation ring with p-adic Hodge type � over ƒŒ��. Let X cris;�
N� be the projective

R
cris;�
N� -scheme as in Corollary 3.3.15. The following theorem on the geometry of

X cris;�
N� has a number of important corollaries. The proof uses the main results from

Sections 3.2 and 4.2. We can say more about the connected components when K
is unramified over Qp (see Theorem 4.4.6).

Theorem 4.4.1. Assume p−�1.Gder/. Let� be a minuscule geometric cocharacter
of Res.K˝QpF /=F

GF . Then X cris;�
N� is normal and X cris;�

N� ˝ƒŒ�� FŒ�� is reduced.

Corollary 4.4.2. Assume p−�1.Gder/. Let X cris;�
N�;0 denote the fiber of X cris;�

N� over
the closed point of SpecRcris;�

N� . The connected components of SpecRcris;�
N� Œ1=p�

are in bijection with the connected components of X cris;�
N�;0 .

Proof. By Theorem 2.3.12, SpecRcris;�
N� Œ1=p�DX

cris;�
N� Œ1=p�. SinceX cris;�

N� ˝ƒF is
reduced by Theorem 4.4.1, the bijection between �0.X

cris;�
N� Œ1=p�/ and �0.X

cris;�
N�;0 /

follows from the “reduced fiber trick” [Kisin 2009, Corollary (2.4.10)]. �
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Remark 4.4.3. Theorem 4.4.1 and Corollary 4.4.2 hold for unframed G-valued
crystalline deformation functors when they are representable, by exactly the same
arguments.

Before we begin the proof, we introduce a few auxiliary deformation groupoids.
The relationship between the various deformation spaces is described in (4-4-5-1).
Let D�

N� be the deformation functor of N�, so D�
N� .A/ is the set of homomorphisms

� W �K!G.A/ lifting N�. Let PF be the G-Kisin module associated to a F-point Nx
of X cris;�

N� .

Definition 4.4.4. Define DŒa;b�
Nx .A/ to be the category of triples

f.�A;PA; ıA/ j �A 2D
�
N� .A/; PA 2D

Œa;b�
PF

.A/; ıA W TG;SA.PA/Š �Aj�1g:

Let yPF denote a crystalline y�-structure on PF together with an isomorphism
yTG;F. yPF/Š N�. Define Dcris;�;�

yPF

.A/ to be the category of triples

f.�A; yPA; ıA/ j �A 2D
�
N� .A/;

yPA 2D
cris;�
yPF

.A/; ıA W yTG;A. yPA/Š �Ag:

Proposition 4.4.5. For any yPF, the forgetful functor from D
cris;�;�
yPF

to DŒa;b�
Nx is

fully faithful.

Proof. One reduces immediately to the case of GLn and then we have the following
more general fact: Choose any bM0A, bMA 2 Mod';bh;y�

SA
. Let f WM0A !MA be a

map of underlying Kisin modules such that TSA.f / is �K-equivariant (under the
identification yTSA Š TSA). Then f is a map of .'; y�/-modules. This is proven in
[Ozeki 2013, Corollary 4.3] when height is in Œ0; h�, but can be easily extended to
bounded height. The key input is a weak form of Liu’s comparison isomorphism
[2007, Proposition 3.2.1], which is also in [Levin 2013, Proposition 9.2.1]. �

The diagram below illustrates some of the relationships between the different
deformation problems. The diagonal maps on the left and the map labeled sm are
formally smooth. Maps labeled with c � indicate that the complete stalk at a point
of the target represents that deformation functor. The horizontal equivalences are
consequences of Theorem 4.3.6 and the proof of Theorem 4.4.1, respectively.

zD
.1/;�
PF

��

||

‰�

""

D
cris;�;�
yPF

sm
��

� q

##

�
// D

cris;�
Nx

c�
//

� _

��

X
cris;�
N� � _

��

D
�
QF

D
�
PF

D
cris;�
yPF

�
oo D

Œa;b�
Nx

c�
// X

Œa;b�
N�

(4-4-5-1)

Proof of Theorem 4.4.1. Let Nx be a point of the special fiber of X cris;�
N� defined over

a finite field F0. Since X cris;�
N� Œ1=p�D SpecRcris;�

N� Œ1=p� is formally smooth over F
[Balaji 2012, Proposition 4.1.5], it suffices to show that the completed stalk yO�

Nx
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at Nx is normal and that yO�
Nx ˝ƒŒ�� FŒ�� is reduced. To accomplish this, we compare

yO
�
Nx with D�QF0

from Section 3.3 and then use as input the corresponding results for
the local model M.�/.

These properties can be checked after an étale extension of ƒŒ��. R
cris;�
N� com-

mutes with changing coefficients using the abstract criterion in [Chai et al. 2014,
Proposition 1.4.3.6] as does the formation of X cris;�

N� by Proposition 2.3.5. We can
assume then, without loss of generality, that ƒ D ƒŒ�� and F0 D F. Let PF be
the G-Kisin module defined by Nx. Since � is minuscule, X cris;�

N� D X cris;��
N� (see

Proposition 4.1.3).
Since yO�

Nx is nonempty and ƒ-flat (assuming that Rcris;�
N� is nonempty), it has

an F 0-point for some finite extension F 0=F . Any such point gives rise to a crys-
talline lift � of Nx to OF 0 such that the unique Kisin lattice in MG;OF 0 .�/ reduces
to PF ˝F F0. Replace F0 by F. Then, by Proposition 4.3.5, the corresponding
G.OF 0/-valued representation is isomorphic to yTG;OF 0 . yPOF 0 / for some crystalline
.'; y�/-module with G-structure. Reducing modulo the maximal ideal, we obtain
a crystalline y�-structure yPF on PF. By Proposition 4.4.5, this is the unique such
structure.

Recall the deformation problem D
cris;�
Nx from Corollary 3.3.15 and DŒa;b�

Nx from
Definition 4.4.4. The natural map

D
cris;�
Nx !D

Œa;b�
Nx

is a closed immersion (by Theorem 2.3.12). By Corollary 3.3.15, Spf O
�
Nx is closed

in Dcris;�
Nx .

Fix the isomorphism ˇF W yTG;F. yPF/ Š N�. Consider the groupoid Dcris;�;�
yPF

in
Definition 4.4.4. There is a natural morphism from Dcris;�;�

yPF

to DŒa;b�
Nx , given by

forgetting the y�-structure. By Proposition 4.4.5, this morphism is fully faithful,
hence a closed immersion by considering tangent spaces.

We claim that

D
cris;�;�
yPF

D Spf O
�
Nx

as closed subfunctors ofDŒa;b�
Nx . Since they are both representable, we look at their

F 0-points for any finite extensionF 0 ofF . By Theorem 4.2.7 and Corollary 3.3.15,

D
cris;�;�
yPF

.F 0/DD
cris;�
Nx .F 0/D Spf O

�
Nx .F
0/:

Since O
�
Nx is ƒ-flat and O

�
Nx Œ1=p� is formally smooth over F , we deduce that

Spf O
�
Nx �D

cris;�;�
yPF

:
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Finally,Dcris;�;�
yPF

is formally smooth overD�PF
, by Theorem 4.3.6. By (3-3-9-2),

there is a diagram

SpfS�

{{ ""

D
cris;�;�
yPF

D
�
QF
;

where S� 2 yCƒ and both morphisms are formally smooth (QF is as in Section 3.2).
The functor D�QF

is represented by a completed stalk R�QF
on M.�/. In particular,

R
�
QF

is ƒ-flat so the same is true of Dcris;�;�
yPF

. Thus,

D
cris;�;�
yPF

D Spf O
�
Nx :

By Theorem 3.2.4,R�QF
is normal and Cohen–Macaulay, andR�QF

˝ƒF is reduced,
so the same holds true for yO�x .

�

Theorem 4.4.6. Assume K=Qp is unramified, p > 3, and p−�1.Gad/. Then the
universal crystalline deformation ring Rcris;�

N� is formally smooth over ƒŒ��.

Proof. First, replace ƒ by ƒŒ��. Without loss of generality, we can assume that
F contains all embeddings of K, since this can be arranged by a finite étale
base change. When K=Qp is unramified, GrE.u/;WG is a product of ŒK W Qp�

copies of the affine Grassmannian GrG (see [Levin 2013, Proposition 10.1.11]). If
� D .� / WK!F then M.�/F D

Q
 S.� /, where S.� / are affine Schubert

varieties of GrGF . Under the assumption that p−�1.Gder/, there is a flat closed
ƒ-subscheme of GrG which, abusing notation, we denote by S.� /, whose fibers
are the affine Schubert varieties for � (see Theorem 8.4 in [Pappas and Rapoport
2008], especially the discussions in §§8.e.3–8.e.4). Thus,

M.�/D
Y

 WK!F

S.� /:

Since � is minuscule, S.� / is isomorphic to a flag variety for G, hence M.�/
is smooth (see Proposition 4.1.3). The proof of Theorem 4.4.1 shows that the local
structure of X cris;�

N� is smoothly equivalent to the local structure of M.�/. Thus,
X

cris;�
N� is formally smooth over ƒ.
Finally, we have to show that

‚ WX
cris;�
N� ! SpecRcris;�

N�

is an isomorphism. Since‚Œ1=p� is an isomorphism andRcris;�
N� isƒ-flat, it suffices

to show that ‚ is a closed immersion. Let mR be the maximal ideal of Rcris;�
N� .
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Consider the reductions

‚n WX
cris;�
N�;n ! SpecRcris;�

N� =mnR:

We appeal to an analogue of Raynaud’s uniqueness result [1974, Theorem 3.3.3]
for finite flat models. For any Artin local Zp-algebra A and any finite A-algebra B ,
let PB and P0B be two distinct points in the fiber of ‚n over x WRcris;�

N� !A, i.e.,
G-Kisin lattices inPx˝AB . Let V ad denote the adjoint representation ofG. Under
the assumption that p > 3, [Liu 2007, Theorem 2.4.2] (which generalizes Ray-
naud’s result) implies thatPA.V ad/DP0A.V

ad/ as Kisin lattices in .Px˝AB/.V ad/,
using that � is minuscule.

Since B is Artinian, without loss of generality we can assume it is local ring.
Choose a trivialization of PB . There exists g 2 G.OE;B/ such that P0B D g �PB
(working inside the affine Grassmannian as in Theorem 2.3.2). The results above
implies that Ad.g/ 2 Gad.SA/. By assumption, Z WD ker.G ! Gad/ is étale
so, after possibly extending the residue field F, we can lift Ad.g/ to an element
Qg2G.SA/ such that gD Qgz, where z2Z.OE;A/. We want to show that z2Z.SA/.
We can write Z as a product Ztors � .Gm/

s for some s � 0. Since Ztors has order
prime to p by assumption, Ztors.OE;A/DZtors.SA/, so we can assume

z 2 .Gm.OE;A//
s
D
�
.A˝Zp W /..u//

�
�s
:

For any embedding  WW ! OF , we associate to z the s-tuple � of integers
of the degrees of the leading terms of each component base changed by  . To
show that � D 0, we can work over A=mAD F. We think of � as a cocharacter
of Z. Consider the quotient of G by its derived group Z0 WD G=Gder. The map
X�.Z/! X�.Z

0/ is injective. Any character � of Z0 defines a one-dimensional
representation L� of G so, in particular, we can consider PB.L�/ and P0B.L�/

as Kisin lattices in Px.L�/. Writing SF Š
L
 WW!OF

FŒŒu ��, a Kisin lattice of
Px.L�/ has type .h / exactly when �Px .e/ D .a u

h /e for a basis element e
and a 2 F. Since both PB and P0B have type �, PB.L�/ and P0B.L�/ both have
type h WD h�;� i. However, a direct computation shows that P0B.L�/ has type
h C h�; p� 0 � � i, where  0 D ' ı  . Thus, � D p� 0 . We deduce that
pŒKWQp�� D � and so � D 0.

We are reduced to the following general situation: X ! SpecA is proper mor-
phism which is injective on B-points for all A-finite algebras B , where A is a
local Artinian ring. By consideration of the one geometric fiber, X ! SpecA is
quasifinite, hence finite. Thus, X D SpecA0. By Nakayama, it suffices to show
A=mA!A0=.mA/A

0 is surjective so we can assume AD k is a field. Surjectivity
follows from considering the two morphisms A0 � A0 ˝k A

0, which agree by
injectivity of X ! SpecA on A-finite points. �
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Indicators of Tambara–Yamagami
categories and Gauss sums

Tathagata Basak and Ryan Johnson

We prove that the higher Frobenius–Schur indicators, introduced by Ng and
Schauenburg, give a strong-enough invariant to distinguish between any two
Tambara–Yamagami fusion categories. Our proofs are based on computation of
the higher indicators in terms of Gauss sums for certain quadratic forms on finite
abelian groups and rely on the classification of quadratic forms on finite abelian
groups, due to Wall.

As a corollary to our work, we show that the state-sum invariants of a Tambara–
Yamagami category determine the category as long as we restrict to Tambara–
Yamagami categories coming from groups G whose order is not a power of 2.
Turaev and Vainerman proved this result under the assumption that G has odd
order, and they conjectured that a similar result should hold for groups of even
order. We also give an example to show that the assumption that |G| is not a
power of 2 cannot be completely relaxed.

1. Introduction

Fusion categories (see [Etingof et al. 2005]) occur in various branches of mathe-
matics: low-dimensional topology, subfactors, and quantum groups, to name a few.
Classification of fusion categories, although currently out of reach in general, is
a main driving question in the area. A natural method for classifying objects in
mathematics is via numerical invariants. Ng and Schauenburg [2007b] introduced
a class of invariants of spherical pivotal fusion categories (to be simply called
spherical categories) called the higher Frobenius–Schur indicators. Let C denote
a spherical category. For each simple object V of C and each integer k ≥ 1, Ng
and Schauenburg define a complex number νk(V ), called the k-th indicator of V .
These build on and generalize many previous works, e.g., [Bantay 1997; Fuchs
et al. 1999; Fuchs and Schweigert 2003; Kashina et al. 2006; Linchenko and
Montgomery 2000; Mason and Ng 2005]; we refer the reader to the introduction
of [Ng and Schauenburg 2007b] for more details. For k = 2, these invariants

MSC2010: primary 18D10; secondary 15A63, 11L05, 57M27.
Keywords: fusion category, Tambara–Yamagami category, Frobenius–Schur indicator, discriminant

form, quadratic form, Gauss sum.
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generalize the classical Frobenius–Schur indicator of a finite group representation.
The Frobenius–Schur indicators of the simple objects of C can be used to define the
Frobenius–Schur exponent of C, denoted FSexp(C). When C is the representation
category of a quasi-Hopf algebra, FSexp(C) is equal to exp(C) or 2 exp(C) [Ng and
Schauenburg 2007a, Theorem 6.2] where exp(C) denotes the exponent of C in the
sense of Etingof et al. (see [Etingof 2002] and its references).

The higher indicators are powerful tools for studying pivotal categories. For
example, they were used in [Ng and Schauenburg 2010] to prove that the projective
representation of SL2(Z) obtained from a modular tensor category factors through
a finite quotient SL2(Z/nZ) for some n. In this article, we demonstrate that the
numbers νk(V ), as k varies over natural numbers and V varies over the set of
simple objects of C, give a strong-enough numerical invariant of C that is able to
distinguish between any two spherical categories in an interesting class, known as
Tambara–Yamagami categories (TY-categories for short).

Susan Montgomery has asked whether the FS-indicators of a semisimple Hopf
algebra determine the tensor category of its representations. This was shown to
be true for the class of semisimple Hopf algebras of dimension 8 in [Ng and
Schauenburg 2008]. The representation categories of these Hopf algebras are TY-
categories. Kashina et al. [2012] showed that, for the class of nonsemisimple Hopf
algebras called Taft algebras, the second indicator can distinguish between the
finite tensor categories of their representations. Along similar lines, Siu-Hung Ng
(private communication) has asked whether a spherical fusion category generated
by a simple object is completely determined by its FS-indicators. Our results give
an affirmative answer to this question for the class of TY-categories.

Let G be a finite group. Let S be a finite set that contains G and one extra
element, denoted m. Consider the following fusion rule on S:

g⊗ h = gh, m⊗ g = g⊗m = m, m⊗m =
⊕
x∈G

x for all g, h ∈ G.

Tambara and Yamagami [1998] classified all fusion categories that have the above
fusion rule; for a conceptual proof of this classification, see [Etingof et al. 2010,
Example 9.4]. Such fusion categories exist only if G is abelian and are classified by
pairs (χ, τ ) where χ :G×G→C∗ is a nondegenerate symmetric bicharacter on G
and τ is a square root of |G|−1. For each tuple (G, χ, τ ) as above, there exists a
spherical category, denoted TY(G, χ, τ ). Two TY-categories C = TY(G, χ, τ ) and
C′ = TY(G ′, χ ′, τ ′) are isomorphic as spherical categories if and only if τ = τ ′

and (G, χ)' (G ′, χ ′), that is, there exists an isomorphism f : G→ G ′ such that
χ ′( f (x), f (y)) = χ(x, y) for all x, y ∈ G. Let Irr(C) = G ∪ {mC} be the simple
objects of C. There is a canonical (spherical) pivotal structure on C such that the
pivotal dimension of an object matches the Frobenius–Perron dimension. For an
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object V of C, let pdim(V ) denote its pivotal dimension for this canonical pivotal
structure.

We shall prove the following theorem:

Theorem 1.1. Let C and C′ be two TY-categories. If∑
V∈Irr(C)

νk(V )=
∑

V∈Irr(C′)

νk(V ),∑
V∈Irr(C)

pdim(V )νk(V )=
∑

V∈Irr(C′)

pdim(V )νk(V )

for all k ≥ 1, then C ' C′ as spherical fusion categories.

Now we shall describe our plan for the proof of this theorem and give a sum-
mary of contents of the sections. Let C = TY(G, χ, τ ) and C′ = TY(G ′, χ ′, τ ′)
be two TY-categories. Assuming G and G ′ are nontrivial groups, the assump-
tions of Theorem 1.1 are quickly seen to be equivalent to νk(mC) = νk(mC′) and∑

x∈G νk(x)=
∑

x∈G ′ νk(x). Based on work done in [Shimizu 2011], we can easily
conclude that G ' G ′ and τ = τ ′. Most of our work goes into showing that, if
νk(mC)= νk(mC′) for all k, then (G, χ)' (G, χ ′). Shimizu [2011, Theorems 3.3
and 3.4] calculated νk(mC) using an expression for the indicator in terms of the
twist of the Drinfeld center of C [Ng and Schauenburg 2007a, Theorem 4.1]. This
project started for us when Siu-Hung Ng asked us whether the 8-th root of unity in
[Shimizu 2011, Theorem 3.5] is related to the signature modulo 8 for some related
lattice. This indeed turns out to be the case. A simple restatement of Shimizu’s
result gives us a formula relating the indicators ν2k(mC) to certain quadratic Gauss
sums; see Lemma 4.1. This formula is the starting point for our calculations, and
we want to explain it in precise terms. For this, we need some notation.

Let G be an abelian group, always written additively in this paper unless otherwise
stated. Let q :G→Q/Z be a quadratic form on G. Given a pair (G, q), one defines
the associated quadratic Gauss sum

2(G, q)= |G|−1/2
∑
x∈G

e(q(x)), where e(x)= e2π i x . (1)

For k ∈ Z, it will be also convenient to define the invariant

ξk(G, q)=2(G, q)k2(G,−k · q). (2)

Let C = TY(G, χ, τ ) be a TY-category where (G, χ, τ ) is a triple as above. We
choose a quadratic form q on G such that χ(x, y) = e(−∂q(x, y)) where ∂q :
G×G→Q/Z denotes the symmetric Z-bilinear form

∂q(x, y)= q(x + y)− q(x)− q(y). (3)
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One can show that such a q always exists. In Lemma 4.1, we prove that for k ≥ 1

ν2k(mC)= sign(τ )kξk(G, q).

Much of the calculation in Sections 3 and 5 is geared towards finding explicit
formulae for ξk(G, q) by using the classification of the irreducible quadratic forms
and the known values of Gauss sums of these irreducible forms. The calculations
are more complicated when G is a 2-group, which is a well known feature in the
theory of quadratic forms on finite abelian groups. When G is a 2-group, and v2(k)
(the two-valuation of k) is at least 1, we relate ξk(G, q) to an invariant σv2(k)(∂q) of
the pair (G, ∂q) (see Lemma 3.8). The invariant σn(∂q) is a generalization of the
Kervaire–Brown–Peterson–Browder invariant [Brown 1972; Kawauchi and Kojima
1980, p. 33]. Detailed calculation of the values of the Gauss sums and properties of
the invariant σn(∂q) lets us conclude that the bicharacter χ can be recovered from
values of the Gauss sums, thus proving our theorem.

Sections 2 through 4 contain preparatory material. In Section 2, we collect the
background material necessary for quadratic and bilinear forms on finite abelian
groups and their classification. The results here are mostly due to C. T. C. Wall
[1963]; also see [Miranda 1984; Kawauchi and Kojima 1980; Nikulin 1979],
wherein the proofs can be found. However, we have chosen to include the proofs
of most of what we need in the detailed Appendix. In particular, we give a proof
of the existence part of Wall’s theorem (see Theorem 2.1) on the classification of
nondegenerate quadratic and bilinear forms on finite abelian groups. We have ex-
plained our reason for including the Appendix in Section 2, following the statement
of Theorem 2.1.

Section 3 contains the background on values of Gauss sums and calculation
of ξk(G, q) in various cases. Section 4 introduces the TY-categories and relates
the indicator values ν2k(C) with Gauss sums. With these preparations, we prove
Theorem 1.1 in Section 5.

Finally, in Section 6, we apply Theorem 1.1 to address a recent conjecture
[Turaev and Vainerman 2012] regarding 3-manifold invariants constructed from
TY-categories. Given a compact 3-manifold M and a spherical category C, one
can define an invariant |M |C , called the state-sum invariant in that paper. Turaev
and Virelizier [2013] showed that |M |C = τZ(C)(M), where Z(C) is the Drinfeld
center of C and τZ(C)(M) denotes the Reshetikhin–Turaev invariant. For k ≥ 1,
let Lk,1 = {(z1, z2) ∈ C2

: |z1|
2
+ |z2|

2
= 1}/〈(z1, z2) ∼ e2π i/k(z1, z2)〉 denote the

lens spaces. In Theorem 6.3, we show that a TY-category C = TY(G, χ, τ ) is
determined by the sequence of state-sum invariants {|Lk,1|C : k ≥ 1} as long as
we restrict to categories such that |G| has an odd factor. Turaev and Vainerman
proved this result assuming that |G| is odd and conjectured that a similar result
should hold for groups of even order. In Section 6, we exhibit two nonisomorphic
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tuples (G, χ, τ ) and (G ′, χ ′, τ ′) such that |Lk,1|TY(G,χ,τ ) = |Lk,1|TY(G ′,χ ′,τ ′) for
all k. In our example, both G and G ′ have order 64. This example demonstrates
that one needs to put some hypothesis on the possible orders of G or else consider
state-sum invariants of other 3-manifolds if one has to recover the category from
the data of these invariants.

Quadratic and bilinear forms on finite abelian groups appear in various places in
topology and geometry. We give some examples:

• The “torsion linking pairing” on the torsion part of the n-th integral homology
of a (2n+1)-dimensional real compact manifold coming from Poincaré duality
and intersection pairing, for example [Kawauchi and Kojima 1980]. For 3-
manifolds, we get a pairing on the torsion 1-cycles related to the linking number.
For this reason, discriminant forms are called linking pairs in that paper.

• Intersection pairing on the torsion part of middle cohomology of a (4n+ 2)-
dimensional manifold and computation of Kervaire–Arf invariants [Brown
1972].

• Study of integral lattices coming from algebraic geometry, for example study
of K3 surfaces [Nikulin 1979]. Let G be a finite abelian group and b be a
nondegenerate symmetric bilinear form on G. For each pair (G, b), there exists
a pair (L , B), where L 'Zn and B : L× L→Z is a nondegenerate symmetric
Z-bilinear form such that G = L ′/L and b is the Q/Z valued form induced
on L ′/L by B; here L ′ denotes the dual lattice of L . For this reason, we have
borrowed the name “discriminant form” from [Nikulin 1979] for pairs (G, b).

We hope that the methods of calculation of Gauss sums will have other uses in
computations of Gauss sums coming from the above sources.

2. Bilinear and quadratic forms on finite abelian groups

Definitions. Let G be a finite abelian group (written additively). Let exp(G) denote
the exponent of G. A discriminant form is a pair (G, b) where G is a finite abelian
group and b : G × G → Q/Z is a symmetric bilinear form on G. As all the
bilinear forms considered in this article are symmetric, the adjective “symmetric”
will sometimes be dropped. Say that b or (G, b) is nondegenerate if for each
nonzero x ∈ G there exists y ∈ G such that b(x, y) 6= 0.

Let G be a finite abelian group and q be a quadratic form on G. We say that the
pair (G, q) is a premetric group. We say that q is nondegenerate and (G, q) is a
metric group if the bilinear form ∂q (see (3)) is nondegenerate.

The morphisms in the categories of discriminant forms and premetric groups are
defined as usual. Isomorphisms are often called isometries. There is an obvious
notion of an orthogonal direct sum on discriminant forms and premetric groups.
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If (G1, q1) and (G2, q2) are two premetric groups, we let (G1, q1) ⊥ (G2, q2)

denote their orthogonal direct sum. The map (G, q) 7→ (G, ∂q) defines a functor
from the category of premetric or metric groups to the category of discriminant or
nondegenerate discriminant forms, respectively.

Remark. Let G be a finite abelian group. Note that a bilinear form on G takes
values in exp(G)−1Z/Z. Let (G, q) be a premetric group. Let a ∈ G. Note that
∂q(a, a) = 2q(a), and so q takes value in (2 exp(G))−1Z/Z. If G has odd order,
then a = 2(1

2(exp(G)+1))a. So q(a)= 1
2(exp(G)+1)∂q(a, a). Hence, q actually

takes values in exp(G)−1Z/Z and ∂q determines q. But this fails for groups of
even order. For example, consider the nondegenerate bilinear form on Z/4Z given
by b(x, y)= xy/4. Then q(x)= x2/8 and q ′(x)= 5x2/8 are two distinct quadratic
forms on Z/4Z such that ∂q = ∂q ′ = b.

Definitions. Let p be a prime. If a is a rational number, vp(a) will denote the
p-valuation of a. It will be convenient to extend the definition of p-valuation as
follows. Let G be an abelian p-group. Define vp : G→ Z≤0 ∪ {∞} by vp(x) =
− logp(order(x)) if x is a nonzero element of G, and vp(0) = ∞. We say that
vp(x) is the p-valuation of x .

This definition of p-valuation is useful to us because of the following example.
Let Q(p) be the ring of all rational numbers of the form m/pr where m ∈ Z

and r ∈ Z≥0. If (G, q) is a premetric p-group, then observe that q and ∂q take
values in the Z-module Q(p)/Z. If α is a nonzero element of Q(p)/Z, then it can be
written as p−na for some a ∈ Z relatively prime to p. One has vp(α)=−n.

Let (G, b) be a discriminant form. Let e1, . . . , ek ∈ G and bi j = b(ei , e j ).
The matrix B = ((bi j )) is called the Gram matrix of e1, . . . , ek . We shall write
Gramb(e1, . . . , en)= B. One has

b
(∑

i

gi ei ,
∑

j

h j e j

)
= (g1, . . . , gk)B(h1, . . . ,hk)

tr, g1, . . . , gk,h1, . . . ,hk ∈Z.

A discriminant form or premetric group is called irreducible if it cannot be written
as an orthogonal direct sum of two nonzero discriminant forms or premetric groups,
respectively. A finite abelian group is homogeneous if it is isomorphic to (Z/pr Z)n

for some prime p and positive integers r and n. For a p-group G, we let rk(G)
denote the minimum number of generators for G or equivalently dimFp(G/8(G))
where 8(G) is the Frattini subgroup of G. In particular,

rk((Z/pr Z)n)= n.

An element of (Z/pr Z)n will often be written as a vector whose entries come
from Z/pr Z. A discriminant form on a homogeneous finite abelian group will be
often written as ((Z/pr Z)n, B) where B is an n×n matrix with entries in p−r Z/Z
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name in [Miranda 1984] (G, q) (G, ∂q)

Apr

(
Z/pr Z, q(x)=

(pr
+1)/2
pr

x2
) (

Z/pr Z,
1
pr

)
Bpr

(
Z/pr Z, q(x)=

u p(pr
+1)/2

pr
x2
) (

Z/pr Z,
u p

pr

)
A2r

(
Z/2r Z, q(x)=

1
2r+1 x2

) (
Z/2r Z,

1
2r

)
B2r

(
Z/2r Z, q(x)=

−1
2r+1 x2

) (
Z/2r Z,

−1
2r

)
C2r

(
Z/2r Z, q(x)=

5
2r+1 x2

) (
Z/2r Z,

5
2r

)
D2r

(
Z/2r Z, q(x)=

−5
2r+1 x2

) (
Z/2r Z,

−5
2r

)
E2r

(
(Z/2r Z)2, q(x1, x2)=

x1x2

2r

) (
(Z/2r Z)2,

( 0
2−r

2−r

0

))
F2r

(
(Z/2r Z)2, q(x1, x2)=

x2
1+x1x2+x2

2

2r

) (
(Z/2r Z)2,

( 21−r

2−r
2−r

21−r

))
Table 1. Irreducible quadratic and symmetric bilinear forms. In the
first two rows, p represents an odd prime. For the prime 2 and for r = 1
or 2, some of the forms above are isometric. For example, A2 ' C2.

such that b(x, y) = x Bytr for all x, y ∈ (Z/pr Z)n . Let p be an odd prime and
u p denote a quadratic nonresidue modulo p. Table 1 lists the irreducible metric
groups (G, q) and corresponding irreducible discriminant forms (G, ∂q).

Theorem 2.1 [Wall 1963; Miranda 1984; Nikulin 1979]. (a) Each nondegenerate
discriminant form is an orthogonal direct sum of the irreducible discriminant
forms listed in Table 1.

(b) Each metric group is an orthogonal direct sum of the irreducible metric groups
listed in Table 1.

It follows that, given any nondegenerate symmetric bilinear form b on a finite
abelian group G, there exists a quadratic form q on G such that ∂q = b.

A proof of Theorem 2.1 has been sketched in the Appendix. Here we shall only
give a brief indication of our argument. This argument seems to be different from
the proofs in the references above, and we believe it is simpler. It is probably well
known to experts, but we have not seen it in the literature.

Let (G, b) be a discriminant form. Write G =
⊕

p G(p) where G(p) is the p-
Sylow subgroup of G. Let b(p) be the restriction of b to G(p)×G(p). Clearly (G, b)
is an orthogonal direct sum of (G(p), b(p)) as p varies over primes. So it suffices to
decompose (G, b) into irreducibles when G is a p-group for some prime p.
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Let G be a finite abelian p-group and b be a nondegenerate symmetric bilinear
form on G. The algorithm for decomposing (G, b) into irreducibles boils down
to diagonalizing symmetric matrices with entries in Q(p)/Z via conjugation. The
algorithm for diagonalization is the same as the well known algorithm for diagonal-
izing quadratic forms over p-adic integers; see for example [Conway and Sloane
1999, Chapter 15, §4.4]. This algorithm is the core of our argument. We repeat
that we could not find this argument in literature for bilinear forms on finite abelian
groups. This is our first reason for including the Appendix. A second reason is that
the argument is constructive, and so it can be useful in actually decomposing given
bilinear forms over finite abelian groups into irreducibles. A third reason is that part
(b) of Theorem 2.1 as well as Lemma 2.2 (which we need in our arguments) are not
explicitly stated in [Wall 1963]. They can probably be extracted from the arguments
in [Wall 1963] or [Miranda 1984; Nikulin 1979]. But this might require some work
mainly because each paper has its own rather complicated set of notations.

The following lemma, describing the nondegenerate quadratic forms on (Z/2r Z)2,
is essential to the proof of Theorem 2.1. It is stated here because we shall also use
it in the computation of some Gauss sums. It can be proved using Hensel’s lemma.
A proof is given in the Appendix.

Lemma 2.2. Set G= (Z/2r Z)2 and let q be an irreducible nondegenerate quadratic
form on G. Then there exist integers A, B,C with B odd such that q(x1, x2) =

2−r (Ax2
1 + Bx1x2 + Cx2

2). If AC is even, then (G, q) ' ((Z/2r Z)2, x1x2/2r ).
Otherwise, (G, q)' ((Z/2r Z)2, (x2

1 + x1x2+ x2
2)/2

r ).

3. Gauss sums and related invariants of a quadratic form

Let G be a finite abelian group and q : G→ Q/Z be a quadratic form on G. In
Section 1, we defined the quadratic Gauss sums 2(G, q) and the related invariant
ξk(G, q); see (1) and (2). In this section, we shall compute the invariants 2(G, q)
and ξk(G, q) for various pairs (G, q). One verifies that 2 is multiplicative, that is,

2((G1, q1)⊥ (G2, q2))=2(G1, q1)2(G2, q2).

In the same sense, ξk is also multiplicative. We start with the following well known
result. The proof is omitted.

Theorem 3.1. (a) Let χ : G→ C∗ be a character on G. Then
∑

x∈G χ(x)= |G|
if χ = 1 and

∑
x∈G χ(x)= 0 otherwise.

(b) If q is a nondegenerate quadratic form on G, then2(G, q)2(G,−q)= 1 and,
in particular, |2(G, q)|2 = 1.

The next lemma gives the values of the Gauss sums of irreducible nondegenerate
forms.
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Lemma 3.2. (a) Let p be an odd prime and α be an integer relatively prime to p.
Then

2
(
Z/pr Z, α(pr

+ 1)x2/2pr)
=

(2α
p

)r
εpr ,

where
( 2α

p

)
denotes the Legendre symbol and εm = 1 if m ≡ 1 mod 4 and

εm = i if m ≡ 3 mod 4.

(b) Let α be an odd integer. Then

2(Z/2r Z, αx2/2r+1)= (−1)r(α
2
−1)/8e(α/8).

(c) Let α, β, and γ be integers with β odd. Then

2((Z/2r Z)2, (αx2
1 +βx1x2+ γ x2

2)/2
r )= (−1)αγ r .

Proof. For part (a), see for example [Iwaniec and Kowalski 2004, p. 52]. Let Gr

and G ′r denote the left-hand sides of the formulae in parts (b) and (c), respectively.
Then one verifies that Gr = 2Gr−2 and G ′r = 4G ′r−2 for r > 2. Parts (b) and (c)
now follow by induction once the formulae for r = 1 and 2 are verified. �

Since 2 is multiplicative, one can calculate the Gauss sums of arbitrary non-
degenerate forms by first decomposing the forms into orthogonal direct sums of
irreducible forms and using Lemma 3.2. We will also need to compute the Gauss
sums of some singular forms. This is the purpose of the lemma below.

Lemma 3.3. (a) Let p be a prime. Let G = (Z/pr Z)n , and let q be a p−r Z/Z-
valued quadratic form on G. Let 0 ≤ s ≤ r . Then psq induces a quadratic
form on G/pr−s G and

2(G, psq)= psn/22(G/pr−s G, psq).

(b) Let α be an odd integer. Then one has

2

(
Z/2r Z, 2s

·
αx2

2r+1

)
=


2s/2(−1)(r−s)(α2

−1)/8e(α/8) if 0≤ s < r ,
0 if s = r ,

2r/2 if s > r .

Proof. (a) If x ≡ x ′ mod pr−s G, then psq(x)= psq(x ′) since q and ∂q take values
in p−r Z/Z. So psq(x) induces a form on G/pr−s G. One has

|G|1/22(G, psq)=
∑
x∈G

e(psq(x))= |pr−s G|
∑

y∈G/pr−s G

e(psq(y))

= |pr−s G||G/pr−s G|1/22(G/pr−s G, psq).

Part (a) follows since |pr−s G| = psn .
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(b) First suppose r − s ≥ 1. Note that, if y ≡ x mod 2r−s , then αy2/2r−s+1
≡

αx2/2r−s+1 mod Z. So

2r/22

(
Z/2r Z, 2s

·
αx2

2r+1

)
=

2r
−1∑

x=0

e
(
αx2

2r−s+1

)

= 2s
2r−s
−1∑

x=0

e
(
αx2

2r−s+1

)
= 2(r+s)/22

(
Z/2r−sZ,

αx2

2r−s+1

)
.

Part (b) now follows from Lemma 3.2 for 0≤ s < r . Now let s = r . Note that, if
y ≡ x mod 2, then αx2/2≡ αy2/2 mod Z. So

2r/22

(
Z/2r Z, 2s

·
αx2

2r+1

)
=

2r
−1∑

x=0

e(αx2/2)= 2r−1
1∑

x=0

e(αx2/2)= 0.

For s > r , the quadratic form we have is identically equal to 0, so the result is
obvious. �

Lemma 3.4. Let p be an odd prime, and let both r and k be positive integers. Let
q1 and q2 be the two nonisometric nondegenerate quadratic forms on G = Z/pr Z.
Then

ξk(G, q1)= (−1)ε
k
p,r ξk(G, q2)

where εk
p,r = r(k+ 1)−min{r, vp(k)}.

Proof. There are only two distinct nondegenerate quadratic forms on G; see Table 1.
Without loss of generality, we may thus assume that q j (x) = u j (pr

+ 1)x2/2pr

for j = 1, 2, where u1 = 1 and u2 = u p is a quadratic nonresidue modulo p.
Lemma 3.2(a) implies 2(G, q1)= (−1)r2(G, q2). If vp(k) > r , the lemma holds
by the fact that 2(G,−kq)=

√
|G|.

Now assume 0≤ vp(k)≤ r . Write s = vp(k) and −k = psa with a ∈Z relatively
prime to s. Then 2(G,−kq j ) is equal to

2(G, psaq j )= ps/22(Z/pr−sZ, psau j (pr
+ 1)x2/2pr )

= ps/22(Z/pr−sZ, (pr−s
+ 1)au j x2/2pr−s).

The first equality follows from Lemma 3.3(a). For the second, we need to observe
that the quadratic forms (pr−s

+1)αx2/2pr−s and (pr
+1)αx2/2pr−s are identical

on Z/pr−sZ. From Lemma 3.2(a), we have

2
(
Z/pr−sZ, (pr−s

+ 1)au px2/2pr−s)
= (−1)r−s2

(
Z/pr−sZ, (pr−s

+ 1)ax2/2pr−s),
which implies 2(G,−kq2) = (−1)r−vp(k)2(G,−kq1). The lemma follows once
we recall that 2(G, q1)= (−1)r2(G, q2). �
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Next, we shall introduce an invariant σk(b) of a discriminant form (G, b) defined
in [Kawauchi and Kojima 1980] and in Lemma 3.6 compare it to our Gauss sums
(discriminant forms are called linking pairs in [Kawauchi and Kojima 1980]).

Definitions. For the convenience of the reader, we shall recall some of the defi-
nitions from [Kawauchi and Kojima 1980; Wall 1963]. Let G be a finite abelian
group. Let

G[n] = {x ∈ G : nx = 0}

denote the n-torsion subgroup of G. Let p be a prime. Then G(p) =
⋃

n G[pn
] is

the p-Sylow subgroup of G. For k ≥ 1, define

G̃k
p = G[pk

]/(G[pk−1
] + pG[pk+1

]).

Take a decomposition of G into a direct sum of cyclic groups of prime power
order. If such a decomposition has n factors isomorphic to Z/pkZ, then G̃k

p is an
elementary abelian p-group of rank n. Let b be a nondegenerate symmetric bilinear
form on G. Then

b̃k
p([x], [y])= pk−1b(x, y)

defines a nondegenerate bilinear form on G̃k
p. Here x and y denote any two elements

of G[pk
] representing [x], [y] ∈ G̃k

p, respectively.
Let ck(b) be the characteristic element (also called parity element) of the F2-

quadratic space (G̃k
2, b̃k

2). Explicitly, ck(b) is the unique element of G̃k
2 such that

b̃k
2(x, x)= b̃k

2(x, ck(b)) for all x ∈ G̃k
2. In other words, ck(b) is represented by any

c ∈ G[2k
] that satisfies

2k−1b(x, x)= 2k−1b(x, c) for all x ∈ G[2k
].

Note that both sides of the above equality can only take the values 0 or 1/2. Also
observe that the characteristic element ck(b) is zero if and only if b(x, x)∈ 21−kZ/Z

for all x ∈ G[2k
].

The invariant σk(b) takes values in (Z/8Z)∪{∞}, which is made into a semigroup
by defining∞+∞= n+∞=∞ for n ∈ Z/8Z. If ck(b) 6= 0, then σn(b)=∞ by
definition. If ck(b)= 0, then one checks that

qk(x)= 2k−1b(x, x)

induces a well defined quadratic form on G(2)/G[2k
] and, following [Kawauchi

and Kojima 1980], we can define σk(b) by

|G(2)/G[2k
]|

1/22(G(2)/G[2k
], qk)= Ce(σk(b)/8),

where C is the absolute value of the left-hand side of the equation [Kawauchi
and Kojima 1980, §2]; we shall soon see that C 6= 0. If x, y ∈ G(2) represent
[x], [y] ∈ G(2)/G[2k

], then ∂qk([x], [y])= 2kb(x, y). Suppose [x] ∈ G(2)/G[2k
]
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such that ∂qk([x], [y])= 0 for all [y] ∈G(2)/G[2k
]. Let x ∈G(2) be a representative

for [x]. Then 2kb(x, y)= 0 for all y ∈ G(2). Since b is nondegenerate, it follows
that 2k x = 0, so [x] = 0 in G(2)/G[2k

]. So we have argued that, if ck(b) = 0,
then qk(x) is a nondegenerate form on G(2)/G[2k

]. Hence, Theorem 3.1(b) gives
C = |G(2)/G[2k

]|
1/2. So σk(b) is in fact given by the simpler formula

2(G(2)/G[2k
], qk)= e(σk(b)/8). (4)

The following theorem is the reason for our interest in the invariant σk(b), and it
follows from Theorem 4.1 of [Kawauchi and Kojima 1980].

Theorem 3.5. Let G be a finite abelian 2-group, and let b and b′ be two non-
degenerate symmetric bilinear forms on G. Then (G, b) ' (G, b′) if and only if
σk(b)' σk(b′) for all k ≥ 1.

Definition. It will be convenient for us to work with the invariant

ςk(b)= e(σk(b)/8) (5)

rather than σk(b). If σk(b) = ∞, then we define ςk(b) = 0. So ςk takes values
in the multiplicative semigroup µ8 ∪ {0} where µ8 is the group of 8-th roots of
unity. From Corollary 2.2 of [Kawauchi and Kojima 1980], it follows that, if
(G, b) = (G1, b1)⊥ (G2, b2), then ςk(b) = ςk(b1)ςk(b2). In other words, ςk is
multiplicative, just like the Gauss sums or the invariant ξk . The multiplicativity
of ςk(b) also follows from the next lemma.

Lemma 3.6. Let G be a finite abelian 2-group, and let b be a nondegenerate
symmetric bilinear form on G. Let k ≥ 1. Then

2(G, 2k−1b(x, x))= |G[2k
]|

1/2ςk(b).

Let q be a nondegenerate quadratic form on G. Then with b = ∂q, the above
equation yields

ςk(∂q)= |G[2k
]|
−1/22(G, 2kq). (6)

Proof. Let qk(x)= 2k−1b(x, x). Let w vary over a set of coset representatives of
G/G[2k

] and y vary over G[2k
]. Then

|G|1/22(G, qk)=
∑
w,y

e(qk(w+ y))=
∑
w

e(qk(w))
∑
y

e(2k−1b(y, ck(b))). (7)

The second equality follows since 2kb(w, y)=0 and 2k−1b(y, y)=2k−1b(y, ck(b)).
If ck(b) 6= 0, then y 7→ e(2k−1b(y, ck(b))) is a nontrivial character on G[2k

], so the
inner sum in (7) is zero; hence, 2(G, 2k−1b(x, x))= 0. Now suppose ck(b)= 0.
Then we find that 2k−1b(w,w) = 2k−1b(w′, w′) if w ≡ w′ mod G[2k

]. Thus,
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(w 7→ qk(w)) induces a quadratic form on G/G[2k
]. From (7), we get

|G|1/22(G, qk)= |G[2k
]|

∑
w∈G/G[2k ]

e(qk(w))

= |G[2k
]|

√
|G/G[2k]|2(G/G[2k

], qk).

The lemma follows from (4). �

Lemma 3.7. Let (G, q) be an irreducible metric 2-group with exp(G) = 2r (see
Table 1). Let β be an odd integer and n ≥ 1. Then

ςn(∂q)β2n
=

{
0 if n = r and rk(G)= 1,

(− 1)rk(G)δn,2δr,12(G, q)β2n
otherwise,

(8)

where δi, j is the Kronecker delta, and

2(G, β2nq)= |G[2n
]|

1/2(−1)rk(G)max{r−n,0}(β2
−1)/8ςn(∂q)β . (9)

Proof. We treat the cases rk(G) = 1 and rk(G) = 2 separately. First suppose G
has rank 1, that is, (G, q)' (Z/2r Z, αx2/2r+1) where α ∈ {±1,±5}. Then from
Lemma 3.2(b), we find that 2(G, q)=±e(α/8). Since n ≥ 1, we have

2(G, q)β2n
= e(α/8)β2n

. (10)

Now we split the argument into three cases.

Case 1 (n > r). Then 2(G, 2nβq) = |G|1/2 = |G[2n
]|

1/2, and so (6) implies
ςn(∂q) = 1. This verifies (9). From (10), we obtain 2(G, q)β2n

= e(α/8)β2n
=

(−1)δn,2δr,1 . This verifies (8).

Case 2 (n = r). Lemma 3.3(b) implies that 2(G, 2nβq) = 0. From (6), we get
ςn(∂q)= |G[2n

]|
−1/22(G, 2nq)= 0 too. This verifies (8) and (9) in this case.

Case 3 (1≤ n < r ). From (6) and Lemma 3.3(b), we have

ςn(∂q)= |G[2n
]|
−1/22(G, 2nq)

= 2−n/22

(
Z/2r Z, 2n αx2

2r+1

)
= (−1)(r−n)(α2

−1)/8e(α/8).

Since n ≥ 1, using (10), we obtain ςn(∂q)β2n
= e(α/8)β2n

= 2(G, q)β2n
, which

verifies (8). To verify the expression for 2(G, β2nq), we compute as follows:

2(G, 2nβq)=2
(

Z/2r Z, 2n βαx2

2r+1

)
= 2n/2(−1)(r−n)(α2β2

−1)/8e(βα/8)

= 2n/2(−1)(r−n)(β2
−1)/8((−1)(r−n)(α2

−1)/8e(α/8)
)β

= 2n/2(−1)(r−n)(β2
−1)/8ςn(∂q)β,
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where the third equality follows from the fact that for odd integers β and α

(α2β2
− 1)− (β2

− 1)−β(α2
− 1)= β(β − 1)(α2

− 1)≡ 0 mod 16. (11)

This verifies (9) and finishes the argument in the case rk(G)= 1.

Now assume rk(G)= 2. If n < r , then (6) and Lemmas 3.3(a) and 3.2(c) give us
ςn(∂q)=±1 (or else see Corollary 2.2 of [Kawauchi and Kojima 1980]). If n ≥ r ,
then from (4), we obtain, ςn(∂q)=2(G/G[2n

], 2nq). Since G[2n
] =G, the Gauss

sum is equal to 1 and thus ςn(∂q)= 1. Thus, in any case, we find that ςn(∂q)=±1.
Lemma 3.2(c) tells us that 2(G, q)=±1 as well. Now (8) follows since n ≥ 1.

Since ςn(∂q)=±1, the right-hand side of (9) becomes

|G[2n
]|

1/2ςn(∂q).

Since G is of type E2r or F2r , Lemma 2.2 implies (G, βq)' (G, q). So (G, 2nβq)'
(G, 2nq), and (9) follows immediately from (6). �

Lemma 3.8. Let (G, q) be a metric 2-group. Let n ≥ 1 and β be an odd positive
integer. Let ςn(∂q) be the invariant introduced in (5). Then

ξ2nβ(G, q)= (−1)0G,β,n |G[2n
]|

1/2ςn(∂q)(2
n
−1)β

where 0G,β,n is an integer dependent on G, β, and n and independent of q. More
precisely, if we write G '

⊕
∞

r=1(Z/2
r Z)Nr , then

0G,β,n = δn,2 N1+

∞∑
r=1

Nr max{r − n, 0}(β2
− 1)/8.

Proof. Observe that both sides of the equation we want to prove are multiplicative
invariants of a metric group. Since any metric group (G, q) can be decomposed
into irreducibles by Theorem 2.1, it suffices to prove the equation when (G, q)
is an irreducible metric group. Assume (G, q) is an irreducible metric group
of exponent 2r ; the possibilities for these are given in Table 1. Note that G is
isomorphic to (Z/2r Z) or (Z/2r Z)2 and N j = δ j,r rk(G). So the equation we want
to prove becomes

2(G, q)β2n
2(G,−β2nq)

= (−1)rk(G)δn,2δ1,r+rk(G)max{r−n,0}(β2
−1)/8
|G[2n

]|
1/2ςn(∂q)(2

n
−1)β .

This equation follows directly from Lemma 3.7. �

4. Indicator of Tambara–Yamagami categories as Gauss sums

Let G be a finite abelian group. A function χ : G×G→ C∗ is called a symmetric
bicharacter on G if χ(x, · ) and χ( · , x) are characters on G and χ(x, y)= χ(y, x)
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for each x, y ∈ G. A symmetric bilinear form b on G determines a symmetric
bicharacter χ : G × G → C∗ given by χ(x, y) = e(−b(x, y)) (the minus sign
in front of b is for consistency with notation in [Shimizu 2011]). This sets up
a natural correspondence between bilinear forms and bicharacters. We say χ is
nondegenerate if b is.

Let G be a finite abelian group, χ be a nondegenerate symmetric bicharacter
on G, and τ be a square root of |G|−1. Let b be the bilinear form on G given
by χ(x, y)= e(−b(x, y)). Given any triple (G, χ, τ ), there exists a spherical fusion
category C, called the Tambara–Yamagami category or TY-category for short. We
shall denote this category by TY(G, χ, τ ) or by TY(G, b, τ ). The simple objects
of C are G ∪ {m}. We shall write m = mC if there is a chance of confusion. The
associativity constraint in TY(G, χ, τ ) is dictated by the bicharacter χ and sign(τ ).
See [Tambara and Yamagami 1998] or [Shimizu 2011] for more details on the
TY-categories. Caution: the abelian groups in [Shimizu 2011] are multiplicative
while for our purpose it is convenient to write the group G additively.

For each simple object x of a spherical fusion category and each integer k ≥ 1,
one can associate a complex number νk(x), introduced in [Ng and Schauenburg
2007b], called the k-th Frobenius–Schur indicator of x . The lemma below tells us
the indicators of the simple objects of a TY-category. This is an easy translation of
results in [Shimizu 2011]. Our main observation is noting that the indicators of the
object mC can be expressed in terms of certain Gauss sums.

Lemma 4.1. Let C = TY(G, χ, τ ) be a TY-category. From [Shimizu 2011, The-
orem 3.2], we know that νk(x)= δxk ,1 for x ∈ G. Let b be the bilinear form on G
given by χ(x, y) = e(−b(x, y)). Let q be any quadratic form such that ∂q = b.
Then for all k ≥ 1, one has ν2k−1(mC)= 0 and

ν2k(mC)= sign(τ )k2(G, q)k2(G,−kq)= sign(τ )kξk(G, q),

and this value does not depend on the choice of q.

Proof. From Theorem 3.3 of [Shimizu 2011], we know that ν2k−1(m)= 0. Let

C(χ)= {ϕ : G→ C : ϕ(x)ϕ(y)ϕ(x + y)−1
= χ(x, y) for x, y ∈ G}.

From the proof of that result, we have

ν2k(mC)=
1
|G|

∑
ϕ∈C(χ)

(
τ
∑
x∈G

ϕ(x)
)k√
|G|. (12)

By definition, e◦q ∈ C(χ). One checks that G acts simply transitively on C(χ) by
a ·ϕ(x)=ϕ(x)χ(a, x)−1. So C(χ)={ϕa :a ∈G}where ϕa(x)= e(q(x))χ(a, x)−1.
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One has

τ
∑
x∈G

ϕa(x)=
sign(τ )
√
|G|

∑
x∈G

e(q(x)+ b(a, x)+ q(a)− q(a))

=
sign(τ )e(−q(a))

√
|G|

∑
x∈G

e(q(x + a))

= sign(τ )e(−q(a))2(G, q).

From (12), it follows that

ν2k(mC)=
sign(τ )k
√
|G|

∑
a∈G

e(−kq(a))2(G, q)k

= sign(τ )k2(G, q)k2(G,−kq).

To complete the proof, observe that the expression on the right-hand side of (12)
only depends on χ and is independent of the choice of q . �

We shall need the following.

Lemma 4.2 [Shimizu 2011, Theorem 3.5]. Let C = TY(G, b, τ ) be a TY-category.
Let q be a quadratic form such that ∂q = b. Then ν2k(m) = |G[k]|1/2ψ where
ψ ∈µ8∪{0} (recall that µ8 denotes the set of 8-th roots of unity). One has ψ = 0 if
and only if there exists a ∈ G[k] such that kq(a) 6= 0.

Remark. We should mention that, from the values of the Gauss sums given in
the previous section and the decomposition of (G, q) into irreducibles, we can
show that ξk(G, q)= 0 if and only if (G, q) contains an irreducible component that
equals A2r , B2r , C2r , or D2r where r = v2(k) for some even k and that this yields
another proof of Lemma 4.2.

Let (G, q) be a premetric group. The invariant ξk(G, q) can itself be expressed
as a Gauss sum as follows. Let Fk(G, q) denote the premetric group given
by the abelian group {(g1, . . . , gk) ∈ Gk

:
∑

j g j = 0} with the quadratic form
q(g1, . . . , gk)=

∑
j q(g j ). Then one can show that ξk(G, q)= Fk(G, q). In view

of this formula, the appearance of the 8-th root of unity ψ in the above lemma
becomes a consequence of Milgram’s formula.

5. Tambara–Yamagami categories are determined by the higher
Frobenius–Schur-indicators

In this section, we shall prove Theorem 1.1. Let C=TY(G, χ, τ ) be a TY-category.
We shall show that the Frobenius–Schur indicators of the simple objects of C
determine the triple (G, χ, τ ). So the indicators can distinguish between any two
TY-categories. Most of the work goes into showing that the indicators νk(mC)



Indicators of Tambara–Yamagami categories and Gauss sums 1809

determine the bicharacter χ . Let q be a quadratic form on G such that χ(x, y)=
e(−∂q(x, y)). Then Lemma 4.1 gives νk(mC)= sgn(τ )kξk(G, q) where ξk(G, q)
is a product of quadratic Gauss sums. Based on computations in Section 3, we shall
argue that the invariants ξk(G, q) determine the bicharacter χ . We need a couple
of lemmas before proving Theorem 1.1. The lemmas let us handle special cases.

Lemma 5.1. Let G be an abelian group of odd order. Let b1 and b2 be two
nonisometric nondegenerate symmetric bilinear forms on G. Let q1 and q2 be
quadratic forms such that ∂q j = b j for j = 1, 2. Then either there exists an odd
positive integer k such that ξk(G, q1) 6= ξk(G, q2) or else, for each natural number γ ,
there exists a positive integer k with v2(k)= γ and ξk(G, q1) 6= ξk(G, q2).

Proof. Fix a nonsquare u p modulo p for each odd prime p. Recall from Table 1

Apr =

(
Z/pr Z, q(x)=

2−1x2

pr

)
and Bpr =

(
Z/pr Z, q(x)=

2−1u px2

pr

)
.

We will also use the notation

n·Apr =

(
Z/pr Z, q(x)=

2−1nx2

pr

)
and n·Bpr =

(
Z/pr Z, q(x)=

2−1u pnx2

pr

)
for n ∈ Z. Write G '

⊕
p,r (Z/pr Z)Np,r where p ranges over odd primes and r ≥ 1.

Since Apr ⊥ Apr ' Bpr ⊥ Bpr [Wall 1963, Theorem 4], the metric group (G, q j ) is
an orthogonal direct sum, over all (p, r) such that Np,r 6= 0, of the homogeneous
metric groups

ANp,r−1
pr ⊥C j

p,r ,

where C j
p,r is either Apr or Bpr . Since ξk is multiplicative, we have

ξk(G, q j )=
∏

p,r :Np,r 6=0

ξk(Apr )Np,r−1ξk(C j
p,r ). (13)

Let
A= {(p, r) : Np,r 6= 0, C1

p,r 6= C2
p,r },

Amax = {(p, r) ∈A : (p, r ′) /∈A for all r ′ > r}.

If (p, r) /∈A, then the (p, r)-th term in the product in (13) is the same for j = 1, 2.
If (p, r)∈A, then the (p, r)-th terms differ by a factor (−1)ε

k
p,r given in Lemma 3.4.

It follows that

ξk(G, q1)= (−1)3ξk(G, q2) where 3=
∑

(p,r)∈A

εk
p,r .
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Case 1. If there is a prime p such that (p, 1) ∈Amax, then choose such a prime p0

and let k = p0. We find∑
r :(p0,r)∈A

εk
p0,r = ε

k
p0,1 = 1(k+ 1)−min{1, vp0(k)} = p0 ≡ 1 mod 2.

For all prime (p, r) ∈A such that p 6= p0, we have εk
p,r = r(p0+ 1)≡ 0 mod 2. It

follows that 3≡ 1 mod 2, so ξk(G, q1) 6= ξk(G, q2).

Case 2. Otherwise, choose (p0, r0) ∈ Amax such that r0 > 1. Choose any γ ≥ 1,
and let

k = 2γ p−1
0

∏
(p,r)∈Amax

pr .

Note that k is an integer with v2(k)= γ and vp0(k)= r0− 1. One has

εk
p0,r0
= r0(k+ 1)−min{r0, vp0(k)} ≡ r0− (r0− 1)= 1 mod 2.

If r < r0, then r ≤ vp0(k), so εk
p0,r = r(k−1)−r ≡ 0 mod 2. Finally if p 6= p0, then

(p, r) ∈A implies r ≤ vp(k) by our choice of k, so εk
p,r = r(k+ 1)− r ≡ 0 mod 2.

Again, 3≡ 1 mod 2, so ξk(G, q1) 6= ξk(G, q2). �

Lemma 5.2. Let b and b′ be two nondegenerate symmetric bilinear forms on a finite
abelian 2-group G. Let q and q ′ be quadratic forms such that ∂q = b and ∂q ′ = b′.
Let k be a positive integer such that v2(k)= 0 or v2(k)>max{2, v2(exp(G))}. Then
ξk(G, q)= ξk(G, q ′).

Proof. By the structure theorem of finite abelian groups and by Theorem 2.1, we
can decompose G and (G, q) as

G '
∞⊕

r=1

(Z/2r Z)Nr and (G, q)' (H1, µ1)⊥ · · ·⊥ (Hm, µm),

respectively, where each Hi ' Z/2ri Z or Hi ' (Z/2ri Z)2 and µi is an irreducible
nondegenerate quadratic form on Hi .

Suppose k is odd. By Lemmas 3.2(b) and 3.3, if (Hi , µi )∼= (Z/2ri Z, αx2/2ri+1),
then

ξk(Hi , µi )= (−1)kri (α
2
−1)/8e(α/8)k(−1)ri (k2α2

−1)/8e(−kα/8).

Using (11), this simplifies to

ξk(Hi , µi )= (−1)ri (k2
−1)/8.

By Lemma 3.2, if (Hi , µi )∼= ((Z/2ri Z)2, (αx2
1 + x1x2+αx2

2)/2
ri ) with α ∈ {0, 1},

then
ξk(Hi , µi )= (−1)α

2ri k(−1)(−kα)2ri = (−1)αri k+αri k2
= 1.
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We summarize both cases with the equation

ξk(Hi , µi )= (−1)rk(Hi )ri (k2
−1)/8.

Summing over all i such that ri = r yields
∑

i rk(Hi )ri =
∑

r r Nr . So

ξk(G, q)= (−1)
∑

r r Nr (k2
−1)/8.

The expression for ξk(G, q) does not depend on q , so we get ξk(G, q)= ξk(G, q ′)
for k odd.

Now suppose that k = 2nβ with β odd and n > max{2, v2(exp(G))}. Then
max{r − n, 0} = 0 for all r such that Nr > 0. Since n > v2(exp(G)), the quadratic
forms 2n−1b(x, x) and 2n−1b′(x, x) are identically equal to 0, so Lemma 3.6 implies
that ςn(b)= ςn(b′)= 1. From Lemma 3.8, we get

ξ2nβ(G, q)= |G[2n
]|

1/2ςn(b)(2
n
−1)β
= |G|1/2.

Thus, ξ2nβ(G, q) does not depend on q and we get ξ2nβ(G, q)= ξ2nβ(G, q ′). �

Now we are ready to prove Theorem 1.1.

Proof of Theorem 1.1. Write C1 = TY(G1, b1, τ1) and C2 = TY(G2, b2, τ2). Let
m1=mC1 and m2=mC2 . We have pdim(x)= 1 for x ∈G j and pdim(m j )=

√
|G j |.

So the hypothesis in the theorem yields

(
√
|G1| − 1)νk(m1)= (

√
|G2| − 1)νk(m2) for all k ≥ 1. (14)

Lemma 4.1 implies that, if k is a multiple of 8|G1||G2|, then νk(m j ) =
√
|G j |

for j = 1, 2. It follows that (
√
|G1| − 1)

√
|G1| = (

√
|G2| − 1)

√
|G2| and hence

|G1| = |G2|.
First consider the trivial case: |G1| = |G2| = 1. Then the bilinear forms b1

and b2 are trivial. So there are only two such TY-categories, and they are only
distinguished by the value of τ ∈ {±1}. We know

∑
x∈G j

νk(x) = |G j [k]| and
sign(τ j )= ν2(mC j ). (See Theorem 3.2 of [Shimizu 2011] and the remark following
the proof of Theorem 3.4 of [Shimizu 2011]. Or else, see Lemma 4.1.) It follows
that 1+sign(τ1)=

∑
V∈Irr C1

ν2(V )=
∑

V∈Irr C2
ν2(V )= 1+sign(τ2). So sign(τ1)=

sign(τ2), and the theorem holds in the trivial case.
We may now assume that |G1|=|G2|>1. Equation (14) implies νk(m1)=νk(m2)

and hence
∑

x∈G1
νk(x) =

∑
x∈G2

νk(x) for all k ≥ 1. It follows that |G1[k]| =
|G2[k]| for each k ≥ 1. This forces G1 ' G2, and so we may assume without loss
of generality that G1 = G2 = G. By [Shimizu 2011], sign(τ j )= ν2(mC j ), and so it
follows that τ1 = τ2. Assume that b1 and b2 are nonisomorphic.

Write G=Ge⊕Go where Ge is the 2-Sylow subgroup of G and Go=
⊕

p 6=2 G(p)

is the “odd part”. Then (G, b j )= (Go, bo
j )⊥ (Ge, be

j ). Choose quadratic forms qo
j

and qe
j such that bo

j = ∂qo
j and be

j = ∂qe
j . Then q j = qo

j ⊥ qe
j is a quadratic form
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such that ∂q j = b j . By Lemma 4.1, it is enough to show that ξk(G, q1) 6= ξk(G, q2)

for some k. Since ξk is multiplicative for j ∈ {1, 2}, we have

ξk(G, q j )= ξk(Go, qo
j )ξk(Ge, qe

j ).

We split the argument into two cases.

Case 1 (bo
1 � bo

2). Then Lemma 5.1 implies that there is an integer k > 1 that is
either odd or v2(k) >max{2, v2(exp(Ge))} such that ξk(Go, qo

1 ) 6= ξk(Go, qo
2 ) and

Lemma 5.2 implies that ξk(Ge, qe
1)= ξk(Ge, qe

2). So ν2k(m1) 6= ν2k(m2) if bo
1 � bo

2.

Case 2 (bo
1
∼= bo

2). In this case, we must have be
1 � be

2. From Theorem 3.5, there
exists some n ≥ 1 such that σn(be

1) 6= σn(be
2), which implies ςn(be

1) 6= ςn(be
2). Now

Lemma 3.8 implies that

ξ2n (Ge, qe
j )= (−1)0Ge ,1,n |Ge[2n

]|
1/2ςn(be

j )
2n
−1

where 0Ge,1,n is an integer dependent on Ge and n but independent of qe
j . It follows

that ξ2n (Ge, qe
1) 6= ξ2n (Ge, qe

2). On the other hand, since (Go, bo
1)
∼= (Go, bo

2), we
have ξ2n (Go, qo

1 )= ξ2n (Go, qo
2 ). So ν2n+1(m1) 6= ν2n+1(m2). �

6. Tambara–Yamagami categories associated to groups with an odd factor
are determined by the state-sum invariants

Let G be a finite abelian group, χ be a nondegenerate symmetric bicharacter on G
and τ be a square root of |G|−1. Let C = TY(G, χ, τ ) denote the associated
Tambara–Yamagami category. If M is a closed compact 3-manifold, we denote
by |M |C the state-sum invariant of M defined using the category C, as in [Turaev
and Vainerman 2012]. Let Lm,n denote the lens spaces.

Lemma 6.1. For all k ≥ 1, one has |Lk,1|C = (|G[k]| + |G|1/2νk(mC))/(2|G|).

This lemma follows directly from Theorem 0.3 of [Turaev and Vainerman 2012]
as well as Lemma 4.1. The former expresses |L2k,1|C in terms of a quantity ζk(χ)

that is essentially the right-hand side of the equation in Lemma 4.1.

Corollary 6.2. For all k ≥ 1, |Lk,1|C = (pdim(C))−1∑
V∈Irr(C) νk(V ) pdim(V ).

The corollary follows from Theorem 3.2 of [Shimizu 2011], which implies∑
x∈G νk(x)= |G[k]|.

Theorem 6.3. Let C = TY(G, χ, τ ) and C′ = TY(G ′, χ ′, τ ′) be any two TY-
categories. Suppose |G| is not a power of 2. If |Lk,1|C = |Lk,1|C′ for all k ≥ 1, then
C ' C′.

Proof. Let Ge and G ′e be the 2-Sylow subgroups of G and G ′, respectively. Let Go

and G ′o be the sums of the p-Sylow subgroups for all odd p. From Theorem 0.1 of
[Turaev and Vainerman 2012], we already know that |G|= |G ′| and that the p-Sylow
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subgroups of G and G ′ are isomorphic for all odd p. It follows that |Ge| = |G ′e|.
We claim that Ge ' G ′e as well. The claim implies G ' G ′, and then Lemma 6.1
tells us νk(mC)= νk(mC′) for all k, which forces χ ' χ ′ by Theorem 1.1. Thus, to
complete the proof, we need to show Ge ' G ′e. For this, it suffices to show that
|G[2n

]| = |G ′[2n
]| for all n ≥ 0. Suppose this is false. Since |G[20

]| = |G ′[20
]| = 1,

we may pick the smallest n ≥ 0 such that |G[2n+1
]|> |G ′[2n+1

]| (without loss of
generality) and |G[2m

]| = |G ′[2m
]| for all m ≤ n.

Let a= |Go| = |G ′o|. Let n≥ 0. Then G[2na] =Go⊕G[2n
]. By Lemma 4.2, we

can write ν2n+1a(mC)= |G[2na]|1/2ψn , where ψn ∈ µ8 ∪ {0}. Define ψ ′n similarly
for C′. We have

2|G||L2n+1a,1|C = |G[2
n+1a]| + |G|1/2ν2n+1a(mC)

= |Go|(|G[2n+1
]| + |Ge|

1/2
|G[2n

]|
1/2ψn).

So |L2n+1a,1|C = |L2n+1a,1|C′ implies

|G[2n+1
]| + |Ge|

1/2
|G[2n

]|
1/2ψn = |G ′[2n+1

]| + |G ′e|
1/2
|G ′[2n

]|
1/2ψ ′n.

If ψn = ψ
′
n = 0, then the above equation would imply |G[2n+1

]| = |G ′[2n+1
]|.

So ψn 6= 0 or ψ ′n 6= 0. Rearranging the above equation and remembering that
|Ge| = |G ′e|, we get

|G[2n+1
]| − |G ′[2n+1

]| = |Ge|
1/2
|G[2n

]|
1/2(ψ ′n −ψn). (15)

Each side of (15) belong to Z[e2π i/8
]. Consider the absolute norm of each side.

If ψ ∈ µ8 ∪ {0}, one verifies that the absolute norm of (ψ − 1) is a power of 2 or
zero. For example, if ψ is a primitive 8-th root of unity, then N Q[ψ]

Q
(ψ − 1) =∏3

j=0(e((2 j + 1)/8)− 1) = 2. If ψn 6= 0 or ψ ′n 6= 0, then writing (ψ ′n − ψn) =

ψn(ψ
′
n/ψn−1) or (ψ ′n−ψn)=ψ

′
n(1−ψn/ψ

′
n), respectively, we find that the norm of

(ψ ′n−ψn) is a power of 2 or zero. So the norm of the right-hand side of (15) is also a
power of 2. However, note that the left-hand side is already an integer, so it must also
be a power of 2. The only way this is possible is if |G[2n+1

]| = 2|G ′[2n+1
]|. Write

ν2n+1(mC)=|G[2n
]|

1/2λn and ν2n+1(mC′)=|G ′[2n
]|

1/2λ′n for some λn, λ
′
n ∈µ8∪{0}.

Now the equality |L2n+1,1|C = |L2n+1,1|C′ yields

|G ′[2n+1
]| = |G[2n+1

]| − |G ′[2n+1
]| = |G|1/2|G[2n

]|
1/2(λ′n − λn).

Now the left-hand side is a power of 2, so the norm of the right-hand side must
also be a power of 2. Since N (λ′n−λn) is a power of 2, it follows that |G| is also a
power of 2, which contradicts our assumption. It follows that (G, χ) ' (G ′, χ ′).
Now since ν2(mC)= sgn(τ ), the equality |L2,1|C = |L2,1|C′ implies τ = τ ′. �
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Example. We exhibit two Tambara–Yamagami categories that have the same
state-sum invariant for all lens spaces Lk,1. Recall that A2n denotes the met-
ric group ((Z/2nZ), x2/2n+1). For k ∈ Z, we shall denote the premetric group
((Z/2nZ), kx2/2n+1) by (k · A2n ). Let (G1, b1) = (A2)

4
⊥ A4 and (G2, b2) =

(A2)
2
⊥ (A4)

2. Let C1 = TY(G1, b1,−
1
8) and C2 = TY(G2, b2,

1
8). Then we claim

that |Ln,1|C1 = |Ln,1|C2 for all positive integers n.

Proof of claim. Let qi be a quadratic form such that ∂qi = bi for i ∈ {1, 2}. We
will break the proof into cases according to possible 2-valuations of n. The trivial
case is that |Ln,1|C1 =

1
128 = |Ln,1|C2 if n is odd. By Lemmas 6.1 and 4.1, to prove

|L2k,1|C1 = |L2k,1|C2 , it is enough to show that

|G1[2k]| + (−1)k8ξk(G, q1)= |G2[2k]| + 8ξk(G, q2).

Since ξk is multiplicative,

ξk(G, q1)= ξk(A2)
4ξk(A4) and ξk(G, q2)= ξk(A2)

2ξk(A4)
2.

From Lemma 3.2, we have ξk(A2r )=2(A2r )k2(−k · A2r )= e(k/8)2(−k · A2r ).
The values of 2(−k · A2r ) were computed in Lemma 3.3. This lets us compute the
invariants. We shall consider three cases.

Case 1. Suppose k is odd. Then we have 2(−k · A2) = (−1)(k
2
−1)/8e(−k/8), so

ξk(A2)= (−1)(k
2
−1)/8. We have 2(−k · A4)= (−1)2(k

2
−1)/8e(−k/8)= e(−k/8),

so ξk(A4)= 1. It follows that ξk(G, q1)= 1= ξk(G, q2). Since |G1[2k]| = 32 and
|G2[2k]| = 16, we get |L2k,1|C1 = |L2k,1|C2 in this case.

Case 2. Suppose v2(k) = 1 or 2. Then 2(−k · A2) = 0 or 2(−k · A4) = 0, so
ξk(A2)=0 or ξk(A4)=0. Since both (G1, b1) and (G2, b2) have components of type
A2 and A4 and since ξk is multiplicative, it follows that ξk(G, q1)= ξk(G, q2)= 0.
Since |Gi [2k]| = 64, we get |L2k,1|C1 = |L2k,1|C2 in this case.

Case 3. Finally suppose v2(k)≥ 3. Let r = 1 or r = 2. Then 2(A2r )k = e(k/8)= 1.
The quadratic form−k ·A2r is identically equal to 1, so ξk(A2r )=2(−k ·A2r )=2r/2.
It follows that ξk(G, q j ) = |G|1/2 = 8 for j = 1, 2. Since |Gi [2k]| = 64 and
(−1)k = 1, we get |L2k,1|C1 = |L2k,1|C2 in this case too. �

Appendix: Diagonalization of bilinear and quadratic forms

In this appendix, we discuss the problem of decomposing quadratic and bilinear
forms on finite abelian groups into irreducible components.

Notation. If R is an abelian group, we let Mn(R) be the set of all n× n matrices
with entries in R. If R is a commutative ring and S is an R-module, then Sn is
a (left) Mn(R)-module and Mn(S) is an Mn(R)-bimodule. The action of Mn(R)
on Sn is obtained by writing elements of Sn as column vectors and multiplying by
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the matrix on the left. The two actions of Mn(R) on Mn(S) are by left and right
multiplication.

Recall from Section 2 that, if x is an element in a p-group of finite order, then we
write vp(x)=− logp(order(x)) and vp(0)=∞. The lemma below is elementary.
We leave the proof as an easy exercise.

Lemma A.1. Let p be a prime. Let G be an abelian p-group.

(a) Let x ∈ G and r ∈ Z. Then r x = 0 if and only if vp(r)+ vp(x)≥ 0.

(b) If x ∈ G and r ∈ Z such that r x 6= 0, then vp(r)+ vp(x)= vp(r x).

(c) Let x1, x2 ∈ G. Then vp(x1+ x2) ≥ min{vp(x1), vp(x2)}, and equality holds
if 〈x1〉 ∩ 〈x2〉 = 0 or vp(x1) 6= vp(x2). (Here and later, 〈x〉 denotes the cyclic
subgroup generated by x.)

(d) Let b be a symmetric bilinear form on a finite abelian p-group G. If g ∈ G,
then vp(g) ≤ vp(b(g, h)) for all h ∈ G. Further, if b is nondegenerate, then
vp(g)=min{vp(b(g, h)) : h ∈ G}.

Decomposing symmetric bilinear forms into irreducible components is almost
equivalent to diagonalizing matrices by row and column operations. We introduce
these operations next.

Definitions. Let Ei j be the n × n matrix whose (i, j)-th entry is 1 and all other
entries are 0. Let In denote the n× n identity matrix. Let R be a commutative ring.
Let A be an n×n matrix with entries in some R-module M . The operations Flipi j (A),
Addr, j

i (A), and Scaler
i (A) defined below are called row-column operations on A.

• Let Flipi j (A)= Str AS where S = In − Ei i − E j j + Ei j + E j i . This operation
interchanges the i-th and j-th rows of A and then interchanges the i-th and
j-th columns of A.

• Let Addr, j
i (A)= Str AS, where S = In + r E j i for some r ∈ R and i 6= j . This

operation adds r times the j-th row of A to the i-th row of A and then adds r
times the j-th column of A to the i-th column of A.

• Let Scaler
i (A) = Str AS where S = In + (r − 1)Ei i for some r ∈ R. This

operation multiplies the i-th row of A by r and then multiplies the i-th column
by r .

Let (G, b) be a discriminant form and (e1, . . . , en) ∈ Gn . For each i 6= j , the
operation Flipi j converts Gramb(e1, . . . , en) to Gramb( f1, . . . , fn) where f j = ei ,
fi = e j , and fk= ek for k /∈{i, j}. The operation Addr, j

i converts Gramb(e1, . . . , en)

to Gramb( f1, . . . , fn)where fi=ei+re j and fk=ek for k 6= i . The operation Scaler
i

converts Gramb(e1, . . . , en) to Gramb( f1, . . . , fn) where fi = rei and fk = ek

for k 6= i . We shall say that a row-column operation on Gramb(e1, . . . , en) is valid
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if G =
⊕

k〈ek〉 implies G =
⊕

k〈 fk〉. Clearly, Flipi j is always valid. The operation
Scaler

i is valid if r is relatively prime to the exponent of G. Lemma A.2 lets us
decide when Addr,i

j is valid.

Lemma A.2. Let G be a finite abelian group and e1, . . . , en ∈ G such that G =⊕
k〈ek〉. Let f1, . . . , fn ∈ G such that ord( fk) = ord(ek) for all k and f1, . . . , fn

generate G. Then there exists φ ∈ Aut(G) such that φ(ek) = fk . In particular,
G =

⊕
k〈 fk〉.

Proof. Let nk = ord(ek) = ord( fk). Since 〈ek〉 is a cyclic group of order nk and
fk is an element of order nk in G, there exists a homomorphism φk : 〈ek〉 → G
given by φk(ek) = fk . By the universal property of the direct sum, there exists a
homomorphism φ : G→ G such that φ(ek)= fk for all k. Since the fk generate G,
the map φ is onto. Since G is a finite group, φ must be injective as well. �

Let A ∈ Mn(Q(p)/Z). The proofs of Lemmas A.3 and A.4 are based on the
algorithm to reduce A to a diagonal matrix (or a block-diagonal matrix with blocks of
size at most 2 when p= 2) by conjugation or equivalently using the elementary row-
column operations introduced above. This paves the way to proving Theorem 2.1 of
[Wall 1963]. Let diag(a1, . . . , an) denote the diagonal n× n matrix with diagonal
entries a1, . . . , an .

Lemma A.3. Let p be an odd prime. Let u p be a quadratic nonresidue modulo p.
Let A 6= 0 be a symmetric matrix in Mn(Q(p)/Z). Let r1 be the smallest number
such that pr1 A = 0.

(a) Then there exists a matrix S ∈ GLn(Z) such that S mod p ∈ GLn(Z/pZ) and

Str AS = diag(p−r1ε1, . . . , p−rnεn)

with r1 ≥ r2 ≥ · · · ≥ rn ≥ 0, ε j ∈ {1, u p, 0}, and ε1 6= 0.

(b) Let (G, b) be a nondegenerate discriminant form where G is a p-group. Let
G=

⊕n
j=1〈e j 〉. Then there exists f1, . . . , fn ∈G such that G=

⊕n
j=1〈 f j 〉 and

Gramb( f1, . . . , fn) = diag(p−r1ε1, . . . , p−rnεn) with r1 ≥ r2 ≥ · · · ≥ rn > 0
and ε j ∈ {1, u p}.

Proof. (a) One proceeds by finding a pivot with the smallest p-valuation and then
using this pivot to sweep out the rows and columns. Let A = ((ai j )) ∈ Mn(Q(p)/Z)

be a symmetric nonzero matrix. Let r1 > 0 be the smallest integer such that
pr1 A = 0. By induction on n, it suffices to show that there is a sequence of row-
column operations that converts A to a matrix of the form

( d1
0

0
A′
)

where d1 = p−r1

or d1 = u p p−r1 and A′ ∈ Mn−1(Q(p)/Z) is a symmetric matrix such that pr1 A′ = 0.

Claim (finding a pivot). After changing A by row-column operations, we may
assume that a11 = p−r1 or a11 = u p p−r1 .
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Proof of claim. If there is a diagonal entry ai i such that vp(ai i ) = −r1, then
apply Flip1i to A to get vp(a11) = −r1. Otherwise, there exists i 6= j such that
vp(ai j )=−r1 and vp(ai i )>−r1 and vp(a j j )>−r1. In this case, apply Add1, j

i to A.
This changes the (i, i)-th entry of the matrix from ai i to (ai i + 2ai j + a j j ), whose
p-valuation is−r1.1 Now we apply Flip1i . Either way, we get vp(a11)=−r1. Using
the operation Scaler

i , we can change a11 to r2a11. By choosing r appropriately, we
can make a11 = p−r1 or a11 = u p p−r1 . This proves the claim.

Sweeping out. Now a11 = ε1 p−r1 with ε1 = 1 or u p. Since ε1 is relatively prime
to p, we can pick ε′ ∈ Z such that ε′ε1 ≡ 1 mod pr1 . We can represent a1i in
the form βi p−r1 with βi ∈ Z. We add (−βiε

′) times the first row to the i-th row
and then add (−βiε

′) times the first column to the i-th column to make a1i = 0
and ai1 = 0. Performing this operation for i = 2, 3, . . . , n converts A to a matrix of
the form

(
ε1 p−r1

0
0
A′
)
. Finally note that the entries of A′ are Z-linear combinations

of entries of A, so pr1 A = 0 implies pr1 A′ = 0. The row-column operations above
correspond to conjugating A by certain matrices that are always invertible modulo p.
Now part (a) follows by induction.

(b) Assume the setup of part (b). Let A=Gramb(e1, . . . , en). Part (a) shows that the
matrix A can be diagonalized by a sequence of row-column operations. Performing
a row-column operation on Gramb(e1, . . . , en) converts it to Gramb( f1, . . . , fn)

where the f j are given in the definition preceding Lemma A.2. We need to verify
that all the row-column operation used in the proof of part (a) are valid (see
the definition preceding Lemma A.2). While finding the pivot, we may perform
Add1, j

i to a matrix Gramb(e1, . . . , en) if a nondiagonal entry of the matrix, say ai j ,
has the highest power of p in the denominator. Since ai j = a j i , Lemma A.1(d)
implies that order(ei )= order(e j ). Since 〈ei 〉 ∩ 〈e j 〉 = 0, Lemma A.1 implies that
ord(ei + e j )= ord(ei ). Now Lemma A.2 implies that Add1, j

j is valid.
While sweeping out, we perform the row-column operation Add−βi ε

′,1
i where

a1i = βi p−r1 . This operation changes Gramb(e1, . . . , en) to Gramb( f1, . . . , fn)

where fi =ei−βiε
′e1 and fk=ek for k 6= i . Assume G=

⊕
k〈ek〉. Since the discrim-

inant form on G is nondegenerate, we have vp(e1)=−r1 and hence vp(−βiε
′e1)=

vp(βi )− r1. Also, vp(ei ) ≤ vp(a1i ) = vp(βi )− r1. Since 〈ei 〉 ∩ 〈−βiε
′e1〉 = {0},

we have vp( fi )=min{vp(ei ), vp(−βiε
′e1)} = vp(ei ). Lemma A.2 implies that the

row-column operations performed while sweeping out are valid.
It follows that there exist f1, . . . , fn ∈ G such that G =

⊕
〈 f j 〉 and that

Gramb( f1, . . . , fn) = diag(p−r1ε1, . . . , p−rnεn) with r1 ≥ r2 ≥ · · · ≥ rn ≥ 0 and
ε j ∈ {1, u p, 0}. Since (G, b) is nondegenerate, it follows that we must have ε j 6= 0
and order( f j )= pr j for all j . �

1This is the step in the argument that fails for p = 2.



1818 Tathagata Basak and Ryan Johnson

The next lemma handles the case of the prime p = 2. This proof is similar to the
proof of Lemma A.3 but somewhat more complicated. We only elaborate on the
necessary modifications.

Lemma A.4. (a) Let A 6= 0 be a symmetric matrix in Mn(Q(2)/Z). Let m be the
smallest number such that 2m A = 0. Then there exists a matrix S ∈ GLn(Z)

such that (S mod 2) ∈ GLn(Z/2Z) and Str AS is block-diagonal with blocks of
size 1 or 2. Each block is of the form

(2−rδ) or 2−r( 2a
b

b
2c

)
(16)

where r is some nonnegative integer, a, b, and c are integers with b odd, and
δ ∈ {0,±1,±5}. The largest r that occurs is equal to m.

(b) Let (G, b) be a nondegenerate discriminant form where G is a 2-group. Let
G =

⊕n
j=1〈e j 〉. Then there exists f1, . . . , fn ∈ G such that G =

⊕n
j=1〈 f j 〉

and Gramb( f1, . . . , fn) is a block-diagonal matrix with blocks of size 1 or 2.
Each block is of the form given in (16) where r is some positive integer, a, b,
and c are integers with b odd, and δ ∈ {±1,±5}.

Proof. (a) As above, we try to get a diagonal entry of A to have minimum 2-
valuation. If this succeeds, then we can proceed with the sweep out as before and
split off a 1× 1 block from A. This procedure fails only in the situation when there
exists i 6= j such that

( ai i
a j i

ai j
a j j

)
= 2−m

(2α
β

β
2γ

)
where α, β, γ ∈ Z, β is odd, and all

the diagonal entries of A have 2-valuation strictly larger than −m. In this case, we
can use row-column flips to move this 2×2 submatrix to the upper-left corner of A
so that

(a11
a21

a12
a22

)
= 2−m

( 2α
β

β
2γ

)
and then use this 2× 2 block to sweep out the first

two rows and first two columns simultaneously.
This is how it is done. Suppose the first two entries of the i-th row are 2−m(u, v)

for u, v ∈ Z where i > 2. We want to find r1 and r2 such that

(r1, r2)2−m( 2α
β

β
2γ

)
= 2−m(u, v) mod Z.

This system can always be solved since the determinant (4αγ−β2) of the coefficient
matrix is odd. Solving the equation yields

(r1, r2)= d(2γ u−βv, 2αv−βu)

where d is an inverse of (4αγ −β2) modulo 2m . Now we add to the i-th row −r1

times the first row and−r2 times the second row and then perform the corresponding
column operations to the i-th column. Verify that after these operations the first
two entries of the i-th row and i-th column become zero. Part (a) follows.

(b) Let A = Gramb(e1, . . . , en). The sweep-out operation above corresponds to
replacing Gramb(e1, . . . , en) by Gramb( f1, . . . , fn) where fi = ei + r1e1 + r2e2

and f j = e j for all j 6= i . The extra work needed in part (b) is to check that
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this operation is valid. Note that, since 2m is the maximum denominator in A,
order(e1) = order(e2) = 2m . Suppose order(ei ) = 2k . Then u and v must be
divisible by 2m−k because the entries of the i-th row can have denominator at
most 2k . From the formula for r1 and r2, we see that 2m−k divides r1 and r2.
It follows that 2k fi = 0. On the other hand, since 〈ei 〉 ∩ 〈e1, e2〉 = 0, we have
order( fi ) ≥ 2k . So order( fi ) = order(ei ) and Lemma A.2 implies the sweep-out
operations using 2× 2 blocks described above are valid. �

For p-groups with p odd, Wall’s Theorem 2.1(a) follows from Lemma A.3.
For p = 2, we need Lemma A.4 and we also need Lemmas 2.2 and A.7, which
describe the irreducible nondegenerate quadratic and bilinear forms on (Z/2r Z)2.
Proving Lemmas 2.2 and A.7 depends on solving a system of congruence equations
modulo 2n for all n. This can be done by a standard application of Hensel’s lemma,
which we now state in the necessary form.

Lemma A.5 (Hensel’s lemma). Let p be a prime. Let f1, . . . , fm ∈ Z[x1, . . . , xn]

and f = ( f1, . . . , fm). Let D f = ((∂ fi/∂x j )) be the Jacobian of f . Let t1 ∈ Zn

such that f (t1) ≡ 0 mod p and the m × n matrix (D f (t1) mod p) has rank m
over Fp. Then, for all k ≥ 1, there exists tk ∈ Zn such that tk+1 ≡ tk mod pk and
f (tk)≡ 0 mod pk .

The proof is omitted.

Lemma A.6. (a) Let s =
( s11

s21

s12
s22

)
be a 2× 2 matrix of indeterminates. Let

(A(s), B(s),C(s))

= (s2
11+ s11s12+ s2

12, 2s11s21+ s11s22+ s21s12+ 2s12s22, s2
21+ s21s22+ s2

22).

Let A, B, and C be odd integers. Let n ≥ 1. Then the equation

(A(s), B(s),C(s))≡ (A, B,C) mod 2n (17)

has a solution S ∈ M2(Z) such that S ≡ I mod 2 (here I denotes the 2× 2
identity matrix).

(b) Let s =
( s11

s21

s12
s22

)
be a 2× 2 matrix of indeterminates. Let

(A(s), B(s),C(s))= (s11s12, s11s22+ s21s12, s21s22).

Let A, B, and C be integers such that B is odd and AC is even. Let n ≥ 1.
Then the equation

(A(s), B(s),C(s))≡ (A, B,C) mod 2n (18)

has a solution S ∈ M2(Z) such that S ≡
( A

1
1
C

)
mod 2.
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Proof. (a) Apply Hensel’s lemma to f = ( f1, f2, f3) for f1(s)= s2
11+s11s12+s2

12−A,
f2(s)= 2s11s21+ s11s22+ s21s12+2s12s22− B, and f3(s)= s2

21+ s21s22+ s2
22−C .

Since A, B, and C are odd, s = I is a solution to f (s)≡ 0 mod 2. One computes

D f =

2s11+ s12 0 s11+ 2s12 0
2s21+ s22 2s11+ s12 s21+ 2s22 s11+ 2s12

0 2s21+ s22 0 s21+ 2s22

 ,
so D f (I )≡

0 0 1 0
1 0 0 1
0 1 0 0

 mod 2,

which has rank 3. For part (b), let f1(s)= s11s12− A, f2(s)= s11s22+ s21s12− B,
and f3(s) = s21s22 − C . Since B is odd and AC is even, s∗ =

( A
1

1
C

)
satisfies

f (s∗)≡ 0 mod 2. One computes

D f =

s12 0 s11 0
s22 s12 s21 s11

0 s22 0 s21

 , so D f (s∗)≡

1 0 A 0
C 1 1 A
0 C 0 1

 mod 2.

Since A or C is even, either the second or the third column of the above matrix is
equal to (0, 1, 0)tr. So the matrix (D f (s∗) mod 2) has rank 3. �

Proof of Lemma 2.2. (a) Note that 2q(x) = ∂q(x, x) ∈ 2−r Z/Z. So q(x) takes
values in 2−r−1Z/Z, and

q(x1, x2)= 2−r−1(αx2
1 + 2Bx1x2+ γ x2

2)

where q(1, 0)= 2−r−1α, q(0, 1)= 2−r−1γ , and ∂q((1, 0), (0, 1))= 2−r B. Suppose
α is odd. Let α be an inverse of α modulo 2r+1. Then we can complete squares to
write

q(x1, x2)= 2−r−1(α(x1+ Bαx2)
2
+ (γ − B2α)x2

2).

This contradicts the irreducibility of q, and thus, α has to be even. For the same
reason, γ has to be even. So we can write

q(x1, x2)= 2−r (Ax2
1 + Bx1x2+Cx2

2).

If A, B, and C are all even, then ∂q takes values in 2−r+1Z/Z and hence cannot
be nondegenerate. If B is even, then A or C must be odd, and we can once again
complete squares (as above) and decompose (G, q) into an orthogonal direct sum
of two metric groups. So B must be odd.

First, suppose AC is odd. Let F(x1, x2)= x2
1+x1x2+x2

2 . Let s =
( s11

s21

s12
s22

)
. Note

that

F((x1, x2)s)= A(s)x2
1 + B(s)x1x2+C(s)x2

2
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where (A(s), B(s),C(s)) are the polynomials given in Lemma A.6(a). We want to
show q(x1, x2)' 2−r F(x1, x2). This is equivalent to finding a matrix s ∈ M2(Z)

with odd determinant such that

F((x1, x2)s)≡ (Ax2
1 + Bx1x2+Cx2

2) mod 2r

or equivalently (A(s), B(s),C(s)) ≡ (A, B,C) mod 2r . The proof follows from
Lemma A.6(a) if AC is odd. If AC is even, then the proof is identical, using
F(x1, x2)= x1x2 and using part (b) of Lemma A.6 instead of part (a). �

Lemma A.7. (a) Let A, B, and C be odd integers. Let r ≥ 1. Then there exists a
matrix S ∈ M2(Z) such that S

( 2
1

1
2

)
Str
≡
( 2A

B
B

2C

)
mod 2r and S ≡ I mod 2.

(b) Let A, B, and C be integers such that AC is even and B is odd. Let r ≥ 1.
Then there exists a matrix S ∈ M2(Z) such that S

( 0
1

1
0

)
Str
≡
( 2A

B
B

2C

)
mod 2r

and S ≡
( A

1
1
C

)
mod 2.

Proof. (a) The congruences in part (a) translate into A(s)≡ A mod 2r−1, B(s)≡
B mod 2r , and C(s)= C mod 2r−1 where A(s), B(s), and C(s) are as in Lemma
A.6(a). Part (a) follows from Lemma A.6. Similarly part (b) follows from part (b)
of Lemma A.6. �

Proof of Theorem 2.1. (a) Let (G, b) be a nondegenerate discriminant form. It suf-
fices to decompose (G, b) into irreducibles when G is a p-group for some prime p.
First suppose p is odd. From Lemma A.3, it follows that there exist f1, . . . , fn ∈G
such that G =

⊕
〈 f j 〉 and Gramb( f1, . . . , fn) = diag(p−r1ε1, . . . , p−rnεn) with

r1 ≥ r2 ≥ · · · ≥ rn ≥ 0 and ε j ∈ {1, u p}. Since (G, b) it nondegenerate, it follows
that we must have order( f j )= pr j for all j . Thus, (G, b) is an orthogonal direct
sum of the rank-1 discriminant forms (〈 f j 〉, b|〈 f j 〉) and each of these are of type A
or B. This completes the argument for odd p.

Now we consider the case p = 2. From Lemma A.4, it follows that there exist
f1, . . . , fn ∈ G such that G =

⊕
〈 f j 〉 and Gramb( f1, . . . , fn) is block-diagonal

with blocks of size 1 or 2 as given in Lemma A.4. Accordingly, (G, b) is an
orthogonal direct sum of rank-1 or -2 discriminant forms spanned by one or two
of the f j . The rank-1 forms among these are clearly of type A, B, C , or D. The
Gram matrix of a rank-2 piece has the form 2−r

( 2a
b

b
2c

)
. Lemma A.7 shows that

such a rank-2 piece is either of type E or F .

(b) Let (G, q) be a metric group. By part (a), (G, ∂q) is an orthogonal direct sum
of irreducible forms (G j , b j ). Each G j is a homogeneous p-group of rank 1 or
2. Further, G j can have rank 2 only if p = 2. It follows that (G, q) is also an
orthogonal direct sum of (G j , q j ) where q j = q|G j . The rank-1 forms are clearly
of type A, B, C , or D. The rank-2 forms either decompose into two rank-1 forms
or they are irreducible as metric groups. In the latter case, Lemma 2.2 shows that
(G j , q j ) is of type E or F . �
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The number of nonzero coefficients
of modular forms (mod p)
Joël Bellaïche and Kannan Soundararajan

Let f =
∑
∞

n=0 anqn be a modular form modulo a prime p, and let π( f, x) be the
number of nonzero coefficients an for n < x . We give an asymptotic formula for
π( f, x); namely, if f is not constant, then

π( f, x)∼ c( f )
x

(log x)α( f )
(log log x)h( f ),

where α( f ) is a rational number such that 0<α( f )≤ 3/4, h( f ) is a nonnegative
integer and c( f ) is a positive real number. We also discuss the equidistribution
of the nonzero values of the coefficients an .

1. Introduction

Let f =
∑
∞

n=0 anqn be a holomorphic modular form of integral weight k ≥ 0 and
some level 01(N ) such that the coefficients an are integers. Let p be a prime number.
Serre [1976] has shown that the sequence an (mod p) is lacunary. That is, the
natural density of the set of integers n such that p - an is 0. More precisely, Serre
gave the asymptotic upper bound

|{n < x, an 6≡ 0 (mod p)}| �
x

(log x)β
, (1)

where β is a positive constant depending on f . Later, Ahlgren [1999, Lemma 2.1]
established the following asymptotic lower bound: assume that p is odd and that
there exists an integer n ≥ 2 divisible by at least one prime ` not dividing Np such
that p - an . Then

|{n < x, an 6≡ 0 (mod p)}| �
x

(log x)
. (2)

Joël Bellaïche was supported by NSF grant DMS 1101615. Kannan Soundararajan was partially
supported by NSF grant DMS 1001068 and a Simons Investigator grant from the Simons Foundation.
MSC2010: primary 11F33; secondary 11F25, 11N25, 11N37.
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Under the same hypothesis, this lower bound was recently improved by Chen [2012]:
for every K ≥ 0,

|{n < x, an 6≡ 0 (mod p)}| �
x

(log x)
(log log x)K , (3)

where the implicit constant depends on K .
We improve on results (1), (2) and (3) by giving an asymptotic formula for
|{n < x, an 6≡ 0 (mod p)}|. To describe our results, we slightly change our setting
by working directly with modular forms over a finite field, which allows for more
generality and more flexibility.

Let p be an odd prime1 and N ≥ 1 an integer. We define the space of modular
forms of level 01(N ) with coefficients in Fp, denoted by M(N , Fp), as the subspace
of Fp[[q]] generated by the reductions modulo p of the q-expansions at∞ of all
holomorphic modular forms of level 01(N ) and some integral weight k ≥ 0 with co-
efficients in Z. For F a finite extension of Fp, we define M(N , F) as M(N , Fp)⊗Fp F.
Given f in M(N , F), let

π( f, x)= |{n < x : an 6= 0}|.

Theorem 1. Let f =
∑
∞

n=0 anqn
∈ M(N , F), and assume that f is not constant;

that is, assume an 6= 0 for some n ≥ 1. Then there exists a rational number α( f )
with 0< α( f ) ≤ 3/4, an integer h( f ) ≥ 0, and a positive real constant c( f ) > 0
such that

π( f, x)∼ c( f )
x

(log x)α( f ) (log log x)h( f ).

This theorem was established by Serre [1976] for the case when f is an eigenform
for all Hecke operators Tm (that is, Tm f = λm f , λm ∈ F), and in this case one
has h( f ) = 0. However, the case of eigenforms is special because, as shown
by Atkin, Serre, Tate and Jochnowitz in the 1970s, there are only finitely many
normalized eigenforms in the infinite-dimensional space M(N , F). One can de-
compose every f ∈ M(N , F) as a finite sum

∑
i fi of generalized eigenforms2 fi

but this fact does not seem to be of immediate use, for two reasons. The meth-
ods for treating genuine eigenforms do not seem to apply readily to generalized
eigenforms, and moreover it is not clear how to obtain an asymptotic formula
for π( f, x) from asymptotics for π( fi , x). For f an eigenform, the main tool
in Serre’s study is the Galois representation over a finite field attached to f by
Deligne’s construction, ρ̄f : GQ,Np → GL2(F). To deal with a general modular
form f we replace ρf by a two-dimensional Galois pseudorepresentation, tf ,

1When p = 2, similar but slightly different results may be obtained, see [Bellaïche and Nicolas
2015].

2We call a form f ∈ M(N , F) a generalized eigenform if, for every ` not dividing Np, there exist
λ` ∈ F and nl ∈ N such that (T`− λ`)n` f = 0.
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of GQ,Np over a finite ring Af . The ring Af is obtained as the quotient of A
by the annihilator of f , where A is the Hecke algebra acting on the space of
modular forms M(N , F). The ring Af is not in general a field. In fact, it is a
field precisely when f is an eigenform for the Hecke operators T` (` - Np). The
Hecke algebra A (at least in the case of 00(N )) was introduced and studied in
the wake of Swinnerton-Dyer’s work on congruences between modular forms by
Serre, Tate, Mazur, Jochnowitz and others. More recent progress on understanding
its structure may be found in [Nicolas and Serre 2012a; 2012b; Bellaïche and
Khare 2015]. In Section 3, we recall the definitions of the Hecke algebra A,
its quotient Af , and the pseudorepresentation tf and gather the results we need
pertaining to them.

To prove Theorem 1, we introduce the notion of a pure form. A form f is pure
if every Hecke operator T` (with ` - Np) in Af is either invertible or nilpotent.
Generalized eigenforms are pure since the finite ring Af is local in this case,
but there are pure forms that are not generalized eigenforms. For pure forms
we can give a reasonable description of the set of integers n with (n, Np) = 1
and such that an 6= 0, and using this and a refinement of the Selberg–Delange
method (see Section 2) we deduce (in Section 4A) an asymptotic formula for
the number of n ≤ x with an 6= 0 and (n, Np) = 1. For a general f , we show
in Section 4B that if f =

∑
i fi is a minimal decomposition of f into pure

forms, then π( f, x) is asymptotically
∑

i π( fi , x). To complete the proof of
Theorem 1, it remains to handle coefficients an with (n, Np) > 1, and this is
treated in Section 4C.

Theorem 1 gives an asymptotic formula for the number of n< x such that an 6= 0
but says nothing about the number of n < x such that an = a, where a is a specific
fixed value in F∗. Some partial results are given during the course of the proof
of Theorem 1 in Section 4A. We say that f has the equidistribution property if
the number of n < x such that an = a is asymptotically the same for every a ∈ F∗.
In Section 5 we give sufficient conditions and, in some cases, necessary conditions
for the equidistribution property.

In Section 6 we consider a variant of the main theorem, where one counts only
the nonzero coefficients at square-free integers of a modular form.

Let us finally mention that the constants α( f ), h( f ) and c( f ) of Theorem 1 can
be effectively computed from our proof. This is done in some cases in Section 7.
However, we do not have a satisfactory understanding of how h( f ) and c( f )
behave as f varies. Such an understanding would require a more detailed study
of the structure of the Hecke algebra A and of the space M(N , F) as a Hecke-
module than is currently available (except in the case p = 2, N = 1 [Nicolas and
Serre 2012b; Bellaïche and Nicolas 2015] and partially in the case p = 3, N = 1
[Medvedovki 2015]).
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2. Applications of the Landau–Selberg–Delange method

2A. Frobenian and multifrobenian sets. If 6 is a finite set of primes and L is a
finite Galois extension of Q unramified outside 6 and∞, then for any prime ` 6∈6
we denote by Frob` ∈ Gal(L/Q) an element of Frobenius attached to `. We recall
that Frob` is only well-defined up to conjugation in Gal(L/Q).

Definition 2. Let h be a nonnegative integer and 6 a finite set of primes. We say
that a set M of positive integers is 6-multifrobenian of height h if there exists a
finite Galois extension L of Q with Galois group G, unramified outside 6 and∞,
and a subset D of Gh , invariant under conjugation and under permutations of the
coordinates, such that m ∈M if and only if m = `1 · · · `h where the `i are distinct
primes not in 6, and (Frob`1, . . . ,Frob`h )∈ D. For such a6-multifrobenian set M
we define its density δ(M) to be

δ(M)=
#D

h!(#G)h
.

Observe that the condition (Frob`1, . . . ,Frob`h )∈ D depends only on the product
`1 · · · `h , since replacing each Frob`i by a conjugate in G amounts to replacing
(Frob`1, . . . ,Frob`h ) by a conjugate in Gh and D is invariant by conjugacy in
Gh , and since changing the order of the prime factors `1, . . . , `h permutes the
components of (Frob`1, . . . ,Frob`h ) and D is invariant by permutations. Thus the
notion of a multifrobenian set is well-defined.

There is only one 6-multifrobenian set of height h = 0, namely {1}. Note that
a 6-multifrobenian set of height 1 is just a 6-frobenian set of prime numbers in
the usual sense (see [Serre 2012, §3.3.1]). In what follows we will say that a set
is multifrobenian if it is 6-multifrobenian for some finite set of primes 6 and
frobenian if it is multifrobenian of height 1. We observe that this definition of
frobenian is slightly more restrictive than the one used by Serre (cf. [2012, §3.3.2])
for whom a set of primes is frobenian if it is frobenian in our sense up to a finite
set of primes. The more restrictive definition of frobenian that we adopt here will
be sufficient for our purposes, and we hope that its use will cause no confusion
to the reader.

Lemma 3. Let M be a multifrobenian set of height h and density δ(M). Then∑
m∈M
m≤x

1
m
∼ δ(M)(log log x)h .

Proof. This follows from the Chebotarev density theorem. �

Note in particular that δ(M) depends only on the set M and not on the choice
of L , G and D.
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Remark 4. Using the Chebotarev density theorem, one may show that if M is a
multifrobenian set of height h, then

|{n ≤ x : n ∈M}| ∼ hδ(M)
x

log x
(log log x)h−1.

This formula clearly implies Lemma 3 by partial summation, but the weaker Mertens-
type estimate of Lemma 3 suffices for our purposes.

2B. Square-free integers with prime factors in a frobenian set and random walks.
We begin with a general result of the Landau–Selberg–Delange type, which follows
by the method discussed in Chapter II.5 of Tenenbaum’s book [1995], or as in
Théorème 2.8 of Serre’s paper [1976].

Proposition 5. Let a(n) be a sequence of complex numbers with |a(n)| ≤ dk(n)
for some natural number k, where dk(n) denotes the k-divisor function defined
by ζ(s)k =

∑
∞

n=1 dk(n)n−s . Suppose that in the region Re(s) > 1 the function
A(s)=

∑
∞

n=1 a(n)n−s can be written, for some real number α, as

A(s)= ζ(s)αB(s),

where B(s) extends analytically to the region Re(s) > 1− c/ log(2+ |t |) for some
positive constant c and is bounded in that region by |B(s)| ≤ C(1+ |t |) for some
constant C. Then, for all x ≥ 3 and any J ≥ 0, there is an asymptotic expansion

∑
n≤x

a(n)=
J∑

j=0

Aj x
(log x)1+ j−α + O

(
Cx

(log x)J+2−α

)
,

where the Aj are constants, with

A0 =
B(1)
0(α)

,

and the implied constant in the remainder term depends only on c, k, and J .

Proof. As mentioned above, this is a straightforward application of the Landau–
Selberg–Delange method, and so we content ourselves with sketching the argument
briefly. The constant c can be replaced by a possibly smaller constant so that ζ(s)
has no zeros in the region Re(s)> 1−c/ log(2+|t |), and moreover in this region we
have the classical bounds |ζ(s)α|� (log(|s|+2))A|α| for some constant A provided
we stay away from s = 1 (see for example II.3 of [Tenenbaum 1995]). Next, by
applying a quantitative version of Perron’s formula we see that, for x ≥ 3 and with
x1/(10k)

≥ T ≥ 1,∑
n≤x

a(n)=
1

2π i

∫ 1+1/ log x+iT

1+1/ log x−iT
A(s)

x s

s
ds+ O

(
x
T
(log x)k

)
.
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Now we deform the line of integration as follows. First make a slit along the real
line segment from 1− c/ log(T + 2) to 1. Then from 1+ 1/ log x + iT we proceed
in a straight line to 1−c/ log(T +2)+ iT and from there to 1−c/ log(T +2)+ i0+

(on the upper part of the slit) and from there to 1. We then circle around to the lower
part of the slit until 1−c/ log(T +2)+i0− and from there to 1−c/ log(T +2)−iT
and thence to 1+ 1/ log x − iT . The integrand has a logarithmic singularity at 1,
and the change in the argument above and below the slit leads to the main terms in
the asymptotic expansion (by “Hankel’s formula”; see [Tenenbaum 1995, §II.5.2]).
The remaining integrals are estimated using the bounds for |ζ(s)α| in the zero-free
region, together with our assumed bound for |B(s)|. The resulting error terms are
bounded by O(x1−c/ log(T+2)(T +2) log(T +2)). Choosing T = exp(c1

√
log x) for

a suitably small positive constant c1, we obtain the proposition. �

Now suppose we are given a frobenian set of primes U of density β = δ(U) > 0,
a finite abelian group 0, and a frobenian map3 τ0 : U → 0 such that the image
τ0(U) generates 0. Using multiplicativity, extend τ0 to a map τ from the set of
square-free numbers composed of prime factors in U to 0.

Theorem 6. Let g be any given element of 0, and let r be a positive integer. Then,
for x ≥ 3 and uniformly in r , we have

#{n ≤ x : n square-free, p | n =⇒ p ∈ U, τ (n)= g, (n, r)= 1}

= C(U, r)
1
|0|

x
(log x)1−β

+ O
(

xd(r)
(log x)1−β+δ

)
,

where C(U, r)= (1/0(β))
∏

pwp withwp= (1+1/p)(1−1/p)β if p∈U with p - r ,
and wp = (1− 1/p)β otherwise. In the remainder term above, d(r) denotes the
number of divisors of r , and δ is a fixed positive number (depending only on the
group 0).

Proof. We use the orthogonality of the characters of the group 0, which we write
multiplicatively even though it is abelian. Thus the quantity we want is

1
|0|

∑
χ∈0̂

χ(g)
∑
n≤x

(n,r)=1

χ(τ(n)),

where we set χ(τ(n)) = 0 if n is divisible by some prime not in U or if n is not
square-free.

We will use Proposition 5 to evaluate the sum over n above. Since the map τ
is frobenian, by the usual proof of the Chebotarev density theorem (that is, by
expressing frobenian sets in terms of Hecke L-functions and using the zero-free

3A map from a frobenian set of primes to a finite set is called frobenian if its fibers are frobenian.
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region for Hecke L-functions) we may write
∞∑

n=1
(n,r)=1

χ(τ(n))
ns = ζ(s)β(χ)Bχ,r (s), where β(χ)=

∑
g∈0

χ(g)δ(τ−1
0 (g)),

and Bχ,r (s) extends analytically to the region Re(s) > 1−c/(log(2+|t |)) for some
1/10≥ c > 0 and in that region satisfies the bound |Bχ,r (s)| ≤ Cd(r)(1+ |t |) for
some constant C . The constants c and C depend only on U and 0 but not on r .

First suppose that χ equals the trivial character χ0. Note that β(χ) then equals β
and that

Bχ0,r (s)=
∏
p∈U
p-r

(
1−

1
ps

)β(
1+

1
ps

) ∏
p/∈U
or p|r

(
1−

1
ps

)β
.

Therefore, appealing to Proposition 5, we obtain the main term of the theorem.
Now suppose that χ is not the trivial character. Then Re(β(χ)) ≤ β − δ for

some fixed δ > 0, since there is a g in the image of τ0 such that χ(g) 6= 1 (since
τ(U) generates 0), and the frobenian set τ−1

0 (g) is nonempty and hence of positive
density δ(τ−1

0 (g)). Therefore, by Proposition 5, we see that the contribution of the
nontrivial characters is

O
(

xd(r)
(log x)1−β+δ

)
. �

2C. A density result. We keep the notation and hypotheses of the preceding section:
U is a frobenian set with β= δ(U)> 0, 0 is a finite abelian group, and τ0 :U→0 is
a frobenian map whose image generates 0. In addition, let M be a multifrobenian
set of height h ≥ 0, such that every element in M is coprime to the primes in U .
Let S be a given nonempty set of square-full numbers (we permit 1 to be treated as
a square-full number).

Define Z = Z(U,M,S) to be the set of positive integers n ≥ 1 that can be
written as

(2.1) n = mm′m′′ with m, m′, m′′ positive integers such that
(2.1.1) m is square-free and all its prime factors are in U ;
(2.1.2) m′ ∈M;
(2.1.3) m′′ ∈ S and m′′ is relatively prime to mm′.

These conditions imply that m, m′ and m′′ are pairwise relatively prime, and for
n ∈ Z such a decomposition n = mm′m′′ is unique. Extend τ to a map Z→ 0 by
setting τ(n)= τ(m) for n as in (2.1). Let 1 be any nonempty subset of 0.

Theorem 7. With notation as above, we have

#{n ≤ x : n ∈ Z, τ (n) ∈1} ∼ Cδ(M)
|1|

|0|

x
(log x)1−β

(log log x)h,
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where (with C(U, s) as in Theorem 6)

C =
∑
s∈S

C(U, s)
s

.

Proof. Set R = (log x)2 and z = x1/ log log x . We want to count n = mm′m′′ for
m′′ ∈ S, m′ ∈M, with (m′,m′′) = 1, and for m composed of primes in U , with
(m,m′′) = 1 and τ(m) = g. We now group these terms according to whether
(i) m′′ ≤ R and m′ ≤ z, or (ii) m′′ ≤ R but m′ > z, or (iii) m′′ > R. We shall show
that the first case gives the main term in the asymptotics, and the other two cases
are negligible.

First consider case (i). This case contributes∑
m′′∈S
m′′≤R

∑
m′∈M
m′≤z

(m′,m′′)=1

∑
g∈1

∣∣∣{m ≤
x

m′m′′
: τ(m)= g, (m,m′′)= 1

}∣∣∣.

Now we use Theorem 6, so that the above equals

∑
m′′∈S
m′′≤R

∑
m′∈M
m′≤z

(m′,m′′)=1

(
C(U,m′′)

|1|

|0|

x
m′m′′(log(x/m′m′′))1−β

+ O
(

xd(m′′)
m′m′′(log x)1−β+δ

))
.

Using Lemma 3, and since
∑

m′′∈S d(m′′)/m′′ converges, we see that the error term
above is O(x/(log x)1−β+δ−ε), which is negligible. Since log(x/m′m′′) ∼ log x ,
the main term above is (again using Lemma 3)

∼
|1|

|0|

x
(log x)1−β

(δ(M)(log log x)h)
∑

m′′∈S
m′′≤R

C(U,m′′)
m′′

,

which equals the main term of the theorem.
Now consider case (ii). Since all the terms involved are positive, we see that

they contribute (with ω(u) denoting the number of distinct prime factors of u)

�

∑
m′′∈S
m′′≤R

∑
z≤u≤x/m′′
ω(u)=h

∑
m≤x/(um′′)
p|m=⇒p∈U

1. (4)

Now in the sums above either u ≤
√

x or m ≤
√

x . In the first case, note that
the largest prime factor of u lies in [z1/h,

√
x] and the others are all below

√
x .

Moreover, using Proposition 5, the inner sum over m in (4) is� x/(um′′(log x)1−β).
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Thus we see that the first-case contribution to (4) is bounded by

�

∑
m′′∈S
m′′≤R

∑
z<u≤

√
x

ω(u)=h

x
um′′(log x)1−β

�
x

(log x)1−β

( ∑
p≥z1/h

p≤
√

x

1
p

)( ∑
p≤
√

x

1
p

)h−1

�
x

(log x)1−β
(log log x)h−1 log log log x .

For the second case, note that for m ≤
√

x (and m′′ ≤ R = (log x)2) we have (by
standard estimates for the number of integers with h distinct prime factors)∑

u≤x/(mm′′)
ω(u)=h

1�
x

mm′′
(log log x)h−1

log x
,

and so we obtain that the second-case contribution to (4) is bounded by

�
x

log x
(log log x)h−1

∑
m≤
√

x
m∈U

1
m
�

x
log x

(log log x)h−1
∏

p≤
√

x
p∈U

(
1+

1
p

)

�
x

(log x)1−β
(log log x)h−1.

Putting both cases together, we see that the contribution of the terms in case (ii) is

�
x

(log x)1−β
(log log x)h−1 log log log x,

which is small compared to the contribution from case (i).
Finally, since the number of mm′ ≤ x/m′′ is trivially at most x/m′′, the contri-

bution in case (iii) is

�

∑
m′′∈S
m′′>R

x
m′′
�

x
√

R
=

x
log x

,

which is negligible. This completes our proof. �

3. Modular forms modulo p

3A. The algebra of modular forms M(N, F). As in the introduction, we fix an
odd prime p and a level N ≥ 1. Let k ≥ 0 be an integer. The space Mk(N ,Z)

denotes the space of all holomorphic modular forms of weight k and level 01(N )
and with q-expansion at infinity in Z[[q]]. For any commutative ring A we define

Mk(N , A)= Mk(N ,Z)⊗ A.
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The natural q-expansion map Mk(N , A)→ A[[q]] is injective for any ring A (this
is the q-expansion principle; see [Diamond and Im 1995, Theorem 12.3.4]), and so
we may view below Mk(N , A) as a subspace of A[[q]]. Finally we define

M(N , A)=
∞∑

k=0

Mk(N , A)⊂ A[[q]].

Note that if A is a subring of C, then M(N , A) is the direct sum of the spaces
Mk(N , A) (see [Miyake 2006, Lemma 2.1.1]). However, the situation is different
for general rings A and, in particular, when A is a finite field. For instance, the
constant modular form 1 of weight 0 in M0(N , Fp) and the Eisenstein series Ep−1

in Mp−1(N , Fp) both have the same q-expansion 1, showing that the subspaces
M0(N , Fp) and Mp−1(N , Fp) are not in direct sum in Fp[[q]]. For the same reason
it is not true that M(N , A)⊗A A′ = M(N , A′) in general (though this is true if A′

is flat over A); rather M(N , A′) is the image of M(N , A)⊗A A′ in A′[[q]].

3B. Hecke operators on Mk(N, A). For any k ≥ 0, the space of modular forms
Mk(N ,C) is endowed with the action of the Hecke operators Tn for positive inte-
gers n. If n is a positive integer coprime to N , define the operator Sn as nk−2

〈n〉,
where 〈n〉 is the diamond operator. Recall that these operators satisfy the following
properties.

(3.1) All the operators Tn and Sm commute.

(3.2) We have S1 = 1 and Smn = Sm Sn for all m, n coprime to N .

(3.3) The Hecke relations T1 = 1, Tmn = Tm Tn if (m, n)= 1 hold. If ` - N is prime,
then T`n+1 = T`n T`− `S`T`n−1 . If ` |N is prime then T`n = (T`)n .

As is customary, we shall also use below the notation U` for the operators T`
when ` |N . From the above relations one sees that the operators T` and S` for
` prime determine all the others. Recall that the action of the Hecke operators on
q-expansions is given as follows.

(3.4) If ` |N then an(U` f )= a`n( f ).

(3.5) If ` -N is prime, then an(T` f )= a`n( f )+`an/`(S` f ), with the understanding
that an/` means 0 if ` - n.

It follows that

(3.6) if (n,m) = 1 then an(Tm f ) = anm( f ); in particular, a1(Tm f ) = am( f ) for
every m ≥ 1.

Lastly, we recall the following important fact, which follows from the geometric
interpretation due to Katz [1973] of the elements of Mk(N , A) as the sections of a
coherent sheaf on the modular curve Y1(N )/A over A, and of the Hecke operators
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as correspondences on Y1(N ). A convenient reference is [Diamond and Im 1995,
Chapter 12].

(3.7) Let A be a subring of C. All the operators Tn and Sn leave stable the subspace
Mk(N , A) of Mk(N ,C).

This fact allows us to define unambiguously the operators Tn and Sn over
Mk(N , A) = Mk(N ,Z)⊗Z A by extending the scalars from Z to A for the linear
operators Tn and Sn on Mk(N ,Z).

3C. Hecke operators on M(N, F). From now on, F is a finite field of characteris-
tic p. First we recall a result due to Serre and Katz, which allows us to assume that
the level N is prime to p; for a proof, see [Gouvêa 1988, pages 21–22].

(3.8) Let F be a finite field of characteristic p. Write N = N0 pν with (N0, p)= 1.
Then as subspaces of F[[q]] one has M(N , Fp)= M(N0, Fp).

Henceforth, we assume that (N , p)= 1.

(3.9) There are unique operators Tn (for any n≥1) and Sn (for n≥1 with (n, N )=1)
on M(N , F) such that, for any k ≥ 0, the inclusion Mk(N , F) ↪→ M(N , F) is
compatible with the operators Tn and Sn defined on the source and target.

Since the sum of the Mk(N , A) for k = 0, 1, 2, . . . is M(N , A) by definition, the
uniqueness claimed in (3.9) follows. The existence relies on the interpretation of
the elements of M(N , A) as algebraic functions on the open Igusa curve (an étale
cover of degree p− 1 of the ordinary locus of Y1(N )/Fp ) which is due to Katz (see
[1973; 1975, Theorem 2.2]) and based on earlier work of Igusa. For a more recent
reference for (3.9), see [Gross 1990, Propositions 5.5 and 5.9].

It is clear that the operators Tn and Sn still satisfy properties (3.1) to (3.6). We
record one more easy consequence of (3.9).

(3.10) The actions of the Hecke operators Tn and Sn on M(N , F) are locally finite.
That is, any form f ∈M(N , F) is contained in a finite-dimensional subspace
of M(N , F) stable under all these operators.

We shall use the notation Up instead of Tp when acting on the space M(N , F).
More generally, if m is an integer all of whose prime factors divide Np we shall
use the notation Um instead of Tm .

Finally, we note that the space M(N , F) enjoys an additional Hecke operator
(see [Jochnowitz 1982, §1]).

(3.11) The subspace M(N , F) of F[[q]] is stable under the operator Vp defined by
Vp
(∑

anqn
)
=
∑

anq pn .



1836 Joël Bellaïche and Kannan Soundararajan

3D. The subspace F(N, F) of M(N, F). Using the same notation as in [Nicolas
and Serre 2012a; 2012b], let us define F(N , F) as the subspace

⋂
`|Np ker U`

of M(N , F). In other words,

(3.12) F(N , F)= { f =
∑
∞

n=0 anqn
∈ M(N , F), an 6= 0⇒ (n, Np)= 1}.

Since the Hecke operators commute, T` and S` for ` - Np stabilize F(N , F).

3E. The residual Galois representations ρ̄ and the invariant α(ρ̄). We denote
by GQ,Np the Galois group of the maximal algebraic extension of Q unramified
outside Np. We denote by c a complex conjugation in GQ,Np. If ` is a prime not
dividing Np, we denote by Frob` an element of Frobenius associated to ` in GQ,Np.
We fix an algebraic closure Fp of Fp.

We shall denote by R = R(N , p) the set of equivalence classes of continuous
odd4 semisimple two-dimensional representations ρ̄ of the Galois group GQ,Np

over Fp that are attached to eigenforms in M(N , Fp). Here we say that ρ̄ is attached
to an eigenform in M(N , Fp) if there exists a nonzero eigenform f ∈ M(N , Fp) for
the Hecke operators T` and S` for ` - Np, with eigenvalues λ` and σ`, such that

(3.13) the characteristic polynomial of ρ̄(Frob`) is X2
− λ`X + `σ`.

Although we do not need this fact, we remark that Khare and Wintenberger have
shown Serre’s conjecture that every odd semisimple two-dimensional representation
of Serre’s conductor N is attached to an eigenform in M(N , Fp).

A result of Atkin, Serre and Tate in the case N=1 [Serre 1973], and of Jochnowitz
in the general case [1982, Theorem 2.2], states that the number of systems of
eigenvalues for the T` and S` appearing in M(N , Fp) is finite. Hence R(N , p) is a
finite set. If ρ̄ : GQ,Np→GL2(Fp) is a representation, it is defined over some finite
extension F of Fp inside Fp (for absolutely irreducible ρ̄, this amounts to saying
that tr ρ̄(GQ,Np) ⊂ F, since finite fields have trivial Brauer groups). Therefore,
there exists a finite extension F of Fp such that all representations in R(N , p) are
defined over F.

For ρ̄ ∈ R(N , p), we shall denote by Uρ̄ the open and closed subset of GQ,Np

of elements g such that tr ρ̄(g) 6= 0, and by Nρ̄ its complement, the set of elements g
such that tr ρ̄(g)= 0. We set α(ρ̄)=µGQ,Np(Nρ̄), where µGQ,Np is the Haar measure
on the compact group GQ,Np.

Proposition 8. For all representations ρ̄ we have α(ρ̄) ∈Q with 0< α(ρ̄)≤ 3/4.
If ρ̄ is reducible, we have α(ρ̄)≤ 1/2.

Proof. By definition, α(ρ̄) is the proportion of elements of trace zero in the finite
subgroup G = ρ̄(GQ,Np) of GL2(Fp). Thus α(ρ̄) is rational and is at most one.
Since ρ̄(c) has trace zero, we have α(ρ̄) > 0. It remains now to obtain the upper

4That is, such that tr ρ̄(c)= 0.
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bounds claimed for α(ρ̄). Let G ′ be the image of G in PGL2(Fp). Then α(ρ̄) is
also the proportion of elements of trace zero in G ′ (it makes sense to say that an
element of PGL2(Fp) has “trace zero”, even though the trace of such an element
is of course not well-defined). Also, observe that an element g′ in PGL2(Fp) has
trace 0 if and only if it has order exactly 2. Indeed, let g be a lift of g′ in GL2(Fp).
If g is diagonalizable and x, y are its eigenvalues, then g′ having order exactly 2
means that x 6= y, but x2

= y2; thus x =−y, and tr g= 0. If g is not diagonalizable,
then the order of g′ is a power of p, hence not 2, and it has a double eigenvalue
x 6= 0 so its trace 2x is not 0. Hence α(ρ̄) is also the proportion of elements of
order 2 in G ′.

If ρ̄ is reducible, then, since ρ̄ is assumed semisimple, G is conjugate to a
subgroup of the diagonal subgroup D = Fp

∗
× Fp

∗, and G ′ may thus be assumed to
be a subgroup of the image D′ of D in PGL2. The group D′ is isomorphic to Fp

∗,
by the isomorphism sending x ∈ Fp

∗ to the image of
( 1

0
0
x

)
in PGL2(Fp), and via this

identification the only element of trace zero of D′ is −1, which is always in G ′

because G contains ρ̄(c). Thus one has α(ρ̄) = 1/|G ′|. Therefore, α(ρ̄) ≤ 1/2
since G ′ is not the trivial group because ρ̄(c) is not trivial in PGL2(Fp).

Now assume that ρ̄ is irreducible. We shall use the classification of subgroups
of PGL2(Fp) for which a convenient modern reference is [Faber 2012]. According
to Theorems B and C of [Faber 2012], if G ′ is any finite subgroup of PGL2(Fp),
we are in one of the 9 situations described there and labeled B(1) to B(4) and
C(1) to C(5). The case B(3) does not arise since we assume p > 2, and neither
do cases B(2) and C(1) which contradict the assumed irreducibility of ρ̄ (for B(2)
because G ′ cyclic implies G abelian, and for C(1) by Remark 2.1 of [Faber 2012]).
In the other situations, we argue as follows.

C(2) G ′ is isomorphic to a dihedral group D2n of order 2n (for n ≥ 2 an
integer) which is a semidirect product of a cyclic group Cn by a subgroup
of order 2. In this case, the elements of order 2 are the elements not
in Cn and, if n is even, the unique element of order 2 in Cn . Thus

α(ρ̄)=

{
1
2 if n is odd,
1
2 +

1
2n if n is even.

Note that if n = 2, then α(ρ̄)= 3/4, and in all other cases α(ρ̄)≤ 5/8.

C(3) G ′ ' A4, so α(ρ̄)= 1/4 since A4 has order 12, and has 3 elements of
order 2.

C(4) G ′ ' S4, so α(ρ̄)= 3/8 since S4 has order 24 and 9 elements of order 2
(6 transpositions and 3 products of two disjoint transpositions).

C(5), B(4) G ′ ' A5, so α(ρ̄)= 1/4 since A5 has order 60 and has 15 elements of
order 2 (the products of two disjoint transpositions).
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B(1) The subgroup G ′ of PGL2(Fp) is conjugate to PGL2(Fq), where q is
some power of p. In this case, the number of matrices of trace 0 in G ′

is q2, while |G ′| = q(q − 1)(q + 1), so

α(ρ̄)=
q

(q − 1)(q + 1)
.

Thus in this case we have α(ρ̄) ≤ 3/8, and this bound is attained for
q = 3.

B(1) again The subgroup G ′ of PGL2(Fp) is conjugate to PSL2(Fq). The number
of matrices of trace 0 in SL2(Fq) is q2

− q if −1 is not a square in Fq

and q2
+q if−1 is a square. Since |SL2(Fq)| = q(q−1)(q+1) one has

α(ρ̄)=

{
1

q+1 if −1 is not a square in Fq ,

1
q−1 if −1 is a square in Fq .

Thus in this case we have α(ρ̄) ≤ 1/4, and this value is attained for
q = 3 and q = 5. �

3F. The Hecke algebra A. From now on, we assume that F is a finite field con-
tained in Fp and large enough to contain the fields of definition of all the represen-
tations ρ̄ ∈ R(N , p).

Let A = A(N , F) be the closed subalgebra of EndF(M(N , F)) generated by the
Hecke operators T` and S` for ` prime not dividing Np. Equivalently, by (3.3), A is
the closed subalgebra of EndF(M(N , F)) generated by the Tm for all m relatively
prime to Np. Here we give M(N , F) its discrete topology and EndF(M(N , F)) its
compact-open topology. Then M = M(N , F) and F = F(N , F) are topological
A-modules. Note that if f ∈ M (or if f ∈F) the submodule Af of M (respectively
of F) generated by f is finite-dimensional over F by (3.10), and hence is finite
as a set.

By construction, the maximal ideals of A(N , F) correspond to the Gal(Fp/F)-
conjugacy classes of systems of eigenvalues (for the T` and S`, ` - Np) appearing
in M(N , Fp). As recalled earlier, the set of such systems is finite and in natural
bijection (determined by the Eichler–Shimura relation (3.13)) with the set R(N , p).
Further, by our choice of F, all those eigenvalues are in F. It follows that A is a
semilocal ring; more precisely, we have a natural decomposition

A =
∏

ρ̄∈R(N ,p)

Aρ̄,

where Aρ̄ is the localization of A at the maximal ideal corresponding to the system
of eigenvalues corresponding to ρ̄. The quotient Aρ̄ of A is a complete local F-
algebra of residue field F, and if one denotes by Tρ̄ the image of an element T ∈ A
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in Aρ̄ , then Aρ̄ is characterized among the local components of A by the following
property.

(3.14) For every ` - Np, the elements T`,ρ̄ − tr ρ̄(Frob`) and `S` − det ρ̄(Frob`)
belong to the maximal ideal mρ̄ of Aρ̄ (or, equivalently, are topologically
nilpotent in Aρ̄).

The decomposition of A as
∏

Aρ̄ gives rise to corresponding decompositions
of M = M(N , F) and F = F(N , F):

M =
⊕

ρ̄∈R(N ,p)

Mρ̄, F =
⊕

ρ̄∈R(N ,p)

Fρ̄,

such that Aρ̄Mρ̄ = Mρ̄ and Aρ̄Mρ̄′ = 0 if ρ̄ 6= ρ̄ ′, and similarly for F . In other
words, Mρ̄ (or Fρ̄) is the common generalized eigenspace in M (respectively F)
for all the operators T` and `S` (` - Np) with generalized eigenvalues tr ρ̄(Frob`)
and det ρ̄(Frob`).

Let ρ̄ ∈ R. Since A acts faithfully on M , the algebra Aρ̄ acts faithfully on Mρ̄ . In
particular Mρ̄ is nonzero. It is easy to deduce that Mρ̄ contains a nonzero eigenform
for all the Hecke operators T` and S`, ` - Np. We shall need on one occasion the
following slightly more precise result, due to Ghitza [2006].

(3.15) Let ρ̄ ∈ R. There exists a form f =
∑
∞

n=1 anqn in Mρ̄ , with a0 = 0, a1 = 1,
that is an eigenform for all the Hecke operators T` and S`, ` - Np.

Indeed, according to [Ghitza 2006, Theorem 1], there exists an eigenform h ∈Mρ̄

which is cuspidal, that is, such that a0(h) = 0. Let m ∈ N with am(h) 6= 0. Then
f = (1/am(h))Umh is an eigenform and satisfies a0( f )= 0, a1( f )= 1.

3G. The Hecke modules Af and the Hecke algebra Af . For f ∈M(N , F), recall
that we defined Af to be the submodule of M (over A) generated by f , which
by (3.10) is a finite-dimensional vector space over F. We shall denote by Af the
image of A under the restriction map EndF(M)→ EndF(Af ). Thus Af is a finite-
dimensional quotient of A. We continue to denote by T` and S` the images of
T` and S` in Af .

3H. The support R( f ) of a modular form. For f ∈ M , we define the support
of f to be the subset of R consisting of those representations ρ̄ such that the
component fρ̄ of f in Mρ̄ is nonzero. We will denote the support of f by R( f ).
Thus R( f )=∅ if and only if f = 0, and R( f ) is a singleton {ρ̄} if and only if f is
a generalized eigenform for all the operators T` and S` (with ` - Np). Equivalently,
R( f ) is the smallest subset of R such that the natural surjection A=

∏
ρ̄∈R Aρ̄→ Af

factors through
∏
ρ̄∈R( f ) Aρ̄ . In view of (3.14), we have the following lemma.
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Lemma 9. Let ` - Np. The action of the operator T` on the finite-dimensional space
Af is nilpotent if and only if Frob` ∈ Nρ̄ for every ρ̄ ∈ R( f ). Similarly, the action
of R` on Af is invertible if and only if Frob` ∈Uρ̄ for every ρ̄ ∈ R( f ).

3I. Pure modular forms and the invariants α( f ) and h( f ).

Definition 10. We say that f ∈ M is pure if, for every ρ̄, ρ̄ ′ ∈ R( f ), one has
Nρ̄ = Nρ̄′ , or equivalently Uρ̄ = Uρ̄′ . If f is pure and nonzero, we denote by Nf

and Uf the common sets Nρ̄ and Uρ̄ for ρ̄ ∈ R( f ). Further, we let N f and U f denote
the sets of primes ` - Np with Frob` ∈ Nf and Frob` ∈Uf respectively.

Note that generalized eigenforms are pure, but that the converse is false in general.
Also note that, by Lemma 9, if f is nonzero and pure and ` -Np, then T` is nilpotent
on Af if ` ∈N f , and T` is invertible on Af if ` ∈ U f .

Definition 11. Let f be a pure, nonzero, modular form. Define α( f )=µGQ,Np(Nf )

such that α( f ) = α(ρ̄) for any ρ̄ ∈ R( f ). Define the strict order of nilpotence
of f , denoted by h( f ), as the largest integer h such that there exist (not necessarily
distinct) prime numbers `1, . . . , `h - Np in N f with T`1 · · · T`h f 6= 0.

Note that, in the definition of the strict order of nilpotence, the largest integer h
exists and is no more than the dimension of Af , since the T`i act nilpotently on Af
for `i ∈N f .

(3.16) Given a general nonzero form f , partition the finite set R( f ) into equivalence
classes Ri ( f ) based on the equivalence relation ρ̄∼ ρ̄ ′ if and only if Nρ̄= N ′ρ̄ .
Thus we may write

f =
∑

i

fi , fi =
∑

ρ̄∈Ri ( f )

fρ̄,

so that the fi are pure. We call this decomposition the canonical decompo-
sition of f into pure forms.

We now extend the definitions of α( f ) and h( f ) to forms that are not necessarily
pure.

Definition 12. If f =
∑

i fi is the canonical decomposition of f into pure forms,
we set α( f )=mini α( fi ) and h( f )=maxi,α( fi )=α( f ) h( fi ).

3J. Existence of a pseudorepresentation and consequences.

Proposition 13. There exist continuous maps t : GQ,Np→ A and d : GQ,Np→ A
such that

(i) d is a morphism of groups GQ,Np→ A∗,

(ii) t is central (i.e., t (gh)= t (hg)),

(iii) t (1)= 2,
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(iv) t (gh)+ t (gh−1)d(h)= t (g)t (h) for all g, h ∈ GQ,Np,

(v) t (Frob`)= T` for all ` - Np,

(vi) d(Frob`)= `S` for all ` - Np.

The uniqueness of such a pair (t, d) is clear: the function t is characterized
uniquely by (ii) and (v) alone using the Chebotarev density theorem, and d is
characterized by (i) and (vi) (or else by (iv); see (5) below). The existence of
t and d is proved by “glueing” the traces and determinants of the representations
attached by Deligne to eigenforms in characteristic zero and then reducing modulo p.
For details, see [Bellaïche and Khare 2015].

Remark 14. The properties (i) to (iv) express the fact that (t, d) is a pseudorepre-
sentation of dimension 2. The map t is called the trace, and the map d is called the
determinant of the representation (t, d) (see [Chenevier 2014]). It is easy to check
that the trace and determinant of any continuous two-dimensional representation
(of a topological group over any topological commutative ring) satisfy properties
(i) to (iv). Since p > 2, one can recover d from t by the formula

d(g)= (t (g)2− t (g2))/2, (5)

which follows upon taking g = h in (iv) and using (iii).

We prove for later use the following lemma.

Lemma 15. For every g ∈ GQ,Np one has t (g p)= t (g)p.

Proof. Let m∈GL2(A) be the matrix
( 0

d(g)
−1
t (g)

)
with tr(m)= t (g) and det(m)=d(g).

Since tr and det on the multiplicative subgroup generated by m satisfy properties
(i) to (iv) above, one sees easily by induction on n that tr(mn) = t (gn) for all n.
Thus it suffices to prove that tr(m p)= tr(m)p.

Let f : Fp[D, T ]→ A be the morphism of rings sending D to d(g) and T to t (g),
where D and T are two indeterminates. Let M ∈ GL2(Fp[D, T ]) be the matrix( 0

D
−1
T

)
. Since f (M)= m, it clearly suffices to prove that tr(M p)= tr(M)p. Since

Fp[D, T ] can be embedded in an algebraic field k of characteristic p, it suffices
to prove that, for all M ∈ M2(k), one has tr(M p) = tr(M)p. Replacing M by a
conjugate matrix if necessary, we may assume that M is triangular, in which case
the formula is obvious. �

Let f ∈ M(N , F) be a modular form. Let tf : G→ Af and df : G→ Af be the
composition of t and d with the natural morphism of algebras A→ Af . Note that
(tf , df ) satisfies the same properties (i) to (vi), and so (tf , df ) is a pseudorepresen-
tation of G on Af . In particular, (v) reads

tf (Frob`) f = T` f. (6)
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We now deduce certain consequences of the existence of the pseudorepresentation
(t, d) for the algebra A and for modular forms f ∈ M .

Proposition 16. The Hecke algebra A is topologically generated by the T` for
` - Np alone (that is, without the S`).

Proof. Let A′ be the closed subalgebra of A generated by the T`. Since the
elements Frob` for ` - Np are dense in GQ,Np and t (Frob`)= T` ∈ A′, one sees that
t (GQ,Np)⊂ A′. In particular, for ` not dividing Np, we have t (Frob2

`) ∈ A′, hence
we also have (t (Frob2

`)− t (Frob`)2)/2. But this element is just d(Frob`) = `S`.
Hence S` ∈ A′ and A′ = A. �

Lemma 17. There exists a finite quotient G f of GQ,Np such that, for ` - Np, the
action of T` on Af depends only on the image of Frob` in G f .

Proof. Let H denote the subset of GQ,Np consisting of elements h such that
tf (gh)= tf (g) for every g ∈ G. Since t is central (property (ii) above), it follows
that H is a normal subgroup of G. We call H the kernel of the pseudorepresentation
(tf , df ). By (5) and (iii) one has df (h) = 1 for h ∈ H . Let G f = GQ,Np/H . The
maps tf , df : GQ,Np → Af factor through G f to give maps G f → Af , which we
shall also denote by tf and df . Note that, by construction, there is no h 6= 1 in G f

such that tf (gh)= tf (g) for every g ∈ G f . Since Af is finite, it follows easily that
G f is a finite group. Finally, by (6), T` f depends only on tf (Frob`), which only
depends on the image of Frob` in G f . Therefore, if g ∈ Af , then g = Tf for some
T ∈ A, and T`g = T`Tf = T T` f depends only on the image of Frob` in G f . �

We draw three consequences of this lemma.

Proposition 18. Let f =
∑
∞

n=0 anqn
∈ F = F(N , F). If f 6= 0, then there exists a

square-free integer n such that an 6= 0.

Proof. Since f is nonzero, an 6= 0 for some n ∈ N, and since f ∈ F , one has
(n, Np)= 1. Thus a1(Tn f ) 6= 0. By Proposition 16, Tn is a limit of linear combina-
tions of terms of the form T`1 · · · T`s with `1, . . . , `s being (not necessarily distinct)
primes all not dividing Np. Since T 7→ a1(Tf ) is continuous and linear, we deduce
that a1(T`1 · · · T`s f ) 6= 0 for some primes `1, . . . , `s not dividing Np (again not
necessarily distinct). Since the action of T`i on Af depends only on Frob`i in the
finite Galois group G f , one can replace `i by any other prime whose Frobenius has
the same image without affecting the action of T`i . In this manner, we may find
distinct primes `′i such that T`1 · · · T`s = T`′1 · · · T`′s , and then with m = `′1 · · · `

′
s it

follows that am( f )= a1(Tm f )= a1(T`′1 · · · T`′s f )= a1(T`1 · · · T`s f ) 6= 0. �

Proposition 19. Let f ∈ M(N , F) be a pure form, and let f ′ be any element
of M(N , F). Let h be a nonnegative integer, and let M denote the set of square-
free integers m having exactly h prime factors, all from the set N f , and such that
Tm f = f ′. Then M is multifrobenian.
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Proof. Let G f be as in Lemma 17 and let Df, f ′ ⊂ Gh
f denote the set of h-tuples

(g1, . . . , gh) such that tf (g1) · · · tf (gh) f = f ′, where gi ∈ Nf for i = 1, . . . , h. Then
Df, f ′ is invariant under conjugation and symmetric under permutations, and hence
by definition M is the multifrobenian set of weight h attached to Df, f ′ and G f . �

Proposition 20. Let f be a pure modular form. Then there exist h( f ) distinct
primes `1, . . . , `h( f ) in N f such that T`1 · · · T`h( f ) f 6= 0.

Proof. The fact that we can find h( f ) primes `1, . . . , `h( f ) in N f such that
f ′ := T`1 · · · T`h( f ) f 6= 0 simply follows from the definition of h( f ). In the
notation of the previous proposition we see that Df, f ′ is not empty as it con-
tains (Frob`1, . . . ,Frob`h( f )). Hence the multifrobenian set M of that proposi-
tion is not empty, and there exist distinct primes `′1, . . . , `

′

h( f ) in N f such that
T`′1 · · · T`′h( f )

f = f ′ 6= 0. �

4. Asymptotics: proof of Theorem 1

Let f =
∑

anqn
∈ M = M(N , F). We assume below that f is not constant. We set

Z( f )= {n ∈ N, an 6= 0} and π( f, x)= |{n < x, an 6= 0}|,

and our goal is to establish an asymptotic formula for π( f, x). For a given a ∈ F∗

it will also be convenient to define

Z( f, a)= {n ∈ N, an = a} and π( f, a, x)= |{n < x, an = a}|.

By (3.8), we may assume without loss of generality that (N , p) = 1, so all the
results of Section 3 apply.

4A. Proof of Theorem 1 when f ∈ F(N, F) and f is pure. We assume in this
section that f is a pure form in F(N , F). From Section 3I recall that the set of
primes ` not dividing Np may be partitioned into two sets, U f and N f , such that
` ∈ U f if T` acts invertibly on Af and ` ∈N f if T` acts nilpotently on Af .

Given a ∈ F∗ we wish to prove an asymptotic formula for π( f, a, x). If n is an
integer with an( f )= a (and since f ∈ F we must have (n, Np)= 1) then we may
write n=mm′m′′ with m square-free and containing all prime factors from U f , with
m′ square-free and containing h ≤ h( f ) prime factors all from N f , and with m′′

square-full and coprime to mm′. Such a decomposition of the number n is unique,
and if we write f ′′ = Tm′′ f and f ′ = Tm′ f ′′ then f ′ and f ′′ are forms in Af −{0}
with am( f ′)= a. Thus integers n with an( f )= a uniquely define triples ( f ′, f ′′, h)
and we may decompose

Z( f, a)=
∐

f ′, f ′′,h

Z( f, a; f ′, f ′′, h), (7)
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where the disjoint union is taken over forms f ′, f ′′ in Af − {0} and integers
0 ≤ h ≤ h( f ). Here the set Z( f, a; f ′, f ′′, h) is defined as the set of integers
n = mm′m′′ with (n, Np)= 1 such that

(4.1) m is square-free and all its prime factors are in U f ;

(4.2) m′ is square-free, has exactly h prime factors, and all its prime factors are in
N f , and moreover f ′ = Tm′ f ′′;

(4.3) m′′ is square-full, relatively prime to mm′, and f ′′ = Tm′′ f ;

(4.4) am( f ′)= a.

Next we evaluate the number of elements up to x in the set Z( f, a; f ′, f ′′, h)
using Theorem 7. Write S f, f ′′ for the set of square-full integers m′′ such that
Tm′′ f = f ′′, and write M f ′, f ′′ for the set of integers m′ that are the product of
h distinct primes in N f and such that f ′ = Tm′ f ′′. By Proposition 19, M f ′, f ′′ is a
multifrobenian set of height h. Observe that conditions (4.1), (4.2), (4.3) are the
same as conditions (2.1.1), (2.1.2), (2.1.3) defining the set Z(U f ,M f ′, f ′′,S f, f ′′).
Now, define a map τ f : U f → A∗f sending ` to tf (Frob`) = T` and extend it by
multiplicativity to the set of all square-free integers composed only of primes
from U f . Let 0f be the image of τ f , which is a finite abelian subgroup of the
finite group A∗f , and let 1 f ′,a denote the set of γ ∈ 0f such that a1(γ f ′)= a. For
n = mm′m′′ ∈ Z( f, a; f ′, f ′′, h) set τ f (n) = τ f (m) so that condition (4.4) is the
same as τ f (n) ∈1 f ′,a . Thus we are in a position to apply Theorem 7, which yields,
assuming that the sets M f ′, f ′′ , S f, f ′′ and 1 f ′,a are all not empty,

|{n < x : n ∈ Z( f, a; f ′, f ′′, h)}|

= |{n < x : n ∈ Z(U f ,M f ′, f ′′,S f, f ′′), τ (n) ∈1 f ′,a}|

∼ c δ(M f ′, f ′′)
|1 f ′,a|

|0f |

x
(log x)α( f ) (log log x)h, (8)

where c = c( f, f ′′) > 0 is a constant depending only on U f and S f, f ′′ (thus only
on f and f ′′), and α( f )= 1− δ(U f )= δ(N f ) as defined in Section 3I. If at least
one of the sets M f ′, f ′′ , S f, f ′′ or 1 f ′,a is empty, then so is Z( f, a; f ′, f ′′, h).

Using (7), one deduces that either all the Z( f, a, f ′, f ′′, h) are empty for all
permissible choices of ( f ′, f ′′, h), in which case π( f, a, x)= 0 for all x , or

π( f, a, x)∼ c( f, a)
x

(log x)α( f ) (log log x)h( f,a), (9)

where h( f, a) ≤ h( f ) is the largest integer h ≤ h( f ) for which there exist forms
f ′, f ′′ ∈ A f −{0} such that Z( f, a; f ′, f ′′, h) is not empty, and where

c( f, a)=
∑

( f ′, f ′′,h( f,a))

c( f, f ′′)δ(M f ′, f ′′)
#1 f ′,a

#0f
, (10)
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the sum being over those f ′, f ′′ ∈ Af − {0} such that Z( f, a; f ′, f ′′, h( f, a)) is
not empty.

We claim that the set Z( f, a; f ′, f ′′, h( f )) is not empty for some choice of
( f ′, f ′′)∈ (Af −{0})2 and some a∈F∗. To see this, take m′′=1 and f ′′= f =Tm′′ f .
By Proposition 20, there exists an integer m′ with h( f ) distinct prime factors in N f

such that Tm′ f 6= 0. Fix one such m′ and let f ′ = Tm′ f . Proposition 18 tells us
that there exists a square-free integer m such that am( f ′) 6= 0. Note that h( f ′)= 0,
hence m has all its prime factors in U f . Define a = am( f ′) ∈ F∗. Then the set
Z( f, a; f ′, f ′′, h( f )) contains n=mm′m′′ and is therefore not empty, which proves
the claim.

Since π( f, x)=
∑

a∈F∗ π( f, a, x), it follows from (9) and the above claim that

π( f, x)∼ c( f )
x

(log x)α( f ) (log log x)h( f ), with c( f )=
∑
a∈F∗

h( f,a)=h( f )

c( f, a). �

4B. Proof of Theorem 1 when f ∈ F(N, F) but f is not necessarily pure. Let
f =

∑
i fi be the canonical decomposition (see (3.16)) of f into pure forms. By

the preceding section, one has

π( fi , x)∼ c( fi )
x

(log x)α( fi )
(log log x)h( fi ).

Consider the indices i such that α( fi ) is minimal (and by definition α( fi )= α( f ));
among those, select the indices with h( fi )maximal (and by definition h( fi )=h( f )).
Let I denote the set of such indices. We claim that

π( f, x)∼ c( f )
x

(log x)α( f ) (log log x)h( f ), with c( f )=
∑
i∈I

c( fi ).

To prove the claim, first note that we can forget those fi with i 6∈ I , because they
have a negligible contribution compared to the asserted asymptotics (either the
power of log log x is smaller, or the power of log x is larger). It remains to prove
that, for i, j ∈ I , i 6= j , one has

π( fi , fj , x)= o
(

x
(log x)α( f ) (log log x)h( f )

)
, (11)

where π( f1, fj , x) = |{n ≤ x, an( fi ) 6= 0, an( fj ) 6= 0}|. But if n is such that
an( fi ) 6= 0 and an( fj ) 6= 0, it has at most h( fi )+ h( fj ) = 2h( f ) prime factors `
such that Frob` ∈ Nfi ∪ Nfj . Moreover, the two open sets Nfi and Nfj of GQ,Np are
not equal by definition of the decomposition into pure forms (3.16). Therefore the
measure α′ of the open set Nfi ∪ Nfj is strictly greater than the common measure
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α( f )= α( fi )= α( fj ) of Nfi and Nfj . Hence an application of Theorem 7 gives

π( f1, fj , x)= O
(

x
(log x)α′

(log log x)2h( f )
)
,

which implies (11) since α′ > α( f ). �

4C. Proof of Theorem 1: general case. Let B be the set of integers m ≥ 1 all of
whose prime factors divide Np. Note that the series

∑
m∈B 1/m converges. For

m ∈ B, we consider the following operators on F[[q]]:

Um

(∑
anqn

)
=

∑
amnqn and Vm

(∑
anqn

)
=

∑
anqmn.

We also consider the operator W defined by

W
(∑

anqn
)
=

∑
(n,Np)=1

anqn.

The operators Um stabilize the space M(N , F) (see Section 3C). The operator Vm

however does not stabilize M(N , F) (except for m = p; see (3.11)), but it sends
M(N , F) into M(Nm, F) since it is the reduction modulo p of the action on
q-expansions of the operator on modular forms f (z) 7→ f (mz). As for the opera-
tor W , it is easily seen from the definitions to satisfy

W =
∑
m∈B

µ(m)VmUm,

where µ(m) is the Möbius function. Since µ vanishes on integers that are not
square-free, the sum is in fact finite, and it follows that W sends M(N , F) into
M(N 2, F) and, more precisely, into F(N 2, F).

Let f =
∑

anqn
∈ M(N , F) be a modular form. For any integer m ∈ B, define

fm =
∑

n=mm′
(m′,Np)=1

anqn,

so that f = a0+
∑

m∈B fm . This sum may genuinely be infinite, but it obviously
converges in F[[q]]. Clearly

π( f, x)=
∑
m∈B

π( fm, x)+ O(1),

where the error term O(1) is just 0 if a0 = 0 and 1 otherwise. One sees from the
definitions that fm = Vm WUm f , so that

π( fm, x)= π(WUm f, x/m).
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Since π( fm, x) is clearly at most x/m, and since
∑

m∈B,m>(log x)2 1/m� 1/ log x ,
we conclude that

π( f, x)=
∑
m∈B

m≤(log x)2

π(WUm f, x/m)+ O
(

x
log x

)
. (12)

Now WUm f ∈ F(N 2, F), and we can apply the results of Section 4B and
thus estimate π(WUm f, x/m). Thus, if WUm f 6= 0 and m ≤ (log x)2 (so that
log(x/m)∼ log x), then

π(WUm f, x/m)∼ c(WUm f )
x

m(log x)α(WUm f ) (log log x)h(WUm f ). (13)

Note that, since f is not a constant, WUm f 6= 0 for at least one m ∈ B. Further,
note that, while B is infinite, the set of forms WUm f for m ∈ B is finite since Um f
belongs to the Hecke-module generated by f which is finite-dimensional over F

(see (3.10)). Thus the asymptotic formula (13) holds uniformly for all m ≤ (log x)2

with m ∈ B and as x→∞. Finally, since the Hecke operators T` for ` prime to Np
commute with the operators Um , Vm and W , it follows that

α( f )= min
m∈B

WUm f 6=0

α(WUm f ) and h( f )= max
m∈B

WUm f 6=0
α(WUm f )=α( f )

h(WUm f ).

Thus, setting cm = c(WUm f ) when WUm f 6= 0 (which happens for at least one
m ∈ B) and setting cm = 0 otherwise, we may recast (13) as

π(WUm f, x/m)= (cm + εm(x))
x

m(log x)α( f ) (log log x)h( f ), (14)

where εm(x)→ 0 as x→∞, uniformly for all m ∈ B with m ≤ (log x)2.
From (12) and (14) we obtain

π( f, x)∼
∑
m∈B

m<(log x)2

cm

m
x

(log x)α( f ) (log log x)h( f )
∼ c

x
(log x)α( f ) (log log x)h( f ),

with
c =

∑
m∈B

cm

m
, (15)

noting that this series converges because cm takes only finitely many values (and
hence is bounded). This finishes the proof of Theorem 1. �

5. Equidistribution

Definition 21. We say that a form f ∈ M(01(N ), F) has the equidistribution prop-
erty if, for any two a, b ∈ F∗, we have π( f, a, x) ∼ π( f, b, x). We say that a



1848 Joël Bellaïche and Kannan Soundararajan

subspace V ⊂ M(01(N ), F) has the equidistribution property if every nonconstant
form f ∈ V has the equidistribution property.

In view of Theorem 1, f having the equidistribution property is equivalent to

π( f, a, x)∼
c( f )
|F| − 1

x
log(x)α( f ) (log log x)h( f ),

where c( f ) is the constant of Theorem 1.
We now give a sufficient condition for equidistribution for generalized eigen-

forms, which generalizes a similar criterion for true eigenforms due to Serre [1976,
Exercise 6.10].

Proposition 22. Let ρ̄ : GQ,Np→ GL2(F) be a representation in R(N , p). If the
set tr ρ̄(GQ,Np)−{0} generates F∗ multiplicatively, then the generalized eigenspace
M(N , F)ρ̄ has the equidistribution property.

Proof. First assume that f ∈ F(N , F)ρ̄ . Since f is pure, the asymptotic formula (9)
holds for π( f, a, x), and to obtain equidistribution it remains to show that the
constant c( f, a) appearing there is independent of a ∈ F∗. By formula (10), which
gives the values of c( f, a), it suffices to prove that the cardinalities of the sub-
sets 1 f ′,a of 0f are independent of a ∈ F∗, for any given form f ′ ∈ Af − {0}.
Recall that 0f is the subgroup of A∗f generated by the elements T` = tf (Frob`)
for ` ∈ U f = Uρ̄ and hence, by Chebotarev and the definition of U f , the sub-
group of A∗f generated by tf (GQ,Np) ∩ A∗f . Recall also that 1 f ′,a is the set of
elements γ ∈ 0f such that a1(γ f ′)= a. To prove that |1 f ′,a| is independent of a,
it therefore suffices to prove that 0f contains the subgroup F∗ of A∗f , in which case
multiplication by ba−1 will induce a bijection between 1 f ′,a and 1 f ′,b for any
b ∈ F∗. Since by hypothesis tr ρ̄(GQ,Np)− {0} generates F∗, it suffices to show
that tr ρ̄(GQ,Np)−{0} ⊂ 0f . For this, let g ∈ GQ,Np, and assume that tr ρ̄(g) 6= 0.
By (3.14), one has tf (g)≡ tr ρ̄(g) (mod mAf ) where mAf is the maximal ideal of
the finite local algebra Af . Let n be an integer such that mn

Af
= 0, and let q be the

cardinality of F. Then, by Lemma 15,

tf (gqn
)= tf (g)q

n
≡ (tr ρ̄(g))q

n
(mod mn

Af
),

so that, since x 7→ xq induces the identity on F,

tf (gqn
)= tr ρ̄(g).

Hence tr ρ̄(g) ∈ 0f and this completes the proof of the proposition for forms
f ∈ F(N , F)ρ̄ .
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Now consider a general nonconstant form f ∈M(N , F)ρ̄ . Mimicking the proof
in Section 4C, one has

π( f, a, x)=
∑
m∈B

m≤(log x)2

π(WUm f, a, x/m)+ O
(

x
log x

)

and the asymptotic formula obtained for π(WUm f, a, x/m) is independent of a∈F∗,
since WUm f ∈ F(N 2, F)ρ̄ and by the result just established. �

Serre has given an example of an eigenform f mod p that does not have the
equidistribution property: namely, the form1 mod 7 (see [Serre 1976, Exercise 12]).
Here is a generalization.

Proposition 23. Suppose f is a nonconstant eigenform in F(N , F)ρ̄ . If the set
tr ρ̄(GQ,Np)−{0} does not generate F∗ multiplicatively, then f does not have the
equidistribution property.

Proof. Let f =
∑
∞

n=1 anqn . Since f is an eigenform for the T`, ` - Np, and also is
killed by the U` for ` |Np (because it is in F), the sequence an is multiplicative and
one has a` = 0 for ` |Np and a` = tr ρ̄(Frob`) for all ` - Np. Also one has a1 6= 0
since f is nonconstant, and we may assume a1 = 1.

Let B be the proper subgroup of F∗ generated by tr ρ̄(GQ,Np)−{0}. By multiplica-
tivity, an ∈ B ∪ {0} for all square-free integers m. Since an 6= 0 for square-free n
exactly when n is composed only of primes in U f , we see that∑

n≤x
an∈B

1≥
∑
n≤x

n square-free
p|n=⇒p∈U f

1∼ c
x

(log x)α( f ) (16)

for a suitable positive constant c. Now if f has the equidistribution property, then,
since |B| ≤ |F∗− B| for proper subgroups B of F∗, we must have∑

n≤x
an∈B

1≤ (1+ o(1))
∑
n≤x

an∈F∗−B

1.

The right-hand side above is at most the number of integers of the form mr ≤ x
where 1< m is square-full and r ≤ x/m is square-free with (r,m)= 1 and ar 6= 0.
Ignoring the condition (r,m) = 1, the number of such integers is (arguing as in
Section 4C)

≤

∑
1<m≤x

m square-full

∑
r≤x/m

r square-free
p|r=⇒p∈U f

1 ≤
∑

1<m≤(log x)2
m square-full

x
m

c+ o(1)
(log x)α( f ) +

∑
m>(log x)2

m square-full

x
m
,
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which is at most

(c+ o(1))
x

(log x)α( f )

∑
1<m

m square-full

1
m
= (c+ o(1))

x
(log x)α( f )

(
ζ(2)ζ(3)
ζ(6)

− 1
)

= ((0.9435 . . .)c+ o(1))
x

(log x)α( f ) .

But this contradicts the lower bound (16), completing our proof. �

We can use the above result to give a converse to Proposition 22 when the level N
is equal to 1.

Proposition 24. Let ρ̄ ∈ R(1, F). The space M(1, F)ρ̄ has the equidistribution
property if and only if the set tr ρ̄(GQ,p)−{0} generates F∗ multiplicatively.

Proof. By (3.15), M(1, F)ρ̄ has an eigenform f =
∑
∞

n=1 anqn with a1 = 1 for all
the Hecke operators T` and S`, ` 6= p. Replacing f by f − VpUp f (see (3.11)),
we may assume that f is an eigenform in F(1, F)ρ̄ . If M(1, F)ρ̄ , hence f , has
the equidistribution property, then by the preceding proposition tr ρ̄(GQ,p)−{0}
generates F∗ multiplicatively. �

In the same spirit, but concerning forms that are not necessarily generalized
eigenforms, one has the following partial result.

Proposition 25. If 2 is a primitive root modulo p, then M(N , Fp) has the equidis-
tribution property.

Proof. One reduces to the case of an f ∈ F(N , p) pure exactly as in Section 4B.
Then, arguing as in the proof of Proposition 22, it suffices to prove that the group 0f

generated by tf (GQ,Np) contains F∗p . But 0f contains tf (1)= 2 which by hypothesis
generates F∗p . �

Again, one has a partial converse to this proposition.

Proposition 26. In the case N = 1 and p ≡ 3 (mod 4), M(1, Fp) has the equidis-
tribution property if and only if 2 is a primitive root modulo p.

Proof. Let ωp : GQ,p → F∗p be the cyclotomic character modulo p, and define
ρ̄ = 1⊕ ω(p−1)/2

p . The hypothesis p ≡ 3 (mod 4) means that (p − 1)/2 is odd,
and so ρ̄ is odd and thus belongs to R(1, p) (ρ̄ is the representation attached to the
Eisenstein series Ek(z) where k = 1+ (p− 1)/2 for p > 3 and to E4(z) if p = 3).
Reasoning as in Proposition 24, there is an eigenform f in F(1, p)ρ̄ . If M(1, p),
hence f , has the equidistribution property, then ρ̄(GQ,p)− {0} generates F∗p by
Proposition 23. Since the image of ρ̄ is {0, 2}, this implies that 2 is a primitive root
modulo p. �
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6. A variant: counting square-free integers with nonzero coefficients

Given a modular form f =
∑
∞

n=0 anqn in M(N , p), let

πsf( f, x)= |{n < x, n square-free, an 6= 0}|.

Our proof of Theorem 1 allows us to get asymptotics for πsf( f, x), and indeed this
is a little simpler than Theorem 1. We state this asymptotic result, and sketch the
changes to our proof, omitting details.

Theorem 27. If there exists a square-free integer n with an 6= 0, then there exists a
positive real constant csf( f ) > 0 such that

πsf( f, x)∼ csf( f )
x

(log x)α( f ) (log log x)h( f ).

If an = 0 for all square-free integers n, then in fact an 6= 0 only for those integers n
that are divisible by `2 for some prime ` dividing Np.

Suppose below that f has some coefficient an 6= 0 with n not divisible by the
square of any prime dividing Np. We first prove Theorem 27 for a pure form
f ∈ F(N , p), as in Section 4A. In this case, our hypothesis on f is equivalent
to saying that f is nonconstant. Then the proof given in Section 4A works by
replacing the sets Z( f ), Z( f, a) by their intersection Zsf( f ), Zsf( f, a) with the set
of square-free integers. We have a decomposition, analogous to (7) but simpler:

Zsf( f, a)=
∐
f ′,h

Zsf( f, a; f ′, h), (17)

where the disjoint union is taken over forms f ′ in Af − {0} and over integers
0≤ h ≤ h( f ). Here the set Zsf( f, a; f ′, h) is defined as the set of integers n=mm′

with (n, Np)= 1 such that

(6.1) m is square-free and all its prime factors are in U f ;

(6.2) m′ is square-free, has exactly h prime factors, and all its prime factors are in
N f , and moreover f ′ = Tm′ f ;

(6.3) am( f ′)= a.

The asymptotics for the number of integers less than x in Z( f, a; f ′, h) is then
exactly as in Section 4A, except that the set of square-full integers S f, f ′′ is now {1}.
The desired asymptotics for πsf( f ) follows.

The case where f is in F(N , F) but not necessarily pure is reduced to the pure
case exactly as in Section 4B.

Finally, in the general case where f ∈ M(N , F), let Bsf be the set of square-free
integers m whose prime factors all divide Np. We observe that Bsf is a finite subset
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of the infinite set B defined in Section 4C. For m ∈ Bsf, we define as in Section 4C

fm =
∑

n=mm′
(m′,Np)=1

anqn,

and we have clearly
πsf( f, x)=

∑
m∈Bsf

πsf( fm, x).

By the assumption made on f , at least one of the fm for m ∈ Bsf is nonconstant.
The rest of the proof is therefore exactly as in Section 4C.

7. Examples

7A. Examples in the case N = 1, p = 3. The simplest case where our theory
applies is N = 1, p= 3. Let us denote by1= q+2q4

+q7
+q13

+· · · ∈ F3[[q]] the
reduction modulo 3 of the q-expansion of the usual1 function. The space M(1, F3)

is the polynomial algebra in one variable F3[1] and F(1, F3) is the subspace of
basis (1k) where k runs among positive integers not divisible by 3. The set of
Galois representations R(1, F3) has only one element, ρ̄ = 1⊕ω3 where ω3 is the
cyclotomic character modulo 3. Therefore, every nonzero form f ∈ M(1, F3) is a
generalized eigenform, and hence pure. Thus the sets U f , N f are independent of f
and are respectively the sets U , N of prime numbers ` congruent to 1, 2 modulo 3;
the invariant α( f ) is 1/2.

The invariant h( f ) is more subtle. Recall from Section 3I that h( f ) is the
largest integer h such that there exist primes `1, . . . , `h in N f (that is, congruent to
2 mod 3) such that T`1 · · · T`h f 6= 0. According to a result of Anna Medvedowski
[2015] h( f ) is also the largest h such that T h

2 f 6= 0. Using this it is easy to compute
the value of h(1k) for small values of k, as shown below (we omit the values of k
divisible by 3 since h(13k)= h(1k)):

f 1 12 14 15 17 18 110 111 113 114 116 117 119

h( f ) 0 1 2 3 4 5 4 5 4 5 4 5 6

In general Medvedowski [2015] has shown that h(1k) < 4klog 2/ log 3. Numerical
experiments suggest that h(1k) is of the order

√
k for large k with 3 - k, so there is

perhaps some room to improve this upper bound (note log 2/ log 3≈ 0.63).

Calculation of π(12, x). The invariant c( f ) is the most difficult to determine. We
shall calculate c(12), illustrating the proof of our theorem in this simplest nontrivial
case. To ease notation, set f =12. The Hecke module Af is a two-dimensional
vector space generated by f =12 and1, and the Hecke algebra Af can be identified
with the algebra of dual numbers F3[ε], where ε12

= 1 and ε1 = 0. The value
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of the operators T` and `S` in Af = F3[ε] is given by the following table (see
[Bellaïche and Khare 2015, §A.3.1]):

` (mod 9) 1, 4, 7 2 5 8

T` 2 ε 2ε 0
`S` 1 −1 −1 −1

From this, using (3.3), it is not difficult to compute T`n for any n:

` (mod 9) 1,4,7 2 5 8
n (mod 6) 0,3 1,4 2,5 0,2,4 1 3 5 0,2,4 1 3 5 0,2,4 1,3,5

T`n 1 2 0 1 ε 2ε 0 1 2ε ε 0 1 0

We are now ready to follow the proof of Theorem 1. Since f ∈F(1, F3) and f is
pure, only Section 4A is relevant. As in our analysis there, write f =

∑
n≥1 anqn

and, for a = 1, 2 (mod 3), let Z( f, a) be the set of integers n such that an = a. The
set Z( f, a) is the disjoint union of sets Z( f, a; f ′, f ′′, h) as in (7), where f ′, f ′′ are
in Af −{0} and h ≤ h( f )= 1 is a nonnegative integer. The subsets with h = 0 have
negligible contribution in view of (8). When h = 1, for the set Z( f, a; f ′, f ′′, 1)
to be nonempty one must have h( f ′′) = 1 and h( f ′) = 0. Since f ′′ and f ′ must
be the image of f by some Hecke operators, this implies, in view of the table
above, that f ′′ is either 212 or 12 and that f ′ is either 21 or 1, so we have 4 sets
Z( f, a; f ′, f ′′, 1) to consider for each value 1, 2 of a. As explained in Section 4A,
to each permissible choice of f ′, f ′′ is attached a set S f, f ′′ of square-full integers,
namely the set of square-full m′′ such that Tm′′ f = f ′′, and a multifrobenian set of
height 1, that is, a frobenian set, M f ′, f ′′ , which is the set of primes ` in N f such that
T` f ′′ = f ′. For every choice of f ′′, f ′, one sees from the table above that M f ′, f ′′

is either the set of primes congruent to 2 (mod 9) or to 5 (mod 9), and in any case
δ(M f ′, f ′′)= 1/6. The sets S f, f ′′ may be easily determined using our table above.
Thus S12,12 consists of square-full numbers where primes ≡ 2 (mod 3) appear in
an even exponent, an even number of primes ≡ 1 (mod 3) appear in exponents
that are at least 2 and ≡ 1 or 4 (mod 6), and other primes ≡ 1 (mod 3) appear in
exponents that are multiples of 3. The set S12,212 consists of square-full numbers
that are divisible by an odd number of primes ≡ 1 (mod 3) appearing in exponents
at least 2 and ≡ 1 or 4 (mod 6), other primes ≡ 1 (mod 3) appearing in exponents
that are multiples of 3, and primes ≡ 2 (mod 3) appearing in even exponents.

According to Theorem 7, for a = 1 or 2, f ′ =1 or 21, and f ′′ =12 or 212,
one has

|{n < x : n ∈ Z( f, a; f ′, f ′′, 1)}|

∼

( ∑
s∈S f, f ′′

C(U, s)
s

)(
1
6

)(
1
2

)
x

(log x)
1
2

log log x, (18)
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where

C(U, s)= C(U)
∏
`|s

`≡1 (mod 3)

(
1+

1
`

)−1

and

C(U)=
1

0(1
2)

∏
p≡1 (mod 3)

(
1+

1
p

)(
1−

1
p

)1
2 ∏

p 6≡1 (mod 3)

(
1−

1
p

)1
2

=

4
√

3

π
√

2

∏
p≡1 (mod 3)

(
1−

1
p2

)1
2

= 0.2913 . . . . (19)

In (18), the factor 1/6 is δ(M f ′′, f ′) and the factor 1/2 is |1|/|0| (and this factor
would disappear if we counted cases a = 1 and a = 2 together).

Adding up all the possibilities, using (7), we finally obtain that

π(12, x)∼ c(12)
x

(log x)
1
2

log log x,

where

c(12)=
1
3

∑
s∈S f, f ∪S f,2 f

C(U, s)
s
=

C(U)
3

∏
`≡1 (mod 3)

(
1−

1
`3

)−1 ∏
`≡2 (mod 3)

(
1−

1
`2

)−1

.

Calculation of πsf(1
k, x) for k = 1, 2, 4, 5, 7, 10. In these examples, we describe

the calculation of csf(1
k), which is simpler than evaluating c(1k). For h ≥ 0 an

integer, let Mh be the set of integers that are the product of exactly h distinct
primes, all congruent to 2 or 5 modulo 9. This is a multifrobenian set, attached to
the cyclotomic extension Q(µ9)/Q of the Galois group G = (Z/9Z)∗, and one has
δ(Mh) = 2h/(h!6h) = 1/(h!3h). One can show that, for k = 1, 2, 4, 5, 7, 10 and
h = h(1k)= 0, 1, 2, 3, 4, 4 respectively, and for m′ ∈Mh , one has (with f =1k)
that Tm′ f 6= 0, and in fact Tm′ f =1 or Tm′ f = 21. Also note that for f ′ =1 or
f ′ = 21, one also has Tm f ′ =1 or 21 for any square-free m with prime factors
in U , so that am( f ′) 6= 0.

Thus, the main contribution to Zsf(1
k) is the set we call Z(U,Mh, 1), namely

the set of all square-free numbers mm′, where m is any product of primes in U (i.e.,
congruent to 1 (mod 3)) and m′ ∈Mh . According to Theorem 6,

πsf(1
k, x)∼

C(U)
h!3h

x
(log x)1/2

(log log x)h, k = 1, 2, 4, 5, 7, 10,

where h = h(k)= 0, 1, 2, 3, 4, 4 respectively and C(U) is the constant appearing
in (19).
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7B. Example of a nonpure form in the case N = 1, p = 7. Examples of powers
of 1 that are not pure arise (mod 7). There one has 12

= f +1, where f =12
−1

is an eigenform for all the Hecke operators T` (` a prime number with ` 6= 7), with
eigenvalue `2

+ `3. The Galois representation ρ̄f corresponding to this system is
ω2

7⊕ω
3
7 where ω7 is the cyclotomic character modulo 7. The set Nρ̄f is the set of

prime numbers ` that are congruent to −1 modulo 7, and Uρ̄f is the set of prime
numbers congruent to 1, 2, 3, 4, 5 modulo 7. One has α( f )= α(ρ̄f )= 1/6.

The form 1 is also of course an eigenform, with system of eigenvalues `+ `4

for T`, corresponding to the Galois representation ρ̄1 = ω7⊕ω
4
7 with α(ρ̄1)= 1/2.

The decomposition 12
= f +1 is thus the canonical decomposition into pure

forms, and the pure form 1 can be neglected because α(1) > α( f ). One finds

πsf(1
2, x)∼ πsf( f, x)∼ C(Uρ̄f )

x
(log x)1/6

with

C(Uρ̄f )=
1

0(5/6)

∏
`≡1,2,3,4,5 (mod 7)

(
1+

1
`

)(
1−

1
`

)5
6 ∏
`≡−1,0 (mod 7)

(
1−

1
`

)5
6

so that

πsf(1
2, x)∼ csf(1

2)
x

(log x)1/6
, csf(1

2)= C(Uρ̄f )= 0.5976 . . . .
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Noetherianity for infinite-dimensional
toric varieties

Jan Draisma, Rob Eggermont, Robert Krone and Anton Leykin

We consider a large class of monomial maps respecting an action of the infinite
symmetric group, and prove that the toric ideals arising as their kernels are
finitely generated up to symmetry. Our class includes many important examples
where Noetherianity was recently proved or conjectured. In particular, our results
imply Hillar–Sullivant’s independent set theorem and settle several finiteness
conjectures due to Aschenbrenner, Martín del Campo, Hillar, and Sullivant.

We introduce a matching monoid and show that its monoid ring is Noetherian
up to symmetry. Our approach is then to factorize a more general equivariant
monomial map into two parts going through this monoid. The kernels of both
parts are finitely generated up to symmetry: recent work by Yamaguchi–Ogawa–
Takemura on the (generalized) Birkhoff model provides an explicit degree bound
for the kernel of the first part, while for the second part the finiteness follows
from the Noetherianity of the matching monoid ring.

1. Introduction and main result

Families of algebraic varieties parameterized by combinatorial data arise in various
areas of mathematics, such as statistics (e.g., phylogenetic models parameterized by
trees [Allman and Rhodes 2008; Draisma and Kuttler 2009; Draisma and Eggermont
2015; Pachter and Sturmfels 2005] or the relations among path probabilities in
Markov chains parameterized by path length [Haws et al. 2014; Norén 2015]),
commutative algebra (e.g., Segre powers of a fixed vector space parameterized by
the exponent [Snowden 2013] or Laurent lattice ideals [Hillar and Martín del Campo
2013]), and combinatorics (e.g., algebraic matroids arising from determinantal
ideals parameterized by matrix sizes [Kiraly and Rosen 2013] or edge ideals of
hypergraphs parameterized by the number of vertices [Gross and Petrović 2013]).
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A natural question is whether such families stabilize as some of the combinatorial
data tend to infinity. A recently established technique for proving such stabilization
is passing to an infinite-dimensional limit of the family, giving some equations for
that limit, and showing that those equations cut out a suitably Noetherian space.
This then implies that the limit itself is given by finitely many further equations,
and that the family stabilizes. This technique is applied, for instance, in the proof
of the independent set theorem [Hillar and Sullivant 2012], and in the first author’s
work on the Gaussian k-factor model, chirality varieties, and tensors of bounded
rank [Draisma 2010; Draisma and Kuttler 2014].

In the present paper, we follow a similar approach, utilizing the new concept
of a matching monoid to prove that stabilization happens for a large class of toric
varieties. Our main theorem provides one-step proofs for several existing results
that were established in a rather less general context; and it settles conjectures
and questions from [Aschenbrenner and Hillar 2007; Hillar and Sullivant 2012;
Hillar and Martín del Campo 2013]. There is a list of three such consequences at
the end of this Introduction. Moreover, we show Noetherianity in a constructive
manner by complementing the main theorem with an algorithm that produces a
finite set of equations whose orbits define the infinite-dimensional toric variety
under consideration.

Instead of working with inverse systems of affine varieties, we work directly
with direct limits of their coordinate rings. In fact, we formulate our main theorem
directly in the infinite-dimensional setting, as going back to families of finite-
dimensional coordinate rings of toric varieties is fairly straightforward. Throughout,
N denotes {0, 1, 2, 3, . . .}, and for k ∈ N we write [k] := {0, . . . , k− 1}. We write
Sym(N) for the group of all bijections N→ N, and Inc(N) for the monoid of all
strictly increasing maps N→N. Let Y be a set equipped with an action of Sym(N).
We require that the action has the following property: for each y ∈ Y there exists a
ky ∈N such that y is fixed by all of Sym(N \ [ky]), i.e., by all elements of Sym(N)
that fix [ky] elementwise. In this setting, Inc(N) also acts on Y , as follows: for
π ∈ Inc(N) and y ∈ Y , choose a π ′ ∈ Sym(N) that agrees with π on [ky], set
πy := π ′y, and observe that this does not depend on the choice of π ′. Observe
that for each y ∈ Y the Inc(N)-orbit Inc(N)y is contained in Sym(N)y, and that
the latter is in fact equal to the orbit of y under the countable subgroup of Sym(N)
consisting of permutations fixing all but finitely many natural numbers. See also
[Hillar and Sullivant 2012, Section 5].

Let R be a Noetherian ring (commutative, with 1), and let R[Y ] be the commuta-
tive R-algebra of polynomials in which the elements of Y are the variables and the
coefficients come from R. The group Sym(N) acts by R-algebra automorphisms
on R[Y ] by permuting the variables. Furthermore, let k be a natural number, and let
Z = {zi j | i ∈ [k], j ∈ N} be a second set of variables, with a Sym(N)-action given
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by π zi j = ziπ( j). Extend this action to an action by R-algebra automorphisms of
R[Z ]. Note that the Sym(N)-actions on R[Y ], Z , and R[Z ] all have the property
required of the action on Y . Hence they also yield Inc(N)-actions, by means of
injective R-algebra endomorphisms in the case of R[Y ] and R[Z ]. In general, when
a monoid5 acts on a ring S by means of endomorphisms, S is called5-Noetherian
if every 5-stable ideal in S is generated by the union of finitely many 5-orbits of
elements, i.e., if S is Noetherian as a module under the skew monoid ring S ∗5;
see [Hillar and Sullivant 2012].

Theorem 1.1 (main theorem). Assume that Sym(N) has only finitely many orbits
on Y . Let ϕ : R[Y ] → R[Z ] be a Sym(N)-equivariant homomorphism that maps
each y ∈ Y to a monomial in the zi j . Then kerϕ is generated by finitely many
Inc(N)-orbits of binomials, and imϕ ∼= R[Y ]/ kerϕ is an Inc(N)-Noetherian ring.

If an ideal is Sym(N)-stable, then it is certainly Inc(N)-stable, so the last state-
ment implies that R[Y ]/ kerϕ is Sym(N)-Noetherian. The conditions in the theorem
are sharp in the following senses.

(1) The ring R[Y ] itself is typically not Sym(N)-Noetherian, let alone Inc(N)-
Noetherian. Take, for instance, Y = {yi j | i, j ∈ N} with Sym(N) acting diagonally
on both indices, and take any R with 1 6= 0. Then the Sym(N)-orbits of the
monomials

y12 y21, y12 y23 y31, y12 y23 y34 y41, . . .

generate a Sym(N)-stable ideal that is not generated by any finite union of orbits
(see [Aschenbrenner and Hillar 2007, Proposition 5.2]).

(2) The R-algebra R[Z ] is Sym(N)-Noetherian, and even Inc(N)-Noetherian [Co-
hen 1987; Hillar and Sullivant 2012] — this is the special case of our theorem where
Y = Z and ϕ is the identity — but Sym(N)-stable subalgebras of R[Z ] need not be,
even when generated by finitely many Sym(N)-orbits of polynomials. For instance,
an (as yet) unpublished theorem due to Krasilnikov says that in characteristic 2, the
ring generated by all 2× 2-minors of a 2×N-matrix of variables is not Sym(N)-
Noetherian. Put differently, we do not know if the finite-generatedness of kerϕ
in the main theorem continues to hold if ϕ is an arbitrary Sym(N)-equivariant
homomorphism, but certainly the quotient is not, in general, Sym(N)-Noetherian.

(3) Moreover, subalgebras of R[Z ] generated by finitely many Inc(N)-orbits of
monomials need not be Inc(N)-Noetherian; see Krasilnikov’s example in [Hillar
and Sullivant 2012]. However, our main theorem implies that subalgebras of R[Z ]
generated by finitely many Sym(N)-orbits of monomials are Inc(N)-Noetherian.

Our main theorem applies to many problems on Markov bases of families of
point sets. In such applications, the following strengthening is sometimes useful.
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Corollary 1.2. Assume that Sym(N) has only finitely many orbits on Y , and let S
be an R-algebra with trivial Sym(N)-action. Let ϕ : R[Y ] → S[Z ] be a Sym(N)-
equivariant R-algebra homomorphism that maps each y ∈ Y to an element of S
times a monomial in the zi j . Then kerϕ is generated by finitely many Inc(N)-orbits
of binomials, and imϕ ∼= R[Y ]/ kerϕ is an Inc(N)-Noetherian ring.

Proof of the corollary given the main theorem. Let yp, p ∈ [N ] be representatives
of the Sym(N)-orbits on Y . Then for all p ∈ [N ] and π ∈ Sym(N) we have
ϕ(πyp) = spπu p for some monomial u p in the zi j and some sp in S. Apply the
main theorem to Y ′ := Y ×N and Z ∪ Z ′ with Z ′ := {z′p, j | p ∈ [N ], j ∈ N} and
ϕ′ the map that sends the variable (πyp, j) to z′p, jπu p. Consider the commutative
diagram

R[Y ′]
ϕ′

//

ρ:(y, j) 7→y
��

R[Z ∪ Z ′]

ψ :z′pj 7→sp

��
R[Y ]

ϕ
// S[Z ]

of Sym(N)-equivariant R-algebra homomorphisms. By the main theorem, imϕ′

is Inc(N)-Noetherian, hence so is its image under ψ ; and this image equals imϕ

because ρ is surjective. Similarly, ker(ψ ◦ϕ′) is generated by finitely many Inc(N)-
orbits (because this is the case for both kerϕ′ and kerψ |imϕ′), hence so is its image
under ρ; and this image is kerϕ because ρ is surjective. �

Here are some consequences of our main theorem.

(1) Our main theorem implies [Aschenbrenner and Hillar 2007, Conjecture 5.10],
to the effect that chains of ideals arising as kernels of monomial maps of the
form yi1,...,ik 7→ za1

i1
· · · zak

ik
, where the indices i1, . . . , ik are required to be distinct,

stabilize. Aschenbrenner and Hillar proved this in the squarefree case, where the
a j are equal to 1. In the Laurent polynomial setting more is known [Hillar and
Martín del Campo 2013].

(2) A consequence of [de Loera et al. 1995] is that for any n ≥ 4 the vertex set
{vi j := ei + e j | i 6= j} ⊆ Rn of the (n− 1)-dimensional second hypersimplex has a
Markov basis corresponding to the relations vi j = v j i and vi j+vkl = vil+vk j . Here
is a qualitative generalization of this fact. Let m and k be fixed natural numbers.
For every n ∈ N consider a finite set Pn ⊆ Zm

×Zk×n . Let Sym(n) act trivially on
Zm and by permuting columns on Zk×n . Assume that there exists an n0 such that
Sym(n)Pn0 = Pn for n ≥ n0; here we think of Zk×n0 as the subset of Zk×n where
the last n− n0 columns are zero. Then Corollary 1.2 implies that there exists an
n1 such that for any Markov basis Mn1 for the relations among the points in Pn1 ,
Sym(n)Mn1 is a Markov basis for Pn for all n ≥ n1. For the second hypersimplex,
n0 equals 2 and n1 equals 4.
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(3) A special case of the previous consequence is the independent set theorem of
[Hillar and Sullivant 2012]. We briefly illustrate how to derive it directly from
Corollary 1.2. Let m be a natural number and let F be a family of subsets of a finite
set [m]. Let T be a subset of [m] and assume that each F ∈ F contains at most one
element of T . In other words, T is an independent set in the hypergraph determined
by F . For t ∈[m]\T let rt be a natural number. Set Y :={yα |α∈NT

×
∏

t∈[m]\T [rt ]}

and Z := {zF,α | F ∈ F, α ∈ NF∩T
×
∏

F\T [rt ]}, and let ϕ be the homomorphism
Z[Y ] → Z[Z ] that maps yα to

∏
F∈F zF,α|F , where α|F is the restriction of α from

[m] to F . Then ϕ is equivariant with respect to the action of Sym(N) on the
variables induced by the diagonal action of Sym(N) on NT , and (a strong form of)
the independent set theorem boils down to the statement that kerϕ is generated by
finitely many Sym(N)-orbits of binomials. By the condition that T is an independent
set, each z-variable has at most one index running through all of N. Setting S to
be Z[zF,α | F ∩ T = ∅], we find that Y , S, the remaining zF,α-variables, with
|F ∩ T | = 1, and the map ϕ satisfy the conditions of the corollary. The conclusion
of the corollary now implies the independent set theorem.

The remainder of the paper is organized as follows: In Section 2 we reduce
the main theorem to a particular class of maps ϕ related to matching monoids of
complete bipartite graphs. For these maps, finite generation of the kernel follows
from recent results on the Birkhoff model [Yamaguchi et al. 2014]; see Section 3,
where we also describe the image of ϕ. In Section 4 we prove Noetherianity of
imϕ, still for our special ϕ. As in [Cohen 1987; Hillar and Sullivant 2012], the
strategy in Section 4 is to prove that a partial order on certain monoids is a well-
partial-order. In our case, these are said to be matching monoids, and the proof that
they are well-partially ordered is quite subtle. In Section 5 we establish that a finite
Inc(N)-generating set of kerϕ is (at least theoretically) computable. The last section
describes a simpler procedure that one can attempt in order to obtain a generating
set; at the moment, we do not know if this procedure is guaranteed to terminate.
We conclude the paper with a computational example for which termination does
occur.

2. Reduction to matching monoids

In this section we reduce the main theorem to a special case to be treated in
the next two sections. To formulate this special case, let N ∈ N and for each
p ∈ [N ] let kp ∈ N. First, introduce a set Y ′ of variables y′p,J where p ∈ [N ] and
J = ( jl)l∈[kp] ∈N[kp] is a kp-tuple of distinct natural numbers. The group Sym(N)
acts on Y ′ by πy′p,J = y′p,π(J ) where π(J )= (π( jl))l∈[kp]. This action has finitely
many orbits and satisfies the condition preceding the main theorem.
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Second, let X be a set of variables x p,l, j with p ∈ [N ], l ∈ [kp], j ∈ N and let
Sym(N) act on X by its action on the last index.

Proposition 2.1. Let ϕ′ : R[Y ′] → R[X ] be the R-algebra homomorphism sending
y′p,J to

∏
l∈[kp]

x p,l, jl . Then the main theorem implies that kerϕ′ is generated by
finitely many Inc(N)-orbits of binomials, and that imϕ′ is an Inc(N)-Noetherian
ring. Conversely, if these two statements hold for all choices of N , k1, . . . , kN ∈ N,
then the main theorem holds.

Proof. The first statement is immediate — note that the pair (p, l) comprising the
first two indices of the variables x p,l, j takes on finitely many, namely

∑
p kp, values.

For the second statement, consider a monomial map ϕ : R[Y ] → R[Z ] with
Z = {zi, j | i ∈ [k], j ∈N} as in the main theorem. Let N be the number of Sym(N)-
orbits on Y and let yp, p ∈ [N ] be representatives of the orbits. Set kp := kyp for
p ∈ [N ], so that πyp depends only on the restriction of π ∈ Sym(N) to [kp]. We
have thus determined the values of N and the kp, and we let Y ′, X be as above.

Let ψ : R[Y ′]→ R[Y ] be the R-algebra homomorphism defined by sending y′p,J
to πyp for any π ∈ Sym(N) satisfying π(l)= jl, l ∈ [kp]. This homomorphism is
Sym(N)-equivariant. The composition ϕ′′ := ϕ ◦ψ : R[Y ′] → R[Z ] satisfies the
conditions of the main theorem. Since ψ is surjective, it maps any generating set
for kerϕ′′ onto a generating set for kerϕ; moreover, we have imϕ′′ = imϕ. Hence
the conclusions of the main theorem for ϕ′′ imply those for ϕ.

Next write ϕ′′(yp,J )=
∏

i∈[k], j∈N zdp,i, j
i, j . Observe that dp,i, j = 0 whenever j 6∈ J ,

using the fact that any permutation that fixes J also fixes yp,J , and hence must also
fix ϕ′′(yp,J ) by Sym(N)-equivariance. Now let ϕ′ : K [Y ′] → K [X ] be as above
and define ρ : R[X ]→ R[Z ] by ρ(x p,l, j )=

∏
i∈[k] z

dp,i, j
i, j . By construction, we have

ρ ◦ϕ′ = ϕ′′.
Now imϕ′′ is a quotient of imϕ′ and kerϕ′′ is generated by kerϕ′ together with

preimages of generators of ker(ρ|imϕ′), hence the conclusions of the main theorem
for ϕ′ imply those for ϕ′′, as desired. �

In what follows, we will drop the accents on the y-variables and write Y for
the set of variables yp,J , X for the set of variables x p,l, j , and ϕ for the R-algebra
homomorphism

ϕ : R[Y ] → R[X ], yp,J 7→
∏

l∈[kp]

x p,l, jl . (1)

Monomials in the x p,l, j will be denoted x A where A ∈
∏

p∈[N ]N
[kp]×N is an [N ]-

tuple of finite-by-infinite matrices Ap. Note that ϕ(yp,J ) equals x A where only the
p-th component Ap of A is nonzero and in fact has all row sums equal to 1, all
column sums labeled by J equal to 1, and all other column sums equal to 0. Thus
Ap can be thought of as the adjacency matrix of a matching of the maximal size kp
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in the complete bipartite graph with bipartition [kp] tN. Thus the monomials in
imϕ form the abelian monoid generated by such matchings (with p varying). We
call a monoid like this a matching monoid. In the next section we characterize these
monomials among all monomials in the x p,l, j , and find a bound on the relations
among the ϕ(yp,J ).

3. Relations among matchings

We retain the setting at the end of the previous section: Y is the set of variables yp,J

with p running through [N ] and J ∈N[kp] running through the [kp]-tuples of distinct
natural numbers; X is the set of variables x p,l, j with p ∈ [N ], l ∈ [kp], j ∈ N, and
ϕ is the map in (1). In this section we describe both the kernel and the image of
ϕ. Note that if some kp is zero, then the corresponding (single) variable yp,( ) is
mapped by ϕ to 1. The image of ϕ does not change if we disregard those p, and
the kernel changes only in that we forget about the generators yp,( )− 1. Hence we
may and will assume that all kp are strictly positive. The following lemma gives a
complete characterization of the x A in the image of ϕ.

Proposition 3.1. For an [N ]-tuple A ∈
∏

p∈[N ]N
[kp]×N the monomial x A lies in

the image of ϕ if and only if for all p ∈ [N ] the matrix Ap ∈ N[kp]×N has all row
sums equal to a number dp ∈ N and all column sums less than or equal to dp.

We call such A good. Note that dp is unique since all kp are strictly positive.
We call the vector (dp)p the multidegree of A and of x A.

Remark 3.2. By replacing N with [n] for some natural number n greater than or
equal to the maximum of the kp, the proposition boils down to the statement that
for each p the lattice polytope in R[kp]×[n] with defining inequalities ∀i j ai j ≥ 0,
∀i
∑

j ai j = 1, and ∀ j
∑

i ai j ≤ 1 is normal (in the case where n = kp this is the
celebrated Birkhoff polytope). This is a not new result; in fact, this polytope satisfies
a stronger property, namely, it is compressed. This follows, for instance, from
[Sullivant 2006, Theorem 2.4] or from the main theorem of [Ohsugi and Hibi 2001];
see also [Yamaguchi et al. 2014, Section 4.2]. For completeness, we include a proof
of the proposition using elementary properties of matchings in bipartite graphs.

Proof of Proposition 3.1. Let x p denote the vector of variables x p,l, j for l ∈ [kp]

and j ∈ N. By definition of ϕ, the monomial x A lies in imϕ if and only if the
monomial x Ap

p lies in imϕ for all p ∈ [N ]. Thus it suffices to prove that x Ap
p lies

in imϕ if and only if all row sums of Ap are equal, say to d ∈ N, and all column
sums of Ap are at most d. The “only if” part is clear, since every variable yp,J is
mapped to a monomial x B

p where B ∈ N[kp]×N has all row sums 1 and all column
sums at most 1. For the “if” part we proceed by induction on d: assume that the
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0 1

0 1 2 3 4 5

· · ·

0 1

0 1 2 3 4 5

· · ·

0 1

0 1 2 3 4 5

· · ·

x

[
1 0 1 0 0 0 · · ·
0 1 0 0 1 0 · · ·

]

p

φ(yp,(0,1)yp,(2,4))

φ(yp,(0,4)yp,(2,1))

Figure 1. A bipartite graph on [2]tN and its corresponding mono-
mial x Ap

p (top). This graph can be decomposed into matchings in
two different ways (middle and bottom). Each decomposition
represents a monomial in the preimage ϕ−1(x Ap

p ).

statement holds for d − 1, and consider a matrix Ap with row sums d and column
sums ≤ d , where d is at least 1. Clearly, the “if” part is true in the case d = 0.

Think of Ap as the adjacency matrix of a bipartite graph 0 (with multiple edges)
with bipartition [kp]tN (see Figure 1). With this viewpoint in mind, we will invoke
some standard results from combinatorics, and refer to [Schrijver 2003, Chapter 16].
The first observation is that 0 contains a matching that covers all vertices in [kp].
Indeed, otherwise, by Hall’s marriage theorem, after permuting rows and columns,
Ap has the block structure

Ap =

[
A11 0
A12 A22

]
with A11 ∈ N[l]×[l−1] for some l satisfying 1≤ l ≤ kp. But then the entries of A11

added row-wise add up to ld , and added columnwise add up to at most (l − 1)d , a
contradiction. Hence 0 contains a matching that covers all of [kp]. Next, let S ⊆N

be the set of column indices where Ap has column sum equal to the upper bound d .
We claim that 0 contains a matching that covers all of S. Indeed, otherwise, again
by Hall’s theorem, after permuting rows and columns Ap has the structure

Ap =

[
A11 A12

0 A22

]
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with A11 ∈N[l−1]×[l] for some l with 1≤ l ≤ |S|; here the first l columns correspond
to a subset of the original S. Now the entries of A11 added columnwise yield ld,
while the entries of A11 added row-wise yield at most (l − 1)d , a contradiction.

Finally, we invoke a standard result in matching theory (see [Schrijver 2003,
Theorem 16.8]), namely that since 0 contains a matching that covers all of [kp]

and a matching that covers all of S, it also contains a matching that covers both.
Let B be the adjacency matrix of this matching, so that B has all row sums 1 and
all column sums ≤ 1, with equality at least in the columns labeled by S. Then
A′p := Ap − B satisfies the induction hypothesis for d − 1, so x A′p

p ∈ imϕ. Also,
x B

p = ϕ(yp,J ), where ja ∈ N is the neighbor of a ∈ [kp] in the matching given by
B. Hence, x Ap

p = x A′p
p x B

p ∈ imϕ as claimed. �

This concludes the description of the image of ϕ. For the kernel, we quote the
following result.

Theorem 3.3 [Yamaguchi et al. 2014, Theorem 2.1]. The kernel of ϕ from (1) is
generated by binomials in the yp,J of degree at most 3.

Indeed, for each fixed p, and replacing N by some [n] with n≥ kp, the monomial
map (1) captures precisely the generalization of the Birkhoff model studied in
[Yamaguchi et al. 2014], where each voter chooses kp among n candidates. Then
their Theorem 2.1 yields that the kernel is generated in degrees 2 and 3. Since this
holds for each n ≥ kp, it also holds for N instead of [n]. Moreover, taking the union
over all p of sets of generators for each individual p yields a set of generators for
the kernel of ϕ. A straightforward consequence of the theorem is the following.

Corollary 3.4. The kernel of ϕ from (1) is generated by finitely many Inc(N)-orbits
of binomials.

4. Noetherianity of matching monoid rings

By Corollary 3.4 and Proposition 2.1, the main theorem follows from the following
proposition.

Proposition 4.1. The ring R
[
x A
| A ∈

∏
p∈[N ]N

[kp]×N good
]

is Inc(N)-Noetherian.

Let S be the ring in the proposition, and let G ⊂
∏

p∈[N ]N
[kp]×N be the set of

good (N -tuples of) matrices. The monomials of S are precisely x A, for A ∈ G. The
monoids Sym(N) and Inc(N) act on G by permuting or shifting columns, so we
have πx A

= xπ A, where the π( j)-th column of the matrix (π A)p equals the j-th
column of Ap. Let dA = (dA,p)p ∈ N[N ] denote the multidegree of A; recall that
this means that all row sums of Ap are equal to dA,p. To prove Noetherianity we
will define a partial order � on G and prove that � is a well-partial-order. Thus we
need some basic results from order theory.
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A partial order � on a set P is a well-partial-order (or wpo) if for every infinite
sequence p1, p2, . . . in P , there is some i < j such that pi � p j ; see [Kruskal 1972]
for alternative characterizations. For instance, the natural numbers with the usual
total order ≤ is a well-partial-order, and so is the componentwise partial order on
the Cartesian product of any finite number of well-partially ordered sets. Combining
these statements yields Dickson’s lemma [1913] that Nk is well-partially ordered.
This can be seen as a special case of Higman’s lemma [1952], for a beautiful proof
of which we refer to [Nash-Williams 1963].

Lemma 4.2 (Higman’s lemma). Let (P,�) be a well-partial-order and let P∗ :=⋃
∞

l=0 P l , the set of all finite sequences of elements of P. Define the partial order
�
′ on P∗ by (a0, . . . , al−1) �

′ (b0, . . . , bm−1) if and only if there exists a strictly
increasing function ρ : [l] → [m] such that a j � bρ( j) for all j ∈ [l]. Then �′ is a
well-partial-order.

Our interest in well-partial-orders stems from the following application. Consider
a commutative monoid M with an action of a (typically noncommutative) monoid
5 by means of monoid endomorphisms. We suggestively call the elements of M
monomials. Assume that we have a 5-compatible monomial order ≤ on M, i.e., a
well-order that satisfies a < b⇒ ac< bc and a < b⇒ πa <πb for all a, b, c ∈M
and π ∈5. Then it follows that the divisibility relation | defined by a|b if there
exists a c ∈M with ac = b is a partial order, and also that a ≤ πa for all a ∈M.
Define a third partial order, the 5-divisibility order, � on M by a � b if there exists
a π ∈5 and a c ∈M such that cπa = b. A straightforward computation shows that
� is, indeed, a partial order — antisymmetry follows using a ≤ πa.

Proposition 4.3. If � is a well-partial-order, then for any Noetherian ring R, the
R-algebra R[M] is 5-Noetherian.

Proof. This statement was proved in [Hillar and Sullivant 2012] for the case where
R is a field. The more general case can be proved with the same argument by
incorporating work done in [Aschenbrenner and Hillar 2007]. �

Note that the monoid {x A
| A ∈ G} that we are considering here can be given a

monomial order which respects the Inc(N)-action. For example, take the lexico-
graphic order, where the variables x p,i, j are ordered by their indices: x p,i, j < x p′,i ′, j ′

if and only if p < p′; or p = p′ and j < j ′; or p = p′, j = j ′, and i < i ′.
The Inc(N)-divisibility order gives a partial order � on the set G of good (N -

tuples of) matrices by A � B if and only if there is a monomial xC
∈ S and

π ∈ Inc(N) such that xCπ(x A)= x B , or equivalently there is π ∈ Inc(N) such that
B − π A ∈ G. Note that A � B not only implies there is some π ∈ Inc(N) such
that all Ap,i, j ≤ Bp,i,π( j), but additionally that all (N -tuples of) column sums of
B − π A are at most dB − dA ∈ N[N ]. This prevents us from applying Higman’s
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lemma directly to (G,�). To encode this condition on column sums, for any A ∈G,
let Ã ∈

∏
p∈[N ]N

[kp+1]×N be the N -tuple of matrices such that for all p ∈ [N ], the
first kp rows of Ãp are equal to Ap, and the last row of Ãp is such that all column
sums equal dA,p:

Ãp,i, j =

{
Ap,i, j for i < kp,

dA,p −
∑kp−1

l=0 Ap,l, j for i = kp.

We let G̃ be the set of N -tuples of matrices of the form Ã with A ∈G. It is precisely
the set of N -tuples of matrices of the form Ã ∈

∏
p∈[N ]N

[kp+1]×N with the property
that there exists a dA ∈N[N ] such that for each p ∈ [N ] the first kp row sums of Ap

are equal to dA,p and all column sums of Ap are equal to dA,p. Since A ∈ G has
only finitely many N -tuples of nonzero columns, Ã will have all but finitely many
N -tuples of columns equal to ((0, . . . , 0, dA,p)

T )p∈[N ]. Such N -tuples of columns
will be called trivial (of degree dA). The N -tuple of j-th columns of Ã will be
denoted Ã·· j . We define the action of Inc(N) on G̃ as π( Ã)= π̃(A). Note that for
any j /∈ im(π), the column (π Ã)·· j is trivial of degree dA, rather than uniformly
zero.

Proposition 4.4. For A, B ∈ G, A � B if and only if there is π ∈ Inc(N) such that
π Ã ≤ B̃ entrywise.

Proof. The condition that (π Ã)p,i, j ≤ B̃p,i, j for all p ∈ [N ], all i < kp, and all
j ∈N is equivalent to the condition that B−π A is nonnegative. Using the fact that

B̃p,kp, j − (π Ã)p,kp, j = (dB,p − dA,p)−

kp−1∑
i=0

(Bp −π Ap)i, j ,

the condition that B̃p,kp, j−(π Ã)p,kp, j ≥ 0 for all p∈ [N ] and all j ∈N is equivalent
to the condition that every N -tuple of column sums of B−π A is less than or equal
to dB − dA. Therefore π Ã ≤ B̃ if and only if B−π A ∈ G. �

Example 4.5. Let A and B be the following good matrices in N[2]×N:

A =
[

3 0 0 0 0 · · ·
0 1 1 1 0 · · ·

]
, B =

[
3 1 0 0 0 · · ·
0 2 1 1 0 · · ·

]
.

Note that π A ≤ B when π is the identity, however A 6� B. Consider

Ã =

3 0 0 0 0 · · ·
0 1 1 1 0 · · ·
0 2 2 2 3 · · ·

 , B̃ =

3 1 0 0 0 · · ·
0 2 1 1 0 · · ·
1 1 3 3 4 · · ·

 ,
and note that there is no π ∈ Inc(N) such that π Ã ≤ B̃.
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We will work with finite truncations of N -tuples of matrices in G̃. Let H be
the set of N -tuples of matrices A ∈

⋃
∞

`=0
∏

p∈[N ]N
[kp+1]×[`] such that there exists

dA ∈N[N ] such that for all p, all column sums of Ap are equal to dA,p and the first kp

row sums are at most dA,p; we call dA the multidegree of A. Note that the condition
on row sums is relaxed, which will allow us to freely remove columns from matrices
while still remaining in the set H. For A ∈ H the number of columns of A is called
the length of A and denoted `A. We give H the partial order � defined as follows.
For A, B ∈H, A� B if and only if there is a strictly increasing map ρ : [`A]→ [`B]

such that ρA ≤ B. Just as in G̃, here ρA is defined by (ρA)·· j = A··ρ−1( j) for
j ∈ im(ρ), and (ρA)·· j trivial (of degree dA) for j ∈ [`B] \ im(ρ). For an N -tuple
of matrices A and a set J ⊂ N, let A··J denote the N -tuple of matrices obtained
from A by taking only the columns A·· j with j ∈ J .

Some care must be taken in the definition of H since we allow matrices with
no columns. In all other cases, the degree of A ∈ H is uniquely determined by its
entries. However for the length 0 case the degree is arbitrary, so we will consider
H as having a distinct length 0 element Zd with degree d for each d ∈ N[N ], and
we define Zd

� A if and only if d ≤ dA. Additionally, define A··∅ = ZdA .

Definition 4.6. For A ∈ H, the N -tuple of j-th columns of A is bad if for some
p ∈ [N ], we have Ap,kp, j < dA,p/2. If Ap,kp, j < dA,p/2, we will call j a bad index
of A (with respect to p). Let Ht denote the set of N -tuples of matrices in H with
exactly t bad indices.

We will use induction on t to show that (Ht ,�) is well-partially ordered for
all t ∈ N. This will in turn be used to prove that (H,�) and then (G̃,�) are
well-partially ordered. First we prove the base case:

Proposition 4.7. (H0,�) is well-partially ordered.

Proof. Let A(1), A(2), . . . be any infinite sequence in H0. We will show that there is
an r and an s, with r < s, such that A(r) � A(s).

Fix p ∈ [N ]. There are now two possibilities: either the degrees of the elements
of the sequence A(1)p , A(2)p , . . . are bounded by some dp ∈N, or they are not. In the
former case, it follows that the number of nontrivial columns in any A(r)p is bounded
by dpkp. Then there is a subsequence B(1)p , B(2)p , . . . of A(1)p , A(2)p , . . . such that
every element has the same degree and same number of nontrivial columns. In
the latter case, A(1)p , A(2)p , . . . has a subsequence with strictly increasing degree and
moreover a subsequence B(1)p , B(2)p , . . . with the property that dB(s+1),p ≥ 2dB(s),p
for all s ∈ N.

In either case we replace A(1), A(2), . . . by B(1), B(2), . . . without loss of gen-
erality. We repeat this procedure for all p ∈ [N ], and we find that A(1), A(2), . . .
contains a subsequence B(1), B(2), . . . such that for all p ∈ [N ], one of the following
two statements holds.
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1: Both dB(t),p and the number of nontrivial columns in Bp are constant.

2: We have dB(t+1),p ≥ 2dB(t),p for all t .

It now suffices to show that there are r < s such that B(r) � B(s). Define the
partial order v on H0 by A v B if and only if there exists strictly increasing
ρ : [`A] → [`B] such that A·· j ≤ B··ρ( j) for all j ∈ [`A]. By Higman’s lemma
(Lemma 4.2), v is a wpo. This means that there exist r < s such that B(r) v B(s).
Fix such a pair r < s. We will show that B(r) � B(s).

Let ρ : [`B(r)]→[`B(s)] be a strictly increasing map that witnesses B(r)v B(s). We
claim that it also witnesses B(r) � B(s). For this, we have to show that ρB(r) ≤ B(s).
By the properties of v, we already have (ρB(r))··ρ( j) ≤ B(s)

··ρ( j), which is to say that
it suffices to show that for all j /∈ im(ρ), we have dB(r) ≤ (B

(s)
p,kp, j )p∈[N ].

Let p ∈ [N ]. Suppose we are in the case that both dB(t),p and the number of
nontrivial columns in Bp are constant. Since ρ must map nontrivial columns of
B(r)p to nontrivial columns of B(s)p , we conclude that if j /∈ im(ρ), then the j-th
column of B(s)p is trivial, and hence (B(s)p,kp, j )= dB(s),p. But the latter equals dB(r),p,
so certainly dB(r),p ≤ (B

(s)
p,kp, j ).

Alternatively, suppose we have dB(t+1),p ≥ 2dB(t),p for all t . Since B(s)p has no
bad columns, we have

B(s)p,kp, j ≥
1
2

dB(s),p ≥ dB(r),p.

This is exactly what we wanted to show.
So in both cases, we find that dB(r),p ≤ B(s)p,kp, j for all j /∈ im(ρ). This is true

for all p, so we have dB(r) ≤ (B
(s)
p,kp, j )p∈[N ]. We conclude that B(r) � B(s), as we

wanted to show. �

Proposition 4.8. (Ht ,�) is well-partially ordered for all t ∈ N.

Proof. The base case, t = 0, is given by Proposition 4.7. For t > 0, assume by
induction that (Ht−1,�) is well-partially ordered. For any A ∈ Ht , let jA be the
largest bad index of A. Then A can be decomposed into three parts: the N -tuple
of matrices of all N -tuples of columns before jA, A·· jA itself, and the N -tuple of
matrices of all N -tuples of columns after jA. This decomposition is represented by
the map

δ : Ht → Ht−1×
∏

p∈[N ]

N[kp+1]
×H0

A 7→ (A··{0,..., jA−1}, A·· jA , A··{ jA+1,...,`A−1}).

Let the partial order v on Ht−1×
∏

p∈[N ]N
[kp+1]

×H0 be the product order of the
wpos (Ht−1,�), (N[k+1],≤) and (H0,�). Note that the product order of any finite
number of wpos is also a wpo. Suppose for some A, B ∈Ht that δ(A)v δ(B). This
implies that A·· jA ≤ B·· jB and that there exist strictly increasing maps ρ and σ such
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Figure 2. δ(A)v δ(B) implies A � B.

that ρ(A··[ jA]) ≤ B··[ jB ] and σ(A··{ jA+1,...,`A−1}) ≤ B··{ jB+1,...,`B−1}. We combine
these into a single strictly increasing map τ : [`A] → [`B] defined by

τ( j)=


ρ( j) for 0≤ j < jA,

jB for j = jA,

σ ( j − jA− 1)+ jB + 1 for jA < j < `A,

illustrated in Figure 2. Then τ A ≤ B so A � B. Since v is a wpo, (Ht ,�) is also
a wpo. �

Proposition 4.9. (H,�) is well-partially ordered.

Proof. For any A ∈ H, if j is a bad index of A, then for some p ∈ [N ], we have
dA,p/2>

∑
i∈[kp]

Ap,i, j . Letting Jp ⊂N be the set of bad indices of A with respect
to p and let J ⊂ N be the union of the Jp. Then

|Jp|
dA,p

2
<
∑
j∈Jp

∑
i∈[kp]

Ap,i, j ≤
∑

i∈[kp]

∑
j∈N

Ap,i, j ≤ kpdA,

with the last inequality due to the row sum condition on Ap. Therefore |Jp|≤2kp−1,
and hence |J | ≤ 2

∑
p∈[N ] kp − N .

Let A(1), A(2), . . . be any infinite sequence in H. Since the numbers of bad
N -tuples of columns of elements of H are bounded by 2

∑
p∈[N ] kp−N there exists

a subsequence which is contained in Ht for some 0 ≤ t ≤ 2
∑

p∈[N ] kp − N . By
Proposition 4.8 there is r < s with A(r) � A(s). �

Proposition 4.10. (G,�) is well-partially ordered.

Proof. Let A(1), A(2), . . . be any infinite sequence in G. Each A(r) has some jr > 0
such that all N -tuples of columns A(r)··m are zero for m ≥ jr . Consider the sequence
Ã(1)
··[ j1], Ã(2)

··[ j2], . . . in H obtained by truncating each Ã(r) to the first jr N -tuples of
columns. By Proposition 4.9 there is some r < s and ρ : [ jr ] → [ js] such that
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ρ Ã(r)
··[ jr ] ≤ Ã(s)

··[ js ]. Note that this implies dA(r) ≤ dA(s) . Extend ρ to some π ∈ Inc(N)
so then

(π Ã(r))··[ js ] = ρ( Ã
(r)
··[ jr ])≤ Ã(s)

··[ js ].

The remaining N -tuples of columns of π Ã(r) and Ã(s) are trivial, so π Ã(r) ≤ Ã(s)

follows from the fact that dA(r) ≤ dA(s) . Therefore A(r)� A(s) by Proposition 4.4. �

Now we can apply Proposition 4.3 to the monoid {x A
| A ∈ G} which proves

that the ring R[x A
| A ∈ G] is Inc(N)-Noetherian. This concludes the proof of

Proposition 4.1.

5. Buchberger’s algorithm for matching monoid algebras

Assume the general setting of Proposition 4.3: M is a monoid with 5-action and 5-
compatible monomial order ≤. For a polynomial f and an ideal I in K [M], we can
define lm( f ), lc( f ), in(I ), division with remainder, and the concept of equivariant
Gröbner basis from [Brouwer and Draisma 2011]; all relative to the monomial
order ≤. We now derive a version of Buchberger’s algorithm for computing such a
Gröbner basis, under an additional assumption. For a, b ∈ M we define the set of
least common multiples

lcm(a, b)= {l ∈ M : a|l, b|l and (a|l ′, b|l ′, l ′|l⇒ l ′ = l)}.

We require the following variant of conditions EGB3 and EGB4 from [Brouwer
and Draisma 2011]:

EGB34. For all f, g ∈ K [M], the set of triples in M ×5 f ×5g defined
by

T f,g =
{
(l ′, f ′, g′)

∣∣ f ′ ∈5 f, g′ ∈5g, l ′ ∈ lcm(lm( f ′), lm(g′))
}
,

is a union of a finite number of 5-orbits:

T f,g =
⋃

i

5(li , fi , gi ), i ∈ [r ].

In particular, EGB34 implies that for all a, b∈M and π ∈5, we have π lcm(a, b)⊆
lcm(πa, πb). (This is what condition EGB3 of [loc. cit.] looks like when least
common multiples are not unique.)

If EGB34 is fulfilled, then there is a unique inclusion-minimal finite set of orbit
generators as above, which we denote

O f,g = {(li , fi , gi ) | i ∈ [r ]}.

Indeed, suppose that O and O ′ are both inclusion-minimal sets of orbit generators
for T f,g. For any triple t ∈ O , there are t ′ ∈ O ′, π ∈ 5 such that π t ′ = t , and
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similarly t ′′ ∈ O, τ ∈5 such that τ t ′′ = t ′. Now t = πτ t ′′ and since O is minimal,
t = t ′′. But since 5 is compatible with a monomial order, πτ t ′′ = t ′′ implies that
also the intermediate expression t ′ = τ t ′′ equals t ′′. Hence O ⊆ O ′ and equality
holds by minimality of O ′.

Definition 5.1. For monic f, g ∈ K [M] define the set of S-polynomials to be

S f,g =
{
a f ′− bg′

∣∣ (l ′, f ′, g′) ∈ O f,g; a, b ∈ M; and a lm( f ′)= b lm(g′)= l ′
}
.

Furthermore, define5-reduction of a polynomial f with respect to a set G ⊆ K [M]
as follows: while there exist g ∈ G and π ∈5 with π lm(g)| lm( f ), replace f by

f ′ := f −
lc( f ) lm( f )
lc(g)π lm(g)

πg;

and when no such g and π exist, return the remainder f ′.

One can generalize Gröbner theory to our equivariant setting for a monoid algebra
satisfying EGB34. In particular, Buchberger’s criterion holds, and the following
procedure produces an equivariant Gröbner basis if it terminates.

Algorithm 5.2. G = BUCHBERGER(F)
Require: F is a finite set of monic elements in K [M], the algebra of a monoid M

equipped with a 5-action, satisfying the assumptions above and the condition
EGB34.

Ensure: G is an equivariant Gröbner basis of 〈F〉.

1: G← F
2: S←

⋃
f,g∈G S f,g{in particular, compute O f,g needed in Definition 5.1}

3: while S 6=∅ do
4: pick f ∈ S
5: S← S \ { f }
6: h← the 5-reduction of f with respect to G
7: if h 6= 0 then
8: G← G ∪ {h}
9: S← S ∪

(⋃
g∈G Sg,h

)
10: end if
11: end while

This algorithm has been implemented for the particular case where K [M] is a
polynomial ring and 5 = Inc(N) (i.e., the algorithm described in [Brouwer and
Draisma 2011]) in the package EquivariantGB [Hillar et al. 2013] for the computer
algebra system Macaulay2 [Grayson and Stillman 2002]. When the algebra K [M]
is 5-Noetherian, termination of Algorithm 5.2 is guaranteed, but in general we
cannot make this claim.
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We now turn our attention to the task of computing a finite Inc(N)-generating
set of binomials of a general toric map as in the main theorem. By the proof of
Proposition 2.1 we may assume that Y is as in (1), i.e., it consists of variables
yp,J where p runs through [N ] and J runs through all kp-tuples of distinct natural
numbers. Section 2 then leads to the following analysis of this task.

Problem 5.3. Fix the names of algebras and maps in the following diagram:

R[Y ]
ϕ
−→ R[X ]

ψ
−→ R[Z ].

Here ϕ is the map defined by (1), whose image is the R-algebra spanned by the
matching monoid, and ψ is any Sym(N)-equivariant monomial map from R[X ] to
R[zi j | i ∈ [k], j ∈ N]. For ker(ψ ◦ϕ), how does one compute

(a) a finite set of generators up to Inc(N)-symmetry?

(b) a finite Inc(N)-Gröbner basis with respect to a given Inc(N)-compatible mono-
mial order on K [Y ]?

The algorithm we are about to construct solves Problem 5.3(a); indeed, we do
not know whether a finite Inc(N)-Gröbner basis as in part (b) exists! Our algorithm
relies on the fact that we may replace R[X ] above by the matching monoid algebra
imϕ = R[x A

| A good], so as to get the sequence

R[Y ]
ϕ
−→ R[x A

| A good]
ψ
−→ R[Z ]. (2)

Most of our computations will take place in the ring R[x A
| A good][Z ], which is

itself a matching monoid with N replaced by N+k and kp= 1 for p ∈ [N+k]\[N ].
This monoid is Gröbner friendly by the following proposition.

Proposition 5.4. Let M be a submonoid of N[k]×N that is generated by the Sym(N)-
orbits of a finite number of matrices. For 5= Inc(N), the monoid algebra K [M]
satisfies EGB34.

Proof. Any such K [M] is the image of some map ϕ as in the main theorem (with
R = K ), and so is Inc(N)-Noetherian. Similarly K [M3

] = K [M]⊗3 is Inc(N)-
Noetherian. For any a, b ∈M , the monomial ideal 〈Ta,b〉 ⊆ K [M3

] is Inc(N)-stable.
Let L ⊆ Ta,b be a minimal finite Inc(N)-generating set of 〈Ta,b〉.

For any (l, πa, σb) ∈ Ta,b, there is some (m, a′, b′) ∈ L and τ ∈ Inc(N) such
that τ(m, a′, b′)|(l, πa, σb). It is clear that τa′=πa and τb′= σb. Since a′ and b′

divide m, πa and σb must divide τm, and in turn τm divides l. But l ∈ lcm(πa, σb)
by assumption, so l = τm. Therefore (l, πa, σb)= τ(m, a′, b′). This shows that
Ta,b is the union of the Inc(N)-orbits of the elements of L , and then L = Oa,b.

To establish the same fact for a general pair f, g ∈ K [M] we first determine
Oa,b, where a = lm( f ) and b = lm(g). For any (l, π f, σg) ∈ T f,g, the triple
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(l, πa, σb) ∈ Ta,b is in the orbit of some (m, a′, b′) ∈ Oa,b. This implies a′ = τa
for some τ ∈ Inc(N), but τ is not unique. Define

3a,a′ :=
{
τ ∈ Inc(N)

∣∣ a′ = τa; and n ∈ im τ for all n > `a′
}
.

Here `a′ denotes the length of a′ as in Section 4, the maximum index value among
all nonzero columns of a′. Note that 3a,a′ is a finite set.

Since πa is in the orbit of a′, π factors through some τ ∈3a,a′ . So (l, π f, σg)=
(γm, ατ1 f, βτ2g) for some γ, α, β ∈ Inc(N), τ1 ∈3a,a′ and τ2 ∈3b,b′ . Therefore

T f,g ⊆
⋃

(m, f ′,g′)∈U f,g

5m×5 f ′×5g′

where
U f,g =

⋃
(m,a′,b′)∈Ta,b

{(m, τ1 f, τ2g) | τ1 ∈3a,a′, τ2 ∈3b,b′}.

For each (m, f ′, g′), the set 5m ×5 f ′ ×5g′ is the union of a finite number
of Inc(N)-orbits. To prove this one can follow closely the proof of [Brouwer
and Draisma 2011] Lemma 3.4. From the finite set of generators we select only
those (γm, α f ′, βg′) with γm ∈ lcm(α f ′, βg′), and call this set O(m, f ′,g′). Then
O f,g =

⋃
(m, f ′,g′)∈U f,g

O(m, f ′,g′) is as desired. �

Algorithm 5.5. T = TORICIDEAL(ϕ)

Require: ϕ : R[Y ] → R[Z ] is a monomial map as in the main theorem.
Ensure: T is a finite set of generators of kerϕ as Inc(N)-stable ideal.

1: Replace Y by the set of variables {yp,J }p,J as in the proof of Proposition 2.1.
2: Decompose ϕ with the composition of two maps ϕ and ψ as in diagram (2).
3: Consider the ideal Iψ ⊂ R[x A

| A good][Z ] generated by the finite set F of
binomials ψ(x A)− x A, where A ∈

∏
p∈[N ]N

[kp]×N is good of multidegree

d ∈ {(1, 0, . . . , 0), . . . , (0, 0, 0, . . . , 1)} ⊆ N[N ]

and �-minimal; the Inc(N)-orbits of such monomials x A generate R[x A
|

A good].
4: Run Algorithm 5.2 for the input F with respect to a monomial order that

eliminates the variables Z . Since R[x A
| A good][Z ] is the monoid algebra of a

monoid where Inc(N)-divisibility is a wpo, the algorithm terminates. Standard
elimination theory implies that G ′ = G ∩ R[x A

| A good] generates

Iψ ∩ R[x A
| A good] = kerψ ∩ imϕ.

5: Let T consist of preimages of elements in G ′ (one per element) and a finite
number of binomials whose orbits generate kerϕ (see Corollary 3.4).
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Remark 5.6. We can execute Algorithm 5.5 for any coefficient ring R (not neces-
sarily a field), since all polynomials that appear in the computation are binomials
with coefficients ±1.

In the following two remarks we comment on two major subroutines not spelled
out in the sketch of the algorithm above.

Remark 5.7. Unlike in the usual Buchberger algorithm, the task of computing
S-polynomials in Algorithm 5.2 is far from being trivial. To accomplish that, one
needs to compute the set O f,g, which can be done following the lines of the proof
of Proposition 5.4. While this procedure is effective, by no means it is efficient.

Remark 5.8. In the last step of Algorithm 5.5 a preimage ϕ−1(g) of an element
g ∈ G can be computed by reducing the problem to one of computing maximal
matchings of bipartite graphs, a well studied problem in combinatorics. Any
monomial x A

∈ imϕ can be considered as a collection of N bipartite graphs with
adjacency matrices A0, . . . , AN−1 as in Section 3, where each Ap has bipartition
[kp] tN. Fixing Ap, let S ⊂ N be the set of vertices in the second partition with
degree dAp (i.e., the indices of the columns of Ap with column sum equal to dAp ).
A matching B covering [kp] and S can be computed using the Hungarian method or
other algorithms for computing weighted bipartite matchings (see [Schrijver 2003,
Chapter 17] for more details). The matching B directly corresponds to a variable
yp,J ∈ Y with ϕ(yp,J ) = x B . Since B covers S, it follows that Ap − B is a good
matrix. Therefore x Ap/ϕ(yp,J ) is also in imϕ and can be decomposed further by
repeating the process.

Algorithm 5.5 yields a solution to Problem 5.3(a) as an important theoretical
consequence: a finite Inc(N)-generating set of the toric ideals in the main theorem
is computable. However, in view of Remark 5.7 and a more elementary procedure
(albeit with no termination guarantee) given in the following section that solves a
harder Problem 5.3(b) for a small example, we postpone a practical implementation
of Algorithm 5.5.

6. An example, and a more naïve implementation

A more elementary approach to Problem 5.3 — indeed, to the hardest variant — is,
for a given order on [Y, Z ], to directly apply the algorithm of [Brouwer and Draisma
2011] to the graph of the entire map ψ ◦ϕ, rather than computing generators for the
kernels of ψ and ϕ separately as in Algorithm 5.5. The advantages of this approach
are that it is simpler to implement, and that it produces not just a generating set,
but an Inc(N)-equivariant Gröbner basis. The disadvantage is that we do not know
whether the procedure is guaranteed to terminate. We now set up a version of the
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usual equivariant Buchberger algorithm that is particularly easy to implement, and
conclude with one nontrivial computational example.

For convenience let ω = ψ ◦ϕ. Let Iω ⊂ R[Y, Z ] be the ideal corresponding to
the graph of ω, so Iω is generated by the binomials of the form y−ω(y) for each
variable y ∈ Y . Choosing a representative yp = yp,(0,...,kp−1) of each Sym(N)-orbit
in Y , the ideal is Inc(N)-generated by the finite set

F := {σ yp −ω(σ yp) | p ∈ [N ], σ ∈ Sym([kp])}.

Choose an Inc(N)-compatible monomial order ≤ on R[Y, Z ] that eliminates Z .
Then apply to F the equivariant Gröbner basis algorithm from [loc. cit.] (which is
essentially Algorithm 5.2). Note that since we are working in a polynomial ring
R[Y, Z ], rather than a more complicated monoid ring R[X | X good][Z ], every
pair of monomials has only one lcm, which is straightforward to compute. If
the procedure terminates with output G, then G ∩ R[Y ] is an Inc(N)-equivariant
Gröbner basis of Iω ∩ R[Y ] = kerω.

This procedure can be adapted to make use of existing, fast implementations of
traditional Gröbner basis algorithms. For each n ∈N truncate to the first n index
values by defining

Yn := {yp,J | J ∈ [n]kp},

Zn := {zi, j ∈ Z | j ∈ [n]},

Fn := {y−ω(y) | y ∈ Yn}.

Let In be the ideal in R[Yn, Zn] generated by Fn . Each In is Sym([n])-stable and⋃
n∈N In = Iω. Let Inc(m, n) be the set of all strictly increasing maps [m] → [n],

and equip K [Yn, Zn] with the restriction of the Inc(N)-monomial order ≤.

Algorithm 6.1. G= TRUNCATEDBUCHBERGER(ω)

Require: ϕ : R[Y ] → R[Z ] is a monomial map in the main theorem.
Ensure: G is an Inc(N)-equivariant Gröbner basis of kerϕ.

n←maxp∈[N ] kp

while true do
Fn← {y−ω(y) | y ∈ Yn}

Gn← GRÖBNERBASIS(Fn)

m←b(n+ 1)/2c
if m ≥maxp∈[N ] kp and Gn = Inc(m, n)Gm then

G← Gm ∩ R[Y ]
return G

end if
n← n+ 1

end while
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Here GRÖBNERBASIS denotes any algorithm to compute a traditional Gröbner
basis. If TRUNCATEDBUCHBERGER(ω) terminates, this implies that there is some
m ≥maxp∈[N ] kp such that Inc(m, n)Gm satisfies Buchberger’s criterion for some
n ≥ 2m− 1. Then Gm satisfies the equivariant Buchberger criterion, so Gm is an
equivariant Gröbner basis. Because we require that m ≥maxp∈[N ] kp, the set Gm

generates Iω up to Inc(N)-action. Finally G =Gm∩R[Y ] is an equivariant Gröbner
basis for kerω.

Example 6.2. Set Y := {y j0, j1 | j0, j1 ∈ N, j0 6= j1} and Z := {zi | i ∈ N}, each
consisting of a single Sym(N)-orbit, and define the monomial map ω : R[Y ]→ R[Z ]
by

ω : y j0, j1 7→ z2
j0 z j1 .

Whether kerω is finitely generated was posed as an open question in [Hillar and
Martín del Campo 2013] (Remark 1.6). This is answered in the affirmative by
Theorem 1.1, but by applying Algorithm 6.1 we have also explicitly computed an
Inc(N)-equivariant Gröbner basis. The Gröbner basis computations were carried out
using the software package 4ti2 [Hemmecke et al. 2008], which features algorithms
specifically designed for computing Gröbner bases of toric ideals. The monomial
order on Y is lexicographic, where variables are ordered by yi, j < yi ′, j ′ if i < i ′, or
i = i ′ and j < j ′.

The result displayed in Table 1 consists of 51 generators with indices from
{0, 1, 2, 3, 4, 5} and degrees up to 5. Note that a minimal generating set resulting
from a study of the family of equivariant toric maps of the form

yi j 7→ za
i zb

j , i, j ∈ N, i 6= j,

for fixed a, b ∈ N in [Kahle et al. 2014] is much smaller.

Remark 6.3. As pointed out in the Introduction, the technique laid out in this
article does not settle the question whether the finite generatedness of kerϕ in the
main theorem persists when Inc(N) acts with finitely many orbits on Y and the
monomial map ϕ is required to be merely Inc(N)-equivariant (though we do know
that imϕ needs not be Inc(N)-Noetherian in this case).

However, a naïve elimination procedure terminates, for instance, for the Inc(N)-
analogue of Example 6.2, i.e., for the same map, but with the smaller set of variables

Y := {y j0, j1 | j0, j1 ∈ N, j0 > j1}.

A computation that can be carried out with EquivariantGB [Hillar et al. 2013]
produces a finite number of generators of the kernel:

{y3,1 y2,0− y3,0 y2,1, y2
3,2 y1,0− y3,1 y3,0 y2,1, y4,2 y3,2 y1,0− y4,0 y3,1 y2,1}.
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degree 3

G y1,2 y2
0,1− y2

1,0 y0,2 F

G y2,0 y2
0,1− y1,0 y2

0,2 F

y2,1 y2
0,2− y2

2,0 y0,1

G y2,1 y1,0 y0,2− y2,0 y1,2 y0,1 F

y2,1 y2
1,0− y2

1,2 y0,1

y2
2,1 y0,2− y2

2,0 y1,2

y2
2,1 y1,0− y2,0 y2

1,2
y2,1 y1,0 y0,3− y2,0 y1,3 y0,1

y2
2,1 y0,3− y2

2,0 y1,3

y2,3 y1,2 y0,2− y2
2,0 y1,3

y3,0 y1,2 y0,2− y2,0 y1,3 y0,3

y3,0 y2
1,2− y2,0 y2

1,3
y3,0 y2

2,1− y2,3 y2,0 y1,3

y3,1 y2
0,2− y2,1 y2

0,3
y3,1 y1,0 y0,2− y3,0 y1,2 y0,1

y3,1 y1,2 y0,2− y2,1 y1,3 y0,3

y3,1 y2,3 y0,3− y2
3,0 y2,1

y2
3,1 y0,2− y2

3,0 y1,2

y3,2 y1,3 y0,3− y2
3,0 y1,2

y3,2 y2,0 y1,3− y3,0 y2,3 y1,2

y3,2 y2,0 y1,4− y3,0 y2,4 y1,2

y3,2 y2,1 y0,3− y3,1 y2,3 y0,2

y3,2 y2,1 y0,4− y3,1 y2,4 y0,2

y4,0 y2,3 y1,3− y3,0 y2,4 y1,4

y4,1 y2,3 y0,3− y3,1 y2,4 y0,4

y4,2 y1,3 y0,3− y3,2 y1,4 y0,4

y4,2 y2,0 y1,3− y4,0 y2,3 y1,2

y4,2 y2,1 y0,3− y4,1 y2,3 y0,2

degree 2

G y1,3 y0,2− y1,2 y0,3 F

G y2,0 y1,0− y1,2 y0,2 F

y2,1 y0,1− y1,2 y0,2

y2,3 y0,1− y2,1 y0,3

y2,3 y1,0− y2,0 y1,3

y3,1 y2,0− y3,0 y2,1

y3,2 y0,1− y3,1 y0,2

y3,2 y1,0− y3,0 y1,2

degree 4

y2,1 y1,2 y0,3 y0,2− y2
2,0 y1,3 y0,1

y3,1 y2,3 y1,3 y0,4− y2
3,0 y2,1 y1,4

y3,1 y2
2,3 y0,4− y2

3,0 y2,4 y2,1

y3,2 y2,3 y1,3 y0,4− y2
3,0 y2,4 y1,2

y4,1 y2,3 y1,4 y0,4− y2
4,0 y2,1 y1,3

y4,1 y3,2 y1,4 y0,4− y2
4,0 y3,1 y1,2

y4,1 y3,4 y2,4 y0,5− y2
4,0 y3,1 y2,5

degree 5

y2,1 y2
1,2 y2

0,3− y2
2,0 y2

1,3 y0,1

y2,1 y2
1,2 y0,4 y0,3− y2

2,0 y1,4 y1,3 y0,1

y3,2 y2
2,3 y1,4 y0,4− y2

3,0 y2
2,4 y1,2

y3,2 y2
2,3 y1,4 y0,5− y2

3,0 y2,5 y2,4 y1,2

y4,1 y2,3 y2
1,4 y0,5− y2

4,0 y2,1 y1,5 y1,3

y4,1 y3,2 y2
1,4 y0,5− y2

4,0 y3,1 y1,5 y1,2

y4,3 y2
4,0 y3,2 y3,1− y4,2 y4,1 y2

3,4 y0,3

y5,1 y4,2 y2
3,5 y0,3− y2

5,0 y4,3 y3,2 y3,1

Table 1. An Inc(N)-equivariant Gröbner basis for the kernel of ω
in Example 6.2. The five highlighted binomials form a Sym(N)-
equivariant Markov basis according to [Kahle et al. 2014].
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On differential modules associated to
de Rham representations in the
imperfect residue field case

Shun Ohkubo

Let K be a complete discrete valuation field of mixed characteristic (0, p) with
possibly imperfect residue fields, and let G K the absolute Galois group of K . In
the first part of this paper, we prove that Scholl’s generalization of fields of norms
over K is compatible with Abbes–Saito’s ramification theory. In the second
part, we construct a functor NdR that associates a de Rham representation V to a
(ϕ,∇)-module in the sense of Kedlaya. Finally, we prove a compatibility between
Kedlaya’s differential Swan conductor of NdR(V ) and the Swan conductor of V ,
which generalizes Marmora’s formula.
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2. Adequateness of overconvergent rings 1903
3. Variations of Gröbner basis argument 1906
4. Differential modules associated to de Rham representations 1929
Appendix: list of notation 1951
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Introduction

Hodge theory relates the singular cohomology of complex projective manifolds X
to the spaces of harmonic forms on X . Its p-adic analogue, p-adic Hodge theory,
enables us to compare the p-adic étale cohomology H m

ét (XQp
,Qp) of proper smooth

varieties X over the p-adic field Qp with the de Rham cohomology of X . Precisely
speaking, the natural action of the absolute Galois group GQp of Qp on the p-adic
étale cohomology can be recovered after tensoring both cohomologies with BdR,
which is the ring of p-adic periods introduced by Jean-Marc Fontaine. If X has
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semistable reduction, then one can obtain a more precise comparison theorem
between the p-adic étale cohomology of X and the log-cristalline cohomology of
the special fiber of X . Thus, we have a satisfactory p-adic étale cohomology theory
on proper smooth varieties over Qp.

A p-adic representation V of GQp is a finite dimensional Qp-vector space with
a continuous linear GQp -action. Fontaine [1994] defined the notions of de Rham,
crystalline, and semistable representations, which form important subcategories of
the category of p-adic representations of GQp . Then, he associated linear algebraic
objects such as filtered vector spaces with extra structures to objects in each category.
Fontaine’s classification is compatible with geometry in the following sense: for a
proper smooth variety X over Qp, the p-adic representation H m

ét (XQp
,Qp) of GQp

is only de Rham in general. However, if X has a semistable reduction (resp. good
reduction), then H m

ét (XQp
,Qp) is semistable (resp. crystalline).

There also exists a more analytic description of general p-adic representations.
Let BQp be the fraction field of the p-adic completion of Zp[[t]][1/t]. We define
the action of 0Qp := GQp(µp∞ )/Qp on BQp by γ (t) = (1+ t)χ(g) − 1, where χ :
0Qp → Z×p is the cyclotomic character. We also define a Frobenius lift ϕ on BQp

by ϕ(t)= (1+ t)p
− 1. An étale (ϕ, 0Qp)-module over BQp is a finite dimensional

BQp -vector space M endowed with compatible actions of ϕ and 0Qp such that the
Frobenius slopes of M are all zero. Using Fontaine–Wintenberger’s isomorphism

GQp(µp∞ )
∼= GFp((t)),

of Galois groups, Fontaine [1990] proved an equivalence between the category of
p-adic representations and the category of étale (ϕ, 0Qp)-modules over BQp . We
consider the overconvergent subring

B
†
Qp
:=

{∑
n∈Z

antn
∈BQp ; an ∈Qp, |an|ρ

n
→0 for some ρ ∈ (0, 1] and n→−∞

}
of BQp . Frédéric Cherbonnier and Pierre Colmez [1998] proved that the category
of étale (ϕ, 0Qp)-modules over BQp is equivalent to the category of étale (ϕ, 0Qp)-
modules over B

†
Qp

. As a consequence of Cherbonnier–Colmez’ theorem, p-adic
analysis over the Robba ring

RQp :=

⋃
ρ′∈(0,1)

{∑
n∈Z

antn
; an ∈Qp, |an|ρ

n
→ 0 for all ρ ∈ (ρ ′, 1] and n→±∞

}
comes into play. Actually, via the above equivalences, Laurent Berger [2002]
associated a p-adic differential equation NdR(V ) over RQp to a de Rham represen-
tation V . By using this functor NdR and the quasi-unipotence of p-adic differential
equations due to Yves André, Zoghman Mebkhout and Kiran Kedlaya, Berger
proved Fontaine’s p-adic local monodromy conjecture, which is a p-adic analogue
of Grothendieck’s l-adic monodromy theorem. We note that in the above theory,
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GQp is usually replaced by G K , where K is a complete valuation field of mixed
characteristic (0, p) with a perfect residue field.

Recently, based on earlier work of Gerd Faltings and Osamu Hyodo, Fabrizio
Andreatta and Olivier Brinon [2008] started to generalize Fontaine’s theory in the
relative situation: instead of complete discrete valuation rings with perfect residue
fields, they work over higher dimensional ground rings R such as the generic fiber of
the Tate algebra Zp{T1, T−1

1 , . . . , Td , T−1
d }. In this paper, we work in the most basic

case of Andreatta–Brinon’s setup. That is, our ground ring K is still a complete
valuation field, but it has a nonperfect residue field kK such that pd

=[kK : k
p
K ]<∞.

Such a complete discrete valuation field arises as the completion of a ground ring
along the special fiber in Andreatta–Brinon’s setup.

Even in our situation, a generalization of Fontaine’s theory could be useful as
in the proof of Kato’s divisibility result [2004] in the Iwasawa main conjecture
for GL2. Using compatible systems of K2 of affine modular curves Y (pn N ) for
varying n, Kato defines (p-adic) Euler systems in Galois cohomology groups over
Qp whose coefficients are related to cusp forms. A key ingredient in this paper
is that Kato’s Euler systems are related with some products of Eisenstein series
via Bloch–Kato’s dual exponential map exp∗. In the proof of this fact, p-adic
Hodge theory for “the field of q-expansions” K plays an important role, where
K is the fraction field of the p-adic completion of Zp[ζpN ][[q1/N

]][q−1
]. Roughly

speaking, Tate’s universal elliptic curve together with its torsion points induces a
morphism Spec(K(ζpn , q p−n

))→ Y (pn N ). Using a generalization of Fontaine’s
ring BdR over K, Kato defines a dual exponential map for Galois cohomology
groups over K(ζpn , q p−n

), and proves its compatibility with exp∗. Then, the image
of Kato’s Euler system under exp∗ is calculated by using Kato’s generalized explicit
reciprocity law for p-divisible groups over K(ζpn , q p−n

).
To explain our results, we recall Anthony Scholl’s theory [2006] of field of

norms, which is a generalization of Fontaine–Wintenberger’s theorem when kK

is nonperfect. In the rest of the introduction we restrict ourselves for simplicity
to the “Kummer tower case”: we choose a lift {t j }1≤ j≤d of a p-basis of kK and
define a tower K := {Kn}n>0 of fields by Kn := K (µpn , t p−n

1 , . . . , t p−n

d ) for n > 0,
and set K∞ :=

⋃
n Kn . Then, the Frobenius on OKn+1/pOKn+1 factors through

OKn/pOKn ↪→OKn+1/pOKn+1 , and the limit X+K := lim
←−−n OKn/pOKn is a complete

valuation ring of characteristic p. Here, we denote the integer ring of a valuation
field F by OF . Let XK be the fraction field of X+K . Then, Scholl proved that a
similar limit procedure gives an equivalence of categories FÉtK∞

∼= FÉtXK , where
FÉtA denotes the category of finite étale algebras over A. In particular, we obtain
an isomorphism of Galois groups

τ : G K∞ −→
∼ G XK .
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The Galois group of a complete valuation field F is canonically endowed with
nonlog and log ramification filtrations in the sense of [Abbes and Saito 2002]. By
using the ramification filtrations, one can define Artin and Swan conductors of
Galois representations, which are important arithmetic invariants. It is natural to
ask that Scholl’s isomorphism τ is compatible with ramification theory. The first
goal of this paper is to answer this question in the following form:

Theorem 0.0.1 (Theorem 3.5.3). Let V be a p-adic representation of G K , where
the G K -action of V factors through a finite quotient. Then, the Artin and Swan
conductors of V |Kn are stationary and their limits coincide with the Artin and Swan
conductors of τ ∗(V |K∞).

We briefly mention the idea of the proof in the Artin case. Note that in the
perfect residue field case, the result follows from the fact that the upper numbering
ramification filtration is a renumbering of the lower numbering one, and this latter
filtration is compatible with the field of norms construction; see [Marmora 2004,
Lemme 5.4]. However, in the imperfect residue field case, since Abbes–Saito’s
ramification filtration is not a renumbering of the lower numbering one, we proceed
as follows. Let L/K be a finite Galois extension. Let XL be an extension of XK

corresponding to the tower L= {Ln := L Kn}n>0 under Scholl’s equivalence. Then,
it suffices to prove that the nonlog ramification filtrations of GLn/Kn and G XL/XK

coincide with each other. Abbes–Saito’s nonlog ramification filtration of a finite
extension E/F of complete discrete valuation fields is described by a certain family
of rigid analytic spaces asa

E/F for a ∈Q≥0 attached to E/F . In terms of Abbes–
Saito’s setup, we only have to prove that the number of connected components of
asa

XL/XK
and asa

Ln/Kn
are the same for sufficiently large n. An optimized proof of

this assertion is as follows: we construct a characteristic 0 lift R of X+K , which is
realized as the ring of functions on the open unit ball over a complete valuation
ring. We can find a prime ideal pn of R such that R/pn is isomorphic to OKn .
Then, we construct a lift ASa

XL/XK
over Spec(R) of asa

XL/XK
, whose generic fiber

at pn is isomorphic to asa
Ln/Kn

. We may also regard ASa
XL/XK

as a family of rigid
spaces parametrized by Spec(R). What we actually prove is that in such a family
of rigid spaces over Spec(R), the number of the connected components of the fiber
varies “continuously”. This is done by Gröbner basis arguments over complete
regular local rings, extending the method of Liang Xiao [2010]. The continuity
result implies our assertion since the point pn ∈ Spec(R) “converges” to the point
(p) ∈ Spec(R).

Note that Shin Hattori reproved [2014] the above ramification compatibility of
Scholl’s isomorphism τ by using Peter Scholze’s perfectoid spaces [2012], which
form a geometric interpretation of the Fontaine–Wintenberger theorem. We briefly
explain Hattori’s proof. Let Cp (resp. C

[
p) be the completion of the algebraic closure
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of K∞ (resp. XK). Scholze proved the tilting equivalence between certain adic
spaces (resp. perfectoid spaces) over Cp and C

[
p. Let C be a perfectoid field and Y

a subvariety of An
C . A perfection of Y is the perfectoid space defined as the pull-

back of Y under the canonical projection lim
←−−Ti 7→T p

i
An

C → An
C , where T1, . . . , Tn

denotes a coordinate of An
C . Hattori proved that the tilting of the perfections of

(asa
Ln/Kn

)Cp and (asa
XL/XK

)
C
[
p

are isomorphic under the tilting equivalence. Since
the underlying topological spaces are homeomorphic under taking perfections and
the tilting equivalence, he obtained the ramification compatibility.

The second goal of this paper is to generalize Berger’s functor NdR and prove
a ramification compatibility of NdR which extends Theorem 0.0.1. Precisely, we
construct a functor from the category of de Rham representations to the category of
(ϕ,∇)-modules over the Robba ring. Our target objects (ϕ,∇)-modules are defined
by Kedlaya [2007] as generalizations of p-adic differential equations. Kedlaya also
defined the differential Swan conductor Swan∇(M) for a (ϕ,∇)-module M , which
is a generalization of the irregularity of p-adic differential equations. Then, we
prove the following de Rham version of Theorem 0.0.1:

Theorem 0.0.2 (Theorem 4.7.1). Let V be a de Rham representation of G K . Then
we have

Swan∇(NdR(V ))= lim
n→∞

Swan(V |Kn ),

where Swan on the right-hand side means Abbes–Saito’s Swan conductor. Moreover,
the sequence {Swan(V |Kn )}n>0 is eventually stationary.

Both Theorems 0.0.1 and 0.0.2 are due to Adriano Marmora [2004] when
the residue field is perfect. Even when the residue field is perfect, our proof of
Theorem 0.0.2 is slightly different from Marmora’s proof since we use a dévissage
argument to reduce to the pure slope case. As is addressed in [Kedlaya 2007, §3.7],
it seems to be possible to define a ramification invariant of NdR(V ) in terms of
(ϕ, 0K )-modules so that one can compute Swan(V ) instead of Swan(V |Kn ). It is
also important to extend the construction of NdR to the general relative case: one
may expect that a relative version of slope theory, described in [Kedlaya 2013] for
example, will be an important tool.

Structure of the paper

In Section 1, we gather various basic results used in this paper. These contain
some p-adic Hodge theory, Abbes–Saito’s ramification theory, Kedlaya’s theory of
overconvergent rings, and Scholl’s fields of norms. In Section 2, we prove some
ring theoretic properties of overconvergent rings by using Kedlaya’s slope theory. In
Section 3, we develop a Gröbner basis argument over complete regular local rings
and overconvergent rings. We apply the Gröbner basis argument to study families
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of rigid spaces, and use it to prove Theorem 0.0.1. In Section 4, we generalize
Berger’s gluing argument to construct a differential module NdR(V ) for de Rham
representations V . We also study the graded pieces of NdR(V ) with respect to
Kedlaya’s slope filtration to reduce Theorem 0.0.2 to Theorem 0.0.1 by dévissage.

Convention

Throughout this paper, let p be a prime number. All rings are assumed to be
commutative unless otherwise stated. For a ring R, denote by πZar

0 (R) the set of
connected components of Spec(R) with respect to the Zariski topology. For a field
E , fix an algebraic closure, denoted by Ealg or E , and a separable closure E sep. Let
G F/E be the Galois group of a finite extension F/E , and let G E be the absolute
Galois group of E . For a field k of characteristic p, let kpf

:= k p−∞ be the perfect
closure in a fixed algebraic closure of k.

For a complete valuation field K , we let OK be its integer ring, πK a uniformizer,
and kK the residue field. Let vK : K → Z∪{∞} be the discrete valuation satisfying
vK (πK ) = 1. We let K ur be the p-adic completion of the maximal unramified
extension of K and denote by IK the inertia subgroup of G K . We assume that
K is of mixed characteristic (0, p) and that [kK : k p

K ] = pd < ∞ in the rest
of this paragraph. Let eK be the absolute ramification index. Let Cp be the p-
adic completion of K alg and let vp be the p-adic valuation of Cp, normalized by
vp(p)= 1. We fix a system of p-power roots of unity {ζpn }n>0 in K alg, i.e., ζp is a
primitive p-th root of unity and ζ p

pn+1 = ζpn for all n ∈ N>0. Let χ : G K → Z×p be
the cyclotomic character defined by g(ζpn )= ζ

χ(g)
pn for all n > 0. We denote the

fraction field of a Cohen ring of kK by K0. Denote a lift of a p-basis of kK in OK

by {t j }1≤ j≤d . For a given {t j }1≤ j≤d , we can choose an embedding K0 ↪→ K such
that {t j }1≤ j≤d ⊂OK0 , see [Ohkubo 2013, §1.1]. Unless otherwise stated, we always
choose {t j }1≤ j≤d and an embedding K0 ↪→ K in this way, and we fix sequences of
p-power roots {t p−n

j }n≥0,1≤ j≤d of {t j }1≤ j≤d in K alg, i.e., we have
(
t p−n−1

j

)p
= t p−n

j
for all n > 0. For such a sequence, we define K pf as the p-adic completion of⋃

n K
(
{t p−n

j }1≤ j≤d
)
. This is a complete discrete valuation field with perfect residue

field kpf
K , and we regard Cp as the p-adic completion of the algebraic closure of K pf.

For a ring R, let W (R) be the Witt ring with coefficients in R. If R is of
characteristic p, then we denote the absolute Frobenius on R by ϕ and also denote
the ring homomorphism W (ϕ) : W (R)→ W (R) by ϕ. Let [x] ∈ W (R) be the
Teichmüller lift of x ∈ R.

For an integer h > 0, define Qph :=W (Fph )[1/p]. Let K be a complete discrete
valuation field, and F/Qp a finite extension. A finite dimensional F-vector space
V with continuous semilinear G K -action is called an F-representation of G K . If
moreover F =Qp, then we call V a p-adic representation of G K . We denote the
category of F-representations of G K by RepF (G K ). We say that V is finite (resp.
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of finite geometric monodromy) if G K (resp. IK ) acts on V via a finite quotient. We
denote the category of finite (resp. finite geometric monodromy) F-representations
of G K by Rep f

F (G K ) (resp. Rep f.g.
F (G K )).

For homomorphisms f, g : M→ N of abelian groups, we denote by M f=g the
kernel of the map f −g. For x ∈R, let bxc := inf{n ∈Z; n ≥ x} be the least integer
greater than or equal to x . We let N= Z≥0 be the set of all natural numbers.

1. Preliminaries

In this section, we fix notation and recall basic results needed in this paper.

1.1. Fréchet spaces. We will define some basic terminology of topological vector
spaces. Although we will use both valuations and norms to consider topologies,
we will define our terminology in terms of valuations for simplicity. See [Kedlaya
2010] or [Schneider 2002] for details.

Notation 1.1.1. Let M be an abelian group. A valuation v of M is a map v :
M→R∪{∞} such that v(x− y)≥ inf{v(x), v(y)} for all x, y ∈ R and v(x)=∞
if and only if x = 0. Moreover, when M = R is a ring, v is multiplicative if
v(xy)=v(x)+v(y) for all x, y ∈ R. A ring equipped with a multiplicative valuation
is called a valuation ring. If (R, v) is a valuation ring and (M, vM) is an R-module
with valuation vM , then we say that vM is an R-valuation if vM(λx)= v(λ)+vM(x)
holds for all λ ∈ R and x ∈ M .

Let (R, v) be a valuation ring and M a finite free R-module. For an R-basis
e1, . . . , en of M , we define the R-valuation vM on M (compatible with v) associated
to e1, . . . , en by vM

(∑
1≤i≤n ai ei

)
= infi v(ai ) for ai ∈ R ([Kedlaya 2010, Definition

1.3.2]). The topology defined by vM is independent of the choice of a basis of M
([Kedlaya 2010, Definition 1.3.3]). Hence, we do not refer to a basis to consider
vM and we just denote vM by v unless otherwise stated.

For any valuation v on M , we define the associated nonarchimedean norm
| · | : M → R by |x | := a−v(x) for a fixed a ∈ R>1 (nonarchimedean means that
it satisfies the strong triangle inequality). Conversely, for any nonarchimedean
norm | · |, v( · )=− loga| · | is a valuation. We will apply various definitions made
for norms to valuations, and vice versa in this manner.

Notation 1.1.2. Let (K , v) be a complete valuation field. Let {wr }r∈I be a family
of K -valuations of a K -vector space V . Consider the topology T of V whose
neighborhoods at 0 are generated by {x ∈ V ;wr (x) ≥ n} for all r ∈ I and n ∈ N.
We call T the topology of V defined by {wr }r∈I and denote the topological space
V with this topology by (V, {wr }r∈I ), or simply by V . If T is equivalent to the
topology defined by {wr }r∈I0 for some countable subset I0 ⊂ I , we call T the
K -Fréchet topology defined by {wr }r∈I . For a K -vector space, it is well-known that
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a K -Fréchet topology is metrizable (and vice versa). Moreover, when V is complete,
we call V a K -Fréchet space. Note that V is just a K -Banach space when #I0 = 1.
Also, note that a topological K -vector space V is a K -Fréchet space if and only
if V is isomorphic to an inverse limit of K -Banach spaces whose transition maps
consist of bounded K -linear maps. More precisely, let V be a K -Fréchet space with
valuations w0 ≥ w1 ≥ . . . , and Vn the completion of V with respect to wn . Then
the canonical map V → lim

←−−n Vn is an isomorphism of K -Fréchet spaces. Also, note
that if V and W are K -Fréchet spaces, then HomK (V,W ) is again a K -Fréchet
space with respect to the operator norm.

Let (R, {wr }r∈I ) be a K -Fréchet space for a ring R. If {wr }r∈I are multiplicative,
then we call R a K -Fréchet algebra. For a finite free R-module M , we choose a basis
of M and let {wr,M}r∈I be the R-valuations compatible with {wr }r∈I . Obviously,
(M, {wr,M}r∈I ) is a K -Fréchet space. Unless otherwise stated, we always endow a
finite free R-module with such a family of valuations.

In the rest of the paper, we omit the prefix “K ” unless otherwise stated.

Recall that the category of Fréchet spaces is closed under quotients, completed
tensor products and direct sums and that the open mapping theorem holds.

1.2. Continuous derivations over K. In this subsection, we recall the continuous
Kähler differentials ([Hyodo 1986, §4]). Let K be a complete discrete valuation
field of mixed characteristic (0, p) such that [kK : k

p
K ] = pd <∞.

Definition 1.2.1. Let �̂1
OK

be the p-adic Hausdorff completion of �1
OK /Z

and put
�̂1

K := �̂
1
OK
[1/p]. Let d : K → �̂1

K be the canonical derivation.

Recall that �̂1
K is a finite K -vector space with basis {dt j }1≤ j≤d . Moreover,

if K is absolutely unramified, then �̂1
OK

is a finite free OK -module with basis
{dt j }1≤ j≤d . Also, �̂1

•
is compatible with base change, i.e., L⊗K �̂

1
K
∼= �̂1

L for any
finite extension L/K .

Notation 1.2.2. Let R be a topological ring and M a topological R-module. We
let Dercont(R,M) be the R-module of continuous derivations d : R→ M .

One can prove the next lemma by dévissage and the universality of the usual
Kähler differentials.

Lemma 1.2.3. For an inductive limit M of K -Fréchet spaces, we have the canonical
isomorphism

d∗ : HomK (�̂
1
K ,M)−→∼ Dercont(K ,M).

Definition 1.2.4. Let {∂ j }1≤ j≤d ⊂Dercont(K0, K0)∼=HomK0(�
1
K0
, K0) be the dual

basis of {dt j }1≤ j≤d . We call {∂ j } the derivations associated to {t j }. We also denote
by ∂ j the canonical extension of ∂ j to ∂ j : K alg

→ K alg. Since ∂ j (ti )= δi j , we may
denote ∂ j by ∂/∂t j .
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1.3. Some Galois extensions. In this subsection, we will fix some notation of a
certain Kummer extension which will be studied later. See [Hyodo 1986, §1] for
details. In this subsection, let K̃ be an absolutely unramified complete discrete
valuation field of mixed characteristic (0, p) with [k

K̃
: k p

K̃
] = pd <∞. We put

K̃n := K̃ (ζpn , t p−n

1 , . . . , t p−n

1 ) for n > 0, K̃∞ :=
⋃
n>0

K̃n, K̃arith :=
⋃
n>0

K̃ (ζpn ),

0
geom
K̃
:= G K̃∞/K̃arith

, 0arith
K̃ := G K̃arith/K̃ ,

0K̃ := G K̃∞/K̃ , HK̃ := G K̃ alg/K̃∞ .

Then, we have isomorphisms

0arith
K̃
∼= Z×p , 0

geom
K̃
∼= Zd

p,

which are compatible with the action of 0arith
K̃

on 0geom
K̃

. The isomorphisms are
defined as follows: an element a ∈Z×p corresponds to γa ∈0

arith
K̃

such that γa(ζpn )=

ζ a
pn for all n. An element b = (b j ) ∈ Zd

p corresponds to γb ∈ 0
geom for 1 ≤ j ≤ d

such that γb(ζpn )= ζpn for all n ∈ N and γb(t
p−n

j )= ζ
b j
pn t p−n

j . By regarding 0arith
K̃

as a subgroup G
K̃∞/

⋃
n K̃
(

t p−n
1 ,...,t p−n

1

) of 0K̃ , we obtain isomorphisms

η = (η0, . . . , ηd) : 0K̃
∼= 0

arith
K̃ n0geom

K̃
∼= Z×p nZd

p.

Since we have a canonical isomorphism

Z×p nZd
p
∼=

Z×p Zp . . . Zp
1
. . .

1

≤ GLd+1(Zp),

the group 0K̃ can be regarded as a classical p-adic Lie group with Lie algebra

g := Lie(0K̃ )
∼=Qp nQd

p =

(
Qp . . . Qp

0

)
⊂ gld+1(Qp).

For an integer n > 0 and a finite extension L/K̃ , we put

Ln := K̃n L , L∞ := K̃∞L ,

0L := GL∞/L , HL := G K̃ alg/L∞ .

Then, 0L is an open subgroup of 0K̃ . Hence, there exists an open normal subgroup
of 0L which is isomorphic to an open subgroup of (1+ 2pZp)nZd

p by the map η.
Also, we may identify the p-adic Lie algebra of 0L with g. Finally, we define
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closed subgroups of 0L

0L ,0 := {γ ∈ 0L; η j (γ )= 0 for all 1≤ j ≤ d},

0L , j := {γ ∈ 0L; η0(γ )= 1, ηi (γ )= 0 for all 1≤ i ≤ d, i 6= j} for 1≤ j ≤ d.

1.4. Basic construction of Fontaine’s rings. In this subsection, we recall the def-
inition of rings of p-adic periods due to Fontaine, see [Ohkubo 2013, §3] for
details.

Let K be a complete discrete valuation field of mixed characteristic (0, p) with
[kK : k

p
K ] = pd <∞. Let Ẽ+ := lim

←−−n OCp/pOCp , where the transition maps are
given by the Frobenius. This is a complete valuation ring of characteristic p
whose (algebraically closed) fractional field is denoted by Ẽ. We have a canonical
identification

Ẽ∼=
{
(x (n))n∈N ∈ CN

p ; (x
(n+1))p

= x (n) for all n ∈ N
}
.

For x ∈ Cp, we denote by x̃ ∈ Ẽ an element x̃ = (x (n)) such that x (0) = x . In
particular, we put ε := (1, ζp, ζp2, . . . ), t̃ j := (t j , t1/p

j , . . . ) ∈ Ẽ+. We define the
valuation ṽE of Ẽ by ṽE((x

(n)))= vp(x (0)). We put

Ã+ :=W (̃E+)⊂ Ã :=W (̃E),

B̃+ := Ã+[1/p] ⊂ B̃ := Ã[1/p],

π := [ε] − 1, q := π/ϕ−1(π)=
∑

0≤i<p

[
ε1/p]i

∈ Ã+

and we define a surjective ring homomorphism

θ : B̃+→ Cp∑
n�−∞

pn
[xn] 7→ pnx (0)n ,

which maps Ã+ to OCp . Note that q is a generator of the kernel of θ |Ã+ .
Let K be a closed subfield of Cp whose value group vp(K×) is discrete. We will

define rings
Ainf,Cp/K, B+dR,Cp/K, BdR,Cp/K.

Let Ainf,Cp/K be the universal p-adically formal pro-infinitesimal OK-thickening of
OCp . More precisely, if θCp/K :OK⊗Z Ã+→OCp denotes the linear extension of θ ,
then Ainf,Cp/K is the (p, ker θCp/K)-adic Hausdorff completion of OK⊗Z Ã+. The
map θCp/K extends to θCp/K : Ainf,Cp/K→OCp . Note that Ainf,Cp/Qp is canonically
identified with Ã+. Let B+dR,Cp/K be the ker θCp/K-adic Hausdorff completion of
Ainf,Cp/K[1/p] and θCp/K : BdR,Cp/K→ Cp the canonical map induced by θCp/K.
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Let
u j := t j − [t̃ j ] ∈ Ainf,Cp/K0,

t := log([ε]) :=
∑
n≥1

(−1)n−1 ([ε] − 1)n

n
∈ B+dR,Cp/Qp

⊂ B+dR,Cp/K.

Finally, we define BdR,Cp/K := B+dR,Cp/K[1/t]. These constructions are functorial
with respect to Cp and K. In particular:

Ainf,Cp/Qp ⊂ Ainf,Cp/K, B+dR,Cp/Qp
⊂ B+dR,Cp/K, BdR,Cp/Qp ⊂ BdR,Cp/K.

Therefore, any continuous K-algebra automorphism of Cp acts on these rings. We
also have the following explicit descriptions:

Ainf,Cp/K0
∼= Ã+[[u1, . . . , ud ]], B+dR,Cp/K

∼= B+dR,Cp/Qp
[[u1, . . . , ud ]]

and B+dR,Cp/Qp
is a complete discrete valuation field with uniformizer t and residue

field Cp. Also, B+dR,Cp/K and BdR,Cp/K are invariant after replacing K by a finite
extension. In particular, these rings are endowed with canonical K alg-algebra
structures.

For V ∈RepQp
(G K ), we define DdR(V ) := (BdR,Cp/K⊗QpV )

G K , which is a finite
dimensional K -vector space with dimK DdR(V )≤ dimQp V . When the dimensions
are equal, we call V de Rham and denote the category of de Rham representations
of G K by RepdR(G K ).

We endow lim
←−−k Ainf,Cp/K[1/p]/(ker θCp/K)

k with the inverse limit topology,
equipping Ainf,Cp/K[1/p]/(ker θCp/K)

k with the K-Banach space structure whose
unit disc is the image of Ainf,Cp/K. The identification of BdR,Cp/K and
lim
←−−k Ainf,Cp/K[1/p]/(ker θCp/K)

k gives B+dR,Cp/K its canonical topology and it is a
K-Fréchet algebra.

The ring B+dR,Cp/K is endowed with a continuous B+dR,Cp/Qp
-linear connection

∇
geom
: B+dR,Cp/K→ B+dR,Cp/K⊗K �̂

1
K,

which is induced by the canonical derivation d :K→ �̂1
K. More precisely, if we de-

note by {∂ j }1≤ j≤d the derivations of B+dR,Cp/K given by ∇geom(x)=
∑

j ∂ j (x)⊗ dt ′j ,
then ∂ j is the unique B+dR,Cp/Qp

-linear extension of ∂/∂t j : K → K . Thus, we can
regard the above connection as a connection associated to a “coordinate” t1, . . . , td
of K , hence we put the superscript “geom”. We denote the kernel of ∇geom by
B∇+dR,Cp/K, which coincides with the image of B+dR,Cp/Qp

. Therefore, we may identify

B∇+dR,Cp/K with B+dR,Cp/Qp
.

We also define a subring B̃∇+rig,Cp/Qp
of B+dR,Cp/Qp

as follows: let Acris,Cp/Qp be the
universal p-adically formal Zp-thickening of OCp , i.e., the p-adic Hausdorff comple-
tion of the PD-envelope of Ã+ with respect to the ideal ker θCp/Qp , compatible with
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the canonical PD-structure on the ideal (p). Since the construction is functorial, the
Frobenius ϕ : Ã+→ Ã+ acts on both Acris,Cp/Qp and B+cris,Cp/Qp

:=Acris,Cp/Qp [1/p].
We define B∇+rig,Cp/Qp

:=
⋂

n∈N ϕ
n(B+cris,Cp/Qp

), which is the maximal subring of
B+cris,Cp/Qp

that is stable under ϕ. By construction, B̃∇+rig,Cp/Qp
is a subring of

B+dR,Cp/Qp
∼= B∇+dR,Cp/K.

Finally, for simplicity, we denote

B∇+dR := B+dR,Cp/Qp
, B∇dR := BdR,Cp/Qp , B+dR := B+dR,Cp/K ,

BdR := BdR,Cp/K , B̃∇+rig := B̃∇+rig,Cp/Qp

when no confusion arises.

1.5. Ramification theory of Abbes–Saito. In this subsection, we review Abbes–
Saito’s ramification theory, see [Abbes and Saito 2002, 2003] for details.

Let K be a complete discrete valuation field with residue field of characteristic p.
Let L/K be a finite separable extension. Let Z = {z0, . . . , zn} be a set of generators
of OL as an OK -algebra. View OK 〈Z0, . . . , Zn〉 as a Tate algebra, and let Zi 7→ zi

be the corresponding surjective OK -algebra homomorphism from OK 〈Z0, . . . , Zn〉

to OL with kernel IZ . For a ∈Q>0, we define the nonlog Abbes–Saito space by

asa
L/K ,Z := Dn+1(|πK |

−a f ; f ∈ IZ )= {x ∈ Dn+1
; | f (x)| ≤ |πK |

a
∀ f ∈ IZ },

which is an affinoid subdomain of the (n + 1)-dimensional polydisc Dn+1. Let
π

geom
0 (asa

L/K ,Z ) be the geometric connected components of asa
L/K ,Z , i.e., the con-

nected components of asa
L/K ,Z ×K K alg with respect to the Zariski topology. We

define a G K -set Fa(L) := πgeom
0 (asa

L/K ,Z ) and let

b(L/K ) := inf{a ∈ R; #Fa(L)= [L : K ]} ∈Q.

be the nonlog ramification break. If L/K is Galois, then Fa(L) can be identified
with a quotient of GL/K . Moreover, the system {Fa(L)}a of G K -sets defines a
filtration {Ga

L/K }a∈Q≥0 of GL/K such that Fa(L)∼= GL/K /Ga
L/K as G K -sets.

There exists a log variation of this construction by considering the following
log structure. Let P ⊂ Z be a subset containing a uniformizer, and take a lift
g j ∈OK 〈Z0, . . . , Zn〉 of zeK

j /π
vL (z j )

K for each z j ∈ P . For each pair (zi , z j )∈ P×P ,
we take a lift hi, j ∈OK 〈Z0, . . . , Zn〉 of zvL (zi )

j /zvL (z j )

i . For a ∈Q>0, we define the
log Abbes–Saito space by

asa
L/K ,Z ,P := Dn+1

 |πK |
−a f

|πK |
−a−vL (zi )(X eL/K

i −πK gi )

|πK |
−a−vL (zi )vL (z j )/eL/K (XvL (zi )

j − XvL (z j )

i hi, j )


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as an affinoid subdomain of Dn+1. Here, f ranges over IZ and the indices zi and
(zi , z j ) range over P and P × P respectively. As before, we define the G K -set
Fa

log(L) := π
geom
0 (asa

L/K ,Z ,P) and define the log ramification break by

blog(L/K ) := inf{a ∈ R; #Fa
log(L)= [L : K ]} ∈Q.

A similar procedure as before defines the log ramification filtration {Ga
L/K ,log}a∈Q≥0

of GL/K .
In this paper, we consider only the following simple Abbes–Saito spaces. With

the notation as above, let p0, . . . , pm be a system of generators of the kernel of
the surjection OK 〈X0, . . . , Xn〉 →OL . Assume that z0 is a uniformizer of L and
p0 = X eL/K

0 −πK g0 for some g0 ∈OK 〈X0, . . . , Xn〉. In this case, we have a simple
log structure: we put P := {z0} and we choose g0 as a lift of zeL/K

0 /πK . We also
choose 1 as h1,1. Hence, Abbes–Saito spaces are given by

asa
L/K ,Z = Dn+1(|πK |

−a p j for 0≤ j ≤ m),

asa
L/K ,Z ,P = Dn+1(|πK |

−a−1 p0, |πK |
−a p j for 1≤ j ≤ m).

Let F/Qp be a finite extension and V an F-representation of G K with finite
local monodromy. We define Abbes–Saito’s Artin and Swan conductors by

ArtAS(V ) :=
∑

a∈Q≥0

a · dimF (V
⋂

b>a Gb
K /V Ga

K ),

SwanAS(V ) :=
∑

a∈Q≥0

a · dimF (V
⋂

b>a Gb
K ,log/V Ga

K ,log).

Note that the above construction does not depend on other choices, like Z and P .
Also, note that both the Artin and Swan conductors are additive and compatible with
unramified base change. When kK is perfect, the log (resp. nonlog) ramification
filtration is compatible with the usual upper numbering filtration (resp. shift by one).
Moreover, our Artin and Swan conductors coincide with the classical Artin and
Swan conductors when kK is perfect.

Theorem 1.5.1 (Hasse–Arf theorem, [Xiao 2012, Theorem 4.5.14]). Assume that
K is of mixed characteristic. Let F/Qp be a finite extension and V ∈ Rep f.g.

F (G K).
Then, we have Art(V )∈Z if K is not absolutely unramified; we have SwanAS(V )∈Z

if p 6= 2, and SwanAS(V ) ∈ 2−1Z if p = 2.

Xiao gives more precise results in the equal characteristic case, as we will see in
Theorem 1.7.10.
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1.6. Overconvergent rings. In this subsection, we will recall basic definitions of
overconvergent rings associated to complete valuation fields of characteristic p,
following [Kedlaya 2004, §2–3] and [Kedlaya 2005, §2].

Construction 1.6.1 ([Kedlaya 2005, §2.1–2.2]). Let (E, v) be a complete valuation
field of characteristic p. Assume that either E is perfect or that v is a discrete
valuation. We will construct an overconvergent ring associated to E . We first
consider the case where E is perfect. Note that any element of W (E)[1/p] is
uniquely expressed as

∑
k�−∞ pk

[xk] with xk ∈ E . For n ∈ Z, we define a “partial
valuation” on W (E)[1/p] by

v≤n
( ∑

k�−∞

pk
[xk]

)
:= inf

k≤n
v(xk).

For r ∈ R>0, we define

wr (x) := inf
n
{rv≤n(x)+ n},

W (E)r := {x ∈W (E);wr (x) <∞}.

Then, W (E)r [1/p] is a subring of W (E)[1/p] andwr is a multiplicative valuation of
W (E)r [1/p]. Moreover, we have W (E)r ⊂W (E)r ′ for r ′ ≤ r . We put Wcon(E) :=
lim
−−→r→0 W (E)r .

Next, we consider the general case, i.e., we do not need to assume that E is perfect
in the following. Let 0 be a Cohen ring of E with a Frobenius lift ϕ. Then, we can
obtain a Frobenius-compatible embedding 0 ↪→W (Epf) ↪→W (Êalg), where Êalg

is the completion of Ealg. By using this embedding, we can define v≤n and wr on 0.
Moreover, we define 0r := 0∩W (Êalg)r and 0con := lim

−−→r→0 0r = 0∩Wcon(Êalg).
We say that 0 has enough r-units if the canonical map 0r → E is surjective. We
say that 0 has enough units if 0 has enough r-units for some r > 0. Note that if
E is perfect, then 0 has enough r-units for any r . In general, by [Kedlaya 2004,
Proposition 3.11], 0 has enough r -units for all sufficiently small r . In the following,
we fix r0 such that 0 has enough r-units for all r ≤ r0. Note that 0r is a PID
for r < r0, and 0con is a Henselian local ring with maximal ideal (p), residue
field E and fraction field 0con[1/p] [Kedlaya 2005, Lemma 2.1.12]. We endow
0r [1/p] with the Fréchet topology defined by the family of valuations {ws}0<s≤r .
Let 0an,r be the completion of 0r [1/p] with respect to the Fréchet topology and
0an,con := lim

−−→r→0 0an,r . We extend v≤n and wr to v≤n, wr : 0an,r → R and we
endow 0an,r (resp. 0an,con ) with the Fréchet topology defined by {ws}0<s≤r (resp.
the inductive limit topology of Fréchet topologies). Note that ϕ(0r )⊂ 0r/p; hence,
ϕ extends to a map ϕ :0an,r→0an,r/p. In particular, 0con and 0an,con are canonically
endowed with endomorphisms ϕ. Also, note that 0an,r for all r < r0 and hence,
0an,con are Bézout integral domains [Kedlaya 2005, Theorem 2.9.6].
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In the rest of this subsection, we will see explicit descriptions of 0con, together
with its finite étale extensions, by using rings of overconvergent power series ring.

Notation 1.6.2. Let O be a complete discrete valuation ring of mixed characteristic
(0, p). Let O{{S}} be the p-adic Hausdorff completion of O((S)) := O[[S]][S−1

].
For r ∈Q>0, we define the ring of overconvergent power series over O as

O((S))†,r :={ f ∈O{{S}}; f converges on 0<vp(S)≤r}, O((S))† :=
⋃
r>0

O((S))†,r .

Recall that
(
O((S))†, (πO)

)
is a Henselian discrete valuation ring [Matsuda 1995,

Proposition 2.2]. We also define the Robba ring R associated to O((S))† by

R :=
{

f =
∑
n∈Z

an Sn
; an ∈Frac(O), f converges on 0<vp(S)≤r for some r>0

}
.

Construction 1.6.3. We construct a realization of a finite étale extension of O((S))†

as an overconvergent power series ring. Let 0 be a Cohen ring of a complete discrete
valuation field E of characteristic p. By fixing an isomorphism f : 0 ∼= O{{S}},
where O is a Cohen ring of kE , we identify 0 and E with O{{S}} and kE((S)). Let
0′/0 be a finite étale extension, with 0′ connected and F/E the corresponding
residue field extension. Then, 0′ is again a Cohen ring of F . We identify F with
kF ((T )) and fix a Cohen ring O′ of kF . We claim that there exists an isomorphism
f ′ : 0′ ∼= O′{{T }} such that f ′ modulo p is the identity, f ′(O[[S]]) ⊂ O′[[T ]] and
f ′ :O[[S]]→O′[[T ]] is finite flat. We can write S= T eF/E ū in OF with some ū ∈O×F .

We fix a lift u ∈O′[[T ]]× of ū with respect to the projection O′[[T ]] →OF and let
s ′ :Z[S0]→O′[[T ]]; S0 7→ T eF/E u be a ring homomorphism. Let s :Z[S0]→O[[S]]
be the ring homomorphism sending S0 to S. By the formal smoothness of s (see
[Ohkubo 2013, §1A]), there exists a local ring homomorphism β :O[[S]]→O′[[T ]]:

O[[S]] //

β

))

OE // OF

Z[S0]

s

OO

s′ // O′[[T ]]

OO

By the local criteria of flatness and Nakayama’s lemma, β is finite flat. By the
definition of s and s ′, β induces a map β : O((S))→ O′((T )), and hence a map
β̂ : O{{S}} → O′{{T }}. Since β̂ is finite étale with residue field extension F/E ,
there exists a canonical isomorphism f ′ : 0′ ∼=O′{{T }}, which satisfies the desired
properties by the construction of β.

The relation S = T eF/E u for u ∈O′[[T ]]× gives f ′(O((S))†,r )⊂O′((T ))†,r/eF/E .
In the limit r→∞, we obtain a flat morphism f ′ : O((S))†→ O′((T ))†. Finally,
we prove the finiteness of f ′ : O((S))†→ O′((T ))†. We fix a basis ω1, . . . , ωg of
O′[[T ]] as an O[[S]]-module. Then, we only have to prove that x ∈ O′((T eF/E ))†,r
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can be written as
∑

i ωi
∑

n ai,n Sn with
∑

n ai,n Sn
∈O((S))†,reF/E . By the relation

Su−1
= T eF/E again, any element x ∈O′((T eF/E ))†,r can be written as

∑
n∈Z an Sn

with an ∈O′[[T ]] such that |an||p|eF/E nr
→ 0 for n→−∞, where | · | is a norm of

O′[[T ]] associated to the p-adic valuation. We write an =
∑

i an,iωi . Then, we have
|an| = supi |an,i |, where | · | on the RHS is a norm of O[[S]] associated to the p-adic
valuation. Hence,

∑
n an,i Sn belongs to O((S))†,reF/E , which implies the assertion.

Lemma 1.6.4 [Kedlaya 2005, Lemma 2.3.5, Corollary 2.3.7]. Let 0 be a Cohen
ring of a complete discrete valuation field E of characteristic p and ϕ : 0→ 0 a
Frobenius lift. By fixing an isomorphism f : 0 ∼=O{{S}}, we identify 0 and E with
O{{S}} and kE((S)). Assume that ϕ(S) ∈O((S))†. Then, we have

0r =O((S))†,r , 0con =O((S))†

for all sufficiently small r > 0.
Moreover, let F/E be a finite separable extension, 0′/0 the corresponding finite

étale extension and ϕ : 0′→ 0′ the corresponding Frobenius lift extending ϕ. We
fix an isomorphism f ′ : 0′ ∼= O′{{T }} as in Construction 1.6.3. Then, f ′ induces
isomorphisms

0′r
∼=O′((T ))†,r/eF/E , 0′con

∼=O′((T ))†

for all sufficiently small r > 0.

Proof. Let ϕ be the Frobenius lift of O′{{T }} obtained by identifying O′{{T }}with 0′.
We only have to check that the assumption ϕ(T ) ∈ O′((T ))† in [Kedlaya 2005,
Convention 2.3.1] is satisfied. This follows from the fact that O′((T ))† is integrally
closed in O′{{T }}, which in turn is a consequence of Raynaud’s criteria of integral
closedness for Henselian pairs [Raynaud 1970, Théorème 3(b), Chapitre XI]. �

Finally, we define (pure) ϕ-modules over overconvergent rings.

Definition 1.6.5 [Kedlaya 2005, Definition 4.6.1]. Let R be 0[1/p], 0con[1/p],
or 0an,con (Construction 1.6.1) and let σ := ϕh for some h ∈ N>0. A σ -module
over R is a finite free R-module M endowed with a semilinear σ -action such
that 1⊗ σ : M ⊗R,σ R→ M is an isomorphism. Assume that E is algebraically
closed. Then, any σ -module over 0[1/p] or 0an,con admits a Dieudonné–Manin
decomposition [Kedlaya 2005, Theorem 4.5.7] and we define the slope multiset of M
as the multiset of the p-adic valuations of the “eigenvalues”. For a σ -module M over
0con[1/p], we define the slope multiset of M as the slope multiset of 0⊗0con[1/p]M ,
which coincides with that of 0an,con⊗0con[1/p] M . For a general E , we define the
slope multiset after the base change 0→W (Êalg). A σ -module over R is pure of
slope s if the slope multiset consists of only s. If M is a σ -module that is pure of
slope 0, then we call M étale.



Differential modules associated to de Rham representations 1897

Let ϕ be a Frobenius lift of 0 :=O{{S}} with ϕ(S)⊂O((S))†. By Lemma 1.6.4,
we can view O((S))†[1/p] and R in Notation 1.6.2 as 0con[1/p] and 0an,con, and
we can give similar definitions for R =O((S))†[1/p] and R.

When R is one of the above rings, we denote the category of σ -modules (resp.
étale σ -modules, σ -modules of pure slope s) over R by ModR(σ ) (resp. Modet

R(σ ),
Mods

R(σ )).

1.7. Differential Swan conductor. The aim of this subsection is to recall the defi-
nition of the differential Swan conductor. The following coordinate free definition
of the continuous Kähler differentials for overconvergent rings will be useful.

Definition 1.7.1. Let 0 be an absolutely unramified complete discrete valuation
ring of mixed characteristic (0, p). For a subring R of 0, we define �1

R as the
R-submodule of �̂1

0 generated by the image of R under d : 0→ �̂1
0.

Lemma 1.7.2. Let 0 := O{{S}} and 0†
:= O((S))†, where O is a Cohen ring of a

field k of characteristic p. Assume that [k : k p
] = pd <∞. Then, �1

0† is the unique
0†-submodule M of �̂1

0 such that

(i) M is of finite type over 0†.

(ii) The image of 0† under d : 0→ �̂1
0 is contained in M.

(iii) The canonical map 0⊗0† M→ �̂1
0 is an isomorphism.

Also, if ϕ :0→0 is a Frobenius lift ϕ(0†)⊂0†, �1
0† is stable under ϕ : �̂1

0→ �̂1
0 .

We omit the proof since it is elementary. Note that if {t j } ⊂ O is a lift of a
p-basis of k, then �1

0† is a free of rank d + 1 with basis dS, dt1, . . . , dtd .

Corollary 1.7.3. With the notation as in Lemma 1.6.4, the canonical isomorphism
0′⊗0 �̂

1
0
∼= �̂1

0′ descends to a canonical isomorphism 0′con⊗0con �
1
0con
∼=�1

0′con
.

Notation 1.7.4. In the rest of this section, let the notation be as in Lemma 1.7.2.
We fix a Frobenius lift ϕ : 0→ 0 satisfying ϕ(0†)⊂ 0†. Let R be the Robba ring
associated to 0† and assume that ϕ(R)⊂R. We put �1

R :=R⊗0† �1
0† . Note that

the canonical derivation d : 0†
→�1

0† extends to d :R→�1
R.

Definition 1.7.5. A ∇-module M over R is a finite free module over R together
with a connection ∇ =∇M : M→ M⊗R�

1
R such that the composition of ∇M with

the map M ⊗R�
1
R→ M ⊗R

∧2
R�

1
R induced by ∇ is the zero map. For h ∈ N>0,

a (ϕh,∇)-module M over R is a ϕh-module over R endowed with a ∇-module
structure commuting with the action of ϕh . We call a (ϕh,∇)-module pure (resp.
étale) if the underlying ϕh-module is pure (resp. étale). Similarly, we define étale
or pure (ϕh,∇)-modules over 0† and 0. Denote by Mods

R(ϕ
h,∇) the category of

pure (ϕh,∇)-modules over R, where R is either 0, 0†
[1/p] or R.
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Theorem 1.7.6 [Kedlaya 2007, Theorem 3.4.6]. For a (ϕ,∇)-module M over R,
there exists a canonical slope filtration

0= Fil0(M)⊂ · · · ⊂ Fill(M)= M,

whose graded pieces are (ϕ,∇)-modules of pure slope s1 < · · ·< sl .

Construction 1.7.7 [Kedlaya 2007, Definition 3.3.4]. Let F/Qp be a finite unrami-
fied extension and V ∈Rep f.g.

F (G E). Let 0†,ur be the maximal unramified extension
of 0†. We put �1

0†,ur := lim
−−→

�1
0

†
1
, where the limit runs all the finite étale extensions

0
†
1/0

† with 0†
1 connected. We consider the connection

∇ : 0†,ur
⊗OF V →�1

0†,ur ⊗OF V

λ⊗ y 7→ dλ⊗ y. (*)

Since �1
0†,ur
∼= 0†,ur

⊗0† �1
0† as G E -modules by Corollary 1.7.3, we obtain a

connection
∇ : D†(V )→�1

0† ⊗0† D†(V ),

where D†(V ) := (0†,ur
⊗OF V )G E is a finite dimensional 0†

[1/p]-module of rank
dimF V , by taking G E -invariants of (*). Thus, we obtain a rank preserving functor

D†
: Rep f.g.

F (G E)→Mod0†[1/p](∇).

By extending scalars, we also obtain a rank preserving functor

D†
rig : Rep f.g.

F (G E)→ModR(∇).

Note that if V is endowed with a semilinear action of ϕh for h ∈N, then D†(V )
and D†

rig(V ) are also endowed with semilinear ϕh-actions.

Definition 1.7.8. For a ∇-module M over R, let Swan∇(M) be the differential
Swan conductor of M as in [Kedlaya 2007, Definition 2.8.1].

Recall that the differential Swan conductor is defined in terms of the behavior
of the logarithmic radius of convergence [Xiao 2010, Definition 2.3.20], which
depends only on the Jordan–Hölder factors of a given ∇-module by definition. In
particular, we have:

Lemma 1.7.9 (The additivity of the differential Swan conductor). Let 0→ M ′→
M → M ′′ → 0 be an exact sequence of ∇-modules over R. Then, we have
Swan∇(M)= Swan∇(M ′)+Swan∇(M ′′).

The following is Xiao’s Hasse–Arf Theorem in the characteristic p case.

Theorem 1.7.10 [Xiao 2010, Theorem 4.4.1, Corollary 4.4.3]. Let V be an F-
representation of G E of finite local monodromy. Then, we have

SwanAS(V )= Swan∇(D†
rig(V )).

Moreover, these invariants are nonnegative integers.
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1.8. Scholl’s fields of norms. In this subsection, we recall some results of [Scholl
2006, §1.3], which are a generalization of Fontaine–Wintenberger’s fields of norms.
Throughout this subsection, let K be a complete discrete valuation field of mixed
characteristic (0, p) with [kK : k

p
K ] = pd <∞.

Definition 1.8.1. Let K1⊂ K2⊂ . . . be finite extensions of K and put K∞=
⋃

Kn .
We say that a tower K := {Kn}n>0 is strictly deeply ramified if there exists n0 > 0
and an element ξ ∈ OKn0

such that 0 < vp(ξ) ≤ 1, and such that the following
condition holds: for every n ≥ n0, the extension Kn+1/Kn has degree pd+1, and
there exists a surjection �1

OKn+1/OKn
→ (OKn+1/ξOKn+1)

d+1 of OKn+1-modules.

Let K = {Kn}n>0 be a strictly deeply ramified tower. For n ≥ n0, we have
eKn+1/Kn = p and kKn+1 = k1/p

K , and the Frobenius OKn+1/ξOKn+1→OKn+1/ξOKn+1

induces a surjection fn :OKn+1/ξOKn+1→OKn/ξOKn . We also choose a uniformizer
πKn of Kn with π p

Kn+1
≡ πKn mod ξOKn . Then, we define X+ := X+(K, ξ, n0) :=

lim
←−−n≥n0

OKn/ξOKn , with transition maps { fn}. Let prn : X
+
→OKn/ξOKn be the

n-th projection for n ≥ n0. We put 5 := (πKn mod ξOKn ) ∈ X+. Let kK :=
lim
←−−n≥n0

kKn where the transition maps are induced by fn’s. Since kKn+1 = k1/p
Kn

, the
projections prn : kK→ kKn are isomorphisms for all n ≥ n0. Moreover, X+ is a
complete discrete valuation ring of characteristic p, with uniformizer 5 and residue
field kK. The construction does not depend on ξ or n0, and X+ is invariant after
changing {Kn}n by {Kn+m}n for some m. Hence, we may denote X+(K, ξ, n0) by
X+K and denote the fractional field of X+K by XK. Note that if Kn/K is Galois for all n,
then X+K and XK are canonically endowed with G K∞/K -actions by construction.

Example 1.8.2 (Kummer tower case). Let K = K̃ and {Ln} be as in Section 1.3.
Then, {Ln} is strictly deeply ramified [Ohkubo 2010, Example 6.2].

Let L∞/K∞ be a finite extension. We choose a finite extension L/K such that
L∞= L K∞. Then, the tower L := {Ln := L Kn} depends only on L∞ up to shifting,
and is also strictly deeply ramified with respect to any ξ ′ ∈ Kn0 with 0< vp(ξ

′) <

vp(ξ) ([Scholl 2006, Theorem 1.3.3]). Note that if Ln/K is Galois for all n, then
X+L and XL are canonically endowed with GL∞/K -actions by construction.

Theorem 1.8.3 [Scholl 2006, Theorem 1.3.4]. Let the notation be as above. Denote
the category of finite étale algebras over K∞ (resp. XK) by FÉtK∞ (resp. FÉtXK).
Then, the functor

X• : FÉtK∞→ FÉtXK

L∞ 7→ XL

is an equivalence of Galois categories. In particular, the corresponding fundamental
groups are isomorphic, i.e., G K∞

∼= G XK . Moreover, the sequences {[Ln : Kn]}n ,
{eLn/Kn }n and {[kLn : kKn ]}n are stationary for sufficiently large n. Their limits are
equal to [XL : XK], eXL/XK and [kXL : kXK].
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1.9. (ϕ, 0K )-modules. Throughout this subsection, let K be a complete discrete
valuation field of mixed characteristic (0, p). In this subsection, we will recall the
theory of (ϕ, 0K )-modules in the Kummer tower case [Andreatta 2006]. To avoid
complications, especially when verifying the assumption [Scholl 2006, (2.1.2)], we
will assume the following to work under the settings of [Andreatta 2006; Andreatta
and Brinon 2008; 2010].

Assumption 1.9.1 [Andreatta 2006, §1]. Let V be a complete discrete valuation
field of mixed characteristic (0, p) with perfect residue field. Let R0 be the p-adic
Hausdorff completion of V[T1, . . . , Td ][1/T1 . . . Td ] and R̃ a ring obtained from
R0 by iterating finitely many times the following operations:

(ét) The p-adic Hausdorff completion of an étale extension.

(loc) The p-adic Hausdorff completion of the localization with respect to a
multiplicative system.

(comp) The Hausdorff completion with respect to an ideal containing p.

We assume that there exists a finite flat morphism R̃→OK , which sends T j to t j .

Note that R̃ is an absolutely unramified complete discrete valuation ring. Denote
R̃ by OK̃ and Frac(R̃) by K̃ . Let L/K̃ be a finite extension. In the rest of this
subsection, we will use the notation from Sections 1.3 and 1.4. We also apply the
results of Section 1.8 to the Kummer tower {Ln}n>0.

Notation 1.9.2 [Andreatta and Brinon 2008, §4.1]. We will denote

E+L := X+L , EL := XL.

For any nonzero ξ ∈ pOL∞ , we put

Ẽ+L := lim
←−−

x 7→x p
OL∞/ξOL∞, ẼL := Frac(̃E+L ),

where both rings are independent of the choice of ξ . We also put

Ã+L :=W (̃E+L ), ÃL :=W (̃EL), B̃L := ÃL [1/p].

By definition, we have E+L ⊂ Ẽ+L and EL ⊂ ẼL , and ẼL can be viewed as a closed
subring of Ẽ. In particular, the rings Ã+L , ÃL and B̃L can be viewed as subrings
of Ã+, Ã and B̃. Note that the completion of an algebraic closure of EL coincides
with Ẽ. Moreover, Ẽ is perfect and (̃EL , ṽE) is a perfect complete valuation field,
whose integer ring is Ẽ+L . By using the G K̃ -actions on Ẽ and Ã, we can write

Ẽ+L = (̃E
+)HL , ẼL = ẼHL , ÃL = ÃHL , B̃L = B̃HL ,

see [Andreatta and Brinon 2008, Lemma 4.1].
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Lemma 1.9.3 (a special case of [Andreatta and Brinon 2008, Proposition 4.42]).
We put A+W (kV ) :=W (kV)[[π ]] ⊂ Ã+, where π = [ε] − 1 ∈ Ã+. Let L/K̃ be a finite
extension. The weak topology of ÃL ∼= ẼN

L is the product topology ẼN
L , where ẼL is

endowed with the valuation topology. Then, there exists a unique subring AL of ÃL

such that:

(i) AL is complete for the weak topology.

(ii) pÃL ∩AL = pAL .

(iii) One has an commutative diagram

AL // //

��

EL

��

ÃL // // ẼL

(iv) [ε], [t̃ j ] ∈ AL for all j .

(v) There exists an A+W (k)-subalgebra A+L of AL and rL ∈Q>0 such that:

(a) There exists a ∈ N such that p/πa
∈ A+L and A+L /(p/π

a)∼= E+L .
(b) If α, β ∈ N>0 are such that α/β < prL/(p− 1), then A+L ⊂ Ã+L {p

α/πβ};
here, Ã+L {p

α/πβ} denotes the p-adic Hausdorff completion of Ã+L [p
α/πβ].

(c) A+L is complete for the weak topology.

Moreover, by the uniqueness, AL is stable under the actions of ϕ and GL∞/K if
L/K̃ is Galois.

Definition 1.9.4. Let A be the p-adic Hausdorff completion of
⋃

L/K̃ AL , which
is a subring of Ã that is stable under the actions of both G K and ϕ. We also put
BL := AL [1/p] and B := A[1/p].

Remark 1.9.5. (i) As remarked in [Andreatta and Brinon 2008, §4.3], AL is the
unique finite étale AK̃ -algebra corresponding to EL/EK̃ ; in particular, AL is a
Cohen ring of EL .

(ii) The action of 0K̃ on AK̃ is determined by the action of 0K̃ on π, [t̃1], . . . , [t̃d ],
since ε−1, t̃1, . . . , t̃d form a p-basis of EK̃ . Explicit descriptions are given by:

γa(π)= (1+π)a − 1, γa([t̃ j ])= [t̃ j ] for a ∈ Z×p ,

γb(π)= π, γb([t̃ j ])= (1+π)b j [t̃ j ] for b = (b j ) ∈ Zd
p.

Definition 1.9.6. For h ∈N>0, an étale (ϕh, 0L)-module M over BL is an étale ϕh-
module over BL endowed with a semilinear continuous G K -action that commutes
with the action of ϕh . Denote by Modet

BL
(ϕh, 0L) the category of étale (ϕh, 0L)-

modules over BL .
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For V ∈ RepQph
(GL), let D(V ) := (B⊗Qph V )HL . For M ∈Modet

BL
(ϕh, 0L), let

V(M) := (B⊗BK M)ϕ
h
=1.

Theorem 1.9.7 ([Andreatta 2006, Theorem 7.11] or [Andreatta and Brinon 2008,
Théorème 4.34]). Let h ∈ N>0. Then, the functor D gives a rank preserving
equivalence of categories

D : RepQph
(GL)→Modet

BL
(ϕh, 0L)

with quasi-inverse V.

1.10. Overconvergence of p-adic representations. In this subsection, we will re-
call the overconvergence of p-adic representations in [Andreatta and Brinon 2008].
We still keep the notations of Section 1.9 and Assumption 1.9.1.

Definition 1.10.1. We apply Construction 1.6.1 to (̃E, ṽE) with 0 = Ã and write

Ã†,r
:= 0r , Ã†

:= 0con, B̃†,r
:= 0r [1/p], B̃†

:= 0con[1/p],

B̃
†,r
rig := 0an,r , B̃

†
rig := 0an,con.

We define v≤n
Ẽ

and wr the same way. For a finite extension L/K̃ , we apply a similar
construction to the following (E, ṽE) with 0 and we denote:

0 E 0r 0con 0r [1/p] 0con[1/p] 0an,r 0an,con

A E A†,r A† B†,r B† B
†,r
rig B

†
rig

ÃL ẼL Ã
†,r
L Ã

†
L B̃

†,r
L B̃

†
L B̃

†,r
rig,L B̃

†
rig,L

AL EL A
†,r
L A

†
L B

†,r
L B

†
L B

†,r
rig,L B

†
rig,L

By construction, we have B̃†
=
⋃

r B̃†,r , B†
=
⋃

r B†,r , B̃
†,r
K = B̃K ∩ B̃†,r , B̃

†
K =⋃

r B̃
†,r
K , B

†,r
K = BK ∩B†,r and B

†
K =

⋃
r B

†,r
K . We endow B̃†,r , B̃

†,r
rig , . . ., etc. with

the Fréchet topologies defined by {ws}0<s≤r .

We can describe A
†
L by the ring of overconvergent power series.

Lemma 1.10.2 (cf. [Berger 2002, Proposition 1.4]). Let O be a Cohen ring of kEK̃
.

Then, there exists an isomorphism AK̃
∼= O{{π}}, which induces an isomorphism

A
†,r
K̃
∼=O((π))† for all sufficiently small r>0. Similarly, there exists an isomorphism

AL ∼=O′{{π ′}}, which induces an isomorphism A
†,r
L
∼=O′((π ′))†,r/eEL /EK̃ , where O′

is a Cohen ring of kEL .

Proof. Fix any isomorphism AK̃
∼= O{{π}} (Remark 1.9.5(i)). Since ϕ(π) =

[ε]p − 1= (1+π)p
− 1 ∈O{{π}}†, the assertion follows from Lemma 1.6.4. �
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Notation 1.10.3. The isomorphism in Lemma 1.10.2 enables us to apply the results
of Section 1.7. In particular, for any finite extension L/K̃ , we have a canonical
continuous derivation

d : B†
rig,L →�1

B
†
rig,L
,

with �1
B

†
rig,L
:= B

†
rig,L ⊗A

†
L
�1

A
†
L

a free B
†
rig,L -module with basis dπ, d[t̃1], . . . , d[t̃d ].

Hence, we have a notion of (ϕ,∇)-modules over B
†
rig,L and the associated differen-

tial Swan conductors.

Definition 1.10.4. Let h ∈ N>0. An étale (ϕh, 0L)-module M over B
†
L is an

étale ϕh-module over B
†
L endowed with a continuous semilinear G K -action that

commutes with the ϕh-action. Denote by Modet
B

†
L
(ϕh, 0L) the category of étale

(ϕh, 0L)-modules over B
†
L .

For V ∈ RepQph
(GL), let

D†,r (V ) := (B†,r
⊗Qph V )HL , D†(V )=

⋃
r

D†,r (V ),

D
†,r
rig (V ) := B

†,r
rig,L ⊗B

†,r
L

D†,r (V ), D
†
rig(V )=

⋃
r

D
†,r
rig (V ).

For M ∈Modet
B

†
L
(ϕh, 0L), let V(M) := (B†

⊗
B

†
L

M)ϕ
h
=1.

Theorem 1.10.5 [Andreatta and Brinon 2008, Theorem 4.35]. Let h ∈ N>0. The
functor D† gives a rank preserving equivalence of categories

D†
: RepQph

(GL)→Modet
B

†
L
(ϕh, 0L)

with quasi-inverse V. Moreover, D† and V are compatible with D and V in
Theorem 1.9.7. Furthermore, D†,r (V ) is free of rank dimQphV over B

†,r
K for all suffi-

ciently small r , and we have a canonical isomorphism B
†
K ⊗B

†,r
K

D†,r (V )−→∼ D†(V ).

The functor D
†
rig will be studied in Section 4.5.

2. Adequateness of overconvergent rings

In this section, we will prove the “adequateness”, which ensures that the elemen-
tary divisor theorem holds, for overconvergent rings defined in Section 1.6. The
adequateness of overconvergent rings seems to be well-known to the experts: at
least when the overconvergent ring is isomorphic the Robba ring, the adequateness
follows from Lazard’s results [1962] as in [Berger 2002, Proposition 4.12(5)]).
Since the author could not find an appropriate reference, we give a proof.

Definition 2.0.1 [Helmer 1943, §2]. An integral domain R is adequate if the fol-
lowing hold:

(i) R is a Bézout ring, that is, any finitely generated ideal of R is principal.
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(ii) For any a, b ∈ R with a 6= 0, there exists a decomposition a = a1a2 such that
(a1, b)= R and (a3, b) 6= R for any nonunit factor a3 of a2.

Recall that if R is an adequate integral domain, then the elementary divisor
theorem holds for free R-modules, see [Helmer 1943, Theorem 3]. Precisely
speaking, let N ⊂ M be finite free R-modules of ranks n and m respectively. Then,
there exists a basis of e1, . . . , em (resp. f1, . . . , fn) of M (resp. N ) and nonzero
elements λ1 | · · · | λn ∈ R such that fi = λi ei for 1≤ i ≤ n.

In the rest of this section, let the notation be as in Construction 1.6.1. We fix
r0 > 0 such that 0 has enough r0-units and let r ∈ (0, r0) unless otherwise stated.
Recall that 0an,r is a Bézout integral domain.

Definition 2.0.2. We recall basic terminologies, see also [Kedlaya 2004, §3.5]. For
x ∈ 0an,r nonzero, we define the Newton polygon of x as the lower convex hull of
the set of points (v≤n(x), n), minus any segments of slope less than −r on the left
end and/or any segments of nonnegative slope on the right end of the polygon. We
define the slopes of x as the negatives of the slopes of the Newton polygon of x .
We also define the multiplicity of a slope s ∈ (0, r ] of x as the positive difference
in y-coordinates between the endpoints of the segment of the Newton polygon of
slope −s, or 0 if there is no such segment. If x has only one slope s, we say that x
is pure of slope s.

A slope factorization of a nonzero element x of 0an,r is a Fréchet-convergent
product x =

∏
1≤i≤n xi for n either a positive integer or∞, where each xi is pure of

slope si with s1 > s2 > . . . (cf. an explanation before [Kedlaya 2004, Lemma 3.26]).

Recall that the multiplicity is compatible with multiplication, i.e., the multiplicity
of a slope s of xy is the sum of its multiplicities as a slope of x and of y [Kedlaya
2004, Corollary 3.22]. Also, recall that x ∈ 0an,r is a unit if and only if x has no
slopes [Kedlaya 2005, Corollary 2.5.12].

Lemma 2.0.3 [Kedlaya 2004, Lemma 3.26]. Every nonzero element of 0an,r has a
slope factorization.

For simplicity, we denote 0an,r by R in the rest of this subsection. The lemma
below is an immediate consequence of R being Bézout and the additivity of the
multiplicity of a slope.

Lemma 2.0.4. (i) Let x, y ∈ R such that x is pure of slope s and let z be a
generator of (x, y). Then, z is also pure of slope s, with multiplicity less than
or equal to the multiplicity of slope s of x. In particular, if the multiplicity of
the slope s of y is equal to zero, then z is a unit and we have (x, y)= R.

(ii) Let x, y ∈ R such that x is pure of slope s. Then, the decreasing sequence of
the ideals {(x, yn)}n∈N is eventually stationary.



Differential modules associated to de Rham representations 1905

Lemma 2.0.5 (the uniqueness of slope factorizations). Let x ∈ R be a nonzero
element. Let x=

∏
i xi=

∏
i x ′i be slope factorizations whose slopes are s1>s2>. . .

and s ′1 > s ′2 > . . . . Let mi and m′i be the multiplicities of si and s ′i for xi and x ′i .
Then, we have si = s ′i and xi = x ′i ui for some ui ∈ R×. In particular, we have
mi = m′i .

Proof. We can easily reduce to the case i = 1. Since the multiplicity of the slope s1

of
∏

i>1 x ′i is equal to zero, we have (x1,
∏

i>1 x ′i )= R by Lemma 2.0.4(i). Hence,
we have (x1, x)= (x1, x1

∏
i>1 xi )= (x1). By assumption, we have s1 6= s ′j except

for at most one j . Just as before, we have

(x1, x)=
(
x1, x ′j

∏
i 6= j

x ′i
)
= (x1, x ′j )=

(
x1
∏
i>1

xi , x ′j
)
= (x, x ′j )=

(
x ′j
∏
i 6= j

x ′i , x ′j
)
= (x ′j ),

i.e., (x1) = (x ′j ). Hence, there exists u ∈ R× such that x1 = x ′j u. By the same
argument, x ′1 = xlu′ for some l and u′ ∈ R×. Since {si } and {s ′i } are strictly
decreasing, we must have j = l = 1, which implies the assertion. �

Lemma 2.0.6. The integral domain 0an,r is adequate. In particular, the elementary
divisor theorem holds over 0an,r .

Proof. We only have to prove that condition (ii) in Definition 2.0.1 is satisfied. Let
a, b ∈ R with a 6= 0. If b = 0, then it suffices to put a1 = 1, a2 = a. If b is a unit,
then it suffices to put a1 = a, a2 = 1. Therefore, we may assume that b is neither a
unit nor zero. Let b =

∏
i>0 bi be a slope factorization with slopes s1 > s2 > . . . .

By Lemma 2.0.4(ii), there exists zi ∈ R such that (a, bn
i )= (zi ) for all sufficiently

large n. By [Kedlaya 2004, Proposition 3.13], we may assume that zi admits a
semi-unit decomposition, meaning that zi is equal to a convergent sum of the form
1+

∑
j<0 ui, j p j , where ui, j ∈ R×∪{0}. As in the proof of [Kedlaya 2004, Lemma

3.26], we can prove that {z1 . . . zi }i>0 converges. Next, we claim that there exists
ui ∈ R such that a = z1 . . . zi ui . We proceed by induction on i . By definition, we
have a = z1u1 for some u1. Assume that we have defined ui . Since the multiplicity
of the slope si+1 of z j is equal to zero for 1 ≤ j ≤ i , we have (z j , zi+1) = R for
1≤ j ≤ i . Hence, we have (zi+1)= (a, zi+1)= (z1 . . . zi ui , zi+1)= (ui , zi+1), which
implies zi+1 | ui . Therefore, ui+1 := ui/zi+1 satisfies the condition. By this proof,
we can choose ui = u1/(z1 . . . zi ). We put a1 := limi→∞ ui = u1/

∏
i>1 zi and

a2 :=
∏

i>0 zi , which is a slope factorization of a2. We prove that the factorization
a = a1a2 satisfies the condition. We first prove (a1, b) = R. By the uniqueness
of slope factorizations, we only have to prove (a1, bi )= R for all i . Fix i ∈ N>0.
Then, for all sufficiently large n ∈ N, we have

(zi )= (a, bn
i )= (a, bn+1

i )= (a1a2, bn+1
i )⊂ (a1, bi )(a2, bn

i )

⊂ (a1, bi )(zi , bn
i )= (a1, bi )(zi ).
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Since zi 6= 0, we have R ⊂ (a1, bi ), which implies the assertion. Finally, we prove
(a3, b) 6= R for any nonunit a3 ∈ R dividing a2. By replacing a3 by any factor of a
slope factorization of a3, we may assume that a3 is pure. By the uniqueness of slope
factorizations, a3 divides zi for some i . Since zi | bn

i for sufficiently large n, we
also have a3 | bn

i . Hence, we have (a3, bi ) 6= R, and in particular, (a3, b) 6= R. �

3. Variations of Gröbner basis argument

In this section, we will systematically develop a basic theory of Gröbner bases
over various rings. Our theory generalizes the basic theory of Gröbner bases over
fields ([Cox et al. 1997], particularly, §2). As a first application, we will prove the
continuity of connected components of flat families of rigid analytic spaces over
annuli (Proposition 3.4.5(iii)). As a second application, we prove the ramification
compatibility of Scholl’s fields of norms (Theorem 3.5.3).

The idea to use a Gröbner basis argument to study Abbes–Saito’s rigid spaces of
positive characteristic is in [Xiao 2010, §1]. Some results of this section, particularly
Sections 3.2 and 3.3, are already proved there, however we do not use Xiao’s results.
We will work under a slightly stronger assumption and deduce stronger results, with
much clearer and simpler proofs, than Xiao’s. Note that this section is independent
from the other parts of this paper, except Sections 1.5 and 1.8.

Notation 3.0.1. Throughout this section, we will use multi-index notation. We
write n = (n1, . . . , nl) ∈Nl , |n| := n1+· · ·+nl and Xn

= Xn1
1 . . . Xnl

l for variables
X = (X1, . . . , Xl). We also denote by XN the set of monic monomials {Xn

| n ∈Nl
}.

In this section, when we consider a topology on a ring, we will use a norm | · |
rather than a valuation.

3.1. Convergent power series. In this subsection, we consider rings of strictly
convergent power series over the ring of rigid analytic functions over annuli, which
play an analogous role to Tate algebra in the classical situation. We also gather
basic definitions and facts on these rings for the rest of this section.

Definition 3.1.1. Let R be a ring. For f =
∑

n an Xn
∈ R[[X ]] with an ∈ R, we call

each an Xn a term of f . If f = an Xn with an ∈ R, then we call f a monomial. If
an = 1, then f is called monic.

Definition 3.1.2 [Bosch et al. 1984, Section 1.4.1, Definition 1]. Let (R, | · |) be
a normed ring. We define a Gauss norm on R[X ] by |

∑
n an Xn

| := supn |an|. A
formal power series

∑
n an Xn

∈ R[[X ]] is strictly convergent if |an|→ 0 as |n|→∞.
We denote the ring of strictly convergent power series over R by R〈X〉. The above
norm | · | can be uniquely extended to | · | : R〈X〉→R≥0. Note that if R is complete
with respect to | · |, then R〈X〉 is also complete with respect to | · |, see [Bosch et al.
1984, Section 1.4.1, Proposition 3].
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We recall basic facts on rings of strictly convergent power series. Let R be a
complete normed ring, whose topology is equivalent to the a-adic topology for an
ideal a. Then, R〈X〉 is canonically identified with the a-adic Hausdorff completion
of R[X ]. We further assume that R is Noetherian. Then, R〈X〉 is R-flat. Moreover,
for any ideal b of R, we have a canonical isomorphism

R〈X〉⊗R (R/b)∼= (R/b)〈X〉,

where the RHS means the a-adic Hausdorff completion of (R/b)[X ].
For a complete discrete valuation ring O with F = Frac(O), we denote by O〈X〉

(resp. F〈X〉) the rings of convergent power series over O (resp. F).

Lemma 3.1.3. Assume that R is a complete normed Noetherian ring, whose topol-
ogy is equivalent to the a-adic topology for some ideal a of R. Let I ⊂ R〈X〉 be an
ideal such that R〈X〉/I is R-flat. Then, I is also R-flat. Moreover, for any ideal
J ⊂ R, we have I ∩ J · R〈X〉 = J I . In particular, if f ∈ I is divisible by s ∈ R in
R〈X〉, then f/s ∈ I .

We omit the proof since it is an easy exercise in flatness.

Notation 3.1.4. In the rest of this subsection, we fix the notation as follows. Let O
be a Cohen ring of a field k of characteristic p and fix a norm | · | on O corresponding
to the p-adic valuation. We put

R+ :=O[[S]] ⊂ R :=O((S))

and for r ∈Q>0, we define a norm

| · |r : R→ R≥0∑
n�−∞

an Sn
7→ sup

n
|an||p|rn,

which is multiplicative by [Kedlaya 2010, Proposition 2.1.2]. Recall the definition

R†,r
=

{∑
n∈Z

an Sn
∈O{{S}}; |an Sn

|r → 0 as n→−∞
}

from Notation 1.6.2. Note that we may canonically identify R†,r/pR†,r with k((S)).
We can extend | · |r to | · |r : R†,r

→R≥0 by |
∑

n an Sn
|r := supn |an Sn

|r . We define
subrings of R†,r by

R†,r
0 := { f ∈ R†,r

; | f |r ≤ 1},

R†,r
0 := R†,r

0 ∩ R = { f ∈ R; | f |r ≤ 1}.

Note that for a, b ∈ N with b > 0, |pa/Sb
|r ≤ 1 if and only if a/b ≥ r . Also,

note that R†,r
= R†,r

0 [S
−1
] since |S|r < 1. We may regard R†,r as the ring of rigid
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analytic functions on the annulus [pr , 1) whose values at the boundary |S| = 1 are
bounded by 1.

Lemma 3.1.5. (i) The R+-algebra R†,r
0 is finitely generated.

(ii) The topologies of R†,r
0 defined by | · |r and by the ideal (p, S) are equivalent.

(iii) The rings R†,r
0 and R†,r are complete with respect to | · |r , and R†,r

0 is dense
in R†,r

0 .

(iv) The rings R†,r
0 , R†,r

0 , and R†,r are Noetherian integral domains.

Proof. Let a, b ∈ N>0 denote relatively prime integers such that r = a/b.

(i) It is straightforward to check that R†,r
0 is generated as an R+-algebra by

pbrb′c/Sb′ for b′ ∈ {0, . . . , b}.

(ii) For n ∈ N, we have

sup
{
|x |r ; x ∈ (p, S)n R†,r

0

}
≤
{
inf(|p|, |S|r )

}n

and the RHS converges to 0 as n→∞. Hence, the (p, S)-adic topology of
R†,r

0 is finer than the topology defined by | · |r . To prove that the topology of
R†,r

0 defined by | · |r is finer than the (p, S)-adic topology, it suffices to prove
that {

x ∈ R†,r
0 ; |x |r ≤ |(pS)n|r

}
⊂ (p, S)n R†,r

0

for all n ∈ N. Let x =
∑

m∈Z am Sm
∈ LHS with am ∈ O. Then, we have

|am Sm−n
|r ≤ |pn

| ≤ 1. Hence, x = Sn ∑
m∈Z am Sm−n

∈ Sn
· R†,r

0 , which
implies the assertion.

(iii) If f =
∑

n∈Z an Sn
∈ R†,r

0 with an ∈ O, then
{∑

n≥−m an Sn
}

m∈N
⊂ R†,r

0

converges to f , which implies the last assertion. Since R†,r
0 is an open subring

of R†,r , we only have to prove completeness of R†,r
0 . Let { fm}m∈N ⊂ R†,r

0
be a sequence such that | fm |r → 0 as m→∞. We only have to prove that
the limit

∑
m fm exists in R†,r

0 with respect to | · |r . Write fm =
∑

n∈Z a(m)n Sn

with a(m)n ∈O. For n ∈ Z, we have

|a(m)n | ≤
| fm |r

|Sn|r
= |p|−nr

| fm |r ,

hence, |a(m)n | → 0 as m→∞. Moreover, an :=
∑

m∈N a(m)n ∈ O converges
to 0 as n→−∞. Hence, the formal Laurent series f :=

∑
n∈Z an Sn belongs

to O{{S}}. Since

|an Sn
|r ≤ sup

m∈N

|a(m)n Sn
|r ≤ sup

m∈N

| fm |r ≤ 1,
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we have f ∈ R†,r
0 . For m ∈ N, we have

| f − ( f0+ · · ·+ fm)|r ≤ sup
n
|an Sn

− (a(0)n + · · ·+ a(m)n )Sn
|r

≤ sup
n

sup
l>m
|a(l)n Sn

|r = sup
l>m

sup
n
|a(l)n Sn

|r ≤ sup
l>m
| fl |r

and the last term converges to 0 as m→∞, which implies f =
∑

m fm .

(iv) This follows from (i), (ii) and (iii). �

Definition 3.1.6. Let R+〈X〉 be the (p, S)-adic Hausdorff completion of R+[X ].
We also define R†,r

0 〈X〉 and R†,r
〈X〉 as the rings of strictly convergent power series

over R†,r
0 and R†,r with respect to | · |r . We endow R†,r

0 〈X〉 and R†,r
〈X〉 with the

topology defined by the norm | · |r . By Lemma 3.1.5(iii), R†,r
0 〈X〉 and R†,r

〈X〉
are complete. By Lemma 3.1.5(ii), R†,r

0 〈X〉 can be regarded as the (p, S)-adic
Hausdorff completion of R†,r

0 [X ], hence, R†,r
0 〈X〉 and R†,r

〈X〉 = R†,r
0 〈X〉[S

−1
] are

Noetherian integral domains by Lemma 3.1.5(iv). Also, we may view R+〈X〉 as a
subring of R†,r

0 〈X〉.

The following lemma seems to be used implicitly in [Xiao 2010, §1].

Lemma 3.1.7. The canonical map R+〈X〉 → R†,r
〈X〉 is flat.

Proof (due to Liang Xiao). We may regard R†,r
0 〈X〉 as the (p, S)-adic Hausdorff

completion of R+〈X〉⊗R+R†,r
0 . Since R†,r

0 is dense in R†,r
0 by Lemma 3.1.5(iii),

R†,r
0 〈X〉 can be viewed as the (p, S)-adic Hausdorff completion of R+〈X〉⊗R+R†,r

0 ,
which is Noetherian by Lemma 3.1.5(i). Hence, the canonical map

α : R+〈X〉⊗R+R†,r
0 → R†,r

0 〈X〉

is flat. Since R†,r
0 [S

−1
] = R and R†,r

0 〈X〉[S
−1
] = R†,r

〈X〉, the canonical map
α[S−1

] is also flat, which implies the assertion. �

Next, we consider prime ideals corresponding to good “points” of the open unit
disc R+ =O[[S]].

Definition 3.1.8. An Eisenstein polynomial in R+ is a polynomial in O[S] of the
form P(S) = Se

+ ae−1Se−1
+ · · · + a0 with ai ∈ O such that p | ai for all i

and p2 - a0. We call p ∈ Spec(R+) an Eisenstein prime ideal if p is generated by an
Eisenstein polynomial P(S). Then, we put deg (p) := e if e 6= 0 and deg (p) :=∞
if e = 0. Note that we may regard κ(p) := R/pR as a complete discrete valuation
field with integer ring R+/pR+. We denote by πp ∈Oκ(p) the image of S, which is
a uniformizer of Oκ(p). Note that deg(p) <∞ if and only if the characteristic of
R/p is zero. For simplicity, we write κ(p) and S instead of κ((p)) and πκ((p)).
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Lemma 3.1.9. Let p and q be Eisenstein prime ideals of R+. If

inf (vκ(p)(x mod p), vκ(q)(x mod q)) < inf (deg p, deg q),

for x ∈ R+, then we have vκ(p)(x mod p)= vκ(q)(x mod q).

Proof. Let x ∈ R+ and i ∈ N such that 0≤ i < deg p. Then, we have the following
equivalences:

vκ(p)(x mod p)= i ⇐⇒ x ∈ (p, Si ) \ (p, Si+1)

⇐⇒ x ∈ (p, Si ) \ (p, Si+1)⇐⇒ vκ(p)(x mod p)= i,

where the second equivalence follows from the fact (p, Si )= (p, Si ), and the other
equivalences follow from the definitions. By replacing q by p, we obtain similar
equivalences. As a result, vκ(p)(x mod p) = i ⇔ vκ(q)(x mod q) = i for x ∈ R+

and i < inf(deg(p), deg(q)), which implies the assertion. �

The ring R†,r
〈X〉 can be considered as a family of Tate algebras:

Lemma 3.1.10. Let p be an Eisenstein prime ideal of R+ with e = deg(p). Let
r ∈Q>0 satisfy 1/e ≤ r . Then, there exists a canonical isomorphism

R†,r
〈X〉/pR†,r

〈X〉 −→∼ κ(p)〈X〉.

In particular, pR†,r
6= R†,r .

Proof. We will briefly recall a result in [Lazard 1962]. Let F be a complete
discrete valuation field of mixed characteristic (0, p). Recall that L F [0, r ] is the
ring of Laurent series with variable S and coefficients in F , which converge in
the annulus |p|r ≤ |S| < 1, see [Lazard 1962, §1.3]. For r ′ ∈Q>0, a polynomial
P ∈ F[S] is said to be r ′-extremal if all zeroes x of P in Falg satisfy v(x) = r ′,
see [Lazard 1962, §2.7]. Let r ′ ≤ r be a positive rational number and P ∈ F[S] an
r ′-extremal polynomial. Then, for f ∈ L F [0, r ], there exist a unique g ∈ L F [0, r ]
and a unique polynomial Q ∈ F[S] of degree less than deg P such that f = Pg+Q,
which is a special case of [Lazard 1962, Lemme 2]. Note that if f ∈ F[S] with
deg( f ) < deg(P), then we have g = 0 and Q = f by the uniqueness. In particular,
the canonical map δ : F[S]/P · F[S] → L F [0, r ]/P · L F [0, r ] is an isomorphism.

We prove the assertion. We can easily reduce to the case X = φ. That is, we
only have to prove that the canonical map

R†,r/pR†,r
→ κ(p)

is an isomorphism. The assertion is trivial when p= (p). Hence, we may assume
p 6= (p). Since p is invertible in κ(p), p is also invertible in R†,r/pR†,r . Hence,
we have R†,r/pR†,r

= R†,r
[1/p]/pR†,r

[1/p]. Note that R†,r
[1/p] coincides, by

definition, with L F [0, r ] with F := Frac(O). Let P ∈ O[S] be an Eisenstein
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polynomial which generates p. Then, P is 1/e-extremal by a property of Eisenstein
polynomials. Hence, the assertion follows from the isomorphisms

L F [0, r ]/pL F [0, r ] ∼= F[S]/P · F[S]
∼= (O[S]/P ·O[S])[1/p] ∼= (R+/p)[1/p] = κ(p).

Here, the first isomorphism is Lazard’s δ, with r ′ = 1/e. �

3.2. Gröbner basis argument over complete regular local rings. In this subsec-
tion, we will develop a basic theory of Gröbner bases over complete regular local
rings R, which generalizing that over fields. This is done in [Xiao 2010, §1.1],
when R is a 1-dimensional complete regular local ring of characteristic p. We
assume knowledge of the classical theory of Gröbner bases over fields; our basic
reference is [Cox et al. 1997].

Recall that the classical theory of Gröbner bases on F[X ] for a field F can be
regarded as a multi-variable version of the Euclidean division algorithm of the
1-variable polynomial ring F[X ]. To obtain an appropriate division algorithm
in F[X ], we need to fix a “monomial order” on F[X ] in order to define a leading
term, which is the analogue of the naïve degree function in the 1-variable case.
Hence, we should first define a notion of leading terms over the ring of convergent
power series.

Definition 3.2.1. A monomial order � on a commutative monoid (M,+) is an
well-order such that if α � β, then α+ γ � β + γ . When α � β and α 6= β, we
write α � β.

In the following, we restrict to the case where M is isomorphic to Nl . Moreover,
the reader may assume that � is a lexicographic order; the lexicographic order �lex

on Nl is defined by (a1, . . . , al)�lex (a′1, . . . , a′l) if a1=a′1, . . . , ai =a′i , ai+1>a′i+1.
A lexicographic order is a monomial order, see [Cox et al. 1997, §2.2, Proposition 4].

For convenience, we define a monoid M∪{∞} by α+∞=∞ for any α∈M∪{∞}.
We extend any monomial order � on M to M ∪ {∞} by∞� α for any α ∈ M .

Construction 3.2.2. Let R be a complete regular local ring of Krull dimension d
with fixed regular system of parameters {s1, . . . , sd}. We put Ri := R/(s1, . . . , si )R,
which is also a regular local ring. We denote the image of si+1, . . . , sd in Ri by
si+1, . . . , sd again and we regard these as a fixed regular system of parameters. Let
vsi : Ri �N∪{∞} be the multiplicative valuation associated to the divisor si =0. For
a nonzero f ∈ R and 0≤ i ≤ d , we define a nonzero f (i) ∈ Ri inductively as follows.
We put f (0) := f , and define f (i+1) as the image of f (i)/s

vsi+1 ( f (i))
i+1 in Ri+1, which is

nonzero by definition. We put vR( f ) := (vs1( f (0)), vs2( f (1)), . . . , vsd ( f (d−1)))∈Nd

and vR(0) :=∞. Thus, we obtain a map vR : R→ Nd
∪ {∞}. We also apply this
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construction to each Ri . Note that we have a formula

vR( f )=
(
vs1( f ), vR1

( f (1))
)
. (1)

Also, note that vR is multiplicative, i.e., vR( f g)= vR( f )+ vR(g), which follows
by induction on d and by using the formula.

Let R〈X〉 be the mR-adic Hausdorff completion of R[X ]. We fix a monomial
order � on XN ∼= Nl . For any nonzero f =

∑
n an Xn

∈ R〈X〉 with an ∈ R, we
define vR( f ) := inf�lex vR(an), where �lex is the lexicographic order on Nd , and
deg

R
( f ) := inf�{n ∈Nl

; vR(an)= vR( f )}. We put deg
R
(0) :=∞. Note that when

f 6= 0, we have a formula

deg
R
( f )= deg

R
( f (0))= deg

R
( f (1))= · · · = deg

R
( f (d)), (2)

which follows from (1). Also, note that deg
R

is multiplicative. Indeed, formula (2)
allows us to reduce to the case where R is a field; here deg

R
is multiplicative by

[Cox et al. 1997, Chapter 2, Lemma 8]. Thus, we obtain a multiplicative map

vR × deg
R
: R〈X〉 → (Nd

×Nl)∪ {∞},

where∞ in the RHS denotes (∞,∞). We endow Nd
×Nl with a total order � by

(a, n)� (a′, n′) if a �lex a′ or a = a′ and n � n′

and extend it to (Nd
×Nl)∪ {∞} as in Definition 3.2.1. Note that this order is an

extension of the fixed order on Nl
= {0}× . . . {0}×Nl . As in the classical notation,

we also define

LTR( f ) := svR( f )Xdeg
R
( f ) for f 6= 0,LTR(0) := 0,

where s = (s1, . . . , sd). Note that LTR is also multiplicative by the multiplicativities
of vR and deg

R
. We also have the formula

LTR( f )≡ LTRi ( f mod (s1, . . . , si )) mod (s1, . . . , si ), ∀ f ∈ R〈X〉. (3)

Indeed, if si | f (i−1) for some i , then both sides are zero. If si - f (i−1) for all i ,
then the formula follows from (1) and (2). The map LTR takes values in the subset
sN XN

∪ {0} of R〈X〉. We identify sN XN
∪ {0} with (Nd

×Nl)∪ {∞} as a monoid
and consider the total order � on sN XN

∪ {0}.

When R is a field, the above definition coincides with the classical definition as
in [Cox et al. 1997, §2].

Remark 3.2.3. LT stands for “leading term” with respect to a given monomial
order in the classical case d = 0. To define an appropriate LT in the case d > 0, we
should consider a suitable order on the coefficient ring R, which is defined by using
an ordered regular system of parameters as above. Our definition is compatible with
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dévissage, namely, compatible with parameter-reducing maps R→ R1→· · ·→ Rd .
This property enables us to reduce everything about Gröbner bases to the classical
case by assuming a certain “flatness” as we will see below.

In the rest of this subsection, let the notation be as in Construction 3.2.2. In
particular, we fix a monomial order � on XN.

Definition 3.2.4. For I an ideal of R〈X〉, we denote by LTR(I ) the ideal of R〈X〉
generated by {LTR( f ); f ∈ I }. Assume that R〈X〉/I is R-flat. We say that
f1, . . . , fs ∈ I form a Gröbner basis if (LTR( f1), . . . ,LTR( fs)) = LTR(I ). Note
that a Gröbner basis always exists since R〈X〉 is Noetherian.

Note that for monomials f, f1, . . . , fs ∈ R〈X〉, we have f ∈ ( f1, . . . , fs) if and
only if f is divisible by some fi . Indeed, any term of g ∈ ( f1, . . . , fs) is divisible
by some fi , which implies the necessity.

Notation 3.2.5. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. We write
Ii := I/(s1, . . . , si )I . We may identify R〈X〉⊗R Ri and I⊗R Ri with Ri 〈X〉 and Ii ,
respectively. Note that Ri 〈X〉/Ii is Ri -flat.

Lemma 3.2.6. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. The following
are equivalent for f1, . . . , fs ∈ I :

(i) f1, . . . , fs form a Gröbner basis of I .

(ii) The images of f1, . . . , fs form a Gröbner basis of Ii ⊂ Ri 〈X〉 for some i .

Moreover, when f1, . . . , fs is a Gröbner basis of I , f1, . . . , fs generate I .

Proof. We prove the first assertion by induction on d = dim R. When d = 0, there is
nothing to prove. Assume the assertion is true for dimension < d . By the induction
hypothesis, we only have to prove the equivalence between (i) and (ii) with i = 1.

We first prove (i)⇒ (ii). Let f̄ ∈ I1 be a nonzero element and f ∈ I a lift of
f̄ . By assumption, we have LTR( f j ) | LTR( f ) for some j . Then, LTR1( f j mod s1)

divides LTR1( f̄ ) by formula (3).
We prove (ii)⇒ (i). Let f ∈ I be a nonzero element. By Lemma 3.1.3, we have

f (1)= f/s
vs1 ( f )
1 ∈ I . By assumption, we have LTR1( f j mod s1) |LTR1( f (1) mod s1)

for some j . Since LTR1( f (1) mod s1) 6= 0, s1 does not divides f j , i.e., vs1( f j )= 0.
By formulas (1) and (2), LTR( f j ) divides LTR( f (1)), and hence divides LTR( f ),
which implies the assertion.

We prove the last assertion. By Nakayama’s lemma and (ii) with i = d, the
assertion is reduced to the case where R is a field. In this case, the assertion follows
from [Cox et al. 1997, §2.5, Corollary 6]. �

Remark 3.2.7. By Lemma 3.2.6, f1, . . . , fs is a Gröbner basis of I if and only
if f1 mod mR, . . . , fs mod mR is a Gröbner basis of I/mR I . In particular, the
definition of Gröbner basis does not depend on the choice of a regular system of
parameters {s1, . . . , sd}.
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We can generalize the classical division algorithm, which is a basic tool in many
Gröbner basis arguments.

Proposition 3.2.8 (division algorithm). Let I be an ideal of R〈X〉 such that R〈X〉/I
is R-flat. Let f1, . . . , fs ∈ I be a Gröbner basis of I . Then, for any nonzero
f ∈ R〈X〉, there exist ai , r ∈ R〈X〉 for all i such that

f =
∑

1≤i≤s

ai fi + r,

with LTR( f )� LTR(ai fi ) if ai fi 6= 0, and any nonzero term of r is not divisible by
any Xdeg

R
( fi ). Moreover, such r is uniquely determined (but the ai ’s are not), and

f ∈ I if and only if r = 0.

Proof. When d = 0, i.e, R is a field, the assertion is well known (see [Cox et al.
1997, §2.6, Proposition 1] for example). We prove the first assertion by induction
on d = dim R. Assume that the assertion is true for dimension< d . We may assume
s1 - fi for all i . Indeed, by Lemma 3.2.6, the set { fi ; s1 - fi } forms a Gröbner basis
of I . Moreover, any LTR( f j ) is divisible by some LTR( fi ) with s1 - fi . Therefore,
if we can write f =

∑
i :s1- fi

ai fi + r with respect to { fi ; s1 - fi }, then we can
write f in the same way with respect to f1, . . . , fs . First, we construct gn ∈ R〈X〉
by induction on n ∈ N. For h ∈ R〈X〉, let h̄ be its image in R1〈X〉. Put g0 := f .
Assume that gn has been defined. Put g′n := gn/s

vs1 (gn)

1 . By applying the induction
hypothesis to I1 = ( f̄1, . . . , f̄s), we have āi,n, r̄n ∈ R1〈X〉 with

ḡ′n =
∑

i

āi,n f̄i + r̄n,

such that no nonzero terms of r̄n are divisible by any X
deg

R1
( f̄i ), and such that

LTR1(ḡ
′
n) � LTR1(āi,n f̄i ) if āi,n f̄i 6= 0. We choose lifts ai,n and rn in R〈X〉 of

āi,n and r̄n , respectively, such that no nonzero terms of ai,n and rn are divisible
by s1. Then, we put gn+1 := gn − s

vs1 (gn)

1

(∑
i ai,n fi + rn

)
. By construction, we

have vs1(gn+1) > vs1(gn), hence, {gn} converges s1-adically to zero. Moreover,
ai :=

∑
n s

vs1 (gn)

1 ai,n and r :=
∑

n s
vs1 (gn)

1 rn converge s1-adically and we have f =∑
i ai fi+r . We will check that ai and r satisfy the condition. Since s1 - fi and since

no nonzero term of rn is divisible by s1, no nonzero term of r is divisible by Xdeg
R
( fi )

for all i . We have vs1( fi )= 0 by assumption and vs1(ai )≥ vs1( f ) by definition. If
vs1(ai ) > vs1( f ), then we have vR( f )�lex vR(ai fi ), hence, LTR( f )� LTR(ai fi ).
If vs1(ai )= vs1( f ), then we have a(0)i ≡ ai,0 mod s1, hence, vR( f )� vR(ai fi ) by
formulas (1), (2) and the choice of āi,0. In particular, LTR( f )� LTR(ai fi ). Thus,
we obtain the first assertion.

We prove the rest of the assertion. We first prove the uniqueness of r . Let
f =

∑
ai fi + r =

∑
a′i fi + r ′ be expressions satisfying the conditions. Then, we
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have r − r ′ ∈ I , hence, LTR(r − r) ∈ LTR(I ). Therefore, r − r ′ is divisible by
LTR( fi ) for some i . Since no nonzero term of r − r ′ is divisible by any LTR( fi ),
we must have r = r ′. We prove the equivalence r = 0⇔ f ∈ I . We only have
to prove the necessity. Since r ∈ I , we have LTR(r) ∈ LTR(I ). Hence, LTR(r)
is divisible by LTR( fi ) for some i . Since all nonzero terms of r are divisible by
Xdeg

R
( fi ), we must have r = 0. �

Definition 3.2.9. We call the above expression f =
∑

ai fi+r a standard expression
(of f ) and call r the remainder of f (with respect to f1, . . . , fs). Note that standard
expressions are additive and compatible with scalar multiplications, that is, if
f =

∑
i ai fi + r and g =

∑
i a′i fi + r ′ are standard expressions, then f + g =∑

i (ai+a′i ) fi+r+r ′ is also a standard expression of f +g, and λ f =
∑

i λai fi+λr
is a standard expression of λ f for λ ∈ R by formulas (1) and (2). The remainder of
f depends only on the class f mod I by Proposition 3.2.8 and the above additive
property. Therefore, we may call r the remainder of f mod I .

As in the classical case, we have the following.

Lemma 3.2.10. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. Let
f1, . . . , fs ∈ I be a Gröbner basis of I . Let f ∈ R〈X〉 be a nonzero element.

For r ∈ R〈X〉, the following are equivalent:

(i) r is the remainder of f .

(ii) f − r ∈ I and no nonzero term of r is divisible by Xdeg( fi ) for all i .

Proof. Since the assertion (i)⇒ (ii) is trivial, we prove the converse. By applying the
division algorithm to f −r , we have f −r =

∑
ai fi such that LTR( f )�LTR(ai fi )

if ai fi 6= 0. This means exactly that r is the remainder of f . �

Corollary 3.2.11. Let the notation be as in Lemma 3.2.10. We regard f1 mod
s1, . . . , fs mod s1 as a Gröbner basis of I1. For f ∈ R〈X〉 with s1 - f , denote by r
and r ′ the remainders of f and f mod s1, respectively. Then, we have r mod s1≡ r ′.

Finally, we give a concrete example of a Gröbner basis, which will appear in
Section 3.5.

Proposition 3.2.12. Let I = ( f1, . . . , fs) ⊂ R〈X〉 be an ideal. Assume that there
exists relatively prime monic monomials T1, . . . , Ts and units u1, . . . , us ∈ R× such
that LTR( fi )= ui Ti for 1≤ i ≤ s. Then, we have the following:

(i) R〈X〉/I is R-flat.

(ii) f1, . . . , fs is a Gröbner basis of I .

(iii) f1, . . . , fs is a regular sequence in R〈X〉.
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Proof. We may assume that LTR( f1), . . . ,LTR( fs) are relatively prime monic
monomials by replacing fi by fi/ui . We first note that in the case of d = 0, the
assertion is basic, since condition (i) is automatically satisfied. Condition (ii) directly
follows from [Cox et al. 1997, §2.9, Theorem 3 and Proposition 4]. Condition (iii)
follows from [Eisenbud 1995, Proposition 15.15] with F = S = R[X ] and M = 0,
h j = f j , where F , S and M , h j ’s are as in the reference. We prove the assertion by
induction on s. In the case of s= 1, we have only to prove condition (i). We proceed
by induction on d. By the local criteria of flatness and the induction hypothesis,
we only have to prove that the multiplication by s1 on R〈X〉/I is injective. Let
f ∈ R〈X〉 such that s1 f ∈ I . Write s1 f = f1h for some h ∈ R〈X〉. By taking vs1 ,

we have s1 | h since s1 - f1. This implies f1 | f , i.e., f ∈ I . This finishes the case
s = 1. We assume that the assertion is true when the cardinality of fi ’s is < s. We
proceed by induction on d . The case d = 0 can be done as above. Assume that the
assertion is true for dimension < d . For h ∈ R〈X〉, denote by h̄ its image in R1〈X〉.
By assumption, s1 - fi for all i , hence, we can apply the induction hypothesis to
f̄1, . . . , f̄s ∈ I1 := ( f̄1, . . . , f̄s)⊂ R〈X〉 by formula (3). Hence, R1〈X〉/I1 is R1-flat,
f̄1, . . . , f̄s are a Gröbner basis of I1, and f̄1, . . . , f̄s is a regular sequence in R1〈X〉.
Condition (ii) follows from Lemma 3.2.6. Next, we check condition (i). By the
local criteria of flatness, we only have to prove that multiplication by s1 on R〈X〉/I
is injective. It suffices to prove I ∩ s1 · R〈X〉 ⊂ s1 I . Denote by C• and C• Koszul
complexes for { f1, . . . , fs} and { f̄1, . . . , f̄s} [Matsumura 1980, 18.D]. Then, we
have C i = Ci/s1Ci for i ≥ 1 by definition, and C• is exact since f̄1, . . . , f̄s is a
regular sequence. We also have a morphism of complexes C•→ C•, whose first
few terms are

. . . // C2
d2 //

��

C1
d1 // //

��

I //

��

0

. . . // C2
d̄2 // C1

d̄1 // I1 // 0

Let f ∈ I ∩ s1 · R〈X〉. Then, there exists a ∈ C1 such that d1(a) = f . Since
d̄1(ā) ≡ 0 mod s1, there exists b̄ ∈ C2 with d̄2(b̄) = ā. Let b ∈ C2 be a lift of b̄.
Then, there exists a′ ∈ C1 such that a − d2(b) = s1a′. Therefore, we have f =
d1(a − d2(b)) = s1d1(a′) ∈ s1 I . Thus, condition (i) is proved. Finally, we check
condition (iii). We only have to prove that if fi f ∈ ( f1, . . . , fi−1) for some f ∈ R〈X〉
and 1≤ i ≤ s, then we have f ∈ ( f1, . . . , fi−1). Note that f1, . . . , fi−1 is a Gröbner
basis of ( f1, . . . , fi−1) by the induction hypothesis. Let f =

∑
1≤ j<i a j f j +r be a

standard expression of f with respect to f1, . . . , fi−1. It suffices to prove that r = 0.
We suppose the contrary and deduce a contradiction. No nonzero term of r is
divisible by LTR( f j ) for any 1 ≤ j < i ; in particular, we have LTR( f j ) - LTR(r).
By assumption, fi f = fi

(∑
1≤ j<i a j f j

)
+ fir ∈ ( f1, . . . , fi−1). We therefore have
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fir ∈ ( f1, . . . , fi−1). In particular, there exists 1≤ j < i with LTR( f j ) | LTR( fir).
Since LTR( fi ) and LTR( f j ) are relatively prime, we have LTR( f j ) | LTR(r), which
is a contradiction. Thus, we obtain assertion (iii). �

A remarkable feature of the remainder is the compatibility with quotient norms:

Lemma 3.2.13. Let I be an ideal of R〈X〉 such that R〈X〉/I is R-flat. Let
f1, . . . , fs ∈ I be a Gröbner basis of I . Let | · | : R→ R≥0 be any nonarchimedean
norm satisfying |R| ≤ 1 and |mR| < 1. We extend | · | to a norm on R〈X〉 by
|
∑

n an Xn
| := supn|an| <∞. If we denote by | · |qt : R〈X〉/I → R≥0 the quotient

norm of | · |, then the remainder r of f ∈ R〈X〉 achieves the quotient norm of
f mod I , i.e.,

|r | = | f mod I |qt.

Proof. Let f =
∑
λn Xn with λn ∈ R. Let Xn

=
∑

an,i fi + rn be a standard
expression of Xn . Let ai :=

∑
n λnan,i and r :=

∑
n λnrn , which converge since

λn → 0 as |n| → ∞. Then, f =
∑

ai fi + r is a standard expression of f by
Lemma 3.2.10. We have |ai fi | ≤ |ai | ≤ supn|λnan,i | ≤ supn|λn| = | f |. Hence, we
have |r | ≤ | f |. Since the remainder depends only on the class f mod I , we have

| f mod I |qt = inf
g∈I
| f + g| ≥ |r | ≥ | f mod I |qt,

which implies the assertion. �

3.3. Gröbner basis argument over annuli. In this subsection, we will give an
analogue of a Gröbner basis argument over rings of overconvergent power series.
We use the notations of Section 3.1 and 3.2 and further use the following notation.

Notation 3.3.1. Let O, R+, and R be as in Notation 3.1.4. Fix {p, S} as a regular
system of parameters of R+. Let I ⊂ R+〈X〉 be an ideal such that R+〈X〉/I is
R+-flat. For r ∈Q>0, we give R†,r the topology defined by the norm | · |r , and write

A := R+〈X〉/I, I †,r
:= I ⊗R+〈X〉 R†,r

〈X〉, A†,r
:= A⊗R〈X〉 R†,r

〈X〉.

(When I = 0, R†,r
〈X〉 is denoted by R〈X〉†,r in this notation. However, we use this

notation for simplicity.) Since R+〈X〉 → R†,r
〈X〉 is flat (Lemma 3.1.7), we may

identify I †,r and A†,r with I · R†,r
〈X〉 and R†,r

〈X〉/I †,r . Since R+ is an integral
domain, A and hence, A†,r are R+-torsion free by flatness.

Let | · |r,qt : A†,r
→ R≥0 be the quotient norm of | · |r . Note that A†,r is complete

with respect to | · |r,qt by [Bosch et al. 1984, Section 1.1.7, Proposition 3].

Lemma 3.3.2 (cf. [Xiao 2010, Lemma 1.1.22]). Let f1, . . . , fs ∈ I be a Gröbner
basis of I . For f ∈ R†,r

〈X〉, there exists a unique r∈ R†,r
〈X〉 such that f −r∈ I †,r

and no nonzero term of r is divisible by Xdeg
R
( fi ). Moreover, we have |r|r ′ = | f |r ′,qt

for r ′ ∈Q∩ (0, r ], and r= 0 if and only if f ∈ I †,r . We call r the remainder of f
(with respect to f1, . . . , fs).
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Proof. We first construct r. Let f =
∑

n λn Xn
∈ R†,r

〈X〉 with λn ∈ R†,r . Let

Xn
=

∑
i

an,i fi + rn

be the standard expression of Xn in R+〈X〉with respect to f1, . . . , fs . Since λn→0
as |n| →∞, the series

ai :=
∑

n

λnan,i , r :=
∑

n

λnrn

converge in R†,r
〈X〉 with respect to the topology defined by | · |r . Then, we have

|r|r ′ ≤ sup
n
|λnrn|r ′ ≤ sup

n
|λn|r ′ = | f |r ′ . (4)

Obviously, no nonzero term of r is divisible by any Xdeg
R
( fi ) and we have f − r=∑

i ai fi ∈ I †,r .
We prove the uniqueness of r. We suppose the contrary and deduce a contradiction.

Let r′ ∈ R†,r
〈X〉 be an element such that f −r′ ∈ I †,r and such that no nonzero term

of r′ is divisible by any Xdeg
R
( fi ). We choose m ∈N such that δ := Sm(r−r′) belongs

to I †,r
0 := I ⊗R+〈X〉 R†,r

0 〈X〉. If we write δ = pnδ′ such that δ′ ∈ R†,r
0 〈X〉 is not

divisible by p in R†,r
0 〈X〉, then we have δ′ ∈ I †,r

0 by Lemma 3.1.3. We may identify
I †,r
0 /pI †,r

0 with I/pI by Lemma 3.1.10. We write δ̄′ := δ′ mod pI †,r
0 ∈ I/pI .

We also write R+1 := R+/pR+, which is a complete discrete valuation ring with
uniformizer S. Then, no nonzero term of δ̄′ is divisible by X

deg
R+1
( fi mod p)

. Hence,
δ̄′ is the remainder of 0 with respect to f1 mod p, . . . , fs mod p in R1〈X〉. By
Lemma 3.2.10, δ̄′ = 0, i.e., δ′ ∈ mod pI †,r

0 , contradicting p - δ′.
We prove f = I †,r

⇔ r= 0. If f ∈ I †,r , then 0 satisfies the required property for
the remainder, and hence r= 0 by uniqueness. If r= 0, then f ∈ I †,r by definition.

We prove |r|r ′ = | f mod I †,r
|r ′,qt. Let α ∈ I †,r . Since r satisfies the required

condition for the remainder of f + α, the remainder of f + α is equal to r by
uniqueness. In particular, the remainder depends only on the of class f mod I †,r .
Hence, the assertion follows from

| f mod I †,r
|r ′,qt = inf

α∈I †,r
|r+α|r ′ ≥ |r|r ′ ≥ | f mod I †,r

|r ′,qt,

where the first equality follows from (4) and the second inequality follows by
definition. �

The following is an immediate consequence of the above lemma.

Lemma 3.3.3. Let f1, . . . , fs be a Gröbner basis of I . Let f, g ∈ R†,r
〈X〉 and let

r, r′ be their remainders with respect to f1, . . . , fs . Then, we have the following:

(i) The remainder of f + g is equal to r+ r′.
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(ii) The remainder r depends only on f mod I †,r . One may call the remainder
of f the remainder of f mod I †,r .

(iii) For λ ∈ R†,r , the remainder of λ f is equal to λr. Moreover, if f mod I †,r is
divisible by λ ∈ R†,r , then r is also divisible by λ.

Corollary 3.3.4. Let a( R†,r be a principal ideal. Then, we have
⋂

n∈N an
·A†,r
=0.

Proof. Fix a Gröbner basis f1, . . . , fs of I . Let f ∈
⋂

n∈N an
· A†,r and let r be the

remainder of f with respect to f1, . . . , fs . By Lemma 3.3.3(iii) and the assumption,
we have r ∈

⋂
n∈N an

= 0. �

Remark 3.3.5. Using [Kedlaya 2005, Proposition 2.6.5], one can prove that R†,r

is a principal ideal domain. We do not use this fact in this paper.

3.4. Continuity of connected components for families of affinoids. In this sub-
section, we will apply the previous results to prove a continuity of connected
components of fibers of families of affinoids.

Lemma 3.4.1. Let f : R→ S be a morphism of Noetherian rings and let Idem(T )
denote the set of idempotents of a ring T . If the canonical map f∗ : Idem(R)→
Idem(S) is surjective and f −1

∗
({0})= {0}, then f ∗ : πZar

0 (S)→ πZar
0 (R) is bijective.

Proof. We first recall a basic fact on commutative algebras. For a ring A, finite parti-
tions of Spec(A) into nonempty open subspaces as a topological space correspond to
finite sets of nonzero idempotents e1, . . . , en of A such that

∑
i ei = 1 and ei e j = 0

for all i 6= j . Precisely, e1, . . . , en correspond to Spec(Ae1)t · · · t Spec(Aen) (for
details, see [Bourbaki 1998, Proposition 15, II, §4, no 3]).

Decompose Spec(R) into connected components and choose the corresponding
idempotents e1, . . . , en as above. Since the nonzero idempotents f (e1), . . . , f (en)

satisfy
∑

1≤i≤n f (ei )= 1 and f (ei ) f (e j )= 0 for i 6= j , we obtain a finite partition
Spec(S)= Spec(S f (e1))t · · · tSpec(S f (en)). Hence, we only have to prove that
Spec(S f (ei )) is connected for all 1≤ i ≤ n. Let e′ ∈ Idem(S f (ei )). By regarding
e′ as an element of Idem(S), we obtain an x ∈ Idem(R) such that e′ = f (x). Since
xei ∈ Idem(Rei ) and Spec(Rei ) is connected by definition, we either have xei = 0
or xei = ei . Since we have e′ = e′ f (ei ) = f (x) f (ei ) = f (xei ), we either have
e′ = 0 or e′ = f (ei ). Hence, S f (ei ) has only trivial idempotents, which implies the
assertion. �

Notation 3.4.2. In the remainder of this subsection, we let the notation be as in
Notation 3.3.1 and Definition 3.1.8, unless otherwise stated. For an Eisenstein
prime ideal p of R+, we fix a norm | · |p of the complete discrete valuation field
κ(p) and write

Aκ(p) := (A/pA)[S−1
].
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We identify R+〈X〉/pR+〈X〉with Oκ(p)〈X〉, and denote the Gauss norm on κ(p)〈X〉
by | · |p. We also denote the quotient (resp. spectral) norm of | · |p on A/pA and
Aκ(p) by | · |p,qt (resp. | · |p,sp). For simplicity, we also write | f mod I/pI |p,qt (resp.
| f mod I/pI |p,qt) by | f |p,qt (resp. | f |p,qt) for f ∈ κ(p)〈X〉.

For f =
∑

n an Xn
∈ Oκ(p)〈X〉 with nonzero an ∈ Oκ(p), let ãn ∈ R+ be a lift

of an . Then, f̃ :=
∑

n ãn Xn
∈ R+〈X〉 is called a minimal lift of f .

We may apply Construction 3.2.2 to R = Oκ(p) and s1 = πp with the same
monomial order � for O[[S]]. Let f1, . . . , fs be a Gröbner basis of I . Then, the
images of fi ’s in R+/mR+[X ] form a Gröbner basis by Lemma 3.2.6. Hence,
the images of fi ’s in Oκ(p)〈X〉 form a Gröbner basis of I/pI by Lemma 3.2.6
again. In particular, if r is the remainder of f ∈ R+〈X〉 with respect to f1, . . . , fs ,
then the image of r in Oκ(p)〈X〉 is the remainder of f mod p with respect to
f1 mod p, . . . , fs mod p.

By using our Gröbner basis argument, Lemma 3.1.9 can be converted into the
following form:

Lemma 3.4.3. Let c ∈ N and let p, q be Eisenstein prime ideals of R+ such that
c < inf (deg p, deg q). Assume that for n ∈ N, we have

| f n
|p,qt ≥ |πp|

c
p| f |

n
p,qt, ∀ f ∈ Aκ(p).

Then, we have
| f n
|q,qt ≥ |πq|

c
q| f |

n
q,qt, ∀ f ∈ Aκ(q).

Proof. We fix a Gröbner basis f1, . . . , fs of I . We may regard the fi mod p’s (resp.
fi mod q’s) as a Gröbner basis of I/pI (resp. I/qI ). To prove the assertion, we
may assume that f ∈ A/qA. Let r ∈ Oκ(q)〈X〉 be the remainder of f . We have
| f |q,qt = |r|q = |πq|

m
q for some m ∈ N. To prove the assertion, we may assume

| f |q,qt = |r|q = 1 by replacing f , r by f/πm
q , r/πm

q .
Let r̃∈ R+〈X〉 be a minimal lift of r and let f̃ ∈ A denote the image of r̃. Denote

by rn ∈ R+〈X〉 the remainder of f̃ n . Then, we have

|rn mod p|p = | f̃ n mod p|p,qt ≥ |πp|
c
p| f̃ mod p|np,qt

by Lemma 3.2.13 and by assumption. Since |r|q = 1, the coefficient of some Xn in
r belongs to O×κ(p). Therefore, the coefficient of Xn in r̃, hence, in r̃ mod p is a unit.
Therefore, we have

| f̃ mod p|p,qt = |r̃ mod p|p = 1,

hence, |rn mod p|p ≥ |πp|
c
p. By applying Lemma 3.1.9 to the coefficient λ of rn that

satisfies |λ mod p|p ≥ |πp|
c, we obtain |rn mod q|q ≥ |πq|

c
q. Since rn mod q is the

remainder of f n , we have | f n
|q,qt = |rn mod q|q ≥ |πq|

c
q by Lemma 3.2.13, which

implies the assertion. �
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The following lemma can be considered as an analogue of Hensel’s lemma.

Lemma 3.4.4 (cf. [Xiao 2010, Theorem 1.2.11]). Assume that there exists c ∈ R≥0

such that
| · |p,sp ≥ |πp|

c
| · |p,qt on Aκ(p).

Then, for all r ∈Q>0 ∩ [1/ deg p, 1/2c), there exists a canonical bijection

πZar
0 (Aκ(p))→ πZar

0 (A†,r ).

Proof. Replacing c by bcc, we may assume c ∈ N. Denote by α the canonical
map Idem(A†,r )→ Idem(Aκ(p)). By Lemma 3.4.1, we only have to prove that we
have α−1({0})= {0} and that α is surjective. Let e ∈ Idem(A†,r ) satisfy α(e)= 0.
Then, we have e ∈ p · A†,r . Since e = en , we have e ∈

⋂
n∈N pn

· A†,r
= 0 by

Corollary 3.3.4, which implies the first assertion. We will prove the surjectivity
of α. Let e ∈ Idem(Aκ(p)). Since |e|p,sp = 1≥ |πp|cp|e|p,qt by assumption, we have
e ∈ π−c

p A/pA. Hence, we can choose e′ ∈ A such that e ≡ S−ce′ mod p. Put
h0 := S−2c(e′2− Sce′) ∈ A[S−1

]. Since

e′2− Sce′ ≡ (Sce)2− Sc
· Sce ≡ S2c(e2

− e)≡ 0 mod p,

we have h0 ∈ pS−2c
· A. Since p⊂ (p, Se)R+, we obtain

|h0|r,qt ≤ sup(|S|e, |p|)|S|−2c
= |p1−2cr

|< 1.

We define sequences { fn} and {hn} in A[S−1
] inductively as follows. Put f0 := S−ce′

and let h0 be as above. For n ≥ 0, we put

fn+1 := fn + hn − 2hn fn, hn+1 := f 2
n+1− fn+1 ∈ A[S−1

].

Note that for n ∈ N, we have

fn+1 =− f 2
n (2 fn − 3), fn+1− 1=−( fn − 1)2(2 fn + 1),

hence, hn+1 = f 2
n ( fn − 1)2(4 f 2

n − 4hn − 3)= h2
n(4hn − 3). Then, we have

|hn+1|r,qt ≤ |hn|
2
r,qt sup(|hn|r,qt, 1).

Therefore, by induction on n, we have |hn|r <1, hence, |hn+1|r ≤|hn|
3
r . In particular,

we have |hn|r → 0 for n→∞. We also have

sup(| fn+1|r,qt, 1)≤ sup(| fn|r,qt, |hn|r,qt, |hn|r,qt| fn|r,qt, 1)= sup(| fn|r,qt, 1),

hence, sup(| fn|r,qt, 1)≤ sup(| f0|r,qt, 1). Therefore, we have

| fn+1− fn|r,qt=|hn(1−2 fn)|r,qt≤ |hn|r,qt sup(| fn|r,qt, 1)≤ |hn|r,qt sup(| f0|r,qt, 1).

In particular, { fn}n is a Cauchy sequence in A†,r with respect to | · |r,qt. The element
f := limn→∞ fn satisfies f 2

− f = limn→∞ hn = 0 and is an idempotent of A†,r .
Since we have hn ∈ p · A†,r by induction on n, f ≡ f0≡ e mod p, i.e., α( f )= e. �



1922 Shun Ohkubo

Proposition 3.4.5 (Continuity of connected components). Let Aκ(p) be reduced.

(i) There exists c ∈ R≥0 such that

| · |(p),sp ≥ |S|c(p) | · |(p),qt

on Aκ(p). We fix such c in the following.

(ii) Let n ∈ N≥2 and p an Eisenstein prime ideal of R+ with deg p> nc. Then:

| · |p,sp ≥ |πp|
nc

n−1
p | · |p,qt on Aκ(p).

(iii) Let p be an Eisenstein prime ideal of R+ such that deg p > 3c. Then, for
r ∈Q>0 ∩ [1/deg p, 1

2 c), there exists a canonical bijection

πZar
0 (Aκ(p))→ πZar

0 (A†,r ).

In particular, we have

#π0(Aκ(p))= #π0(Aκ(p))= #πZar
0 (A†,r ).

Proof.

(i) By assumption, | · |(p),sp is equivalent to | · |(p),qt on Aκ(p). Hence, there exists
λ ∈ R>0 such that | · |sp ≥ λ| · |qt. From |1|sp = |1|qt = 1, we deduce λ ≤ 1.
Hence, c = log|S| λ≥ 0 satisfies the condition.

(ii) By (i), we have

| f n
|(p),qt ≥ | f n

|(p),sp = | f |n(p),sp ≥ |S|
nc
(p) | f |

n
(p),qt, ∀ f ∈ Aκ(p).

From Lemma 3.4.3, we obtain

| f n
|p,qt ≥ |πp|

nc
p | f |

n
p,qt, ∀ f ∈ Aκ(p).

By using this inequality iteratively, we obtain

| f ni
|p,qt ≥ |πp|

nc+n2c+···+ni c
p | f |n

i

p,qt = |πp|
nc(ni

−1)
n−1

p | f |n
i

p,qt, ∀ f ∈ Aκ(p).

Hence, for all f ∈ Aκ(p), we have | f |p,sp= infi∈N | f ni
|
1/ni

p,qt ≥|πp|
nc/(n−1)
p | f |p,qt.

(iii) When p= (p), the assertion follows from (i) and Lemma 3.4.4. We consider the
case p 6= (p). By applying Lemma 3.4.4 to the inequality in (ii) with n= 3, we
obtain the assertion for r ∈Q∩[1/deg p, 1

3 c). For general r ∈Q∩[1/deg p, 1
2 c),

the assertion is reduced to the previous case by taking πZar
0 of the commutative

diagram

Aκ(p)

id

A†,rcan.oo can. //

can.
��

Aκ(p)

id

Aκ(p) A†, 1
degp

can.oo can. // Aκ(p) �
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Remark 3.4.6. In Theorem 1.2.11 of [Xiao 2010], Xiao proves #π0(Aκ(p)) =
#πZar

0 (A†,r ) under the slightly mild Hypothesis 1.1.10 on A by a similar idea. To
generalize Xiao’s result for Eisenstein prime ideals, it seems needed to assume that
A is flat over R.

To obtain a geometric version of this proposition, we need the following lifting
lemma.

Lemma 3.4.7. Let p be an Eisenstein prime ideal of R+ and L/κ(p) a finite exten-
sion. Let O′ be a Cohen ring of kL and put R′ :=O′[[T ]]. Then, there exists a finite
flat morphism α : R+→ R′ and an isomorphism R′/pR′ ∼=OL of R+/p-algebras.
Moreover, for any Eisenstein prime q of R+, qR′ is again an Eisenstein prime ideal
with degree eL/κ(p) deg(q).

Proof. We can define α similar to the definition of the homomorphism β in
Construction 1.6.3: we fix an O′-algebra structure on OL , and let f : R′→ OL

be the local O′-algebra homomorphism, which maps T to a uniformizer πL of L .
Write πp = π

eL/κ(p)
L ū with u ∈ O×L . Since f is surjective by Nakayama’s lemma,

we can choose a lift u ∈ (R′)× of ū. Since R+ is p-adically formally smooth over
Z[S], we can define a morphism α : R+→ R′, which maps S to T eL/κ(p)u, by the
lifting property.

We claim that pR′ is an Eisenstein prime. Let P be an Eisenstein polynomial of
O[S] that generates p. We have P ≡ T deg(p)eL/κ(p)u mod pR′ for some unit u ∈ R′.
By the Weierstrass preparation theorem, there exists a distinguished polynomial
Q(T ) of degree deg(p)eL/κ(p) and a unit U (T ) ∈ R′ such that P = Q(T )U (T ). By
evaluating at T = 0, we see that Q(0) is equal to p times a unit of O′, which implies
the claim. In particular, R′/pR′ is a discrete valuation ring. Hence, the canonical
surjection R′/pR′→OL induced by f is an isomorphism. By Nakayama’s lemma
and the local criteria of flatness, α is finite flat. The second assertion also follows
from the Weierstrass preparation theorem. �

The following is our main result of this subsection:

Proposition 3.4.8 (continuity of geometric connected components). Assume that
Aκ(p) is geometrically reduced.

(i) If all connected components of Aκ(p) are geometrically connected, then all con-
nected components of Aκ(p) are also geometrically connected for all Eisenstein
prime ideals p of R+ with deg p� 0.

(ii) For all Eisenstein prime ideals p of R+ with deg p� 0, we have

#πgeom
0 (Aκ(p))= #πgeom

0 (Aκ(p)).
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Proof.

(i) By assumption, there exists c ∈ R≥0 such that | · |(p),sp ≥ |S|c(p)| · |(p),qt on
Aκ(p)⊗κ(p) κ(p)alg. We prove that all Eisenstein prime ideals p of R+ with
deg(p)>3c satisfy the condition. Let L/κ(p) be a finite extension. Let R′ be as
in Lemma 3.4.7. Since R′ is finite flat over R+, we have R+〈X〉⊗R+R′∼= R′〈X〉
and I ′ := I ⊗R+〈X〉 R′〈X〉 ∼= I · R′〈X〉. Hence, we can apply Proposition 3.4.5
to R+= R′, I = I ′ and A= A′ := A⊗R+ R′∼= R′〈X〉/I ′. Note that ceL/κ(p) can
be taken as c in Proposition 3.4.5(i). Therefore, Proposition 3.4.5(iii) yields

#πZar
0 (Aκ(p)⊗κ(p) L)= #πZar

0 (A′κ(pR′))= π
Zar
0 (A′κ(p))

= #πZar
0 (Aκ(p))= #πZar

0 (Aκ(p)),

where the third equality follows from the assumption. Therefore, we have
#πgeom

0 (Aκ(p))= #π0(Aκ(p)), which implies the assertion.

(ii) Let L/κ(p) be a finite extension such that all connected components of
Aκ(p) ⊗κ(p) L are geometrically connected. Let R′ be a lifting of OL as
in Lemma 3.4.7 and A′ as in the proof of (i). Part (i) and Proposition 3.4.5(iii)
give the assertion. �

3.5. Application: Ramification compatibility of fields of norms. In this subsec-
tion, we prove Theorem 3.5.3, which is the ramification compatibility of Scholl’s
equivalence in Theorem 1.8.3, as an application of our Gröbner basis argument.

We first construct a characteristic zero lift of the Abbes–Saito space in character-
istic p.

Lemma 3.5.1. Let F/E be a finite extension of complete discrete valuation fields of
characteristic p. Assume that the residue field extension kF/kE is either trivial or
purely inseparable. For m ∈ N, we put X := (X0, . . . , Xm) and Y := (Y0, . . . , Ym).

(i) [Xiao 2010, Notation 3.3.8] For some m ∈ N, there exist a set of generators
{z0, . . . , zm} of OF as an OE -algebra, with z0 a uniformizer of F , and a set
of generators {p0, . . . , pm} of the kernel of the OE -algebra homomorphism
OE 〈X〉�OF defined by X j 7→ z j such that

p0 = X eF/E
0 +πEη0,

p j = X f j
j − ε j + X0δ j +πEη j for 1≤ j ≤ m,

where δ j , η j ∈OE 〈X〉, ε j ∈OE 〈X0, . . . , X j−1〉 and f j ∈ N.

(ii) Let � be the lexicographic order on OE 〈X〉 defined by Xm � · · · � X0. We
view πE as a regular system of parameters of OE and apply Construction 3.2.2.
Then, we have LTOE (p

n
0) = XneF/E

0 for all n ∈ N. Let l, n ∈ N>0 satisfy
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pln ≥ eF/E . Then, for 1 ≤ j ≤ m, there exists θ j,l,n ∈ OE 〈X〉 such that
LTOE (p

pl n
j − pbp

l n/eF/Ec

0 θ j,l,n)= u X f j pl n
j for some unit u ∈ 1+πEOE .

(iii) (cf. [Xiao 2010, Example 1.3.4.]). Fix an isomorphism E ∼= kE((S)). Let O be
a Cohen ring of kE and let R := O[[S]] with canonical projection R→ OE .
Fix a lift Pj ∈ R〈X〉 of p j for all j . Let α ∈ Nm+1, β ∈ Nm+1

>0 . Assume that
bβ j/eF/Ec ≥ β0 for all 1≤ j ≤ m, and assume that there exists l ∈ N>0 such
that pl

| β j for all 1≤ j ≤ m. Then, the R-algebra

Aα,β := R〈X , Y 〉/(Sα j Y j − Pβ j
j , 0≤ j ≤ m).

is R-flat. Moreover, the fiber of Aα,β at any Eisenstein prime p of R is an
affinoid variety, which gives rise to the following affinoid subdomain of Dm+1

κ(p) :

Dm+1(|πp|
−α j/β j (Pj mod p), 0≤ j ≤ m).

Proof.

(i) See [Xiao 2010, Construction 3.3.5] for details.

(ii) Since the coefficient of XneF/E
0 in pn

0 is equal to 1, the first assertion follows from
pn

0 ≡ XneF/E
0 modπE . For the second, we put θ j,l,n := X pl n−eF/Ebpl n/eF/Ec

0 δ
pl n
j .

Since

p pl n
j ≡ X pl n f j

j − ε
pl n
j + X pl n

0 δ
pl n
j ≡ X pl n f j

j − ε
pl n
j + pbp

l n/eF/Ec

0 θ j,l,n mod πE ,

we have LTkE (p
pl n
j −pbp

l n/eF/Ec

0 θ j,l,n mod πE)=LTkE (X
pl n f j
j −ε

pl n
j mod πE)=

X f j pl n
j , which implies the assertion.

(iii) The last assertion is trivial. We prove the first assertion. Let � be the lexico-
graphic order on OE 〈X , Y 〉 defined by Xm � · · · � X0 � Ym � · · · � Y0. We
view {p, S} as a regular system of parameters of R and apply Construction 3.2.2.
For 1≤ j ≤m, we choose a lift of θ j,l,β j/pl and denote it by 2 j for simplicity.
Then, the ideal (Sα j Y j − Pβ j

j , 0≤ j ≤m) is generated by Q0 := Sα0Y0− Pβ0
0

and

Q j := Sα j Y j − Pβ j
j − (S

α0Y0− Pβ0
0 )Pbβ j/eF/Ec−β0

0 2 j

for 1≤ j ≤ m. It follows from Proposition 3.2.12 that we only have to prove
that LTR/mR (−Q j mod mR) are relatively prime monic monomials. We have
LTR/mR (Q0 mod mR)=−LTR/mR (p

β0
0 )=−X eF/Eβ0

0 . Since

Q j ≡−pβ j
j + pbβ j/eF/Ec

0 θ j,l,β j/pl mod mR,

we have LTR/mR (Q j mod mR)=−X f jβ j
j by (ii), which yields the assertion. �
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In the rest of this subsection, let the notation be as in Definition 1.8.1.

Lemma 3.5.2. Fix an isomorphism XK
∼= kK((5)), let O be a Cohen ring of kK and

put R :=O[[5]].

(i) There exists a surjective local ring homomorphism φn : R → OKn for all
sufficiently large n such that diagram

R

φn

��

can. // // X+K
prn
����

OKn

can.// // OKn/ξOKn

commutes, and ker (φn) is an Eisenstein prime ideal of R. We fix φn in the
following and put pn := ker (φn).

(ii) Let r ∈ Q>0 and let L∞/K∞ be a finite extension and L = {Ln}n>0 a corre-
sponding strictly deeply ramified tower. Assume that the residue field extension
of XL/XK is either trivial or purely inseparable. Then, there exists a flat R-
algebra ASr (resp. ASr

log) of the form R〈X〉/I for an ideal I ⊂ R〈X〉, whose
fibers at (p) and pn are isomorphic to the Abbes–Saito spaces asr

XL/XK,•
and

asr
Ln/Kn,•

(resp. asr
XL/XK,•,•

and asr
Ln/Kn,•,•

) for all sufficiently large n.

(iii) With the notation and assumption of (ii), we have for all sufficiently large n:

#Fr (XL)= #Fr (Ln), #Fr
log(XL)= #Fr

log(Ln).

Proof. Put E := XK and F := XL.

(i) For all sufficiently large n, the projection prn : OE → OKn/ξOKn induces
an isomorphism 8n : kK→ kKn of the residue fields. Hence, we can choose
an embedding O → OKn that lifts 8n . Let πKn be a uniformizer of OKn ,
which is a lift of prn(5) ∈OKn/ξOKn . Since the O-algebra homomorphism
O[5] → R;5 7→5 is formally étale, we have a map φn sending 5 to πKn .
Since OKn/O is totally ramified, the kernel of φn is generated by an Eisenstein
polynomial.

(ii) Fix ξ ′ ∈ OK∞ such that 0 < vp(ξ
′) < vp(ξ) and such that {Ln}n>0 is strictly

deeply ramified with respect to ξ ′. We denote the composite can ◦ prn :OE →

OKn/ξOKn → OKn/ξ
′OKn by prn again, and fix an expression r = a/b with

a, b∈N and b> 0. Also, fix l ∈N with pl
≥ eF/E . Define α, αlog, β, β log

∈Nl

via α0 := a, αlog,0 := a + b, β0 := βlog,0 := b, and α j = αlog, j = apl , β j =

βlog, j := bpl for 1 ≤ j ≤ m. Then, we can apply Lemma 3.5.1 to the finite
extension F/E . In the following, we use the notation as of that lemma. We will
prove that Aα,β (resp. Aαlog,β log

) satisfies the desired condition. We first consider
the nonlog case. By Lemma 3.5.1(iii), the fiber of Aα,β at (p) is isomorphic to
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asr
F/E,Z , where Z = {z0, . . . , zm}. Recall that we have a canonical surjection

prn :OF→OLn/ξ
′OLn for all sufficiently large n. We choose a lift z(n)j ∈OLn of

prn(z j )∈OLn/ξ
′OLn . Then, the z(n)j ’s are generators of OLn as an OKn -algebra

by Nakayama’s lemma and, by lemma Lemma 3.5.1(i), z(0)j is a uniformizer
of OLn . We consider the surjection ϕn :OKn 〈X〉→OLn ; X j 7→ z(n)j and choose
a lift p(n)j ∈ ker (ϕn) of prn(p j ) ∈OKn/ξ

′OKn [X ]:

OE 〈X〉

prn ��
��

X j 7→z j

// // OF

prn��
��

OKn/ξ
′OKn [X ]

X j 7→prn(z j )

// // OLn/ξ
′OLn

OKn 〈X〉
ϕn;X j 7→z(n)j

// //

can. OO
OO

OLn .

can.OO
OO

By Nakayama’s lemma, the p(n)j ’s are generators of ker (ϕn). We may assume
vKn (ξ

′)≥ r by choosing n sufficiently large. Since φn(Pj )≡ p(n)j mod (ξ ′), we
have |φn(Pj )(x)| ≤ |πKn |

r if and only if |p(n)j (x)| ≤ |πKn |
r for any x ∈Om+1

K
.

This implies that the fiber of ASr at pn is isomorphic to asr
Ln/Kn,Z (n)

, where
Z (n) = {z(n)0 , . . . , z(n)m }, which implies the assertion. In the log case, a similar
proof works if we choose n sufficiently large such that vKn (ξ

′)≥ r + 1.

(iii) This follows from applying Proposition 3.4.8 to ASr and ASr
log. �

The following is the main theorem in this subsection. See [Hattori 2014, §6] for
an alternative proof.

Theorem 3.5.3. Let L∞/K∞ be a finite separable extension and L = {Ln}n>0 a
corresponding strictly deeply ramified tower. Then, the sequence {b(Ln/Kn)}n>0

(resp. {blog(Ln/Kn)}n>0) converges to b(XL/XK) (resp. blog(XL/XK)).

Proof. Since the nonlog and log ramification filtrations are invariant under base
change, so are the nonlog and log ramification breaks. Hence, we may assume
that the residue field extension of XL/XK is either trivial or purely inseparable
by replacing K∞ and L∞ by their maximal unramified extensions. We first prove
the nonlog case. Recall that we have [XL : XK] = [Ln : Kn] for all sufficiently
large n by Theorem 1.8.3. For r ∈Q>0 with b(XL/XK) < r , we have #Fr (Ln)=

#Fr (XL) = [Ln : Kn] for all sufficiently large n by Lemma 3.5.2. Hence, we
have lim supn b(Ln/Kn)≤ b(XL/XK). For r ∈Q>0 with b(XL/XK) > r , we have
#Fr (Ln)= #Fr (XL)< [Ln : Kn] for all sufficiently large n by Lemma 3.5.2 and the
definition of Fr . Hence, we have lim infn b(Ln/Kn)≥ b(XL/XK). Therefore, we
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have b(XL/XK) ≤ lim infn b(Ln/Kn) ≤ lim supn b(Ln/Kn) ≤ b(XL/XK), which
implies the assertion. In the log case, the same argument with b and Fr replaced
by blog and Fr

log works. �

The following representation version of Theorem 3.5.3 will be used in the proof
of Theorem 4.7.1.

Lemma 3.5.4. Let F/Qp be a finite extension and let V ∈ Rep f
F (G Kn ) a finite

F-representation for some n. We identify G XK with G K∞ via the equivalence in
Theorem 1.8.3.

(i) For m≥n, let Lm (resp. L∞, X ′) be the finite Galois extension corresponding to
the kernel of the action of G Km (resp. G K∞ , G XK) on V . Then, L∞ corresponds
to X ′ under the equivalence in Theorem 1.8.3 and {Lm}m≥n is a strictly deeply
ramified tower corresponding to L∞.

(ii) The sequences
{
ArtAS(V |Km )

}
m≥n and

{
SwanAS(V |Km )

}
m≥n are eventually

stationary and their limits are equal to ArtAS(V |XK) and SwanAS(V |XK).

Proof.

(i) The first assertion is trivial. We prove the second assertion. Since GLn∩G Km =

GLm for all m ≥ n, we have Lm = Ln Km . Therefore, {Lm} is a strictly deeply
ramified tower corresponding to L ′

∞
:=
⋃

m Lm . Hence, we only have to prove
that L∞ = L ′

∞
. Let ρ : G Kn → GL(V ) be a matrix presentation of V . By the

commutative diagram

1 // GL∞
inc. // G K∞� _

can.
��

ρ // GL(V )

id
��

1 // GLm

inc. // G Km

ρ|G Km// GL(V ),

where the horizontal sequences are exact, we obtain a canonical injection
GL∞ ↪→ GLm . Therefore, we have Lm ⊂ L∞, hence, L ′

∞
⊂ L∞. To prove the

converse, we only have to prove [L∞ :K∞]≤ [L ′∞ :K∞]. Since (K∞∩Ln)/Kn

is finite, we have K∞ ∩ Ln = Km ∩ Ln for sufficiently large m. In particular,

[L ′
∞
: K∞] = [Ln K∞ : K∞] = [Ln : K∞ ∩ Ln]

= [Ln : Km ∩ Ln] = [Ln Km : Km] = [Lm : Km].

Then, the assertion follows from

[L∞ : K∞] = #ρ(G K∞)≤ #ρ(G Km )= [Lm : Km].

(ii) By Maschke’s theorem, there exists an irreducible decomposition V |XK =⊕
λ V λ with V λ

∈ Rep f
F (G XK). We choose m0 ∈ N such that the canonical
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map GL∞/K∞ → GLm/Km is an isomorphism for all m ≥ m0. Then, V λ is
G Km -stable for all m ≥ m0. Moreover, V λ

|Km ∈ Rep f
F (G Km ) is irreducible.

For m ≥ m0, let Lλm/Km be the finite Galois extension corresponding to the
kernel of the action of G Km on V λ. By (i), Lλ = {Lλm}m≥m0 is a strictly deeply
ramified tower and XLλ corresponds to the kernel of the action of G XK on V λ.
By the irreducibility of the action of G Km (resp. G XK) on V λ, we have

ArtAS(V λ
|Km )= b(Lλm/Km) dimF (V ),

ArtAS(V λ
|XK)= b(XLλ/XK) dimF (V )

for m ≥m0. We apply Theorem 3.5.3 to each Lλ, to get limm→∞Art(V |Km )=

Art(V |XK). Note that Km is not absolutely unramified for sufficiently large m.
Indeed, the definition of strictly deeply ramified implies that Km+1/Km is
not unramified. By Theorem 1.5.1, the convergence of {Art(V |Km )} implies
that {Art(V |Km )} is eventually stationary, which implies the assertion for the
Artin conductor. The assertion for the Swan conductor follows from the same
argument by replacing Art and b by Swan and blog. �

Remark 3.5.5 (a Hasse–Arf property). Let the notation be as in Lemma 3.5.4 and
let p = 2. By Theorem 1.7.10 and Lemma 3.5.4(ii), Swan(V |Km ) is an integer for
all sufficiently large m (cf. Theorem 1.5.1).

4. Differential modules associated to de Rham representations

In this section, we first construct NdR(V ) as a (ϕ, 0K )-module for de Rham repre-
sentations V ∈ RepQp

(G K ), see Section 4.2. Then, we prove that NdR(V ) can be
endowed with a (ϕ,∇)-module structure (Section 4.4). Then, we define Swan con-
ductors of de Rham representations (Section 4.6) and we prove that the differential
Swan conductor of NdR(V ) and Swan conductor of V are compatible (Section 4.7).

Throughout this section, let K be a complete discrete valuation field of mixed char-
acteristic (0, p). Except for Section 4.6, we assume that K satisfies Assumption 1.9.1,
and we use the notation of Section 1.3.

4.1. Calculation of horizontal sections. For perfect kK , NdR(V ) is constructed
by gluing a certain family of vector bundles over Kn[[t]] for n � 0, see [Berger
2008b, Section II.1]. When kK is not perfect, Kn[[t]] should be replaced by the ring
of horizontal sections of Kn[[u, t1, . . . , td ]] with respect to the connection ∇geom,
which will be studied in this subsection.

Definition 4.1.1. (i) We have a canonical Kn-algebra injection

Kn[[t, u1, . . . , ud ]] → B+dR
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since B+dR is a complete local K alg-algebra. The topology of Kn[[t, u1, . . . , ud ]]

as a subring of B+dR (endowed with the canonical topology) is called the
canonical topology. Note that Kn[[t, u1, . . . , ud ]] is stable under the G K -action,
and that the G K -action factors through 0K .

(ii) Let F be a complete valuation field. The Fréchet topology on

F[[X1, . . . , Xn]] ∼= lim
←−−

m
F[X1, . . . , Xn]/(X1, . . . , Xn)

m

is the inverse limit topology, where F[X1, . . . , Xn]/(X1, . . . , Xn)
m is endowed

with a (unique) topological F-vector space structure. Note that F[[X1, . . . , Xn]]

is a Fréchet space, and that the (X1, . . . , Xn)-adic topology of F[[X1, . . . , Xn]]

is finer than the Fréchet topology.

Lemma 4.1.2. The canonical topology of Kn[[t, u1, . . . , ud ]] and the Fréchet topol-
ogy are equivalent. In particular, Kn[[t, u1, . . . , ud ]] is a closed subring of B+dR.

Proof. Put Vm :=Kn[t,u1, . . . , ud ]/(t,u1, . . . , ud)
m and identify Kn[[t,u1, . . . , ud]]

with lim
←−−m Vm . If we endow Vm with a (unique) topological Kn-vector space struc-

ture, then the resulting inverse limit topology is the Fréchet topology. We have a
canonical injection Vm→B+dR/(t, u1, . . . , ud)

m . If we endow Vm with the subspace
topology as a subset of B+dR/(t, u1, . . . , ud)

m , which is endowed with the canonical
topology, then the resulting inverse limit topology is the canonical topology. Since
B+dR/(t, u1, . . . , ud)

m is Kn-Banach space by definition, Vm endowed with this
topology is a topological Kn-vector space. This implies the assertion. �

Notation 4.1.3. The subring Kn[[t, u1, . . . , ud ]]
∇

geom
=0
=B∇+dR ∩Kn[[t, u1, . . . , ud ]]

of B∇+dR is denoted by Kn[[t, u1, . . . , ud ]]
∇ for n ∈N. We call the subspace topology

of Kn[[t, u1, . . . , ud ]]
∇ as a subring of B+dR (endowed with the canonical topology)

the canonical topology. Note that Kn[[t, u1, . . . , ud ]]
∇ is a closed subring of B∇+dR

since the connection ∇geom
: B+dR→ B+dR⊗K �̂

1
K is continuous and B∇+dR is closed

in B+dR.

Lemma 4.1.4. The ring Kn[[t, u1, . . . , ud ]]
∇ is a complete discrete valuation ring

with residue field Kn and uniformizer t .

Proof. We define a map

f : Kn[t, u1, . . . , ud ] → Kn[[t, u1, . . . , ud ]]

x 7→
∑

(n1,...,nd )∈Nd

(−1)n1+···+nd

n1! . . . nd !
un1

1 . . . und
d ∂

n1
1 ◦ · · · ◦ ∂

nd
d (x).

It is easy to check that this is an abstract ring homomorphism such that Im( f )⊂
Kn[[t, u1, . . . , ud ]]

∇ , f (t x)= t f (x) for all x ∈ Kn[t, u1, . . . , ud ] and f (u j )= 0 for
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all j . In particular, f is (t, u1, . . . , ud)-adically continuous. Passing to the comple-
tion, we obtain a ring homomorphism f :Kn[[t, u1, . . . , ud ]]→Kn[[t, u1, . . . , ud ]]

∇ .
Since f is identity on Kn[[t, u1, . . . , ud ]]

∇ , f is surjective and f induces a surjection

f̄ : Kn[[t]] ∼= Kn[[t, u1, . . . , ud ]]/(u1, . . . , ud)→ Kn[[t, u1, . . . , ud ]]
∇,

where the first isomorphism is induced by the inclusion Kn[[t]]⊂ Kn[[t, u1, . . . , ud ]].
Since f̄ (t)= t is nonzero, f̄ is an isomorphism, which implies the assertion. �

Lemma 4.1.5. The t-adic topology on Kn[[t, u1, . . . , ud ]]
∇ is finer than the canoni-

cal topology.

Proof. Denote Kn[[t, u1, . . . , ud ]]
∇ by R and identify R with lim

←−−m R/tm R. If we
endow R/tm R with the discrete topology, then the resulting inverse limit topol-
ogy is the t-adic topology. By Lemma 4.1.4 and dévissage, the canonical map
R/tm R → Kn[t, u1, . . . , ud ]/(t, u1, . . . , ud)

m is injective. If we endow R/tm R
with the subspace topology as a subset of Kn[t, u1, . . . , ud ]/(t, u1, . . . , ud)

m , en-
dowed with a (unique) topological Kn-vector space structure, then the resulting
inverse limit topology is the canonical topology. Since the discrete topology is the
finest topology, we obtain the assertion. �

The map f defined in the proof of Lemma 4.1.4 is continuous when K = K̃ :

Lemma 4.1.6. Let ϕ : OK̃ → OK̃ be the unique Frobenius lift, characterized
by ϕ(t j ) = t p

j for all 1 ≤ j ≤ d. Then, the map f : K̃n[[t, u1, . . . , ud ]] →

K̃n[[t, u1, . . . , ud ]]
∇ defined in the proof of Lemma 4.1.4 is continuous with respect

to the Fréchet topologies.

Proof. By the definition of f , we only have to prove the following claim: for all
m ∈ N and 1≤ j ≤ d , we have

∂m
j (OK̃ )⊂ m!OK̃ .

We first note since d :OK̃ → �̂1
OK̃

and ϕ∗ : �̂1
OK̃
→ �̂1

OK̃
commute, we have

∂ j ◦ϕ
i
= pi t pi

−1
j ϕi

◦ ∂ j (5)

for all i ∈ N and 1 ≤ j ≤ d. We prove the claim. Fix m and choose i ∈ N such
that vp(m!)≤ i . Since k

K̃
= k pi

K̃
[t̄1, . . . , t̄d ], we have OK̃ = ϕ

i (OK̃ )[t1, . . . , td ] by
Nakayama’s lemma. By Leibniz’s rule, we have

∂m
j (ϕ

i (λ)ta1
1 . . . tad

d )=
∑

0≤m0≤m

(
m
m0

)
∂

m0
j (ϕ

i (λ))ta1
1 . . . ∂

m−m0
j (ta j

j ) . . . t
ad
d (6)

for λ ∈ OK̃ and a1, . . . , ad ∈ N. We have ∂m0
j (ϕ

i (λ)) ∈ piOK̃ ⊂ m!OK̃ , unless
m0 = 0, by (5), and ∂m

j (t
a j
j ) ∈ m!OK̃ . Hence, the RHS of (6) belongs to m!OK̃ ,

which implies the claim. �
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4.2. Construction of NdR. In this subsection, we construct NdR(V ) as a (ϕ, 0K )-
module for de Rham representations V . The idea is similar to [Berger 2008b, §II],
i.e., gluing a compatible family of vector bundles over Kn[[t, u1, . . . , ud ]]

∇ to obtain
vector bundles over B

†,r
rig .

Notation 4.2.1. For n ∈ N, put r(n) := 1/pn−1(p− 1). For r ∈Q>0, let n(r) ∈ N

be the smallest integer n with r ≥ r(n).
For each K , we fix r0 such that AK has enough r0-units (Construction 1.6.1)

and A
†,r
K
∼=O′((π ′))†,r/eK/K̃ for all r ∈Q>0 ∩ (0, r0) (Lemma 1.10.2), where O′ is

a Cohen ring of kEK . In the rest of this section, let r ∈Q>0, and when we consider
A

†,r
K , B

†,r
K and B

†,r
rig,K , we tacitly assume r ∈Q>0 ∩ (0, r0) unless otherwise stated.

Moreover, for V ∈ RepQp
(G K ), we further choose r0 sufficiently small (dependent

on V though) such that D†,r (V ) admits a B
†,r
K -basis for all r ∈ (0, r0). Note that

A
†,r
K , B

†,r
K are PID’s and that B

†,r
rig,K is a Bézout integral domain.

Definition 4.2.2. Let r >0 and n∈N with n≥n(r). For x=
∑

k�−∞ pk
[xk]∈ B̃†,r ,

the sequence
{∑

k≤N pk
[x p−n

k ]
}

N∈Z
converges in B∇+dR . Moreover, if we put

ιn : B̃
†,r
→ B∇+dR

x 7→
∑

k�−∞

pk
[x p−n

k ],

then ιn is a continuous ring homomorphism (see the proof of [Andreatta and Brinon
2010, Lemme 7.2] for details). Since B∇+dR is Fréchet complete, ιn extends to a
continuous ring homomorphism

ιn : B̃
†,r
rig → B∇+dR .

We also denote by ιn the restriction of ιn to B̃
†,r
rig,K or B

†,r
rig,K . Unless otherwise

stated, we also denote by ιn the composite of ιn and the inclusion B∇+dR ⊂ B+dR.

Lemma 4.2.3. For x ∈ B
†,r
rig,K , we have

x ∈ (B†,r
K )×⇔ x ∈ (B†,r

rig,K )
×
⇔ x has no slopes⇔ x ∈ (B̃†,r

K )×⇔ x ∈ (B̃†,r
rig,K )

×.

Proof. Note that the slopes of x as an element of B
†,r
rig,K or B̃

†,r
rig,K are the same by

definition (see Section 2). Therefore, the assertion follows from [Kedlaya 2005,
Corollary 2.5.12]. �

Lemma 4.2.4. For B = B
†,r
K ,B

†,r
rig,K , B̃

†,r
K , B̃

†,r
rig,K , we have

ker (θ ◦ ιn : B→ Cp)= ϕ
n−1(q)B

for n ≥ n(r).
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Proof. Note that since ẼK and ẼK K̃ pf are isomorphic, the associated analytic rings
B̃

†,r
rig,K and B̃

†,r
rig,K K̃ pf are isomorphic. Hence, in the case of B = B̃

†,r
rig,K , the claim

follows from [Berger 2008b, Proposition 4.8]. By regarding Cp as the completion of
an algebraic closure of K̃ pf and applying [Berger 2008b, Remarque 2.14], we have
ker (θ ◦ ιn : B̃†,r

→ Cp)= ϕ
n−1(q)B̃†,r . Since (B̃†,r )HK = B̃

†,r
K and ϕn−1(q)∈ B̃

†,r
K ,

we obtain the assertion for B= B̃
†,r
K . We will prove the assertion for B=B

†,r
rig,K . Let

x ∈ ker (θ ◦ ιn : B
†,r
rig,K → Cp). Since B

†,r
rig,K is a Bézout integral domain, we have

(x, ϕn−1(q)) = (y) for some y ∈ B
†,r
rig,K . Let y′ ∈ B

†,r
rig,K such that ϕn−1(q) = yy′.

Since y ∈ ker (θ ◦ ιn : B̃
†,r
rig,K → Cp)= ϕ

n−1(q)B̃†,r
rig,K , we have y = ϕn−1(q)y′′ for

some y′′ ∈ B̃
†,r
rig,K , hence, y′y′′ = 1. By Lemma 4.2.3, y′ is a unit in B

†,r
rig,K . Hence,

we have x ∈ ϕn−1(q)B†,r
rig,K for any x ∈ ker (θ ◦ ιn : B

†,r
rig,K → Cp), which implies

the assertion. For B = B
†,r
K , a similar proof works since B

†,r
K is a PID, hence, a

Bézout integral domain. �

Lemma 4.2.5. The image of B
†,r
rig,K under ιn is contained in Kn[[t, u1, . . . , ud ]] for

n ≥ n(r). In particular, ιn induces a morphism ιn : B
†,r
rig,K → Kn[[t, u1, . . . , ud ]]

∇

for n ≥ n(r).

Proof. Since B
†,r
rig,K ⊂ B

†,r(n)
rig,K , we may assume r = r(n). By [Andreatta and

Brinon 2010, Lemme 8.5], there exists a subring AR,(1,(p−1)pn−1) of Ã such that
A

†,r(n)
K = AR,(1,(p−1)pn−1)[[π̄ ]

−1
]. The inclusion ιn(B

†,r
K ) ⊂ Kn[[t, u1, . . . , ud ]] is

proved in Proposition 8.6 of the same paper. Since Kn[[r, u1, . . . , ud ]] is closed
in B+dR, we obtain the assertion. �

Lemma 4.2.6. For h ∈ N and n ≥ n(r), the morphism

prh ◦ ιn : B
†,r
rig,K → Kn[[t, u1, . . . , ud ]]

∇/th Kn[[t, u1, . . . , ud ]]
∇

is surjective.

Proof. Since t ∈B
†,r
rig,K we may assume h = 1 by Lemma 4.1.4. Put θn := θ ◦ ιn . Let

A+K ⊂ A
†,r
K be as in [Andreatta and Brinon 2008, Proposition 4.42]. By the proof of

[Andreatta and Brinon 2010, Lemme 8.2], θn : A
+

K →OKn is surjective after taking
the reduction modulo some power of p. Since A+K is Noetherian and (p/πa, p)-
adically Hausdorff complete, A+K is p-adically Hausdorff complete, which implies
the surjectivity of θn : A

+

K →OKn by Nakayama’s lemma. �

Lemma 4.2.7. The image of B
†,r
rig,K under ιn is dense in Kn[[t, u1, . . . , ud ]]

∇ with
respect to the canonical topology for n ≥ n(r).

Proof. By Lemma 4.1.5, the assertion follows from Lemma 4.2.6. �
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Lemma 4.2.8 ([Kedlaya 2005, Corollary 2.8.5, Definition 2.9.5], see also [Berger
2008a, Proposition 1.1.1]). For B = B̃

†
rig, B̃

†,r
rig , B

†
rig,K ,B

†,r
rig,K and a B-submodule

M of a finite free B-module, the following are equivalent:

(i) M is finite free.

(ii) M is closed.

(iii) M is finitely generated.

Lemma 4.2.9. Let B be either B̃
†,r
rig or B

†,r
rig,K . If I is a principal ideal of B

which divides (th) for some h ∈ N, then I is generated by an element of the
form

∏
n≥n(r)(ϕ

n−1(q)/p) jn with jn ≤ h.

Proof. Note that we have a slope factorization t = π
∏

n≥1(ϕ
n−1(q)/p) in B

†,r
rig,Qp

(see the proof of [Berger 2008b, Proposition I. 2.2]). For n < n(r), ϕn−1(q)/p
is a unit in B

†,r
rig,Qp

and for n ≥ n(r), ϕn−1(q)/p generates a prime ideal of B by
Lemma 4.2.4. Hence, the assertion follows from the uniqueness of slope factoriza-
tions, see Lemma 2.0.5. �

Lemma 4.2.10 (The existence of a partition of unity). Let n ∈ N and r > 0 satisfy
n ≥ n(r). For w ∈ N>0, there exists tn,w ∈ B

†,r
rig,K such that ιn(tn,w) = 1 mod

twKn[[t, u1, . . . , ud ]]
∇ and ιm(tn,w) ∈ twKm[[t, u1, . . . , ud ]]

∇ if m 6= n and m ≥
n(r).

Proof. Since B
†,r
rig,Qp

⊂ B
†,r
rig,K and Qp(ζpm )[[t]] ⊂ Km[[t, u1, . . . , ud ]]

∇ , we may
assume K =Qp. The assertion then follows from [Berger 2008b, Lemma I.2.1]. �

Lemma 4.2.11. Let B be either B̃
†,r
rig or B

†,r
rig,K . For n≥ n(r), write ιn : B := B̃

†,r
rig →

Bn := B∇+dR in the first case and ιn : B := B
†,r
rig,K → Bn := Kn[[t, u1, . . . , ud ]]

∇ in
the second case. Let D be a ϕ-module over B of rank d ′ and D(1) and D(2) two
B-submodules of rank d ′ stable by ϕ on D[1/t] = B[1/t]⊗B D such that

(i) D(1)
[1/t] = D(2)

[1/t] = D[1/t];

(ii) Bn ⊗ιn,B D(1)
= Bn ⊗ιn,B D(2) for all n ≥ n(r).

Then, we have D(1)
= D(2).

Proof. Since D(1)
+ D(2) is finite free by Lemma 4.2.8 and satisfies the same

condition as D(2), we may assume that D(1)
⊂ D(2) by replacing D(2) by D(1)

+D(2).
Then, the proof of [Berger 2008b, Proposition I.3.4] works by using the ingredients
Lemma 2.0.6 and Lemma 4.2.9 instead of [Berger 2008b, Proposition I.2.2]. �

Proposition 4.2.12 (cf. [Berger 2008b, Théorème II.1.2]). Let V ∈ RepdR(G K ) be
a de Rham representation with negative Hodge–Tate weights. Let B be either B̃

†,r
rig

or B
†,r
rig,K . Let Bn and ιn : B→ Bn be as in Lemma 4.2.11. In the first case, let Dn :=

(B+dR⊗K DdR(V ))∇
geom
=0, and let Dn := (Kn[[t, u1, . . . , ud ]]⊗K DdR(V ))∇

geom
=0 in
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the second case. Put D := B̃
†,r
rig ⊗Qp V in the first case and D := D

†,r
rig (V ) in the

second case. Then, the following holds.

(i) There exists h ∈ N such that

th Bn ⊗ιn,B D ⊂ Dn ⊂ Bn ⊗ιn,B D

for all n ≥ n(r).

(ii) Let ιn : D→ Bn ⊗ιn,B D be given by x 7→ 1⊗ x and put

N := {x ∈ D; ιn(x) ∈ Dn for all n ≥ n(r)}.

Then, N is a finite free B-submodule of D, whose rank is equal to dimQp V .
Moreover, there exists a canonical isomorphism

Bn ⊗ιn,B N → Dn

for all n ≥ n(r).

Proof.

(i) Since the inclusion Bn ⊂ B+dR is faithfully flat by Lemma 4.1.4, we only have
to prove the assertion after tensoring B+dR over Bn . We have the following
isomorphisms:

B+dR⊗Bn Bn ⊗ιn,B D ∼= B+dR⊗ιn,B†,r B†,r
⊗B†,r D†,r

∼= B+dR⊗ιn,B†,r B†,r
⊗Qp V = B+dR⊗Qp V,

where D†,r
:= B̃†,r

⊗Qp V in the first case and D†,r
:= D†,r (V ) in the second

case. Since B+dR⊗Bn Dn ⊂ B+dR⊗Qp V by assumption and B+dR⊗Bn Dn[1/t] ∼=
B+dR⊗K DdR(V )[1/t] = BdR⊗Qp V , there exists h ∈ N such that

thB+dR⊗Qp V ⊂ B+dR⊗Bn Dn ⊂ B+dR⊗Qp V,

which implies the assertion.

(ii) Since N is a closed B-submodule of D containing th D, N is free of rank
dimQp V by Lemma 4.2.8. To prove the second assertion, we only have to
prove that the canonical map Bn ⊗ιn,B N → Dn/t Dn is surjective for all
n ≥ n(r) since Bn is a t-adically complete discrete valuation ring. Fix n and
let x ∈ Dn . Note that prh+1 ◦ ιn : B→ Bn/th+1 Bn is surjective. Indeed, when
B = B

†,r
rig,K , this follows from Lemma 4.2.6. When B = B̃

†,r
rig , it is reduced to

the case h = 0, and pr1 ◦ ιn = θ ◦ ιn : B̃
†,r
rig → Cp is surjective since B̃+ ⊂ B̃

†,r
rig .

Hence, there exists y ∈ D such that ιn(y)− x ∈ th+1 Bn⊗ιn,B D ∈ t Dn . We put
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z := tn,h+1 y ∈ D, where tn,h+1 is as in Lemma 4.2.10. By the property of t•,•,
we have

ιn(z)− x =
(
ιn(tn,h+1)− 1

)
ιn(y)+ ιn(y)− x ∈ t Dn

and for m 6= n,
ιm(z) ∈ th+1 Bn ⊗ιn,B D ⊂ t Dn.

These imply z ∈N ; hence, we obtain the assertion. �

Definition 4.2.13. In the context of Proposition 4.2.12, we denote N by Ñ
†,r
rig (V )

in the first case and by NdR,r (V ) in the second case. For a de Rham representa-
tion V with arbitrary Hodge–Tate weights, we put Ñ

†,r
rig (V ) := Ñ

†,r
rig (V (−n))(n)

and NdR,r (V ) := NdR,r (V (−n))(n) for sufficiently large n ∈ N. These defini-
tions are independent of the choice of n. We also put Ñ

†
rig(V ) :=

⋃
r Ñ

†,r
rig (V )

and NdR,r (V ) :=
⋃

r NdR,r (V ). We note that for 0 < s ≤ r , the canonical map
B

†,s
rig,K ⊗B

†,r
rig,K

NdR,r (V ) → NdR,s(V ) is an isomorphism by Lemma 4.2.11 and
Proposition 4.2.12. So, the canonical morphism B

†
rig,K ⊗B

†,r
rig

NdR,r (V )→NdR(V )
is an isomorphism, and in particular, NdR(V ) is a finite free B

†
rig,K -module of rank

dimQp V . Since the map ϕ : D†,r
rig (V )→ D

†,r/p
rig (V ) induces a map ϕ : NdR,r (V )→

NdR,r/p(V ) by the formula ιn+1 ◦ϕ = ιn , NdR(V ) is stable under the (ϕ, 0K )-action
of D

†
rig(V ). Similarly, Ñ

†
rig(V ) is free of rank dimQp V and is stable under the

(ϕ,G K )-action of B̃
†
rig ⊗Qp V . Thus, we obtain a (ϕ,G K )-module Ñ

†
rig(V ) over

B̃
†
rig and a (ϕ, 0K )-module NdR(V ) over B

†
rig,K .

4.3. Differential action of a p-adic Lie group. In this subsection, we recall basic
facts on the differential action of a certain p-adic Lie group. Throughout this
subsection, let G be a p-adic Lie group, which is isomorphic to an open subgroup
of (1+ 2pZp)n Zd

p via a continuous group homomorphism η : G ↪→ Z×p n Zd
p.

Denote η(γ )= (η0(γ ), . . . , ηd(γ )) ∈ Z×p nZd
p for γ ∈ G. For 1≤ j ≤ d , let

G0 := {γ ∈ G; η j (γ )= 0 for all j > 0},

G j := {γ ∈ G; η0(γ )= 1, ηi (γ )= 0 for all positive i 6= j}.

Notation 4.3.1. Let (R, v) be a Qp-Banach algebra and M a finite free R-module
endowed with an R-valuation v. Assume that G acts on R and M such that:

(i) The G-action on R is Qp-linear and the action of G on M is R-semilinear.

(ii) We have v ◦ γ (x)= v(x) for all x ∈ R and γ ∈ G.

(iii) There exists an open subgroup Go ≤o G such that

v((γ − 1)x)≥ v(x)+ v(p)

for all γ ∈ Go and x ∈ R.
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(iv) For any x ∈ M , there exists an open subgroup Gx ≤o Go such that

v((γ − 1)x)≥ v(x)+ v(p)

for all γ ∈ Gx .

Construction 4.3.2. Let the notation be as in Notation 4.3.1. We extend the con-
struction of the differential operator ∇V in [Berger 2002, §5.1] to this setting. By
assumption, there exists an open subgroup GM ≤o Go such that

v((γ − 1)x)≥ v(x)+ v(p)

for all x ∈M and γ ∈GM . Hence, we can apply Berger’s argument to the 1-parameter
subgroup γ Zp for γ ∈ GM . Thus, we can define a continuous Qp-linear map

log(γ ) : M→ M

x 7→ log(γ )(x) :=
∑
n≥1

(−1)n−1 (γ−1)n

n
x

for γ ∈ GM . Moreover, the operators

∇0(x) :=
log(γ )(x)
log(η0(γ ))

for γ ∈ GM ∩G0,

∇ j (x) :=
log(γ )(x)
η j (γ )

for γ ∈ GM ∩G j

for 1≤ j ≤ d are independent of the choice of γ .
Assume that N satisfies the conditions of Notation 4.3.1. Then, M⊗R N satisfies

the conditions of Notation 4.3.1, and we have

log(γ ⊗ γ )= log(γ )⊗ idN + idM ⊗ log(γ ) for γ ∈ GM ∩GN

in EndQp(M ⊗R N ). With (M, N )= (R, R) or (M, R), ∇ j : R→ R is a continuous
derivation and ∇ j :M→M is a continuous derivation, compatible with ∇ j : R→ R,
that is, ∇ j (λx)=∇ j (λ)x + λ∇ j (x) for λ ∈ R and x ∈ M .

Lemma 4.3.3. Let the notation be as in Construction 4.3.2. In EndQp(M), we have

[∇i ,∇ j ] = −[∇ j ,∇i ] =

{
∇ j if i = 0, 1≤ j ≤ d,
0 if 1≤ i, j ≤ d.

Proof. Since Gi and G j are commutative for 1 ≤ i, j ≤ d, the assertion in the
second case is trivial. We prove the other case. Fix x ∈ M . We regard G as
a subgroup of GLd+1(Zp) as in Section 1.3. For sufficiently small u0, u j ∈ Zp,
put γ0 := 1+ u0 E1,0 ∈ G0 ∩ GM , γ j := 1+ u j E1, j ∈ G j ∩ GM , where E1, j is the
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(1, j + 1)-th elementary matrix in Md+1(Zp). Then, the assertion is equivalent to
the equality

log(γ0) ◦ log(γ j )(x)− log(γ j ) ◦ log(γ0)(x)= log(1+ u0) log(γ j )x .

In the group ring Qp[G], we have∑
1≤i≤n

(−1)n−1

n
un

0u j E1, j =
∑

1≤i≤n

(−1)n−1

n
(u0 E1,1)

n
∑

1≤i≤n

(−1)n−1

n
(u j E1, j )

n

−

∑
1≤i≤n

(−1)n−1

n
(u j E1, j )

n
∑

1≤i≤n

(−1)n−1

n
(u0 E1,1)

n.

After applying both sides to x , the LHS converges to log(1+ u0) log(γ j )(x) and
the RHS converges to log(γ0) ◦ log(γ j )(x)− log(γ j ) ◦ log(γ0)(x), which implies
the assertion. �

In the following, we will use the Fréchet version of Construction 4.3.2.

Construction 4.3.4. Let (R, {wr }) be a Fréchet algebra and M a finite free R-
module endowed with R-valuations {wr }. Assume that G acts on R and M and
assume that the G-actions on (R̂r , wr ) and (M̂r , wr ) satisfy the conditions of
Notation 4.3.1 for all r , where R̂r and M̂r are the completions of R and M with
respect to wr . By applying Construction 4.3.2 to each R̂r and M̂r and passing to
the limits, we obtain continuous derivations ∇ j : R → R and ∇ j : M → M for
0≤ j ≤ d , which are compatible with ∇ j : R→ R, that satisfy

[∇0,∇ j ] = ∇ j for 1≤ j ≤ d, [∇i ,∇ j ] = 0 for 1≤ i, j ≤ d.

Thus, the actions of ∇0, . . .∇d give rise to a differential action of the Lie algebra
Lie(G)∼=Qp nQd

p.

4.4. Differential action and differential conductor of NdR. In Section 4.2, we
constructed NdR(V ) for de Rham representations V as a (ϕ, 0K )-module. The aim
of this subsection is to endow NdR(V ) with the structure of (ϕ,∇)-module in the
sense of Definition 1.7.5 by using the results in Section 4.3. As a consequence, we
can define the differential Swan conductor of NdR(V ) (Definition 4.4.9). Throughout
this subsection, let V denote a p-adic representation of G K .

Lemma 4.4.1. There exists an open normal subgroup 0o
K ≤o 0K and rK > 0 such

that for all 0< r ≤ rK , there exists cr > 0 such that

wr ((1− γ )x)≥ wr (x)+ cr , ∀x ∈ B
†,r
K ,∀γ ∈ 0o

K .

Proof. We may assume x ∈ A
†,r
K . Recall that the ring 3(i)m,OK

is a subring of Ã
†,r
K

containing A
†,r
K for m ∈ N by [Andreatta and Brinon 2008, page 82]. Hence, we
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only have to prove a similar assertion for 3(i)m,OK
. Then, the assertion follows

from [Andreatta and Brinon 2008, Proposition 4.22] if we define 0o
K as the closed

subgroup of 0K topologically generated by {γ pm

j ; 0 ≤ j ≤ d} for sufficiently
large m. �

By shrinking 0o
K , if necessary, we may assume that 0o

K is an open subgroup of
(1+ 2pZp)nZd

p as in Section 1.3. In the rest of this paper, we assume that r0 in
Notation 4.2.1 is sufficiently small such that r0 ≤ rK .

Lemma 4.4.2. For x ∈ B̃†,r and c > 0, there exists an open subgroup Ux,c ≤o G K

such that
wr ((g− 1)x)≥ c for all g ∈Ux,c.

Proof. We may assume that x is of the form [x̄] with x̄ ∈ Ẽ. Indeed, if we
write x =

∑
k�−∞ pk

[xk] with xk ∈ Ẽ, then, by definition, there exists N such that
wr (pk

[xk])≥ c for all k ≥ N . We choose Ux,c such that wr ((g− 1)(pk
[xk]))≥ c

for all k ≤ N and all g ∈Ux,c. Then, Ux,c satisfies the condition.
Let x = [x̄] with x̄ ∈ Ẽ×. Since the action of G K on Ẽ is continuous, there exists

Ux,c ≤o G K such that ṽE((g−1)x̄)≥ pbccc/r (> 0) for all g ∈Ux,c. We prove that
Ux,c satisfies the desired condition. We can write

(g− 1)[x̄] = [(g− 1)x̄] +
∑
k≥1

pk
[xk]

for some xk ∈ Ẽ. Since

[x̄]
([(g−1)x̄

x̄
]
+ 1

)
= (g(x̄),−x p

1 ,−x p2

2 , . . . ),

x pk

k /x̄ can be written as the value of a polynomial, with coefficients in Z with
zero constant term, at (g − 1)x̄/x̄ . Indeed, let Sm ∈ Z[X0, . . . , Xm, Y0, . . . , Ym]

for m ∈ N be a family of polynomials defining the addition on the ring of Witt
vectors, see [Bourbaki 2006, no3, §1, IX]. Then, Sm is homogeneous of degree
pm , where deg(X i ) = deg(Yi ) = pi . Since S0 = X0+ Y0 and

∑
0≤i≤m pi S pm−i

i =∑
0≤i≤m pi X pm−i

i +
∑

0≤i≤m pi Y pm−i

i for m≥ 1, the coefficients of both X pm

0 , Y pm

0 ∈

Sm are equal to zero, which implies the assertion. Hence, for n ∈ N, we have

v
≤n
Ẽ
((g− 1)[x̄])= inf

1≤k≤n

{
ṽE((g− 1)x̄), ṽE(xk)

}
≥ inf

1≤k≤n

{
ṽE((g− 1)x̄), 1

pk ṽE((g− 1)x̄)
}
=

1
pn ṽE((g− 1)x̄).

Note that v≤n
Ẽ

(
(g − 1)[x̄]

)
=∞ for n ∈ Z<0. Hence, we have wr ((g − 1)[x̄]) =

infn∈N(rv
≤n
Ẽ
((g− 1)[x̄])+ n) ≥ inf (r · 1

pbcc ṽE((g− 1)x̄), bcc) ≥ c, which implies
the assertion. �
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Lemma 4.4.3. Let {ei } be a B
†,r
K -basis of D†,r (V ). We endow D

†,r
rig (V ) with valu-

ations {ws}0<s≤r that are compatible with the {ws}0<s≤r associated to {ei }. Then,
the actions of 0o

K on B
†,r
rig,K and D

†,r
rig (V ) satisfy the conditions of Notation 4.3.1.

Proof. Conditions (i) and (ii) follow from the definition. Condition (iii) follows
from the formula γ p

− 1 =
∑

1≤i≤p

(p
i

)
(γ − 1)i and Lemma 4.4.1. To prove

condition (iv), we may assume x ∈ D†,r (V ). We choose a lattice T of V stable
under the G K -action. Let { fi } be a basis of T and endow B̃†,r

⊗Qp V with the
valuations {w′s}0<s≤r , compatible with the {ws}0<s≤r , associated to the B̃†,r -basis
{1⊗ fi }. By the canonical isomorphism B†,r

⊗
B

†,r
K

D†,r (V )∼=B†,r
⊗Qp V following

from Theorem 1.10.5, we regard {1⊗ei } as a B†,r -basis of B†,r
⊗Qp V . Then, ws is

equivalent to w′s ; therefore, we only have to prove that for any x ∈ B̃†,r
⊗Qp V and

0< s ≤ r , there exists an open subgroup Go
K ,s,x ≤o G K such that w′s((g− 1)x)≥

w′s(x)+w
′
s(p) for all g ∈ Go

K ,s,x . We may assume that x is of the form λ⊗ v for
λ∈ B̃†,r and v ∈ T . Since the action of G K on T is continuous, there exists an open
subgroup U ≤o G K such that U acts trivially on T/pT . We apply Lemma 4.4.2
after regarding λ ∈ B̃†,s , and get that there exists an open subgroup U ′ ≤o G K such
that ws((g−1)λ)≥ws(λ)+ws(p) for all g ∈U ′. If we put Go

K ,s,x :=U ∩U ′, then
the assertion follows from

(g− 1)(λ⊗ v)= (g− 1)(λ)⊗ g(v)+ λ⊗ (g− 1)v. �

Definition 4.4.4. By Lemma 4.4.3, we can apply Construction 4.3.4 to G = 0K ,
R = B

†,r
rig,K and M = D

†,r
rig (V ). Thus, we obtain continuous differentials operators

∇ j on D
†,r
rig (V ) for 0 ≤ j ≤ d. The operator ∇ j induces a continuous differential

operator on D
†
rig(V ), which is denoted by ∇ j again. Since the actions of 0K and ϕ

commute, ∇ j commutes with ϕ by definition.

Until otherwise stated, let V =Qp and regard D
†,r
rig (Qp) as B

†,r
rig,K . Then, ∇ j can

be regarded as a continuous derivation on B
†,r
rig,K . In the following, we will describe

this derivation explicitly.

Construction 4.4.5. As in [Andreatta and Brinon 2010, Propostion 4.3], the action
of 0K on Kn[[t, u1, . . . , ud ]] induces Kn-linear differentials

∇̃0 :=
log(γ0)

log(η0(γ0))
= t (1+π)

∂

∂π
,

∇̃ j :=
log(γ j )

η j (γ j )
=−t[t̃ j ]

∂

∂u j
for 1≤ j ≤ d

for all sufficiently small γ0 ∈ 0K ,0 and γ j ∈ 0K , j . Note that these are continuous
with respect to the canonical topology. Since the action of 0K commutes with
∇

geom by definition, ∇̃ j acts on Kn[[t, u1, . . . , ud ]]
∇ .
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We assume K = K̃ until otherwise stated. By the isomorphism A
†,r
K
∼=O((π))†,r ,

we have derivations

∂0 :=
∂

∂π
, ∂1 :=

∂

∂[t̃1]
, . . . , ∂d :=

∂

∂[t̃d ]
,

on A
†,r
K (see Section 1.7), which are continuous with respect to the Fréchet topol-

ogy defined by {ws}0<s≤r . By passing to the completion, we obtain continuous
derivations ∂ j : B

†,r
rig,K → B

†,r
rig,K for 0 ≤ j ≤ d. The derivation ∂ j also extends to

a derivation ∂ j : B
†
rig,K → B

†
rig,K . By Lemma 4.2.7, we may regard B

†,r
rig,K as a

dense subring of Kn[[t, u1, . . . , ud ]]
∇ via ιn . Hence, we can extend any continuous

derivation ∂ on B
†,r
rig,K to a continuous derivation on Kn[[t, u1, . . . , ud ]]

∇ , which is
denoted by ιn(∂). Note that we have a formula

ιn(∂)(ιn(x))= ιn(∂(x)) for x ∈ B
†,r
rig,K . (7)

Lemma 4.4.6. For n ≥ n(r), we have

ιn(t (1+π)∂0)= ∇̃0, ιn(t[t̃ j ]∂ j )= ∇̃ j for 1≤ j ≤ d.

Proof. Let 1≤ j ≤ d and put δ0 := ιn(t (1+π)∂0)−∇̃0 and δ j := ιn(t[t̃ j ]∂ j )−∇̃ j .
Let f : Kn[[t, u1, . . . , ud ]]→ Kn[[t, u1, . . . , ud ]]

∇ be the map defined in the proof of
Lemma 4.1.4, which is continuous by Lemma 4.1.6. Since f induces a surjection on
the residue fields by definition, f (Kn[t]) is a dense subring of Kn[[t, u1, . . . , ud ]]

∇

by Lemmas 4.1.4 and 4.1.5. Hence, we only have to prove that δ0 ◦ f (Kn[t]) =
δ j ◦ f (Kn[t])= 0. We view δ0◦ f |Kn , δ j ◦ f |Kn ∈Dercont(Kn, Kn[[t, u1, . . . , ud ]]

∇),
which is isomorphic to HomKn (�̂

1
Kn
, Kn[[t, u1, . . . , ud ]]

∇) by Lemma 1.2.3. Since
�̂1

Kn
∼= Kn⊗K �̂

1
K has a Kn-basis {dti ; 1≤ i ≤ d} and since we have f (t)= t and

f (ti ) = [t̃i ] by definition, we only have to prove δ0(t) = δ j (t) = 0 and δ0([t̃i ]) =
δ j ([t̃i ])= 0 for all 1≤ i ≤ d . By using formula (7), we get

ιn(t (1+π)∂0)(t)= t = ∇̃0(t), ιn(t (1+π)∂0)[t̃i ] = 0,

ιn(t[t̃ j ]∂ j )(t)= 0= ∇̃ j (t), ιn(t[t̃ j ]∂ j )[t̃i ] = δi j t[t̃ j ]

for all 1 ≤ i ≤ d. Since (∂/∂u j )[t̃i ] = −(∂/∂u j )ui = −δi j for all 1 ≤ i ≤ d, we
obtain the assertion. �

For the rest of this section, we drop the assumptions K = K̃ and V =Qp.

Corollary 4.4.7. The derivation

d ′ : B†
rig,K →�1

B
†
rig,K

x 7→ ∇0(x)
1

t (1+π)
dπ +

∑
1≤ j≤d

∇ j (x)
1
t

d[t̃ j ]

coincides with the canonical derivation d : B†
rig,K →�1

B
†
rig,K

.
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Proof. Since the canonical map B
†
rig,K̃
→ B

†
rig,K is finite étale by [Kedlaya 2005,

Proposition 2.4.10], we can reduce to the case K = K̃ . Let the notation be as in
Lemma 4.4.6. Obviously, ∇ j extends to ∇̃ j by passing to the completion. Since ιn
is injective, we have

∇0 = t (1+π)∂0, ∇ j = t[t̃ j ]∂ j for 1≤ j ≤ d.

as derivations of B
†,r
rig,K by Lemma 4.4.6, which implies the assertion. �

Lemma 4.4.8. Let V ∈ RepdR(G K ).

(i) We have ∇ j (NdR(V )) ⊂ tNdR(V ) for all 0 ≤ j ≤ d. We put ∇ ′j := 1/t∇ j ,
which is a continuous differential operator on NdR(V ).

(ii) For all 0≤ i, j ≤ d , we have

[∇
′

i ,∇
′

j ] = 0

(iii) For all 0≤ i, j ≤ d , we have

∇
′

j ◦ϕ = pϕ ◦∇ ′j

Proof.

(i) By Tate twist, we may assume that the Hodge–Tate weights of V are sufficiently
small. Let the notation be as in Construction 4.4.5 and Proposition 4.2.12
(with B = B

†,r
rig,K ). By viewing tNdR,r (V ) and tDdR(V ) as NdR,r (V (1)) and

DdR(V (1)), respectively, we only have to prove that ιn(∇ j (x)) ∈ t Dn for
all n ≥ n(r) and x ∈ NdR,r (V ). For sufficiently small γ j ∈ 0K , j , we have
ιn ◦ log(γ j )(x) = log(γ j )(ιn(x)) and ιn(x) ∈ Dn ⊂ Bn ⊗K DdR(V ). Since
0K acts trivially on DdR(V ), log(γ j ) acts on Bn ⊗K DdR(V ) as log(γ j )⊗ 1.
Since log(γ j )(Bn)⊂ t Bn (see Construction 4.4.5), we have ιn ◦ log(γ j )(x) ∈
(Bn ⊗K DdR(V (1)))∇

geom
=0
= t Dn , which implies the assertion.

(ii) This follows from a straightforward calculation using Lemma 4.3.3, ∇0(t)= t ,
and ∇i (t)=∇ j (t)= 0.

(iii) Since ∇ j commutes with ϕ, we have t∇ ′j ◦ϕ=∇ j ◦ϕ= ϕ ◦∇ j = ϕ(t)ϕ ◦∇ ′j =
ptϕ◦∇ ′j . By dividing by t , we obtain the assertion since NdR(V ) is torsion free.

�

Definition 4.4.9. Let the notation be as in Lemma 4.4.8. For V ∈ RepdR(G K ), put

∇ : NdR(V )→ NdR(V )⊗B
†
rig,K

�1
B

†
rig,K

x 7→ ∇ ′0(x)⊗
1

1+π
dπ +

∑
1≤ j≤d

∇
′

j (x)⊗ d[t̃ j ],
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which defines a ∇-structure on NdR(V ) by Corollary 4.4.7. Furthermore, this
∇-structure is compatible with the ϕ-structure on NdR(V ) by Lemma 4.4.8(iii)
and ϕ((1 + π)−1dπ) = p(1 + π)−1dπ and ϕ(d[t̃ j ]) = pd[t̃ j ]. Thus, NdR(V )
is endowed with a (ϕ,∇)-module structure and we obtain the differential Swan
conductor Swan∇(NdR(V )) of NdR(V ). The slope filtration of NdR(V ) as a (ϕ,∇)-
module (Theorem 1.7.6) is 0K -stable by the commutativity of the 0K - and ϕ-actions,
and the uniqueness of the slope filtration ([Kedlaya 2007, Theorem 6.4.1]).

4.5. Comparison of pure objects. In this subsection, we will study “pure” objects
in various categories.

Notation 4.5.1. Let G be a topological group and R a topological ring on which G
acts. Let φ : R→ R be a continuous ring homomorphism that commutes with the
action of G. A (φ,G)-module over R is a finite free R-module with continuous
and semilinear action of G and a semilinear endomorphism φ, both of which are
commutative. We denote the category of (φ,G)-modules over R by ModR(φ,G).
The morphisms in ModR(φ,G) consist of R-linear maps commuting with φ and G.

Definition 4.5.2 [Berger 2008a, Definition 3.2.1]. Let h ≥ 1 and a ∈Z be relatively
prime. Let Repa,h(G K ) be the category with objects Va,h ∈ RepQph

(G K ), endowed
with a semilinear Frobenius action ϕ : Va,h → Va,h that commutes with the G K -
action such that ϕh

= pa . The morphisms of this category are Qph -linear maps that
commute with (ϕ,G K )-actions. When h= 1 and a= 0, Repa,h(G K )=RepQp

(G K ).
Let s :=a/h∈Q. We denote by D[s] the Qp-vector space

⊕
1≤i≤h Qpei endowed

with a trivial G K -action and with ϕ-actions via ϕ(ei ) := ei+1 if i 6= h and ϕ(eh) :=

pae1. Then, Qph ⊗Qp D[s] belongs to Repa,h(G K ).

Definition 4.5.3. For s ∈Q, we define

Mods
B̃

†
rig
(ϕ,G K ), Mods

B
†
rig,K
(ϕ, 0K ), Mods

B̃†(ϕ,G K ), Mods
B

†
K
(ϕ, 0K )

to be the full subcategories of Mod
B̃

†
rig
(ϕ,G K ), Mod

B
†
rig,K
(ϕ, 0K ), Mods

B̃†(ϕ,G K )

and Mods
B

†
K
(ϕ, 0K ), whose objects are pure of slope s as ϕ-modules.

Lemma 4.5.4. (i) For any r > 0, there exists a canonical injection

B̃∇+rig → B̃
†,r
rig ,

which is (ϕ,G K )-equivariant. In the following, we regard B̃∇+rig as a subring
of B̃

†,r
rig and we endow B̃∇+rig with a Fréchet topology induced by the family of

valuations {wr }r>0.

(ii) For h ∈ N>0,
(B̃∇+rig )

ϕh
=1
= (B̃

†,r
rig )

ϕh
=1
=Qph .
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Proof. By definition, B̃∇+rig and B̃
†,r
rig depend only on Cp and not on K . By regarding

Cp as the p-adic completion of the algebraic closure of K pf, we can reduce to
the perfect residue field case. Assertion (i) follows from [Berger 2002, Exemple
2.8(2), Definition 2.16]. Assertion (ii) for B̃∇+rig is due to Colmez, see [Ohkubo 2013,
Lemma 6.2], and (ii) for B̃

†,r
rig is a consequence of [Berger 2002, Proposition 3.2]. �

Definition 4.5.5. For s ∈Q, an object M ∈ModB̃∇+rig
(ϕ,G K ) is said to be pure of

slope s if M is isomorphic to (B̃∇+rig ⊗Qp D[s])m as a ϕ-module for some m ∈ N.
Denote by Mods

B̃∇+rig
(ϕ,G K ) the category of (ϕ,G K )-modules over B̃∇+rig , which are

pure of slope s.

Lemma 4.5.6. Let the notation be as in Notation 1.6.2 and Definition 1.7.5. For
s ∈Q, the forgetful functor

Mods
R(ϕ,∇)→Mods

R(ϕ).

is fully faithful.

Proof. We consider the following commutative diagram

Mods
0[1/p](ϕ,∇)

α1 // Mods
0[1/p](ϕ)

Mods
0†[1/p](ϕ,∇)

α2 //

β1

OO

β2
��

Mods
0†[1/p](ϕ)

γ2

��

γ1

OO

Mods
R(ϕ,∇)

α3 // Mods
R(ϕ)

where α• is a forgetful functor, and β• and γ• are base change functors. We first note
that γ1 (resp. γ2) is fully faithful (resp. an equivalence) by [Kedlaya 2005, Theorem
6.3.3(a)] (resp. [Kedlaya 2005, Theorem 6.3.3(b)]). Let M, N ∈Mods

0†[1/p](ϕ,∇)

and let M̂, N̂ be the base changes of M, N via the canonical map0†
[1/p]→0[1/p].

Then, we have

HomMods
0†[1/p]

(ϕ,∇)(M, N )= Hom0†[1/p](M, N )ϕ=1,∇=0

= Hom0[1/p](M̂, N̂ )ϕ=1,∇=0,

where the first equality follows by definition and the second equality follows
because γ1 is fully faithful. Therefore, β1 is fully faithful. For the same reason,
since γ2 is fully faithful, so is β2. Note that α1 is an equivalence in the étale case,
i.e., s = 0 ([Kedlaya 2007, Proposition 3.2.8]). Let M, N ∈Mods

0[1/p](ϕ,∇). Since
Hom0[1/p](M, N )∼= M∨⊗0[1/p] N can be regarded as an étale (ϕ,∇)-module over
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0[1/p], where M∨ denotes the dual of M , we have

HomMods
0[1/p](ϕ,∇)

(M, N )= Hom0[1/p](M, N )ϕ=1,∇=0
= Hom0[1/p](M, N )ϕ=1

= HomMods
0[1/p](ϕ)

(M, N ),

where the first and third equalities follow from the definition and the second
equality follows since α1 is fully faithful in the étale case. Therefore, α1 is an
equivalence. Since α1, β1 and γ1 are fully faithful, so is α2. Since α2, β2 and γ2

are fully faithful, so is α3. �

Lemma 4.5.7. Let s ∈Q and let h ∈ N≥1, a ∈ Z be relatively prime with s = a/h.

(i) There exist equivalences of categories

D̃∇+rig :Repa,h(G K )→Mods
B̃∇+rig

(ϕ,G K ); Va,h 7→ B̃∇+rig ⊗Qph Va,h,

D̃
†
rig:Repa,h(G K )→Mods

B̃
†
rig
(ϕ,G K ); Va,h 7→ B̃

†
rig⊗Qph Va,h,

D
†
rig:Repa,h(G K )→Mods

B
†
rig,K
(ϕ, 0K ); Va,h 7→ B

†
rig,K ⊗B

†
K
(B†
⊗Qph Va,h)

HK ,

D̃†
:Repa,h(G K )→Mods

B̃†(ϕ,G K ); Va,h 7→ B̃†
⊗Qph Va,h,

D†
:Repa,h(G K )→Mods

B
†
K
(ϕ, 0K ); Va,h 7→ (B†

⊗Qph Va,h)
HK .

More precisely, quasi-inverses of D̃∇+rig , D̃
†
rig and D̃† are given by M 7→Mϕh

=pa
.

(ii) We denote by αi for 1≤ i ≤ 5 the following canonical morphisms of rings:

B
†
K

α1 //

α2

��

B
†
rig,K

α4

��

B
†
rig

α3 // B̃†
rig B̃∇+rig ,

α5oo

where the left square is commutative. Then, the αi ’s induce the following base
change functors α∗

•
:

Mods
B

†
K
(ϕ, 0K )

α∗1 //

α∗2

��

Mods
B

†
rig,K
(ϕ, 0K )

α∗4

��
Mods

B̃†(ϕ,G K )
α∗3 // Mods

B̃
†
rig
(ϕ,G K ) Mods

B̃∇+rig
(ϕ,G K ),

α∗5oo

where the left square is commutative. Moreover, the functors α∗
•
’s are compati-

ble with the functor defined in (i) , i.e., α∗1 ◦D†
= D

†
rig, etc. In particular, the

α∗
•
’s are equivalences.
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Proof.

(i) We prove the assertion for D̃∇+rig . Let D := D̃∇+rig and let V be, as before, the
functor in the other direction. Let V ∈ Repa,h(G K ). Then, there exists a
functorial morphism V → V ◦D(V ), which is bijective by Lemma 4.5.4(ii).
Hence, we have a natural equivalence V◦D' id. For M ∈Mods

B̃∇+rig
(ϕ,G K ), we

get a functorial morphism D◦V(M)→ M that is bijective by the isomorphism
M ∼= (B̃∇+rig ⊗Qp D[s])m of ϕ-modules and Lemma 4.5.4(ii). Hence, we have a
natural equivalence D ◦V ' id.

The assertions for D̃
†
rig and D̃† follow similarly: instead of using the

isomorphism M ∼= (B̃∇+rig ⊗Qp D[s])m , we use Kedlaya’s Dieudonné–Manin
decomposition theorems over B̃

†
rig and B̃†, see Propositions 4.5.3 and 4.5.10

and Definition 4.6.1; Theorem 6.3.3(b) of [Kedlaya 2005], respectively. These
assert that any object M in Mods

B̃
†
rig
(ϕ) or Mods

B̃†(ϕ) is isomorphic to a direct
sum of B̃

†
rig⊗Qp D[s] or of B̃†

⊗Qp D[s], respectively.
We next prove the assertion for D†. For M ∈Mods

B
†
K
(ϕ, 0K ), let V(M) :=

(B†
⊗

B
†
K

M)ϕ
h
=pa

. We will check that V gives a quasi-inverse of D†. Let
Va,h ∈ Repa,h(G K ). By forgetting the action of ϕ on Va,h and applying
Theorem 1.10.5 to V = Va,h , we get a canonical bijection B†

⊗
B

†
K

D†(Va,h)→

B†
⊗Qph Va,h . Since this map is ϕ-equivariant, we have canonical isomor-

phisms V ◦D†(Va,h)∼= (B
†)ϕ

h
=1
⊗Qph Va,h ∼= Va,h by Lemma 4.5.4(ii). Thus,

we obtain a natural equivalence V ◦ D†
' id. We prove D†

◦ V ' id. Let
M ∈ Mods

B
†
K
(ϕ, 0K ). From [Kedlaya 2005, Proposition 6.3.5], we obtain

the existence of an A
†
K -lattice N of M such that p−aϕh maps some basis

of N to another basis of N . Let M ′ denote M with the ϕh-action given by
x 7→ p−aϕh(x) and with the same 0K -action as M . By the existence of the
above lattice N , we have M ′∈Modet

B
†
K
(ϕh, 0K ). Since we have G K -equivariant

isomorphisms V(M)= (B†
⊗

B
†
K

M)ϕ
h
=pa ∼= (B†

⊗
B

†
K

M ′)ϕ
h
=1
= V(M ′), the

assertion follows from the étale case (Theorem 1.10.5).
Finally, we prove the assertion for D

†
rig. By the base change equivalence

α∗1 :Mods
B

†
K
(ϕ)→Mods

B
†
rig,K
(ϕ),

see [Kedlaya 2005, Theorem 6.3.3(b)], we also have the base change equiva-
lence α∗1 :Mods

B
†
K
(ϕ, 0K )→Mods

B
†
rig,K
(ϕ, 0K ). Hence, the assertion follows

from the D†-case.

(ii) To check that the α∗
•
’s are well-defined, we have only to prove that pure objects

are preserved by base change. For α1 and α3, this follows from [Kedlaya 2005,
Theorem 6.3.3(b)]. For α2, α4, this follows from the definitions: M ∈Mod

B
†
K
(ϕ)

and Mod
B

†
rig,K
(ϕ) are pure if B̃†

⊗
B

†
K

M and B̃
†
rig⊗B

†
rig,K

M , respectively, are pure
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by [Kedlaya 2005, Definitions 4.6.1 and 6.3.1] . For α5, it follows from
[Kedlaya 2005, Proposition 4.5.10 and Definition 4.6.1].

The commutativity of the diagram is trivial. The compatibility follows from
the definition. �

4.6. Swan conductor for de Rham representations. In this subsection, we define
Swan conductors of de Rham representations. In this subsection, Assumption 1.9.1
is not necessary since we do not use the results of [Andreatta and Brinon 2008].

We first recall the canonical slope filtration associated to a Dieudonné–Manin
decomposition.

Definition 4.6.1 [Colmez 2008b, Remarque 3.3]. A ϕ-module M over B̃∇+rig is a
finite free B̃∇+rig -module together with a semilinear ϕ-action. A ϕ-module M over
B̃∇+rig admits a Dieudonné–Manin decomposition if there exists an isomorphism
f : M ∼=

⊕
1≤i≤m B̃∇+rig ⊗Qp D[si ] of ϕ-modules over B̃∇+rig with s1 ≤ · · · ≤ sm ∈Q.

We define the slope multiset of M as the multiset of cardinality rank(M), consisting
of the si , together with its multiplicity dimQp D[si ]. Let s ′1 < · · · < s ′r ′ be the
distinct elements in the slope multiset of M . Then, we define Fil0f (M) := 0 and
Filif (M) := f −1(

⊕
j;s j≤s′i

B̃∇+rig ⊗Qp D[s j ]) for 1 ≤ i ≤ r ′. Note that the filtration
and the slope multiset are independent of the choice of f above.

Definition 4.6.2. Let V ∈ RepdR(G K ). First, we assume that the Hodge–Tate
weights of V are negative. By assumption, we have DdR(V )= (B+dR⊗Qp V )G K . As
in [Ohkubo 2013, Proposition 5.3], we define

Ñ∇+rig (V ) :=
{

x ∈ B̃∇+rig ⊗Qp V ; ιn(x) ∈ (B+dR⊗K DdR(V ))∇
geom
=0 for all n ∈ Z

}
,

where ιn : B̃∇+rig ⊗Qp V → B+dR ⊗Qp V is defined by x ⊗ v 7→ ϕ−n(x)⊗ v. Since
Ñ∇+rig (V ) admits a Dieudonné–Manin decomposition due to Colmez ([Ohkubo
2013, Proposition 6.2]), Ñ∇+rig (V ) is endowed with a canonical slope filtration
Fil•(Ñ∇+rig (V )) of ϕ-modules by Definition 4.6.1. Let s1 < · · ·< sr be the distinct
elements in the slope multiset of Ñ∇+rig (V ). Write si = ai/hi with ai ∈ Z, hi ∈ N>0

relatively prime. By the uniqueness of slope filtrations, Fili is G K -stable and the
graded piece gri (Ñ∇+rig (V )) lies in Modsi

B̃∇+rig
(ϕ,G K ). Hence, by Lemma 4.5.7, there

exists a unique Vi ∈ Repai ,hi
(G K ), up to isomorphism, such that gri (Ñ∇+rig (V ))∼=

B̃∇+rig ⊗Q
phi

Vi . It is proved in Step 1 of the proof of the main theorem of [Ohkubo
2013] that the inertia IK acts on Vi via a finite quotient, i.e., Vi ∈ Rep f.g.

Q
phi
(G K ) (in

the reference, Fili and Vi are denoted by Mi and Wi ). Hence, we can define

Swan(V ) :=
∑

i

SwanAS(Vi ).
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In the general Hodge–Tate weights case, we define Ñ∇+rig (V ) := Ñ∇+rig (V (−n))(n) and
Swan(V ) := Swan(V (−n)) for sufficiently large n. The definition is independent
of the choice of n since the above construction is compatible with Tate twist.

Remark 4.6.3. As in [Colmez 2008a], we should consider an appropriate contribu-
tion of “monodromy action” to define the Artin conductor. To avoid complication,
we do not define Artin conductors for de Rham representations in this paper.

The lemma below easily follows from Hilbert 90.

Lemma 4.6.4. Let V ∈ RepdR(G K ).

(i) If L is the p-adic completion of an unramified extension of K , then we have
Swan(V |L)= Swan(V ).

(ii) Assume V ∈ Rep f
Qp
(G K ). Then, we have Swan(V )= SwanAS(V ).

Though the following result will not be used in the proof of the main theorem,
we remark that when kK is perfect, our definition is compatible with the classical
definition.

Lemma 4.6.5 (Compatibility of usual Swan conductor in the perfect residue field
case). Assume that kK is perfect. Then, we have Swan(V )= Swan(Dpst(V )) (see
[Colmez 2008a, §0.4] for the definition of Dpst).

Proof. Let the notation be as in Definition 4.6.2. By Tate twist, we may assume that
all Hodge–Tate weights of V are negative. By Swan(Dpst(V ))=Swan(Dpst(V |K ur))

and Lemma 4.6.4(i), we may assume that kK is algebraically closed by replacing
K by K ur. Since B+dR ⊗K DdR(V ) is a lattice of B+dR ⊗Qp V , we may identify
Ñ∇+rig (V )[1/t] with B̃∇+rig ⊗Qp V [1/t]. By the p-adic monodromy theorem, there
exists a finite Galois extension L/K such that Dst,L(V ) := (Bst ⊗Qp V )GL has
dimension dimQp V . Moreover, we may assume that GL acts trivially on each Vi . Put
Di := (Bst⊗B̃∇+rig

Fili (Ñ∇+rig (V )))
GL . This forms an increasing filtration of Dst,L(V ).

Then, we have canonical morphisms

Di/Di+1 ↪→ (Bst⊗B̃∇+rig
gri (Ñ∇+rig (V )))

GL ∼= (Bst⊗Q
phi
Vi )

GL ∼=W (kL)[1/p]⊗Q
phi
Vi ,

where the first injection is an isomorphism by counting dimensions. By the
additivity of Swan conductors, we have Swan(Dpst(V )) = Swan(Dst,L(V )) =∑

i Swan(Di/Di+1)=
∑

i Swan(Vi )= Swan(V ). �

4.7. Main theorem. The aim of this subsection is to prove the following theorem,
which generalizes Marmora’s formula in Remark 4.7.2:

Main Theorem 4.7.1. Let V be a de Rham representation of G K . Then, the
sequence {Swan(V |Kn )}n>0 is eventually stationary and we have

Swan∇(NdR(V ))= lim
n

Swan(V |Kn ).
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Remark 4.7.2. When kK is perfect, we explain that our formula coincides with the
following formula from [Marmora 2004, Théorème 1.1]:

Irr(NdR(V ))= lim
n→∞

Swan(Dpst(V |Kn )).

Here, the LHS means the irregularity of NdR(V ) regarded as a p-adic differential
equation. By Lemma 4.6.5, the RHS is equal to the RHS in Main Theorem 4.7.1.
Therefore, we only have to prove Irr(D) = Swan∇(D) for a (ϕ,∇)-module D
over the Robba ring. Since D is endowed with a slope filtration and since both
irregularity and the differential Swan conductor are additive, we may assume that
D is étale by dévissage. Let V be the corresponding p-adic representation of finite
local monodromy. Then, the differential Swan conductor Swan∇(D) coincides
with the usual Swan conductor of V ([Kedlaya 2007, Proposition 3.5.5]). On the
other hand, Irr(D) coincides with the usual Swan conductor of V ([Tsuzuki 1998,
Theorem 7.2.2]), which implies the assertion.

We will deduce Theorem 4.7.1 from Lemma 3.5.4(ii) by dévissage. In the
following, we use the notation as in Definition 4.6.2.

Lemma 4.7.3. Let V be a de Rham representation of G K with nonpositive Hodge–
Tate weights.

(i) The (ϕ,G K )-modules

B̃
†
rig⊗B

†
rig,K

NdR(V ), B̃
†
rig⊗B̃∇+rig

Ñ∇+rig (V )

coincide with each other in B̃
†
rig⊗Qp V . Moreover, the two filtrations induced

by the slope filtrations of NdR(V ) and Ñ∇+rig (V ) also coincide with each other.

(ii) Let the notation be as in Construction 1.7.7. Then, there exists a canonical
isomorphism

gri (NdR(V ))∼= D†
rig(Vi |EK )

as (ϕ,∇)-modules over B
†
rig,K .

Proof. (i) We prove the first assertion. By Lemma 4.2.11 (with B = B̃
†,r
rig ), we only

have to prove that D(1)
:= B̃

†,r
rig ⊗B

†,r
rig,K

NdR,r (V ), D(2)
:= B̃

†,r
rig ⊗B̃∇+rig

Ñ∇+rig (V ) and
D := B̃

†,r
rig ⊗Qp V satisfy the conditions in the lemma. We have NdR,r (V )[1/t] =

D
†,r
rig (V )[1/t] by definition and

B̃
†,r
rig ⊗B

†,r
rig,K

D
†,r
rig (V )∼= B̃

†,r
rig ⊗B†,r B†,r

⊗B†,r D†,r (V )

∼= B̃
†,r
rig ⊗B†,r B†,r

⊗Qp V ∼= B̃
†,r
rig ⊗Qp V .

As we have Ñ∇+rig (V )[1/t] = B̃∇+rig [1/t]⊗Qp V by definition, we obtain a canonical
isomorphism B̃

†,r
rig⊗B̃∇+rig

Ñ∇+rig (V )[1/t]∼= B̃
†,r
rig [1/t]⊗QpV , which implies condition (i).
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By Proposition 4.2.12(ii), we have a canonical isomorphism B+dR⊗ιn,B
†,r
rig,K

NdR,r (V )∼=
B+dR⊗K DdR(V ). On the other hand, we have canonical isomorphisms

B+dR⊗B̃∇+rig
Ñ∇+rig (V )∼=B+dR⊗B∇+dR

(B+dR⊗K DdR(V ))∇
geom
=0 ∼=B+dR⊗K DdR(V ),

where the first isomorphism follows from [Ohkubo 2013, Proposition 5.3(ii)] and
the second isomorphism follows from [Ohkubo 2013, Proposition 5.4]. Since the
canonical map B∇+dR → B+dR is faithfully flat, condition (ii) is verified. The second
assertion follows from the uniqueness of the slope filtration [Kedlaya 2005, Theorem
6.4.1].

(ii) By (i), there exists canonical isomorphisms

B̃
†
rig⊗B

†
rig,K

gri (NdR(V ))∼= B̃
†
rig⊗B̃∇+rig

gri (Ñ∇+rig (V ))∼= B̃
†
rig ⊗Q

phi
Vi

as (ϕ,G K )-modules. By Lemma 4.5.7, we obtain a canonical isomorphism between
gri (NdR(V )) and D

†
rig(Vi ) as (ϕ, 0K )-modules. Since Vi is of finite local mon-

odromy, so is Vi |EK . So, dim
B

†
K

D†(Vi |EK )= dimQph Vi ; in particular, the canonical
injection D†(Vi |EK ) ↪→ (B†

⊗Q
phi

Vi )
HK is an isomorphism. Therefore, we have

canonical isomorphisms D†
rig(Vi |EK )

∼=D
†
rig(Vi )∼= gri (NdR(V )) as (pure) ϕ-modules

over B
†
rig,K ; hence, the assertion follows from Lemma 4.5.6. �

Remark 4.7.4. One can prove that there exist canonical isomorphisms

B̃
†
rig⊗B

†
rig,K

NdR(V )∼= B̃
†
rig⊗B̃∇+rig

Ñ∇+rig (V )∼= N
†
rig(V ).

Lemma 4.7.5. We have

Swan∇(NdR(V ))=
∑

1≤i≤r

SwanAS(Vi |EK ).

Proof. We have

Swan∇(NdR(V ))=
∑

1≤i≤r

Swan∇
(
gri (NdR(V ))

)
=

∑
1≤i≤r

Swan∇
(
D†

rig(Vi |EK )
)
=

∑
1≤i≤r

SwanAS(Vi |EK ),

where the first equality follows from the additivity of the differential Swan conductor
(Lemma 1.7.9), the second one follows from Lemma 4.7.3(ii), and the third one
follows from Xiao’s comparison theorem (Theorem 1.7.10). �

Proof of Main Theorem 4.7.1. By Lemma 4.7.5 and the definition of the Swan con-
ductor (Definition 4.6.2), we only have to prove SwanAS(Vi |EK )= SwanAS(Vi |Kn )

for all sufficiently large n. This follows from Lemma 3.5.4(ii). �
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Appendix: list of notation

The following is a list of notation in order defined.

1.2: �̂1
K , ∂ j , ∂/∂t j .

1.3: K̃n , K̃∞, 0K̃ , HK̃ , γa , γb, η = (η0, . . . , ηd), g, Ln , L∞, 0L , HL , 0L , j .

1.4: Ẽ(+), ṽE, Ã(+), B̃(+), ε, t̃ j , π , q , Ainf , B
(+)
dR , u j , t , DdR( · ), ∇geom, B

∇(+)
dR , Acris,

Bcris, B̃∇+rig .

1.5: asa
L/K ,Z , Fa(L), b(L/K ), asa

L/K ,Z ,P , Fa
log(L), blog(L/K ), ArtAS( · ),

SwanAS( · ).

1.6: v≤n ,wr , W (E)r , Wcon(E), 0r , 0con, 0an,r , 0an,con, O{{S}}, O((S))†,r , O((S))†,
R, Mod•(σ ), Modet

•
(σ ), Mods

•
(σ ).

1.7: �1
R , �1

R, d :R→�1
R, Mods

•
(ϕh,∇) D, D†, Swan∇( · ).

1.8: X (+)

K = X (+)(K, ξ, n0).

1.9: E
(+)
L , Ẽ

(+)
K , Ã

(+)
L , B̃L , A, BL , B, Modet

BL
(ϕh, 0L), D( · ), V( · ).

1.10: Ã†,r , Ã†, B̃†,r , B̃†, B̃
†,r
rig , B̃

†
rig, A†,r , A†, B†,r , B†, B

†,r
rig , B

†
rig, Ã

†,r
L , Ã

†
L, B̃

†,r
L , B̃

†
L,

B̃
†,r
rig,L, B̃

†
rig,L, A

†,r
L , A

†
L, B

†,r
L , B

†
L , B

†,r
rig,L, B

†
rig,L, D†,r( · ), D†( · ), D

†,r
rig ( · ), D

†
rig( · ).

3.1: R〈X〉, O((S))†,r0 , | · |r , O[[S]]〈X〉, O((S))†,r0 〈X〉, O((S))
†,r
〈X〉, deg(p), κ(p),

κ(p), πp.

3.2: �, �, �lex, vR , deg
R

, LTR( · ), | · |qt.

3.3: A, I †,r , A†,r , | · |r,qt.

3.4: Idem( · ), as · p,qt, | · |p,sp Aκ(p).

3.5: ASr , ASr
log.

4.1: Kn[[u1, . . . , ud ]]
∇ .

4.2: ιn , tn,w, NdR,r ( · ), NdR( · ), Ñ
†,r
rig ( · ), Ñ

†
rig( · ).

4.3: ∇ j .

4.4: ∇̃ j , ∇ ′j .

4.5: Repa,h(G K ), D[s], Mods
B̃

†
rig
(ϕ,G K ), Mods

B
†
rig,K
(ϕ, 0K ), Mods

B̃†(ϕ,G K ),

Mods
B

†
K
(ϕ, 0K ), Mods

B̃∇+rig
(ϕ,G K ), D̃∇+rig ( · ), D̃+rig( · ), D

†
rig( · ), D̃†( · ), D†( · ).

4.6: Ñ∇+rig ( · ), Vi , Swan( · ).
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