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Moduli of morphisms
of logarithmic schemes

Jonathan Wise

We show that there is a logarithmic algebraic space parameterizing logarithmic
morphisms between fixed logarithmic schemes when those logarithmic schemes
satisfy natural hypotheses. As a corollary, we obtain the representability of the
stack of stable logarithmic maps from logarithmic curves to a fixed target without
restriction on the logarithmic structure of the target.

An intermediate step requires a left adjoint to pullback of étale sheaves, whose
construction appears to be new in the generality considered here, and which may
be of independent interest.
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1. Introduction

Let X and Y be logarithmic algebraic spaces over a logarithmic scheme S. Consider
the functor HomLogSch/S(X, Y )1 whose value on a logarithmic S-scheme S′ is the
set of logarithmic morphisms X ′ → Y ′, where X ′ = X ×S S′ and Y ′ = Y ×S S′.
Under reasonable hypotheses on these data, we show that HomLogSch/S(X, Y ) is
representable by a logarithmic algebraic space over S.

Supported by an NSA Young Investigator’s Grant, Award #H98230-14-1-0107.
MSC2010: primary 14H10; secondary 14D23, 14A20.
Keywords: logarithmic geometry, moduli.

1See Section 1C for our conventions on notation.
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Our strategy is to work relative to the space HomLogSch/S(X , Y ) parameter-
izing morphisms of the underlying algebraic spaces X and Y of X and Y, respec-
tively. More precisely, HomLogSch/S(X , Y )(S′) is the set of morphisms of schemes
X ×S S′→ Y ×S S′. In order to guarantee that a morphism

HomLogSch/S(X, Y )→ HomLogSch/S(X , Y )

exists, we need to assume that the morphism of logarithmic spaces π : X→ S is
integral, meaning π∗MS→ MX is an integral morphism of sheaves of monoids.

Theorem 1.1. Let π : X → S be a proper, flat, finite presentation, geometrically
reduced, integral morphism of fine logarithmic algebraic spaces. Let Y be a
logarithmic stack2 over S. Then the morphism

HomLogSch/S(X, Y )→ HomLogSch/S(X , Y )

is representable by logarithmic algebraic spaces locally of finite presentation over S.

Combining the theorem with already known criteria for the algebraicity of
HomLogSch/S(X , Y ), such as [Hall and Rydh 2015, Theorem 1.2], we obtain:

Corollary 1.1.1. In addition to the assumptions of Theorem 1.1, assume as well that
Y is an algebraic stack over S that is locally of finite presentation with quasicompact
and quasiseparated diagonal and affine stabilizers, and that X → S is of finite
presentation. Then HomLogSch/S(X, Y ) is representable by a logarithmic algebraic
stack locally of finite presentation over S.

One application is to the construction of the stack of prestable logarithmic maps.
Let M denote the logarithmic stack of logarithmic curves. The algebraicity of M
may be verified in a variety of ways, e.g., [Gross and Siebert 2013, Proposition A.3].
For a logarithmic algebraic stack Y over S, we write M(Y/S) for the logarithmic
stack whose T-points are logarithmically commutative diagrams

C //

��

Y

��

T // S

in which C is a logarithmic curve over T.
Taking X to be the universal curve over M in the previous corollary yields:

Corollary 1.1.2. Suppose that Y→ S is a morphism of logarithmic algebraic stacks
with quasifinite and separated relative diagonal. Then M(Y/S) is representable by
a logarithmic algebraic stack locally of finite presentation over S.

This improves on several previous results:

2It is not necessary for Y to be algebraic.
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(1) [Chen 2014] required Y to have a rank-1 Deligne–Faltings logarithmic structure,

(2) [Abramovich and Chen 2014] required Y to have a generalized Deligne–
Faltings logarithmic structure, and

(3) [Gross and Siebert 2013] required Y to have a Zariski logarithmic structure.

The evaluation space for stable logarithmic maps can also be constructed using
Theorem 1.1. Recall that the standard logarithmic point P is defined by restricting
the divisorial logarithmic structure of A1 to the origin. A family of standard
logarithmic points in Y parameterized by a logarithmic scheme S is a morphism of
logarithmic algebraic stacks S× P→ Y. Following [Abramovich et al. 2010], we
define ∧Y to be the fibered category of standard logarithmic points of Y.

Corollary 1.1.3 [Abramovich et al. 2010, Theorem 1.1.1]. If Y is a logarithmic al-
gebraic stack with quasifinite and quasiseparated diagonal then ∧Y is representable
by a logarithmic algebraic stack locally of finite presentation over S.

1A. Outline of the proof. Working relative to HomLogSch/S(X , Y ), the question of
the algebraicity of HomLogSch/S(X, Y ) is reduced to showing that, given a logarith-
mic algebraic space X and a logarithmic algebraic stack Y, both over S, as well as
a commutative triangle

X

π
��

f
// Y

��

S

of algebraic stacks, the lifts of f to an S-morphism of logarithmic algebraic stacks
making the triangle commute are representable by a logarithmic algebraic stack.

This problem reduces immediately to the verification that morphisms of logarith-
mic structures f ∗MY→MX compatible with the maps from π∗MS are representable
by a logarithmic algebraic space over S. We may therefore eliminate Y from our
consideration by setting M = f ∗MY and restricting our attention to the func-
tor HomLogSch/S(M,MX ) that parameterizes morphisms of logarithmic structures
M→ MX .

Stated precisely, the S′-points of HomLogSch/S(M,MX ) are the morphisms of
logarithmic structures M ′→ M ′X , where M ′ and M ′X are the logarithmic structures
deduced by base change on X ′ = X ×S S′ that fit into a commutative triangle

π ′
∗MS′

|| ##

M ′ // M ′X
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As is typical for logarithmic moduli problems, we now separate the question of
the representability of HomLogSch/S(M,MX ) by a logarithmic algebraic stack into
a question about the representability of a larger stack

Log(HomLogSch/S(M,MX ))= HomSch/Log(S)(M,MX )

over schemes (not logarithmic schemes), followed by the identification of an open
substack of minimal objects within Log(HomLogSch/S(M,MX )) that represents
HomLogSch/S(M,MX ).

When Log(HomLogSch/S(M,MX )) is viewed as a category, its objects are the
same as the objects of HomLogSch/S(M,MX ). Its fiber over a scheme T consists of
tuples (MT , f, α), where

(i) MT is a logarithmic structure on T,

(ii) f : (T,MT )→ S is a morphism of logarithmic schemes, and

(iii) α : f ∗M→ f ∗MX is a morphism of logarithmic structures on X ×S T that is
compatible with the maps from MT .

The categories Log(HomLogSch/S(M,MX )) and HomLogSch/S(M,MX ) are slightly
different: the morphisms in the former are required to be cartesian over the category
of schemes, while in the latter they are only required to be cartesian over the
category of logarithmic schemes. That is, (T,MT , f, α)→ (T ′,MT ′, f ′, α′) in
HomLogSch/S(M,MX ) lies in Log(HomLogSch/S(M,MX )) only if the map (T,MT )→

(T ′,MT ′) is strict.
We show in Section 2 that Log(HomLogSch/S(M,MX )) is representable by an

algebraic space relative to Log(S). As Olsson has proved that Log(S) is algebraic,
the representability of Log(HomLogSch/S(M,MX )) by an algebraic stack follows.

In Sections 3 and 4 we use Gillam’s criterion (Appendix B) to prove that the
fibered category HomLogSch/S(M,MX ) over logarithmic schemes is induced from
a fibered category over schemes with a logarithmic structure. Section 3 treats the
case where X = S by adapting methods from homological algebra to commutative
monoids. In Section 4, we transform the local minimal object of Section 3 to
a global minimal object by means of a left adjoint to pullback for étale sheaves
(constructed, under suitable hypotheses, in Section 4A), whose existence appears
to be a new observation.

Gillam’s criterion characterizes the fibered category over schemes, inducing
the fibered category HomLogSch/S(M,MX ) over logarithmic schemes: it is the
substack of minimal objects of HomLogSch/S(M,MX ). A slight augmentation of
that criterion (described in Appendix B) implies that the substack of minimal
objects is open in Log(HomLogSch/S(M,MX )). Combined with the algebraicity
of Log(HomLogSch/S(M,MX )) proved in Section 2, the verification of Gillam’s
criteria in Sections 3 and 4 implies that HomLogSch/S(M,MX ) is representable by
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a logarithmic algebraic stack. A direct analysis of the stabilizers of logarithmic
maps in Section 5 then implies that HomLogSch/S(M,MX ) is representable by an
algebraic space.

1B. Remarks on hypotheses. It is far from clear that all of the hypotheses of
Theorem 1.1 are essential. We summarize how they are used in the proof: integrality
of X over S is used to guarantee the existence of a morphism

HomLogSch/S(X, Y )→ HomLogSch/S(X , Y );

it is also used in the construction of minimal objects. Properness and finite presen-
tation are used to guarantee the representability of Log(HomLogSch/S(M,MX )) by
an algebraic stack. Flatness, finite presentation, and geometrically reduced fibers
are used to guarantee the existence of a left adjoint to pullback of étale sheaves,
used in the construction of global minimal objects from local ones.

1C. Conventions. We generally follow the notation of [Kato 1989] concerning
logarithmic structures, except that we write X for the scheme (or fibered category)
underlying a logarithmic scheme (or fibered category) X . The logarithmic structures
that appear in this paper will all be fine, although we will usually point this out
in context. If M is a logarithmic structure on X , we write exp : M→OX for the
structural morphism and log :O∗X → M for the reverse inclusion.

It is occasionally convenient to pass only part of the way from a chart for a
logarithmic structure to its associated logarithmic structure. We formalize this in
the following definition:

Definition 1.2. A quasilogarithmic structure on a scheme X is an extension N of
an étale sheaf of integral3 monoids N by O∗X and a morphism N→OX compatible
with the inclusions of O∗X . We will say that a quasilogarithmic structure is coherent
if its associated logarithmic structure is coherent. If f : X ′→ X is a morphism of
schemes, the pullback f ∗N of N to X ′ is obtained by pushout via f −1O∗X →OX ′

from the pulled-back extension f −1 N :

0 // f −1O∗X //

��

f −1 N //

��

f ∗N // 0

0 // O∗X ′ // f ∗N // f ∗N // 0

We write Hom(A, B) for the set of morphisms between two objects of the
same type. When A and B and the morphisms between them may reasonably
be construed to vary with objects of a category C , we write HomC (A, B) for the

3The integrality assumption is not necessary in the definition. It is included to avoid qualifying
every quasilogarithmic structure that appears below with the adjective “integral”.
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functor or fibered category of morphisms between A and B. Occasionally, we also
employ a subscript on Hom to indicate restriction to homomorphisms preserving
some additional structure. We rely on context to keep the two meanings of these
decorations distinct.

2. Algebraicity relative to the category of schemes

We show that the morphism

Log(HomLogSch/S(M,MX ))→ Log(S) (2-1)

is representable by algebraic spaces. Combined with the algebraicity of Log(S)
[Olsson 2003, Theorem 1.1], this implies that Log(HomLogSch/S(M,MX )) is repre-
sentable by an algebraic stack.

Proposition 2.1. Let S = (S,MS) be a logarithmic scheme and let X be a proper
S-scheme with π : X → S denoting the projection. Assume given logarithmic
structures M and MX on X with morphisms of logarithmic structures π∗MS→ M
and π∗MS→ MX . Assume as well that MS , MX , and M are all coherent. Then the
morphism (2-1) is representable by algebraic spaces locally of finite presentation
over S.

We first treat the local problem in which X = S and then pass to the general case.

Theorem 2.2 [Gross and Siebert 2013, Proposition 2.9]. Suppose that P and Q
are coherent logarithmic structures on a scheme X. Then HomSch/X (P, Q) is
representable by an algebraic space locally of finite presentation over X.

For isomorphisms, this is [Olsson 2003, Corollary 3.4].

Proof. The question of the algebraicity of HomSch/X (P, Q) may be separated
into one about the algebraicity of HomSch/X (P, Q) and another about the relative
algebraicity of the map

HomSch/X (P, Q)→ HomSch/X (P, Q). (2-2)

Lemma 2.2.1. The functor HomSch/X (P, Q) is representable by an étale algebraic
space over X.

Proof. Because P and Q are constructible, the natural map

f ∗Homét(X)(P, Q)→ Homét(X ′)( f ∗P, f ∗Q)

is an isomorphism for any morphism f : X ′→ X . Therefore, we may represent
HomSch/X (P, Q) with the espace étalé of Homét(X)(P, Q). �
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The relative algebraicity of (2-2) is equivalent to the following lemma:

Lemma 2.2.2 [Gross and Siebert 2013, Lemma 2.12]. Let Q be a logarithmic
structure on a scheme X and let P be a coherent quasilogarithmic structure
on X. Fix a morphism ū : P → Q. The lifts of ū to a morphism u : P → Q
of quasilogarithmic structures are parameterized by a relatively affine scheme of
finite presentation over X.

Our proof of this lemma only differs from that of [loc. cit.] superficially, but is
nevertheless included for the sake of completeness. It is also possible to deduce
Lemma 2.2.2 from Lemma 2.2.1 and [Olsson 2003, Corollary 3.4].

Proof. This is a local question in X , so we may freely pass to an étale cover.
Furthermore, replacing P with a quasilogarithmic structure P0 that has the same
associated logarithmic structure does not change the morphisms to Q, by the
universal property of the associated logarithmic structure. Since the logarithmic
structure associated to P admits a chart étale locally, we can therefore select P0

to be a quasilogarithmic structure whose sheaf of characteristic monoids P0 is
constant. Replacing P with P0, we can assume that the characteristic monoid of P
is constant.

We wish to construct the space of completions of the diagram

P u
//

��

Q

��

P ū
// Q

(in which u is also required to be compatible with the maps exp : P → OX and
exp : Q→OX ). Replacing Q with ū−1 Q, we can assume that P = Q and ū= idP .4

Let H be the moduli space of maps u : P→ Q that are compatible with ū = idP ,
ignoring the maps to OX . Locally such a map exists because P and Q are both
extensions of P by Gm and P is generated by a finite collection of global sections.
Indeed, this implies that P and Q are each determined by a finite collection of
Gm-torsors on X , all of which can be trivialized after passage to a suitable open
cover of X . It follows that H is a torsor on X under HomSch/X (P, Gm) and in
particular is representable by an affine scheme over X , which is of finite presentation
since P is finitely generated, hence finitely presented [Rosales and García-Sánchez
1999, Theorem 5.12].

4At this point a morphism P→ Q covering ū must be an isomorphism, so we could complete the
proof using [Olsson 2003, Corollary 3.4].
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We may now work relative to H and assume that the map u : P→ Q has already
been specified. We argue that the locus where the diagram

P
exp

  ��

Q exp
// OX

commutes is closed. In effect, we are looking at the locus where two Gm-equivariant
maps P→ A1 agree. But P is generated as a monoid with Gm-action by a finite
collection of sections, hence the agreement of the two maps P→ A1 corresponds
to the agreement of a finite collection of pairs of sections of A1. But A1 is separated,
so this is representable by a closed subscheme of finite presentation. �

This completes the proof of Theorem 2.2. �

We can now obtain a global variant:

Corollary 2.2.3. Let X be a proper, flat, finite presentation algebraic space over S
and let P , Q be logarithmic structures on X with P coherent. Then HomSch/S(P, Q)
is representable by an algebraic space locally of finite presentation over S.

Proof. Let π : X→ S be the projection. Then we have

HomSch/S(P, Q)= π∗HomSch/X (P, Q).

We have already seen in Theorem 2.2 that HomSch/X (P, Q) is representable by an
algebraic space over X that is quasicompact, quasiseparated, and locally of finite
presentation. We may therefore apply [Hall and Rydh 2015, Theorem 1.3] (or any
of a number of other representability results for schemes of morphisms) to deduce
the algebraicity and local finite presentation of π∗HomSch/X (P, Q). �

Corollary 2.2.4. Let X and S be as in the last corollary. Suppose that P, Q, and
R are logarithmic structures on X with P and Q coherent and that morphisms
α : P→ Q and β : P→ R have been specified. Then there is an algebraic space,
locally of finite presentation over S, parameterizing the commutative triangles

P

α

��

β

��

Q // R

Proof. We recognize this functor as a fiber product,

HomSch/S(Q, R)×HomSch/S(P,R) {β}. �

Proposition 2.1 is an immediate consequence of Corollary 2.2.4, applied with
P = π∗MS , Q = M, and R = MX .
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3. Local minimality

After Proposition 2.1, all that is left to demonstrate Theorem 1.1 is to verify Gillam’s
criteria for

Log(HomLogSch/S(M,MX ))= HomSch/Log(S)(M,MX ).

As in the proof of Proposition 2.1, we separate this problem into local and global
variants, the local version being the case S = X . We treat the local problem in this
section and deduce the solution to the global problem in the next one.

Let X be a scheme equipped with three fine logarithmic structures, denoted
π∗MS , MX , and M in order to emphasize the application in the next section, and
morphisms of logarithmic structures

π∗MS→ MX , π∗MS→ M.

Let GSloc(X) be the set of commutative diagrams

π∗MS //

��

''
N

��

M

ϕ
~~

MX // NX

in which N is a quasilogarithmic structure5 (Definition 1.2) and the square on
the left is cocartesian. These data are determined up to unique isomorphism by
the quasilogarithmic structure N, the morphism π∗MS→ N, and the morphism ϕ.
We will refer to an object of GSloc(X) with the pair (N , ϕ), with the morphism
π∗MS→ N specified tacitly.6

Convention 3.1. As a matter of notation, whenever we have a morphism of monoids
π∗MS→ N (resp. π∗MS→ N ), we write NX (resp. NX ) for the monoid obtained
by pushout:

π∗MS //

��

MX

��

N // NX

resp.

π∗MS //

��

MX

��

N // NX


5The use of quasilogarithmic structures here is entirely for convenience: it allows us to avoid

repeated passage to associated logarithmic structures. The reader who would prefer not to worry about
quasilogarithmic structures should feel free to assume N is a logarithmic structure and worry instead
about remembering to take associated logarithmic structures at the right moments.

6Effectively, N is an object of the category of quasilogarithmic structures equipped with a mor-
phism from π∗MS .
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When N = NS above, we simply write NX rather than (NS)X .

The object of this section will be to prove the following two lemmas:

Lemma 3.2. For any X-scheme Y, any object of GSloc(Y ) admits a morphism from
a minimal object.

Lemma 3.3. The pullback of a minimal object of GSloc(Y ) via any morphism
Y ′→ Y is also minimal.

The construction of the minimal object appearing in Lemma 3.2 is done in
Section 3A, while the proof of its minimality appears in Section 3B, along with the
proof of Lemma 3.3.

3A. Construction of minimal objects. Fixing (N , ϕ)∈GSloc(X), we construct an
object (R, ρ) ∈ GSloc(X) and a morphism (R, ρ)→ (N , ϕ). In Section 3B we
verify that (R, ρ) is minimal and that its construction is stable under pullback.

We assemble R in steps: first we build the associated group of its characteristic
monoid, then we identify its characteristic monoid within this group, and finally
we build the quasilogarithmic structure above the characteristic monoid.

Recall that the map ϕ :M→ NX induces a map u :M→ NX/π
∗NS 'MX/π

∗MS

known as the type of u. This generalizes [Gross and Siebert 2013, Definition 1.10].
For brevity, we write MX/S = MX/π

∗MS = MX/π
∗MS below. Note that u is

equivariant with respect to the action of π∗MS on M and the (trivial) action of
π∗MS on the relative characteristic monoid MX/S . Therefore, u may equally well
be considered a morphism M/π∗MS→ MX/S .

Remark 3.4. The following construction is technical, so the reader may find it
helpful to keep in mind that it is really an elaboration of an exercise in homological
algebra:

If 0→ A→ B→C→ 0 is an exact sequence of abelian groups, and u :M→C
is a given homomorphism, there is a universal homomorphism A→ A′ such that u
lifts to a homomorphism M→ B ′, where B ′ = A′qA B:

M

��

��

0 // A //

��

B //

��

C // 0

0 // A′ // B ′ // C // 0

Moreover, A′ may be taken to be M ×C B.
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The associated group of the characteristic monoid of R. We set Rgp
0 =Mgp

×Mgp
X/S

Mgp
X .

This fits into a commutative diagram with exact rows:

0 // π∗Mgp
S

// Rgp
0

//

��

Mgp

��

// 0

0 // π∗Mgp
S

// Mgp
X

// Mgp
X/S

// 0

Observe that Rgp
0 comes with two maps π∗Mgp

S → Rgp
0 corresponding to the two

maps
π∗Mgp

S → Mgp, π∗Mgp
S → Mgp

X .

We take ε : Rgp
0 → Rgp to be the quotient of Rgp

0 by the diagonal copy of π∗Mgp
S .

We may then define Rgp
X by pushout via π∗Mgp

S → Mgp
X (Convention 3.1).

The homomorphism ρ̄ : Mgp
→ Rgp

X . Let M+X be the pushout of MX by the homo-
morphism of monoids π∗MS→ π∗Mgp

S . This is a submonoid of Mgp
X and fits into

the exact sequence in the middle row of the diagram below. Let R+0 be the pullback
of M → MX/S to M+X (the upper right square of the diagram). The diagram is
commutative except for the dashed arrows (which will be explained momentarily)
and has exact rows:

0 // π∗Mgp
S

//

��

R+0

ε

��

//

β

��

M //

��

ρ̄

��

0

0 // π∗Mgp
S

//

��

M+X //

��

MX/S // 0

0 // Rgp
α

// (Rgp)X // Mgp
X/S

// 0

Note that (Rgp)X is the pushout of π∗MS → MX via π∗MS → Rgp as a monoid.
Equivalently, it is the pushout of π∗Mgp

S → M+X via π∗Mgp
S → Rgp, again as a

monoid. It is contained in but not necessarily equal to Rgp
X = (RX )

gp.
The difference between the two compositions

R+0
β
−→M+X −→ (Rgp)X , R+0

ε
−→ Rgp α

−→ (Rgp)X

factors uniquely through a map Mgp
→ (Rgp)X ⊂ Rgp

X . We take this as the definition
of ρ̄.

Remark 3.5. Observe that when the maps π∗Mgp
S → Rgp and π∗Mgp

S → Mgp are
the canonical ones, the diagram on the left commutes but the diagram on the right
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does not:

π∗Mgp
S

//

��

Mgp

ρ̄

��

Rgp α
// Rgp

X

π∗Mgp
S

//

��

Mgp

ρ̄

��

Rgp
0

// (Rgp
0 )X

This is the reason we introduced the quotient ε earlier.

We view (Rgp, ρ̄) as the initial object of GSloc(X) on the level of associated
groups of characteristic monoids. Justification for this attitude will be given in
Section 3B (see the proof of Lemma 3.6).

The characteristic monoid R. We identify the smallest sheaf of submonoids R⊂ Rgp

that contains the image of π∗MS and whose pushout RX contains the image of
ρ̄ : M → Rgp

X . For each local section ξ of M we will identify a local section (or
possibly a finite collection of local sections) of Rgp for inclusion in R; we will
then take R to be the submonoid of Rgp generated by these local sections. As M is
assumed to be coherent, a finite number of these local sections suffice to generate R,
which guarantees that R is coherent.

Suppose that ξ ∈ 0(U,M) is a section over some quasicompact U that is étale
over X . Recall that ρ̄(ξ) lies in (Rgp)X , which is the pushout of Rgp via the integral
homomorphism π∗MS→ MX . At least after passage to a finer quasicompact étale
cover, we can represent ρ̄(ξ) as a pair (a, b), where a ∈ Rgp and b ∈ MX (see
Appendix A).

Let B ⊂ 0(U,MX ) be the collection of all b ∈ MX such that ρ̄(ξ) can be
represented as (a, b) for some a ∈ 0(U, Rgp). As Rgp

→ Rgp
X is injective (it is

integral), there is at most one a for any b ∈0(U,MX ). Note that B carries an action
of 0(U, π∗MS), for if ρ̄(ξ) is representable by (a, b) then it is also representable
by (a− c, b+ c). The action of the sharp monoid π∗MS gives B a partial order by
setting b ≤ b+ c for all c ∈ 0(U, π∗MS). We will show that b has a least element
with respect to this partial order.

Suppose b and b′ are elements of B with (a, b) and (a′, b′) both representing
ρ̄(ξ) ∈ 0(U, Rgp

X ). As π∗MS → MX is integral, Lemma A.2 implies that there
must be elements d ∈ MX and c, c′ ∈ π∗MS with a + c = a′ + c′ and b = d + c
and b′ = d + c′. But then ρ̄(ξ) is also representable by (a + c, d) = (a′ + c′, d).
Therefore, for any pair b, b′ ∈ B there is a d ∈ B with d ≤ b and d ≤ b′.

It will now follow that B has a least element if we can show that every infinite
decreasing chain of elements of B stabilizes. But B is a subset of 0(U,MX ), and,
at least provided U has been chosen small enough, this is a strict submonoid of
a finitely generated abelian group. A strictly decreasing chain of elements must
have strictly decreasing distance from the origin in 0(U,MX )⊗R, and there can
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be only a finite number of elements of B whose image in 0(U,MX )⊗R is within
a fixed distance of the origin. Therefore, the chain must stabilize and B has a
least element.

Writing b for the least element of B and a for the corresponding element of
0(U, Rgp) such that (a, b) represents ρ̄(ξ), we include a as an element of R.
As M is coherent, we can repeat this construction for each element in a finite
collection of sections that generate M over U (provided that U has been chosen
small enough).

By construction, R is locally of finite type and integral. Moreover, the following
lemma says that (R, ρ̄) is the initial object of type u in GSloc(X) on the level of
characteristic monoids. We defer its proof to Section 3B in order not to interrupt
the construction of (R, ρ).

Lemma 3.6. For any (N , ϕ) ∈ GSloc(X) of type u, there is a unique morphism
(R, ρ̄)→ (N , ϕ̄).

The quasilogarithmic structure R and the map ρ. This construction will require
an object (N , ϕ) ∈ GSloc(X) and not just a type. Suppose (N , ϕ) has type u and
(R, ρ̄) has been constructed as in the steps above. Then Lemma 3.6 implies that
there is a canonical map R→ N compatible with the tacit maps from π∗MS . By
pulling back N from N, we obtain a quasilogarithmic structure R with characteristic
monoid R.

As we have a factorization (again by Lemma 3.6)

M ρ̄
−→ RX −→ NX

and RX is pulled back from NX over NX , the universal property of the fiber product
yields an induced map ρ : M→ R.

3B. Verification of Gillam’s criteria.

Proof of Lemma 3.6. To prove the lemma, we must show that there is a unique
morphism µ̄ : R→ N such that the induced diagram

M
ρ̄
//

ϕ̄
��

RX

µ̄X

��

NX

(3-1)

is commutative.
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Given (N , ϕ), we have a diagram with exact rows that commutes except for
some of the parts involving the dashed arrow:

0 // π∗Mgp
S

// Rgp
0

//

��

Mgp //

u
��

ϕ̄

��

0

0 // π∗Mgp
S

//

��

Mgp
X

//

��

Mgp
X/S

// 0

0 // N gp // N gp
X

// Mgp
X/S

// 0

The lower triangle involving ϕ̄ commutes (because (N , ϕ) has type u) but the upper
one may not. The difference of the two compositions

Rgp
0 −→ Mgp ϕ̄

−→ N gp
X , Rgp

0 −→ Mgp
X −→ N gp

X

factors uniquely through a map µ̄ : Rgp
0 →N gp. Moreover, µ̄ vanishes on the diagonal

copy of π∗Mgp
S inside Rgp

0 . This gives a factorization

π∗Mgp
S −→ Rgp µ̄

−→ N gp.

Moreover, the construction of µ̄ is easily reversed to give a bijective correspondence
between maps µ̄ : Rgp

→ N gp compatible with the tacit maps from π∗Mgp
S and

morphisms ϕ̄ : Mgp
→ N gp

X compatible with the type (see Remark 3.4).
We must verify that the image of µ̄ : R→ N gp lies in N. By definition, NX ⊂ N gp

X
contains the image of ϕ̄ : M→ N gp

X . Write R′ ⊂ Rgp for the preimage of N via the
map Rgp

→ N gp; thus R′ → N is an exact morphism of monoids [Kato 1989,
Definition 4.6(1)]. Then R′X → NX is also exact [loc. cit.], so R′X coincides with
the preimage of NX ⊂ N gp

X . Furthermore, R′X contains the image of ρ̄ : M→ Rgp
X

because NX contains the image of ϕ̄ : M → N gp
X . On the other hand, R was

constructed as the smallest submonoid of Rgp such that RX contains the image of
ρ̄ : M→ Rgp

X . Therefore, R ⊂ R′ and the image of R→ NX is contained in N.
Finally, to get the commutativity of (3-1), it is sufficient to work on the level of

associated groups. Assemble the diagram

0 // π∗Mgp
S

//

��

Rgp
0

//

β

��

ε

||

µ̄ε

��

Mgp //

��

ϕ̄

��

ρ̄

}}

0

0 // Rgp //

µ̄

��

// Rgp
X

//

µ̄X

��

Mgp
X/S

// 0

0 // N gp // N gp
X

// Mgp
X/S

// 0
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which is commutative except for some of the parts involving the dashed arrows. We
write d for any of the horizontal arrows. To show that ϕ̄ = µ̄X ◦ ρ̄, it is sufficient to
show that ϕ̄◦d = µ̄X ◦ρ̄◦d . Recall that ρ̄ was constructed such that ρ̄◦d =β−d ◦ε
and µ̄ was constructed such that d ◦ µ̄ ◦ ε = µ̄X ◦β − ϕ̄ ◦ d . Therefore,

µ̄X ◦ ρ̄ ◦ d = µ̄X ◦β − µ̄X ◦ d ◦ ε = µ̄X ◦β − d ◦ µ̄ ◦ ε = ϕ̄ ◦ d,

as required. �

Proof of Lemma 3.2. To minimize excess notation, we assume (without loss of
generality) that Y = X .

Consider a morphism (N ′, ϕ′)→ (N , ϕ) of GSloc(X). We verify that the map
(R, ρ)→ (N , ϕ) factors in a unique way through (N ′, ϕ′). In Lemma 3.6, we
have already seen that there is a unique map R→ N ′, compatible with the maps
from π∗MS , and a unique factorization of ϕ̄ : M→ N ′X through ρ̄ : M→ RX . In
particular, the diagram

R
ϕ̄′
//

ϕ̄
��

N ′

��

N

commutes. Since N ′ is pulled back from N by the vertical arrow in the diagram
above, this gives a uniquely determined arrow R→ N ′. Likewise, the diagrams of
solid arrows below are commutative (the diagonal arrow on the left coming from
Lemma 3.6):

M //

��

RX

~~ ��

N ′X // NX

M //

��

RX

��~~

N ′X // NX

As N ′X is pulled back from NX via the map N ′X → NX , there is a unique induced
map RX → N ′X completing the diagram on the right. This proves the minimality
of (R, ρ). �

Proof of Lemma 3.3. We show that the tools used in the construction of R and ρ are
all compatible with pullback of quasilogarithmic structures. Pullback of quasiloga-
rithmic structures along a morphism g : Y ′→ Y involves two steps: pullback of
étale sheaves along g followed by pushout of extensions along g−1O∗Y →O∗Y ′ . We
verify that the construction of R and ρ commutes with these operations:

(1) Rgp was constructed as a quotient of a fiber product, and both fiber products
and quotients are preserved by pullback of étale sheaves;
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(2) ρ̄ was induced by the universal property of M as a quotient, and quotients are
preserved by pullback of étale sheaves;

(3) R was built as the sheaf of submonoids of Rgp generated by a collection of local
sections, and this construction is compatible with pullback of étale sheaves;

(4) R was constructed as a pullback of an extension by O∗Y , and such pullbacks are
preserved by pullback of étale sheaves and by pushout along g−1O∗Y →O∗Y ′ ;

(5) ρ was induced by the universal property of a base change of extensions, and,
as remarked above, base change of extensions is preserved by pullback of étale
sheaves and pushout along the kernels. �

4. Global minimality

In this section, X = (X ,MX ) and S = (S,MS) will be fine logarithmic schemes.
We assume that the projection π : X→ S is proper and flat with reduced geometric
fibers and that the morphism of logarithmic structures π∗MS→ MX is integral. We
also assume a second coherent logarithmic structure M on X has been specified,
along with a morphism π∗MS→ M. We will verify Gillam’s minimality criterion
(Proposition B.1) for the fibered category HomLogSch/S(M,MX ) over LogSch.

We continue to use Convention 3.1 to notate pushouts, as well as to work with
quasilogarithmic structures instead of logarithmic structures. Define GS(S) to be the
category of pairs (NS, ϕ), where NS is a quasilogarithmic structure on S equipped
with a tacitly specified morphism MS→ NS and ϕ fits into a commutative diagram

π∗MS //

��

''
π∗NS

��

M

ϕ
||

MX // NX

whose square is cocartesian. By pullback of quasilogarithmic structures, we may
assemble this definition into a fibered category over LogSch/S. When T is strict
over S, we write GS(T ) instead of GS(T ).

We may recognize HomLogSch/S(M,MX )(T )7 inside of GS(T ) as the category
of pairs (NT , ϕ), where NT is a logarithmic, as opposed to merely quasilogarithmic,
structure. We are free to work with GS(T ) in place of HomLogSch/S(M,MX )(T ),
as minimal objects of the latter may be induced from minimal objects of the former
by passage to the associated logarithmic structure.

7The notation HomLogSch/S(M,MX ) refers to the fibered category over LogSch/S whose value
on a logarithmic scheme T over S is the set of morphisms of logarithmic structures M |T → MX |T on
X ×S T, compatible with the tacit morphisms from π∗MT .
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Lemma 4.1. For any logarithmic scheme T over S, every object of GS(T ) admits
a morphism from a minimal object.

Lemma 4.2. If f : T ′ → T is a morphism of logarithmic schemes over S and
(QT , ψ) is minimal in GS(T ), then f ∗(QT , ψ) is minimal in GS(T ′).

Note that passage to the associated logarithmic structure commutes with pull-
back of prelogarithmic structures [Kato 1989, (1.4.2)], so Lemma 4.2 implies
that minimal objects of HomLogSch/S(M,MX )(T ) pull back to minimal objects of
HomLogSch/S(M,MX )(T ′).

The strategy of proof for Lemmas 4.1 and 4.2 will be to bootstrap from the
minimal objects of GSloc(X) constructed in Section 3. The essential tool in this
construction is a left adjoint to pullback for étale sheaves, for whose construction
in Section 4A we must assume X has reduced geometric fibers over S. Having
dispensed with generalities in Section 4A, we take up the construction of minimal
objects of GS(T ) in Section 4B.

Zariski logarithmic structures. The following proposition will only be used in
Appendix C. It shows that when MS and M are Zariski logarithmic structures, one
can replace MX by its best approximation by a Zariski logarithmic structure for the
purpose of constructing the category GS. At least in many situations, this means that
one can work in the Zariski topology rather than the étale topology for the purpose
of constructing a minimal logarithmic structure. See Appendix C for more details.

Lemma 4.3. Let X be a scheme. Denote by τ : ét(X)→ zar(X) the morphism of
sites. Then Hom(τ∗F, τ∗G)= Hom(F,G) for any sheaves F and G on zar(X). In
particular, τ∗τ∗ ' id .

Proof. By adjunction, we have Hom(τ∗F, τ∗G) = Hom(F, τ∗τ∗G). But we can
calculate that τ∗τ∗G(U )= τ∗G(U )=G(U ) for any open U ⊂ X . The first equality
is the definition; the second equality holds because, for example, the espace étalé
of G (in the Zariski topology) is a scheme, hence satisfies étale descent. �

Proposition 4.4. Suppose that M and MS are Zariski logarithmic structures and
that Mgp

S is torsion-free. Let τ denote the canonical morphism from the étale site to
the Zariski site. Define GS′ to be the category obtained by imitating the definition
of GS, with MX replaced by τ∗τ∗MX . Then GS' GS′.

Proof. By assumption, we have MS = τ
∗M ′S and M = τ∗M ′ for some logarithmic

structures M ′S on S and M ′ on zar(X). Here τ∗ denotes pullback of logarithmic
structures.
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We will begin by constructing a functor GS′ → GS. Observe that an object
of GS′ is a commutative diagram

π∗MS //

��

((
τ∗τ∗MX

��

M

{{

π∗NS // N ′X

in which the square is cocartesian. Then composition with τ∗τ∗MX → MX induces

π∗MS //

��

((
τ∗τ∗MX //

��

MX

��

M

~~

π∗NS // N ′X // NX

and omitting τ∗τ∗MX and N ′X yields an object of GS.
Now we construct the functor GS→GS′. Suppose that we have an object of GS,

π∗MS //

��

((

MX

��

τ∗M

||

π∗NS // NX

Applying τ∗, this gives the diagram

π∗zar M
′

S
//

��

((
τ∗MX

��

M ′

||

τ∗π
∗NS // τ∗NX

(4-1)

Note that we have used τ∗π∗MS = τ∗τ
∗π∗zar M

′

S = π
∗
zar M

′

S and τ∗M = τ∗τ∗M ′ = M ′

by Lemma 4.3. The square in the diagram above is cocartesian. Indeed, first
construct an exact sequence

0→ π∗Mgp
S → (π∗NS ×MX )

∼
→ NX → 0,

where (π∗NS × MS)
∼ is the smallest submonoid of π∗N gp

S × Mgp
X that contains

π∗NS ×MX and the image of π∗Mgp
S . Applying τ∗ to this gives an exact sequence

0→ τ∗π
∗Mgp

S → τ∗(π
∗NS ×MX )

∼
→ τ∗NX → R1τ∗π

∗Mgp
X . (4-2)
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The notation in the middle term is unambiguous because(
τ∗(π

∗NS ×MX )
)∼
= τ∗

(
(π∗NS ×MX )

∼
)

via the natural map. To see this, note first that it is sufficient to verify this at the
level of characteristic monoids, since both sides are torsors under O∗X over their
characteristic monoids (the pushforward of an O∗X -torsor being an O∗X -torsor by
Hilbert’s Theorem 90). It is also sufficient to check this on stalks, so we may assume
that X is the spectrum of a field, and in particular that M ′S is constant. An element
of τ∗

(
(π∗NS ×MX )

∼
)

is then a section of π∗N gp
S ×Mgp

X that can be expressed as
x − y for some x ∈ π∗NS × MX and y ∈ MS and is invariant under the action of
the Galois group. An element of

(
τ∗(π

∗NS ×MX )
)∼ is of the form x − y where

x is a Galois-invariant section of π∗NS × MX and y is a section of M ′S . But the
Galois action on MS is trivial since MS = τ

∗M ′S , so x − y is Galois-invariant if and
only if x is.

Now we show that R1τ∗π
∗Mgp

S = 0. We can verify this by passing to stalks
and assume that X is the spectrum of a field. Note that π∗Mgp

S is an extension
of a torsion-free abelian group by O∗X . We know that R1τ∗O∗X = 0 by Hilbert’s
Theorem 90, and R1τ∗π

∗Mgp
S = 0 because we can identify it with homomorphisms

from the Galois group, which is profinite, into the discrete, torsion-free abelian
group Mgp

S .
Now the exact sequence (4-2) implies that the square in diagram (4-1) is cocarte-

sian. Applying τ∗ to diagram (4-1) we get an object of GS′,

π∗MS //
((

��

τ∗τ∗MX

��

M

{{

||

τ∗τ∗π
∗NS //

��

τ∗τ∗NX

��

π∗NS // N ′X

Here N ′X is defined to make the bottom square cartesian. But pullback preserves
cartesian diagrams, so both squares are cartesian and the outer part of the diagram is
the desired object of GS′. We leave it to the reader to verify that these constructions
are inverse to one another. �

4A. Left adjoint to pullback. In this section we prove that pullback for étale
sheaves has a left adjoint under two natural hypotheses (flatness and local finite
presentation) and one apparently unnatural one (reduced geometric fibers). When
f : X → S is étale, the left adjoint to pullback exists for obvious reasons and
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is well-known: simply compose with the structure morphism of the espace étalé
with f . The construction in the present generality appears to be new.

Our construction is based on the following observation: if F is an étale sheaf
on X , write Fét for its espace étalé. When S is the spectrum of a separably closed
field, f!F has no choice but to be the set of connected components of Fét. In
general, if the definition of f! is to be compatible with base change in S, this forces
f!F to coincide with π0(Fét/S), as defined by Laumon and Moret-Bailly [2000,
Section 6.8] or Romagny [2011].

The results of [Laumon and Moret-Bailly 2000] and [Romagny 2011] guarantee
the existence of π0(Fét/S) as long as Fét is flat, is of finite presentation, and
possesses reduced geometric fibers over S.8 This suffices to treat a large enough
class of étale sheaves to generate all others under colimits when X is merely locally
of finite presentation over S. As f! must respect colimits where defined, we can
extend the definition to any étale sheaf F by applying f! to a diagram of étale sheaves
over X with colimit F and then taking the colimit of the resulting sheaves over S.

Flatness and local finite presentation appear to be natural hypotheses for the exis-
tence of f!, in the sense that removing either leads immediately to counterexamples
(the inclusion of a closed point or the spectrum of a local ring, respectively). It is
less clear how essential it is to require reduced geometric fibers, as our construction
makes use of that hypothesis only to ensure the existence of π0(Fét/S) as an
étale sheaf.

Gabber has argued (personal communication, 2014) that the natural condition
on f under which f ∗ possesses a left adjoint is, in addition to suitable finiteness
conditions, that the morphism X̃ → S̃ possess connected geometric fibers when-
ever X̃ is the strict henselization of X at a geometric point x and S̃ is the strict
henselization of S at f (x).

Theorem 4.5. Suppose that f : X→ S is a flat, local finite presentation morphism of
algebraic spaces with reduced geometric fibers. Then the functor f ∗ : ét(S)→ ét(X)
on étale sheaves has a left adjoint, f!.

Proof. In this proof we will move freely between étale sheaves and their espaces
étalés, which are algebraic spaces that are étale over the base. The étale site ét(−)
will be taken to mean the category of all étale algebraic spaces over the base, so
that it coincides with the category of étale sheaves.

For any U ∈ ét(X), we may define a functor

FU : ét(S)→ Sets : V 7→ HomS(U, V )= HomX (U, f ∗V ).

8In fact, [Laumon and Moret-Bailly 2000] assumes that X is smooth over S, but, as we will see
below, only flatness is necessary in the construction.
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Consider the collection C of all U ∈ ét(X) for which FU is representable by an
étale sheaf on S. The existence of f! is equivalent to the assertion that C = ét(X).

Step 1. We observe first that C is closed under colimits: suppose that U = lim
−−→

Ui

and that FUi is representable by f!Ui for all i . Then we may take f!U = lim
−−→

f!Ui :

FU (V )= Homét(X)
(
lim
−−→

Ui , f ∗V
)

= lim
←−−

Homét(X)(Ui , f ∗V )

= lim
←−−

Homét(S)( f!Ui , V )

= Homét(S)
(
lim
−−→

f!Ui , V
)
.

Every étale algebraic space over X is a colimit of étale algebraic spaces of finite
presentation over S. For example, every étale algebraic space over X is a colimit of
étale algebraic spaces that are affine over affine open subsets of S. Therefore, Step 1
implies that the construction of f!F for arbitrary étale sheaves F on X reduces to
the construction for those representable by algebraic spaces of finite presentation
over S.

Step 2. Following the construction of π0(X/S) from [Laumon and Moret-Bailly
2000, Section 6.8], we argue next that C contains all étale U over X that are of
finite presentation over S. One could also use the construction of π0(X/S) from
[Romagny 2011, Théorème 2.5.2(i)].

Suppose that U is flat, of finite presentation, and representable by schemes over S.
By [EGA IV3 1966, Corollaire 15.6.5], there is an open subscheme W ⊂U ×S U
such that, for each point x of U, the open set W ∩ ({x}×U )⊂U is the connected
component of x in U. A field-valued point of U ×S U lies in W if and only if its
two projections to U lie in the same connected component. Thus W ⊂U ×S U is
a flat equivalence relation on U, hence has a quotient π0(U/S)=U/W that is an
algebraic space over S.

We verify that U/W is étale over S. It is certainly flat and locally of finite
presentation since U is. It is therefore enough to verify that it is formally unramified.
This condition can be verified after base change to the geometric points of S.
As the definition of W commutes with base change, so does the quotient U/W .
We can therefore assume S is the spectrum of a separably closed field, and then
U/W = π0(U/S)= π0(U ) is simply the set of connected components of U, which
is certainly unramified over S.

Now we show that π0(U/S) represents FU . If g :U→ V is a morphism from U
to an étale S-scheme V then the preimages of points of V are open and closed
in their fibers over S (since V has discrete fibers over S). Therefore, U ×V U
contains W (viewing both as open subschemes of U ×S U ), so f factors through
U/W . �
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Corollary 4.5.1. Let f : X → S be as in the statement of the theorem and let
f ′ : X ′ → S′ be deduced by base change via a morphism g : S′ → S. Then the
natural morphism f ′

!
g∗→ g∗ f! is an isomorphism.

Proof. Since a morphism of étale sheaves is an isomorphism if and only if it is an
isomorphism on stalks, it is sufficient to verify the assertion upon base change to
all geometric points of S′ and therefore to assume that S′ is itself a geometric point.
Since every étale sheaf is a colimit of representable étale sheaves that are of finite
presentation over S (as in the proof of Theorem 4.5), it is sufficient to show that

f ′
!
g∗F→ g∗ f!F

when F is representable by a scheme that is of finite presentation over S. In that
case, f!F = π0(Fét/S) and f ′

!
g∗F = π0(Fét

×S S′/S′). But the fiber of π0(Fét/S)
over S′ is π0(Fét

×S S′/S′) by definition! �

The following proposition is well-known and included only for completeness.

Proposition 4.6. Let X be a site. The inclusion of sheaves of abelian groups (resp.
sheaves of commutative monoids) on X in sheaves of sets on X admits a left adjoint
F 7→ ZF (resp. F 7→ NF).

Proof. The proofs for abelian groups and for commutative monoids are identical,
so we only write the proof explicitly for abelian groups.

It is equivalent to demonstrate that, for any sheaf of sets F on X there is an initial
pair (G, ϕ), where G is a sheaf of abelian groups and ϕ : F→ G is a morphism
of sheaves of sets. Denote the category of pairs (G, ϕ) by C . By the adjoint
functor theorem, C has an initial object if it is closed under small limits and has an
essentially small coinitial subcategory [Mac Lane 1998, Theorem X.2.1]. Closure
under small limits is immediate.

For the essentially small coinitial subcategory, take the collection C0 of all (G, ϕ)
such that ϕ(F) generates G as a sheaf of abelian groups (i.e., the smallest subsheaf
of abelian groups G ′ ⊂ G that contains ϕ(F) is G itself). The cardinalities of
G ′(U ) for all U in a set of topological generators may be bounded in terms of the
cardinalities of the F(U ). It follows that C0 is essentially small and by the adjoint
functor theorem that the inclusion of sheaves of abelian groups in sheaves of sets
has a left adjoint. �

Proposition 4.7. Let f : X → S be flat and locally of finite presentation with
reduced geometric fibers. The functor f ∗ on sheaves of abelian groups (resp.
sheaves of commutative monoids) has a left adjoint, denoted f!.

Proof. The proof is the same as the proof of the theorem above. We recognize that
the class of sheaves of abelian groups (resp. sheaves of commutative monoids) F
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for which f!F exists is closed under colimits. It contains ZU (resp. NU ) for all
étale U over X since we may take

f!(ZU )= Z f!(U ) (resp. f!(NU )= N f!(U )).

Finally, all sheaves of abelian groups are colimits of diagrams of ZU (resp. NU ) as
above, so f! is defined for all sheaves of abelian groups on X . �

Zariski sheaves. We include a statement about the left adjoint to pullback on sheaves
in the Zariski topology in a restricted situation when it agrees with the left adjoint
on étale sheaves. In practice, this can be used to compute the left adjoint on étale
sheaves by working in the Zariski topology, as in Appendix C.

Proposition 4.8. Let S be the spectrum of an algebraically closed field and let
f : X→ S be a reduced, finite-type scheme over S. Then f ∗ : zar(S)→ zar(X) has
a left adjoint, given by f!τ∗, where f! denotes the left adjoint on étale sheaves.

Proof. As in Lemma 4.3, we write τ for the morphism from the étale site to the
Zariski site. We have

Hom( f!τ∗F,G)= Hom(τ∗F, f ∗étG)= Hom(τ∗F, τ∗ f ∗zarG)= Hom(F, f ∗zarG),

as required. �

4B. Reduction to the local problem. When (NS, ϕ) is an object of GS(S), the pair
(π∗NS, ϕ) is an object of GSloc(X). This determines a functor GS(S)→GSloc(X),
and when π : X→ S is an isomorphism this functor induces an equivalence between
GS(S) and GSloc(X).

Before giving the proof of Lemma 4.1, we explain the construction. In order to
minimize notation, we construct minimal objects of GS(S); the same construction
applies to GS(T ) for any S-scheme T after pulling back the relevant data.

We suppose that (NS, ϕ) is an object of GS(S) and we construct a pair (QS, ψ)

in GS(S) and a morphism (QS, ψ)→ (NS, ϕ). Then we show that (QS, ψ) is
minimal in GS(S) and that the construction of (QS, ψ) is stable under pullback.

Let (R, ρ)→ (π∗NS, ϕ) be a morphism from a minimal object of GSloc(X), as
guaranteed by Lemma 3.2.

Construction of QS . Define QS to be the pushout of the left half of the diagram

π!π
∗MS //

��

π!R //

��

π!π
∗NS

��

MS //
66QS // NS

(4-3)
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of étale sheaves of monoids. The commutativity of the diagram of solid lines
and the universal property of pushout induce a morphism QS → NS , as shown
above. Pulling back NS via this map gives a quasilogarithmic structure QS with
characteristic monoid QS .

Remark 4.9. The construction of QS can be simplified when π : X→ S has con-
nected fibers. Under that hypothesis, the counit π!π∗MS→ MS is an isomorphism
and QS = π!R.

Construction of ψ . Pulling diagram (4-3) back to X , we get a commutative diagram

π∗MS //

��
id

  

R //

��

π∗NS

id
~~

��

π∗π!π
∗MS //

��

π∗π!RS //

��

π∗π!π
∗NS

��

π∗MS // π∗QS // π∗NS

(4-4)

of étale sheaves of monoids. The vertical arrows on the left and right sides of the
diagram compose to identities because π! and π∗ are adjoint functors. We isolate
the commutative diagram

π∗MS //

##

R

��

// π∗NS

π∗QS

;;

and push it out via π∗MS→ MX to obtain the lower half of the diagram

M

ρ̄

��

ϕ̄

  

MX

  

// RX //

��

NX

QX

>>
(4-5)

The upper half of the diagram is provided by the morphism (R, ρ)→ (π∗NS, ψ)

of GSloc(X). By composing the vertical arrows in the center of the diagram, we
obtain the definition of ψ̄ :

ψ̄ : M ρ̄
−→ RX −→ QX .
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Now observe that QX is the pullback of NX via the map QX→NX . The commutative
triangle

M

ψ̄

��

ϕ̄

  

QX // NX

yields a commutative triangle

M

ψ

��

ϕ

!!

QX // NX

by the universal property of the fiber product.

Proof of Lemma 4.1. We check that the object (QS, ψ) constructed above satisfies
the universal property of a minimal object of GS(S).

Consider a morphism (N ′S, ϕ
′)→ (NS, ϕ) of GS(S). We must show that there

is a unique map (QS, ψ)→ (N ′S, ϕ
′) rendering the triangle

(QS, ψ) //

%%

(N ′S, ϕ
′)

��

(NS, ϕ)

(4-6)

commutative. To specify the dashed arrow above we must give a factorization of
QS→ NS through N ′S and show that the induced triangle

M
ψ

}}

ϕ′

��

QX // N ′X

(4-7)

is commutative.
The dashed arrow in diagram (4-6) and the commutativity of diagram (4-7)

are both determined at the level of characteristic monoids. That is, to give a
factorization of QS → NS through N ′S is the same as to give a factorization of
QS→ NS through N ′S since the logarithmic structure N ′S is pulled back from NS

via N ′S→ NS . Similarly, to verify the commutativity of diagram (4-7) it is sufficient
to show that the induced diagram of characteristic monoids commutes.

By the definition of QS as a pushout in diagram (4-3), to give QS→ N ′S com-
patible with the tacit maps from MS is the same as to give π!R→ N ′S compatible
with the maps from π!π

∗MS . The latter is equivalent, by adjunction, to giving
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R→ π∗N ′S compatible with the maps from π∗MS . But by the minimality of (R, ρ)
in GSloc(X), there is a unique factorization of R→ π∗NS through π∗N ′S such that
the induced triangle depicted in the upper half of the diagram

M

ρ

��

ϕ′

!!

ψ

��

RX //

��

N ′X

QX

>>

is commutative. The lower triangle in the diagram is also commutative: as already
noted, the map R→ π∗N ′S gives a factorization of π!R→N ′S through QS , so by
adjunction we get a factorization of R→ π∗N ′S through π∗QS , and therefore a fac-
torization R→ π∗QS → N ′S . The lower triangle is the pushout of this sequence
via R→ RX . The outer triangle, which coincides with diagram (4-7), is therefore
commutative, as desired. �

Proof of Lemma 4.2. It is sufficient to treat the case where T = S. Suppose, then,
that f : S′→ S is a morphism of schemes and set X ′ = X ×S S′. We show that
( f ∗QS, f ∗ψ) is a minimal object of GS(S′). We verify that all of the data that go
into the construction of QS are compatible with pullback:

(1) the minimal object (R, ρ) of GSloc(X) pulls back to a minimal object of
GSloc(X ′) by Lemma 3.3;

(2) the formation of π!R is compatible with pullback by Corollary 4.5.1;

(3) the pushout QS is compatible with pullback by the preservation of colimits
under pullback of sheaves;

(4) the quasilogarithmic structure QS is formed as a fiber product of sheaves and
these are preserved by pullback.

This shows that the construction of QS is compatible with pullback. We make a
similar verification for ψ :

(5) the compatibility of π! with f ∗ (Corollary 4.5.1) guarantees that diagram (4-4)
pulls back to its analogue on X ′;

(6) compatibility of pullback of sheaves with colimits guarantees the compatibility
of the lower half of diagram (4-5) with pullback;

(7) Lemma 3.3 and the assumption that (R, ρ) be minimal in GSloc(X) guarantee
that the pullback of the upper half of diagram (4-5) coincides with its analogue
constructed in GSloc(X ′).
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This shows that the construction of ψ is compatible with pullback and completes
the proof. �

5. Automorphisms of minimal logarithmic structures

Lemma 5.1. Suppose that (R, ρ) is a minimal object of GSloc(X). Then the auto-
morphism group of (R, ρ) is trivial.

Proof. It is equivalent to show that only the identity automorphism of Rgp is com-
patible with both the inclusion of π∗Mgp

S and the map ρ : Mgp
→ Rgp

X . Suppose that
α is an automorphism of (R, ρ). Then the induced morphism ᾱ : R→ R is the
identity, by Lemma 3.6.

We use this to conclude that α= id. As ᾱ= id, the automorphism α is determined
by a homomorphism λ : Rgp

→O∗X with

α(x)= x + log λ(x̄)

and x̄ denoting the image of x under the projection R → R. By assumption,
α restricts to the identity on π∗Mgp

S ⊂ Rgp so λ restricts to the trivial homomorphism
on π∗Mgp

S . Therefore, it must factor through the quotient Mgp/π∗Mgp
S of Rgp by

π∗Mgp
S .

Let αX : RX → RX denote the automorphism induced by pushout of α. We
investigate the condition that αX commute with ρ in terms of λ and show that
this implies λ = 1. Define λX by the formula log λX = αX − id and note that
λX : R

gp
X →O∗X is induced by pushout from the pair of morphisms λ : Rgp

→O∗X
and 1 : Mgp

X → O∗X . This implies λX ◦ q = 1 and λX ◦ i = λ in the notation of
the diagram

0 // π∗Mgp
S

//

��

Rgp
0

ε

||

r
//

q
��

Mgp //

��

ρ̄

}}

0

0 // Rgp i
// Rgp

X
// Mgp

X/S
// 0

That λX ◦ q = 1 follows from the fact that q factors through Mgp
X → Rgp

X .
For any y ∈ Rgp

0 , let r(y) be its image in Mgp. Then we have

0= αX (ρr(y))− ρr(y)= log λX ρ̄r̄(ȳ)

= log λX (q(ȳ)− iε(ȳ))

=− log λX (iε(ȳ))

=− log λ(ε ȳ).

As ε : Rgp
0 → Rgp is surjective, we conclude that α− id= log λ= 0, so α = id. �
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Corollary 5.1.1. The automorphism group of a minimal object of GS(S) is trivial.

Proof. Suppose that α is an automorphism of a minimal object (QS, ψ). Then
π∗α is an automorphism of the object (π∗QS, ψ) ∈ GSloc(X). Choose a map
ι : (R, ρ)→ (π∗QS, ψ) with (R, ρ) minimal. Then, by the definition of minimality,
there is a commutative diagram

(R, ρ)

ι

��

// (R, ρ)

ι

��

(π∗QS, ψ)
π∗α
// (π∗QS, ψ)

The dashed arrow is an automorphism of (R, ρ), hence must be the identity by the
lemma. Therefore, by adjunction, the diagram

π!Rgp

""||

Qgp
S

ᾱ
// Qgp

S

must commute. But, by definition, Qgp
S is generated by π!Rgp and Mgp

S (dia-
gram (4-3) and the subsequent discussion). By assumption, α commutes with the
map Mgp

S → Qgp
S and we have just shown it commutes with the map π!Rgp. It

follows that ᾱ is the identity map.
This implies that α must be induced from a map δ : Qgp

S →O∗S , which we would
like to show is trivial. This map is induced from a map Qgp

S /Mgp
S → O∗S since

δ is trivial on Mgp
S . Since π! preserves colimits (it is a left adjoint), we use the

pushout in the left half of diagram (4-3) to make identifications:

Qgp
S /Mgp

S ' π!R
gp/π!π

∗Mgp
S ' π!

(
Rgp/π∗Mgp

S

)
.

By adjunction, δ is therefore induced from a map

δ̃ : Rgp/π∗Mgp
S → π∗O∗S . (5-1)

But composing this with the map π∗O∗S→O∗X gives an automorphism of (R, ρ),
which must be trivial, by the lemma. On the other hand, π∗O∗S injects into OX since
X is flat over S, so the map δ̃— and by adjunction also δ— must be trivial. �

Corollary 5.1.2. The functor HomLogSch/S(M,MX ) is representable by a logarith-
mic algebraic space.

Corollary 5.1.3. The morphism HomLogSch/S(X, Y )→ HomLogSch/S(X , Y ) is rep-
resentable by logarithmic algebraic spaces.



Moduli of morphisms of logarithmic schemes 723

Appendix A: Integral morphisms of monoids

Recall that a morphism of monoids f : P→ Q (written additively) is said to be
integral if, for any a, a′ ∈ P and b, b′ ∈ Q such that

f (a)+ b = f (a′)+ b′,

there are elements c, c′ ∈ P and d ∈ Q such that a+ c = a′+ c′ and b = d + f (c)
and b′ = d + f (c′).

Continue to assume that f : P → Q is integral and let P → P ′ be another
morphism of monoids. Consider the collection of pairs (a, b) where a ∈ P ′ and
b ∈ Q, modulo the relation (a, b) ∼ (a′, b′) if there are elements c, c′ ∈ P and
d ∈ Q such that a+ c = a′+ c′ and b = d + f (c) and b′ = d + f (c′).

The proofs of the following two lemmas are omitted as they are straightforward
and likely well-known.

Lemma A.1. If f : P→ Q is integral then the relation defined above is an equiva-
lence relation.

Lemma A.2. The monoid structure on P ′× Q descends to the equivalence classes
of the relation defined above and realizes the pushout of P→ Q via P→ P ′.

Appendix B: Minimality

Gillam’s criteria. This section is included only for convenience. All of the results
here may be found in greater detail in [Gillam 2012]. Our Proposition B.1, below,
is Descent Lemma 1.3 of op. cit.

Since our only application of this section is to the fibered category of logarithmic
schemes, LogSch, over the category of schemes, Sch, we have not made any attempt
to state the results below in their natural generality. The reader who is interested in
that level of generality may easily verify that all of the arguments below are valid
for an arbitrary fibered category.

Let Sch denote the category of schemes and let LogSch denote the category of
logarithmic schemes. Note that LogSch is an étale stack (not fibered in groupoids)
over Sch. Recall that a logarithmic structure on a fibered category F over Sch is a
cartesian section of LogSch over F.

Suppose that F is a fibered category over Sch with a logarithmic structure
M : F → LogSch. There is an induced fibered category L(F,M) over LogSch:
the objects of L(F,M) are pairs (η, f ), where η ∈ F and where f : Y→ M(η) is a
morphism in LogSch such that Y = M(η) and f lies above the identity morphism.

When F is representable by a logarithmic scheme, this is the familiar construction
that associates to F the functor it represents on logarithmic schemes.
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We give a characterization of the fibered categories G on LogSch that are
equivalent to L(F,M) for a fibered category F with logarithmic structure M.

An object ξ of G is called minimal if every diagram

η

��

// ξ

ω

??

of solid lines in G(ξ) lying above idξ admits a unique completion by a dashed arrow.

Proposition B.1. A fibered category G over LogSch is equivalent to L(F,M) if
and only if the following two conditions hold:

(1) for every η ∈ G there is a minimal object ξ ∈ G(η) and a morphism η→ ξ

lying above the identity of η, and

(2) the pullback of a minimal object of G via a morphism of Sch is minimal.

Proof. Certainly L(F,M) has this property. The minimal object associated to
(α, f ) is (α, idα).

Conversely, let F be the full subcategory of minimal objects of G. By assumption,
this is a fibered category over Sch with a map M : F→Log Sch by composition of
the inclusion F ⊂ G with the projection G→ LogSch. This is cartesian over Sch
because F is cartesian in G over Sch and G→ LogSch is cartesian over LogSch,
hence over Sch.

We have a functor L(F,M)→ G sending (α, f ) to f ∗α. We verify that this
is an equivalence. As this is a cartesian functor between fibered categories, the
verification can be done fiberwise over Sch. That is, it is enough to show that the
functors L(F,M)(S)→ G(S) are equivalences for all schemes S.

But G(S) may be identified with∐
η∈F(S)

G(S)/η '
∐

η∈F(S)

LogSch/M(η)' L(F,M)(S). �

Openness of minimality. Unlike the previous section, this section is specific to
logarithmic structures.

The proof of Proposition B.1 shows that G is L(F,M), where F ⊂ G is the
substack of minimal objects. The next proposition shows that when F and G are
fibered over coherent logarithmic schemes (in other words, when minimal objects
are coherent), F is an open substack of G.

For any ξ ∈ F, the image of ξ in LogSch is a logarithmic scheme S. We refer to
the logarithmic structure on S also as the logarithmic structure on ξ .

Theorem B.2. Suppose that the logarithmic structure on each ξ ∈ F is coherent.
Then F ⊂ Log(G) is open.
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Proof. We must show that, for any η ∈ Log(G) lying above a scheme S, the locus
in S where η is minimal is open in S. Let ξ be the minimal object admitting a
morphism from η and let Mη→ Mξ be the associated morphism of logarithmic
structures. The locus in S where η is minimal is the same as the locus where η→ ξ

restricts to an isomorphism. Since G is fibered in groupoids over LogSch, the map
η→ ξ restricts to an isomorphism if and only if Mξ → Mη does. The following
lemma therefore completes the proof. �

Lemma B.3. Let α : M→ M ′ be a morphism of coherent logarithmic structures
on a scheme S. The locus in S where α is an isomorphism is an open subset of S.

Proof. It is sufficient to show that a morphism that is an isomorphism at a geometric
point is an isomorphism in an étale neighborhood of that point. Choose charts
P→M and P ′→M ′ near a geometric point ξ ,9 fitting into a commutative diagram

P //

��

M //

��

Mξ

��

P ′ // M ′ // M ′ξ

As the monoids Mξ and M ′ξ are of finite presentation (because they are finitely
generated [Rosales and García-Sánchez 1999, Theorem 5.12]), we can choose
P and P ′ so that the maps P → Mξ and P ′ → M ′ξ are isomorphisms, at least
after shrinking the étale neighborhood of ξ . But then P→ P ′ is an isomorphism
and M and M ′ are therefore the logarithmic structures associated to the same
quasilogarithmic structure. In particular, they are isomorphic. �

Appendix C: Explicit formulas, by Sam Molcho

The purpose of this appendix is to show that under certain reasonable simplifying
assumptions, the minimal logarithmic structure constructed in the paper admits a
rather concrete, simple description. Specifically, we will study minimal logarithmic
structures in the case where we have a family of maps

X
f
//

π

��

V

��

S

(C-1)

9By a chart P→ M we mean a homomorphism from a constant sheaf of monoids P to M such
that, if P is defined to be the extension of P by O∗S obtained by pulling back M→ M, the associated
logarithmic structure of P→ M→OS is M.
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over a geometric point S = Spec k, with π being log smooth and flat and having
reduced fibers, and where the logarithmic structure on V is a Zariski log structure.
To our knowledge, these assumptions hold in all previous work where minimal
logarithmic structures have been studied, e.g., [Gross and Siebert 2013; Abramovich
and Chen 2014; Chen 2014; Olsson 2008; Ascher and Molcho 2015]. In fact, in these
papers the authors always begin with flat, proper families of schemes with reduced
fibers, and construct a minimal logarithmic structure over each geometric point by
writing down an explicit formula. They then prove that a logarithmic structure is
minimal over a general family if and only if it restricts to a minimal logarithmic
structure over each point. In the cited papers, what are actually considered are
“absolute” families

X
f
//

π

��

V

S

We will show that in this absolute situation the notion of minimality defined in
the present paper and the notion given in [Gross and Siebert 2013] (or, in fact, an
evident extension of this notion) coincide.10

Structure of logarithmically smooth morphisms. Take a logarithmically smooth
morphism π : (X,MX )→ (S,MS) which is flat, proper, and has reduced fibers, with
S=Spec k a geometric point. The geometry of (X,MX )may be rather complicated;
however, it is simple to understand at the loci where the relative characteristic MX/S

has rank 0 or 1. Specifically, we have:

Theorem C.1. Suppose π : (X,MX )→ (S,MS) is flat, proper, and has reduced
fibers, and that S = Spec k is a geometric point. Then:

(1) Each irreducible component of X is smooth near its generic point η, and
MX,η = MS .

(2) Whenever two irreducible components intersect, they intersect in a divisor of
each, which we will call a node. A node then, generically, is the intersection of
precisely two irreducible components, and, if q denotes the generic point of an
irreducible component of the node, we have MX,q =MS⊕N N2, where N→N2

is the diagonal map and ρq :N→MS is some homomorphism determined by π .

(3) There are certain divisors on the smooth locus of X such that, at the generic
point p of such a divisor, we have MX,p = MS ⊕N .

10The formula of [Gross and Siebert 2013] was only presented for families of nodal curves, but it
works for more general X and the agreement we prove here holds in that generality.
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The divisors in (3) are the higher-dimensional analogue of marked points of
logarithmic curves. In other words, the structure of a logarithmic morphism on the
generic points of codimension-0 and codimension-1 strata is precisely the same
as the structure of a logarithmic curve, as discussed by F. Kato. To see why these
claims are true, we apply the chart criterion for logarithmic smoothness [Kato 1989]
to obtain étale locally a commutative diagram

X // S×Spec Z[Q] Spec Z[P] //

��

Spec Z[P]

��

S // Spec Z[Q]

in which the square is cartesian and the morphism from (X,MX ) to the fiber product
with its induced logarithmic structure is smooth on the level of underlying schemes
and strict. Since smooth morphisms preserve the information of how irreducible
components intersect, the problem reduces to proving these claims for the fiber of a
toric morphism of toric varieties X (F, N )→ X (κ, Q) over the torus fixed point of
X (κ, Q). Here we use the notation X (F, N ) for the toric variety determined by a
fan F in a lattice N, and similarly for X (κ, Q), where we may assume κ is a single
cone. A generic component of the fiber over the fixed point of X (κ) then corresponds
to a cone τ ∈ F such that τ maps isomorphically to κ , and a divisor in the fiber
corresponds to a cone σ that maps onto κ with relative dimension 1. Condition (1)
then is equivalent to saying that τ ∩ N is isomorphic to κ ∩ Q, since the duals of
these monoids are charts for the logarithmic structures MX,η and MS . Conditions
(2) and (3) are equivalent to saying that every cone σ that maps onto κ with relative
dimension 1 can have either one or two faces isomorphic to κ; and if σ has two such
faces, then N ∩σ ∼= (Q∩κ)×N N2 for some homomorphism eq : Q∩κ→N, while
if σ has precisely one such face, then σ ∩ N ∼= (Q ∩ κ)×N. These statements, and
the construction of the homomorphism eq are precisely the content of Lemmas 3.11
and 3.12 of [Ascher and Molcho 2015], or equivalently Lemmas 8 and 9 in [Gillam
and Molcho 2013] from which the former lemmas are derived.

The description given above holds étale locally on X , for the étale sheaf MX . In
what follows, we also need to understand the induced Zariski sheaf τ∗MX on X ,
where τ denotes the morphism of sites ét(X)→ zar(X)— see Lemma 4.3 and
Proposition 4.4. We claim that the description of τ∗MX over the generic points η of
irreducible components of X and over generic points q of irreducible components
of nodes is only slightly more involved. Specifically, we have:

Corollary C.1.1. The logarithmic structure τ∗MX satisfies τ∗MX,η = MS on the
generic point of an irreducible component η. On the generic point of an irreducible
component of a node, we have either
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(1) τ∗MX,q = MS ⊕N N2, when the node is the intersection of two distinct irre-
ducible components of X in the Zariski topology, or

(2) τ∗MX,q = MS , when the node is the self-intersection of a single irreducible
component.

Proof. We prove the statement about nodes first. The question is local on X ,
so we may assume for simplicity that X is the spectrum of OX,q . According to
Theorem C.1 above, we can choose an étale cover U of X , and a lift q ′ of q , with the
property that MU,q ′ ∼= MS ⊕N N2; here the two generators e1, e2 of N2 correspond
to the two branches of U around q ′, and map to the two functions in OU,q which
define these two branches. For every étale cover V of U over X , and cover q ′′

of q ′, we have MV,q ′′ ∼= MS⊕N N2 as well, as MU,q ′ and MV,q ′′ are both pulled back
from MX,q . Thus, every étale cover V of U over X induces an automorphism of
MS ⊕N N2. On the other hand, the sheaf τ∗MX is determined from MU by descent,
hence τ∗MX,q is the submonoid of invariants of MS⊕N N2 under all automorphisms
of MS ⊕N N2 obtained by étale covers V →U over X . Every such automorphism
further lives over S, hence must fix MS; and since e1 + e2 ∈ N2 is in MS , such
an automorphism must fix e1+ e2. We are thus looking at automorphisms of N2

which fix (1, 1), that is, matrices with coefficients in N and determinant 1, and
that fix (1, 1). The only two such matrices are the identity and the matrix e1→ e2,
e2→ e1. Thus, the invariants of MS⊕N N2 are either all of MS⊕N N2 or the diagonal
MS ⊕N N(e1+ e2)∼= MS . To prove the corollary it remains to analyze when each
case happens. Suppose first that q is the intersection of two distinct irreducible
components of X . Since OX is determined from OU by descent as well, we see
that the images of e1, e2 in U map to distinct functions in OX , which define q in
each of the irreducible components. Thus, there can be no étale cover V of U
over X which interchanges e1, e2 in the automorphism MS⊕N N2, and we are in the
situation where the invariants are all of MS ⊕N N2. On the other hand, if q is the
self-intersection of a single component, the only linear combinations of e1 and e2

that descend are the ke1+ ke2, which lie in MS .
To see the statement about the logarithmic structure over the generic points of

irreducible components η, we simply observe that the invariants of MS over MS are
always MS , hence τ∗MX,η = MS as well. �

The minimal log structure over a geometric point. We consider a family of loga-
rithmic schemes

X
f
//

π

��

V

��

S

(C-2)
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with S a geometric point, and π a flat, logarithmically smooth morphism with
reduced fibers. The morphism f is not assumed to be a logarithmic morphism. We
write MS for the logarithmic structure on S, MX for the logarithmic structure on X ,
and MV for the logarithmic structure on V. We further write M = f ∗MV for the
pullback of the logarithmic structure on V to X .

Out of X , we can create a category C. The objects of C are the generic points of
the strata in the minimal stratification on which the relative characteristic MX is
locally constant. Note that τ∗MX/S is constant on these strata. We have a morphism
x→ y in C whenever {x} ∈ {y}.

In the special case when X is a nodal curve, the category C is rather simple, with
one object for each irreducible component η of X and an object for each node or
marked point q, and a morphism q→ η whenever q belongs to the component η.
In fact, the same characterization holds for general X in depths 0 and 1: depth-0
objects correspond to irreducible components of X , and depth-1 objects correspond
to either marked divisors in X or nodes where irreducible components of X intersect,
according to Theorem C.1.

Lemma C.2. Let F be a sheaf in the étale topology on X that is pulled back from a
sheaf in the Zariski topology, which is constructible with respect to the category C.
Then

π!(F)= lim
−−→
x∈C

Fx .

Proof. By Proposition 4.8, π! is the left adjoint to π∗zar, the pullback functor on
Zariski sheaves, so we only need to verify that, for any sheaf G on S, we have
Hom

(
lim
−−→x∈C Fx ,G

)
= Hom(F, π∗G). A sheaf G on S is simply a monoid, so

π∗G is the constant sheaf on X associated to G. Thus, to give a homomorphism
F→ π∗G is equivalent to giving homomorphisms Fx → G for each x ∈ C which
are compatible with generization; but this is precisely the data of a homomorphism
lim
−−→x∈C Fx → G. �

Observe furthermore that the colimit over a finite indexing category only depends
on the objects of depths 0 and 1, i.e., in this case, over the irreducible components η
of X , the generic points q of the nodes of X , and the generic points of the marked
divisors of X . Note that the marked divisors do not contribute to the colimit. The
reason is that, for each p ∈ C corresponding to a marked divisor, there is a unique
morphism p→ η, where η corresponds to the irreducible component containing
the marked divisor. So the points corresponding to marked divisors can be omitted
from the diagram without affecting the colimit. The same is true for nodes of X
which are the self-intersection of a single irreducible component.

From here on, η is always going to denote the generic point of an irreducible
component of X , and q is always going to denote the generic point of an irreducible
component of the intersection of two distinct irreducible components.
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In what follows, we will replace MX with the sheaf τ∗τ∗MX . Note that while
X equipped with τ∗τ∗MX is no longer log smooth over (S,MS), the minimal log
structure obtained from τ∗τ∗MX and the minimal log structure obtained from MX

coincide, according to Proposition 4.4. The reason we do this replacement is
because this allows us to use C in the calculation of the minimal log structure,
according to Lemma C.2, rather than the far larger category of all étale spe-
cializations. Furthermore, according to the preceding remark, only irreducible
components η and nodes q need to be included in the calculation, and there we
have τ∗τ∗MX,η = MX,η, τ

∗τ∗MX,q = MX,q , according to Corollary C.1.1. So this
is, in fact, not a serious abuse of notation.

This allows us to work out an explicit presentation for the minimal logarithmic
structure. We first determine its associated group. Let us recall the notation.
Diagram (C-1) gives us a diagram

Mgp
X/S Mgp

X
oo Mgpoo

u

ww

π∗Mgp
S

OO

i

<<

of sheaves of monoids in which we have set M = f ∗MV and in which u is the
type of the morphism. With u fixed, the problem of finding a minimal logarithmic
structure is the same as finding a minimal object NS such that u factors through a
homomorphism Mgp

→ N gp
S ⊕π∗Mgp

S
Mgp

X . To find the minimal logarithmic structure,
we set

Rgp
0 = Mgp

X ×Mgp
X/S

Mgp and Rgp
= Rgp

0 /1(π
∗Mgp

S ),

where 1 is the diagonal map π∗Mgp
S → Mgp

X ×Mgp
X/S

Mgp.
Applying Lemma C.2, we see that the associated group of the minimal logarithmic

structure π!Rgp on S is given as the coequalizer

lim
−−→
x∈C

Rgp
x = lim

−−→

(⊕
q

Rgp
q

φ1
−−→
φ2
−−→

⊕
η

Rgp
η

)
,

where φ1, φ2 denote the two generization maps, induced by the generization mor-
phisms MX,q → MX,η and Mq → Mη whenever q is contained in η. If we choose
an ordering of the two components η1, η2 containing a node q, the coequalizer
becomes the quotient ⊕

q

Rgp
q

φ2−φ1
−−−→

⊕
η

Rgp
η .
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On the other hand, even though R may be difficult to understand, its stalks at
generic points and nodes are straightforward. We have

Rgp
0,η = Mgp

X,η×Mgp
η
∼= Mgp

S ×Mgp
η

and so
Rgp
η = Mgp

η .

Similarly, on a node q we have

Rgp
0,q = Mgp

X,q ×Z Mgp
q .

Now recall that MX,q = MS ⊕N N2
= {(a, b) : b− a = ρqd} ⊂ MS × MS , where

ρq : N→ MS is a homomorphism determined by π , as discussed on page 726.
We abusively also write ρq for the image ρq(1) ∈ MS of ρq . The morphism
Mgp

X,q → Z is the canonical projection Mgp
X,q → Mgp

X/S, which, explicitly, is the
homomorphism that sends a pair (a, b) such that b− a = ρqd to d . Therefore,

Rgp
0,q =

{
(a, b,m) : b− a = uq(m)ρq

}
.

The morphism π∗Mgp
S → Rgp

0,q is the diagonal s 7→ (s, s, i(s)), and hence, passing
to the quotient, we obtain an isomorphism

Rgp
q
∼= Mgp

q

by sending [(a, b,m)] 7→m − i(a), with inverse m 7→ [0,uq(m)ρq ,m]. The two
generization morphisms Rgp

0,q → Rgp
0,η → Rgp

η are the two natural maps from
Mgp

X,q ×Z Mgp
q to Mgp

η , sending (a, b,m) to (i(a)+ φ1(m)) or to (i(b)+ φ2(m)),
respectively, depending on whether η is the first or second irreducible component
containing q, under our ordering. Thus, under the isomorphism above, the mor-
phism Rgp

q → Rgp
η1 × Rgp

η2 becomes the map Mgp
q → Mgp

η1 ×Mgp
η2 which sends m to(

−φ1(m), φ2(m)+ i(uq(m)ρq)
)
. The associated group of the minimal logarithmic

structure thus has the very simple quotient presentation⊕
q

Mgp
q
(−φ1,φ2+iuqρq)
−−−−−−−→

⊕
η

Mgp
η .

The characteristic monoid of the actual logarithmic structure π!R is then the image
of
⊕

Mη in π!Rgp.

Gross–Siebert minimality. We now specialize to the case when the family of mor-
phisms f : X→ V is absolute, i.e., of the form

X
f
//

π

��

V

S

(C-3)
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This point of view can be reconciled with that of the previous paragraph by simply
redefining the logarithmic structure of V to be M ′V =MV ⊕O∗V π

∗MS . At any rate, to
avoid confusion and keep in line with existing literature, we will denote the sheaf of
monoids f ∗MV by P, and f ∗M ′V by M, as above. For a node q , specializing to two
irreducible components η1, η2, let χi : Pq → Pηi denote the two generization maps.

Definition C.3. Let S be a geometric point. A logarithmic structure NS on S is
called a Gross–Siebert minimal logarithmic structure for f over MS if its character-
istic monoid Q = NS has associated group isomorphic to the cokernel of

8 :
⊕

q

Pgp
q

(ρq uq ,−χ1,χ2)
−−−−−−−→Mgp

S ⊕
⊕
η

Pgp
η

and Q is isomorphic to the image of Mgp
S ⊕

⊕
ηPgp

η in the associated group.

Remark C.4. In [Gross and Siebert 2013], the minimal logarithmic structure is in
fact saturated by definition, i.e., Q is the saturation of the monoid in the definition
above. Since our results go through when Q is merely integral, the definition is
stated in this slightly more general form.

Remark C.5. In [Gross and Siebert 2013], the object of study is stable logarithmic
maps, in which case X→ S is a logarithmic curve. In this case, there are canonical
logarithmic structures on X and S which make X→ S logarithmically smooth. Over
a geometric point, the characteristic monoid of the canonical logarithmic structure
on S is Nm, where m is the number of nodes of X . The definition of minimality
given in [Gross and Siebert 2013] has this canonical logarithmic structure as MS

throughout. The definition presented here is the evident modification that allows
the same flexibility as the present paper.

Theorem C.6. A Gross–Siebert minimal logarithmic structure is minimal.

Proof. Let (X, NX )→ (S, NS) be any log morphism pulled back from (X,MX )→

(S,MS)which admits a log morphism f to V, as in diagram (C-3). The morphism f
induces morphisms Pgp

η →N gp
X,η = N gp

S for each η. We thus have a unique extension
to a summation morphism 6 : Mgp

S ⊕
⊕

ηPgp
η → N gp

S . On the other hand, for each
node q , the diagram

Pgp
η1

// N gp
S

Pgp
q

>>

  

// N gp
X,q = {(a, b) : b− a = ρqd}

nn

ppPgp
η2

// N gp
S
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must commute; thus the map6 must descend uniquely to the (unsharpened) quotient
of 8. As N gp

S is assumed torsion-free, the morphism must descend to the sharpened
quotient as well, i.e., the associated group of the minimal logarithmic structure.
Since MS ⊕

⊕
ηPη → N gp

S factors through NS , its image Q in Qgp maps to NS ,
as desired. �

We are now ready for the comparison.

Theorem C.7. Suppose (X,MX )→ (S = Spec C,MS) is a logarithmic smooth
morphism which is flat and has reduced fibers, and f : X→ (V,MV ) is a morphism
to a logarithmic scheme. The minimal logarithmic structure defined in the paper
coincides with the Gross–Siebert minimal logarithmic structure.

Proof. This is immediate, as both logarithmic structures satisfy the same universal
property. �

It is actually rather interesting to give a direct proof of this fact, as the calculation
is illuminating. We consider

X
f
//

π

��

V

S
and extend it to

X
f
//

π

��

V

��

S

as above by putting M ′V = MV ⊕O∗V π
∗MS , M = f ∗M ′V . Then, Mq = Pq⊕MS and

Mη = Pη⊕MS . The morphism m 7→
(
−φ1(m), φ2(m)+ i(uq(m)ρq)

)
is identified

with (m, s) 7→
(
−χ1(m),−s, χ2(m), uq(m)ρq + s

)
. Therefore, by the results of

Section 1, we have that the associated group of the minimal logarithmic structure
for the family is given as the quotient⊕

q

(
Pgp

q ⊕Mgp
S

) (−χ1,− id,χ2,id+uqρq )
−−−−−−−−−−−→

⊕
η

(
Pgp
η ⊕Mgp

S

)
.

If 6 denotes the summation map
⊕

Mgp
S →Mgp

S , we obtain a commutative diagram⊕
q

(
Pgp

q ⊕Mgp
S

)
��

(−χ1,− id,χ2,id+uqρq )
//
⊕
η

(
Mgp

S ⊕ Pη
)

(6,id)
��⊕

q

Pgp
q (uqρq ,−χ1,χ2)

// Mgp
S ⊕

⊕
η

Pη
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Thus, the morphism (6, id) descends to a morphism of the quotients π!Rgp
→ Qgp

S ,
where Q is the characteristic monoid of the Gross–Siebert minimal logarithmic
structure⊕

q

Pgp
q ⊕Mgp

S

��

//
⊕
η

(
Mgp

S ⊕ Pη
)

(6,id)

��

// π!Rgp

��⊕
q

Pgp
q

// Mgp
S ⊕

⊕
η

Pη // Qgp
S

Observe that the kernel of the map Pgp
q ⊕Mgp

S → Pgp
q is simply Mgp

S . The kernel
of the map on the right, on the other hand, is the kernel of the summation map⊕

ηMgp
S → Mgp

S . The induced map of kernels then fits into the sequence⊕
q

Mgp
S →

⊕
η

Mgp
S → Mgp

S .

But this is precisely the part of the complex that computes the homology of
the geometric realization BC of the category C with coefficients in the group Mgp

S ,
where the morphism on the right is the evaluation map. Since X is connected,
so is C, and thus

H0
(
BC,Mgp

S

)
= Mgp

S ,

and thus
⊕

q Mgp
S surjects onto the kernel of the evaluation map 6. Thus, the map

π!Rgp
→ Q is injective. On the other hand, the morphism (6, id) is certainly

surjective, so π!Rgp
→ Qgp is also surjective. We thus get the isomorphism on the

level of associated groups.
To extend the isomorphism on the level of actual monoids, note that since the

summation morphism is also surjective on the level of monoids, the image of⊕
η

(
Mgp

S ⊕ Pη
)

surjects onto the image of MS ⊕
(⊕

ηPη
)
, and hence π!R surjects

onto Q. Since π!R and Q are integral and the morphism of associated groups is
injective, we obtain the desired isomorphism.
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Residual intersections and
the annihilator of Koszul homologies

Seyed Hamid Hassanzadeh and Jose Naéliton

We study Cohen–Macaulayness, unmixedness, the structure of the canonical
module and the stability of the Hilbert function of algebraic residual intersec-
tions. We establish some conjectures about these properties for large classes of
residual intersections without restricting the local number of generators of the
ideals involved. To determine the above properties, we construct a family of
approximation complexes for residual intersections. Moreover, we determine
some general properties of the symmetric powers of quotient ideals which were
not known even for special ideals with a small number of generators. Finally, we
show acyclicity of a prime case of these complexes to be equivalent to finding a
common annihilator for higher Koszul homologies, which unveils a tight relation
between residual intersections and the uniform annihilator of positive Koszul
homologies, shedding some light on their structure.

1. Introduction

Understanding the residual of the intersection of two algebraic varieties is an intrigu-
ing concept in algebraic geometry. Similar to many other notions in intersection
theory, the concept of residual intersections needs the proper interpretation to
encompass the desired algebraic and geometric properties. In the sense of [Artin
and Nagata 1972], which is our point of view, the notion is a vast generalization
of linkage (or liaison), which is more ubiquitous, but also harder to understand.
Let X and Y be irreducible closed subschemes of a Noetherian scheme Z with
codimZ (X)≤ codimZ (Y )= s and Y 6⊂ X . Then Y is called a residual intersection
of X if the number of equations needed to define X ∪ Y as a subscheme of Z is
the smallest possible, that is, s. Precisely, if R is a Noetherian ring, I an ideal of
height g and s ≥ g an integer, then:

Hassanzadeh was partially supported by a CNPq grant (300586/2012-4) and Naéliton worked under a
CNPq Doctoral scholarship.
MSC2010: primary 13C40; secondary 13H10, 13D02, 14C17, 14M06.
Keywords: residual intersection, canonical module, type, sliding depth, approximation complex,

Koszul annihilator.
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• An (algebraic) s-residual intersection of I is a proper ideal J of R such that
ht(J )≥ s and J = (a :R I ) for some ideal a⊂ I generated by s elements.

• A geometric s-residual intersection of I is an algebraic s-residual intersection
J of I such that ht(I + J )≥ s+ 1.

Based on a construction of Laksov for residual intersection, Fulton [1998, Defi-
nition 9.2.2] presents a formulation for residual intersection that, locally, can be
expressed as follows: suppose that X = Spec(R) and that Y and S are closed
subschemes of X defined by the ideals a and I , respectively. Let X̃ = Proj(RR(I ))
be the blow-up of X along S. Consider the natural map π : X̃→ X . Let Ỹ =π−1(Y )
and S̃ = π−1(S). Then Ỹ = Proj(RR(I )/aRR(I )) and S̃ = Proj(RR(I )/IRR(I ))
are closed subschemes of X̃ with ideal sheaves IỸ and IS̃ , where IS̃ is an in-
vertible sheaf. Let Z ′ ⊆ X̃ be the closed subscheme defined by the ideal sheaf
IZ ′ = IỸ · I

−1
S̃

. Then Z ′ is called the residual scheme to S̃ in Ỹ . Precisely
Z ′ = Proj(RR(I )/γRR(I )) in which γ = a ⊆ (RR(I ))[1]. Finally, the residual
intersection to S in Y [Fulton 1998, Definition 9.2.2] is the direct image of OZ ′ ,
i.e., π∗(OZ ′). Since OZ ′ is a coherent sheaf, by [Hartshorne 1977, Chapter III,
Proposition 8.5],

π∗(OZ ′)=
(
H 0(X̃ ,OZ ′)

)̃
=
(
0(X̃ ,OZ ′)

)̃
.

Note that 0(X̃ ,OZ ′) equals 0∗(X̃ ,OZ ′(0)), which is equal to the ideal transform
DRR(I )+(RR(I )/γRR(I ))[0], by an application of the Čech complex. The latter is
closely related, and in many cases determined, by the ideal

H 0
RR(I )+(RR(I )/γRR(I ))[0] =

⋃
(aI i
:R I i+1).

In [Hassanzadeh 2012] and in the current work, we consider the symmetric
algebra SymR(I ) instead of the Rees algebra RR(I ). This generalization has already
proved its usefulness in studying multiple-point formulas by Kleiman; see [Fulton
1998, Example 17.6.2]. We then find a kind of arithmetical residual intersection
to be

⋃(
γ Symi

R(I ) :R Symi+1
R (I )

)
, where γ = a ⊆ Symi

R(I )[1]. Comparing the
above three definitions for residual intersection, we have

J = (a : I )⊆
⋃(

γ Symi
R(I ) :R Symi+1

R (I )
)
⊆

⋃
(aI i
:R I i+1).

Interestingly, these ideals coincide if the algebraic residual intersection J does not
share any associated primes with I, e.g., if J is unmixed and the residual is geometric.

Determining the cases where the first inclusion above is an equality leads us to
define a third variation of algebraic residual intersection.

Definition 1.1. An arithmetic s-residual intersection J = (a : I ) is an algebraic
s-residual intersection such that µRp((I/a)p)≤ 1 for all prime ideals p⊇ (I + J )
with ht(p)≤ s. (Here µ denotes the minimum number of generators.)
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Clearly any geometric s-residual intersection is arithmetic. Moreover, for any
algebraic s-residual intersection J = (a : ( f1, . . . , fr )) which is not geometric, all
of the colon ideals (a : fi ) are arithmetic s-residual intersections and at least one of
them is not geometric.

In this paper we introduce a family of complexes, denoted by {iZ+• }∞i=0, to
approximate the i-th symmetric power of I/a, which is denoted by Symi

R(I/a) for
i > 1. The idea to define this family is inspired by [Hassanzadeh 2012] in which
the single complex 0Z+• is treated. H0(0Z+• ) is a cyclic module of the form R/K ,
where K is called the disguised s-residual intersection of I with respect to a; see
Definition 2.1. The study of the other members of the above family of complexes
sheds some more light on the structure of residual intersections. A flavor of our
main results in Section 2 is the following:

Main results. Let (R,m) be a Cohen–Macaulay (CM) local ring of dimension d
and let I be an ideal with ht(I )= g > 0. Let s ≥ g and 1 ≤ k ≤ s− g+ 2 and let
J = (a : I ) be any (algebraic) s-residual intersection. Suppose that I is strongly
Cohen–Macaulay (SCM). Then:

(1) (Theorem 2.14) The canonical module of R/J is Syms−g+1
R (I/a), provided the

residual is arithmetic and R is Gorenstein.

(2) (Corollary 2.8) depth(R/a)= d − s.

(3) (Corollary 2.8) J is unmixed of codimension s.

(4) (Theorem 2.6 and Proposition 3.1) kZ+• is acyclic, H0(kZ+• )=Symk
R(I/a) and

the latter is CM of dimension d−s (the acyclicity of kZ+• implies conjecture (5)
below in the arithmetic case).

These results address the following (implicit) conjectures made during the devel-
opment of the theory of algebraic residual intersections.

Conjectures. Let R be a CM local ring and let I be SCM, or even just satisfying
sliding depth (SD). Then:

(1) R/J is Cohen–Macaulay.

(2) The canonical module of R/J is the (s− g+ 1)-st symmetric power of I/a, if
R is Gorenstein.

(3) a is minimally generated by s elements.

(4) J is unmixed.

(5) The Hilbert series of R/J depends only on I and the degrees of the generators
of a.

The first conjecture essentially goes back to [Artin and Nagata 1972], and it has
been asked as an open question in [Huneke and Ulrich 1988]. At the Sundance
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conference in 1990, Ulrich [1992] mentioned conjectures (1)–(4) above as desirable
facts to be proved. The property of the Hilbert function is rather recent and has
been analyzed by Chardin, Eisenbud and Ulrich [Chardin et al. 2001; Chardin et al.
2015].

It should be mentioned that these conjectures are proved if one supposes in
addition that the ideal I has locally few generators, a condition which is called Gs ,
or if it has a deformation with the Gs property. Over time the Gs condition has
become a “standard” assumption in the theory of residual intersections which is
not avoidable in some cases. However, the desire is to prove the above assertions
without restricting the local number of generators of I.

In comparison, obtaining the structure of the canonical module in the absence of
the Gs condition is more challenging. To achieve this, we show that under the above
hypotheses, Syms−g+1

R (I/a) is a faithful maximal Cohen–Macaulay R/J -module
of type 1. Concerning the type of modules, we prove even more. We show in
Theorem 2.12 that the inequality

rR
(
Symk

R(I/a)
)
≤

(
r + s− g− k

r − 1

)
rR(R)

holds for any 1 ≤ k ≤ s − g + 1, where, for a finitely generated R-module M,
rR(M) := dimR/m Extdepth(M)

R (R/m,M) is the Cohen–Macaulay type of M.
In Section 3, we present several applications of the theorems and constructions

so far. We state how much the Hilbert functions of R/J and R/a depend on the
generators and/or degrees of I and a. If I is SCM, then the Hilbert function of
the disguised residual intersection, and that of Symk

R(I/a), if 1 ≤ k ≤ s − g+ 2,
depends only on the degrees of the generators of a and the Koszul homologies of I.
In particular, k = 1 implies that the Hilbert function of R/a is constant on the open
set of ideals a generated by s forms of the given degrees such that ht(a : I ) ≥ s.
This is comparable with results in [Chardin et al. 2001], where the same assertion
is concluded under some Gs hypotheses.

The graded structure of kZ+• shows that if I satisfies the SD1 condition, then

reg
(
Symk

R(I/a)
)
≤ reg(R)+ dim(R0)+ σ(a)− (s− g+ 1− k) indeg(I/a)− s

for k ≥ 1. These applications were not known even when ideal I satisfies the Gs

condition. Finally, in Proposition 3.4, by a combination of older and newer facts, we
show that for any algebraic s-residual intersection J = a : I, if I is SCM and evenly
linked to a Gs ideal (or has a deformation with these properties) then the disguised
residual intersection and the algebraic residual intersection coincide. Based on
this fact, we conjecture that (Conjecture 5.9) in the presence of the sliding depth
condition, the disguised residual intersection is the same as the algebraic residual
intersection.
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In Section 4, we try to understand better the structure of the complex 0Z+• in
the case where I/a is principal, e.g., I = (a, b). We find in Theorem 4.4 that
Hi (0Z+• (a, f )) ' bHi (a1, . . . , as) for all i ≥ 1 and H0(0Z+• (a, f )) ' R/(a : b).
This fact shows how much the homologies of Z+

•
complexes may depend on the

generating sets, as well as showing a tight relation between the uniform annihilator of
Koszul homologies and acyclicity of Z+

•
. As a byproduct, Corollary 4.6 suggests that

to study the properties of colon ideals, instead of assuming ht((a1, . . . , as) : I )≥ s,
one may only need to suppose that IHi (a1, . . . , as)= 0 locally at codimension s−1.

Motivated by the facts in Section 4, we investigate the uniform annihilator of
positive Koszul homologies in Section 5. Not much is known about the annihilator
of Koszul homologies. In Corollary 5.6, we show that for a residual intersection
J = a : I , where I satisfies SD and depth(R/I )≥ d − s,

I ⊆
⋂
j≥1

Ann(Hj (a)).

Surprisingly, this result contradicts one of the unpublished but well-known results
of G. Levin [Vasconcelos 2005, Theorem 5.26], which yielded in [Corso et al.
2006] that Supp(H1(a))= Supp(H0(a)). Simple examples of residual intersection
disprove this last claim. Moreover, we show in Theorem 5.4 that for an s-residual
intersection J = (a : I ), if I satisfies SD and depth(R/I )≥d−s, so does a. This is an
interesting result since for a long time it was known that the residual intersections of
the ideal a are Cohen–Macaulay although no one was aware of the SD property of a.

2. Residual approximation complexes

In this section we introduce a family of complexes which approximate the residual
intersection and some of its related symmetric powers. We denote this family by
{iZ+• }∞i=0. The complex 0Z+• was already defined in [Hassanzadeh 2012] and used to
prove the CM-ness of arithmetic residual intersections of ideals with sliding depth.

Throughout this section, R is a Noetherian ring of dimension d , and I = ( f )=
( f1, . . . , fr ) is an ideal of grade g ≥ 1. Although by adding one variable we
could also treat the case g = 0, for simplicity we keep the assumption g ≥ 1. Let
a = (a1, . . . , as) be an ideal contained in I, with s ≥ g, let J = a :R I, and let
S = R[T1, . . . , Tr ] be a polynomial extension of R with indeterminates Ti . We
denote the symmetric algebra of I over R by SI or, in general, the symmetric
algebra of an R-module M by SymR(M) and the k-th symmetric power of M by
Symk

R(M). We consider SI as an S-algebra via the ring homomorphism S→ SI

sending Ti to fi as an element of (SI )1 = I ; then SI = S/L. Let ai =
∑r

j=1cj i fj ,
γi =

∑r
j=1cj i Tj , γ = (γ1, . . . , γs) and g := (T1, . . . , Tr ).

For a sequence of elements x in a commutative ring A and an A-module M, we
denote the Koszul complex by K•(x;M), its cycles by Zi (x;M) and its homologies
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by Hi (x;M). For a graded module M, indeg(M) := inf{i : Mi 6= 0} and end(M) :=
sup{i :Mi 6=0}. Setting deg(Ti )=1 for all i , S is a standard graded ring over S0= R.

To set one more convention, when we draw the picture of a double complex
obtained from a tensor product of two finite complexes (in the sense of [Weibel
1994, 2.7.1]), say A⊗ B, we always put A in the vertical direction and B in the
horizontal one. We also label the module which is in the upper-right corner as (0, 0)
and consider the labels for the rest as the points in the third quadrant.

kZ+• complexes. The first object in the construction of the family of kZ+• complexes
is one of the approximation complexes — the Z-complex [Herzog et al. 1983]. We
consider the approximation complex Z•( f ),

0→ Zr−1⊗R S(1− r)→ · · · → Z1⊗R S(−1)→ Z0⊗R S→ 0,

where Zi = Zi ( f ) is the i-th cycle of the Koszul complex K•( f , R).
The second object is the Koszul complex K•(γ , S),

0→ Ks(γ1, . . . , γs)(−s)→ · · · → K1(γ1, . . . , γs)(−1)→ K0(γ1, . . . , γs)→ 0.

Let D• = Tot(K•(γ , S)⊗S Z•( f )). Then

Di =

min{i,r−1}⊕
j=i−s

[Z j ⊗R S](
s

i− j)(−i). (2-1)

For a graded S-module M , the k-th graded component of M is denoted by M[k].
Let (D•)[k] for k ∈ Z be the k-th graded strand of D•. We have (Di )[k] = 0 for all
k < i ; in particular,

Hk((D•)[k])= Ker(Dk→ Dk−1)[k]. (2-2)

Now, let C •g = C •g(S) be the Čech complex of S with respect to the sequence
g= (T1, . . . , Tr ),

C •g : 0→ C0
g(= S)→ C1

g→ · · · → Cr
g→ 0.

We then consider the bicomplex C •g⊗S D• with C0
g ⊗S D0 in the corner. This

bicomplex gives rise to two spectral sequences for which the second terms of the
horizontal spectral are

2E−i,− j
hor = H j

g (Hi (D•)), (2-3)

and the first terms of the vertical spectral are

E−i,− j
ver =

{
0→H r

g (Dr+s−1)→· · ·→H r
g (D1)→H r

g (D0)→ 0 if j = r,
0 otherwise.

(2-4)
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Since we have H r
g (Di ) = H r

g

(⊕
j [Z j ⊗ S](−i)

)
=
⊕

j Z j ⊗ H r
g (S)(−i) and

end(H r
g (S)) = −r , it follows that end(H r

g (Di )) = i − r , thus H r
g (Di )[i−r+ j] = 0,

for all j ≥ 1. We then define the following sequence of complexes indexed by k ≥ 0:

0→ H r
g (Dr+s−1)[k]→ · · · → H r

g (Dr+k+1)[k]
φk
−→ H r

g (Dr+k)[k]→ 0. (2-5)

Since the vertical spectral (2-4) collapses at the second step, the horizontal spec-
tral converges to the homologies of H r

g (D•). Since all of the homomorphisms are
homogeneous of degree 0, the convergence inherits to any graded component. There-
fore, for any k ≥ 0, there exists a filtration · · · ⊆ F2k ⊆ F1k ⊆ Coker(φk) such that

Coker(φk)

F1k
'
(
∞E−k,0

hor

)
[k]. (2-6)

Observing that H−t
g (Hh(D•)) = 0 for all (t, h) ∈ N × N0, one has lE−k,0

hor ⊆

H 0
g (Hk(D•)) for all l ≥ 2. Hence we have the following chain of maps for which,

except the isomorphism in the middle, all maps are canonical and the map on the
right is given by (2-2):

H r
g (Dr+k)[k] // Coker(φk) // Coker(φk)

F1k

'

tt
∞(E−k,0

hor

)
[k]

1−1
// H 0

g (Hk(D))[k]
1−1
// Hk(D)[k]

1−1
// (Dk)[k]

(2-7)

We denote the composition of the above chain of R-homomorphisms by τk .
Finally, we define the promised family of complexes as follows. For any integer

k ≥ 0, kZ+• is a complex of length s consisting of two parts: the right part is (D•)[k]
and the left part is (1Ever)[k]. These parts are joined via τk . More precisely,

kZ+• : 0→ kZ+s → · · ·
φk
−→ kZ+k+1

τk
−→ kZ+k → · · · → kZ+0 → 0, (2-8)

wherein

kZ+i =
{
(Di )[k], i ≤min{k, s},
H r
g (Di+r−1)[k], i > k.

(2-9)

The structure of kZ+• depends in two ways on the generating sets. Namely, it
depends on the generating set of I, which is f, and the expression of the generators
of a in terms of the generators of I, which are given by ci j . However, for k ≥ 1,
we have

H0(kZ+• )= H0(D•)[k] = (SI /(γ )SI )[k] = Symk
R(I/a).

The case where k = 0 is also very interesting. However, the structure of H0(0Z+• )
is not as clear as the cases where k > 0.
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Definition 2.1. Let R be a Noetherian ring and let a⊆ I be two ideals of R. The
disguised s-residual intersection of I with respect to a is the unique ideal K such that
H0(0Z+• )= R/K. The reasons for choosing the attribute disguised are as follows:
K is contained in J = (a : I ) and it has the same radical as J has; if R is CM, J is an
algebraic residual intersection and I satisfies some sliding depth condition, then K
is Cohen–Macaulay; moreover, K coincides with J in the case where the residual is
arithmetic, by [Hassanzadeh 2012, Theorem 2.11]. We conjecture (Conjecture 5.9)
that under the above assumptions K is always the same as J despite that it does
not appear so.

Acyclicity and Cohen–Macaulayness. One more occasion where the properties
of kZ+• are independent of the generating sets of I and a is the following lemma,
which is crucial to proving the acyclicity of kZ+• .

Lemma 2.2. Let R be a Noetherian ring and let a⊆ I be two ideals of R. If I = a,
then every complex kZ+• defined in (2-8) is exact.

Proof. Since the approximation complex Z•( f ) is a differential graded algebra,
Hi (Z•) is an SI = S/L-module for all i . Likewise, since the approximation complex
K•(γ ) is a differential graded algebra, Hi (K•(γ )) is an S/(γ )-module for all i . The
bicomplex K•(γ )⊗S Z• gives rise to the horizontal spectral sequence with second
terms 2E−i,− j

hor = Hj (K•(γ ; Hi (Z•))). It follows that (L+ (γ )) annihilates 2E−i,− j
hor

and consequently annihilates ∞E−i,− j
hor , which is a subquotient of 2E−i,− j

hor . By the
convergence of the spectral sequence to the homologies of the total complex H•(D•),
it is straightforward to deduce that Hi (D•) is an (L+ (γ ))-torsion module for all i ,
i.e., (L+ (γ ))N Hi+ j (D•)= 0 for all i , j and for some N. Considering the equation
I = a in (SI )1, we have L+ (γ )= L+ g. Therefore,

H j
g (Hi (D•))= H j

g+L(Hi (D•))= H j
(γ )+L(Hi (D•))=

{
Hi (D•), j = 0,
0, j > 0.

(2-10)

Once more we study the spectral sequences arising from C •g ⊗ D•, which were
already mentioned in (2-8). Applying (2-10), we draw both horizontal and vertical
spectral sequences simultaneously as follows:

∞Ehor : 0 · · · 0 Hk(D•)[k] · · · H0(D•)[k]

1Ever : 0 · · · 0 · · · 0

H r
g (Dr+s−1)[k] // · · ·

φk
// H r

g (Dr+k)[k]

τk

// 0 0 · · · 0
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Since Hj (D•) is a subquotient of Dj , we have Hj (D•)[k] = 0 for all j > k. Also,
by (2-10) there is only one nonzero row in the horizontal spectral. On the other
hand, g is a regular sequence on the Dj which in turn shows that the vertical spectral
is just one line.

Consequently, Hj (kZ+• ) := Hj+r−1(H r
g (D•))[k] = Hj−1(D•)[k] = 0 whenever

j>k+1. On the other hand, if j<k, then Hj (kZ+• ) :=Hj (D•)[k]=Hj+r (H r
g(D•)[k]).

However, the latter is zero since end(H r
g (Dr+ j )) ≤ j . This shows that kZ+• is

exact on the left and also on the right hand of τk .
It remains to prove the exactness in the joint points k and k+ 1. For this, notice

that
(
∞E−i,− j

hor

)
[k]= 0 for j ≥ 1, hence Fjk/F( j+1)k =

(
∞E−k− j,− j

hor

)
[k]= 0 for j ≥ 1.

Consequently, F1k = 0 in (2-6). Therefore, the map τk defined in (2-7) is exactly
the canonical map H r

g (Dr+k)[k]
Can.
−−→Coker(φk)[k] as required. �

As already mentioned in the Introduction, some sliding depth conditions are
needed to prove the acyclicity of the kZ+• complexes.

Definition 2.3. Let (R,m) be a Noetherian local ring of dimension d and let
I = ( f1, . . . , fr ) be an ideal of grade g ≥ 1. Let k and t be two integers. We say
that the ideal I satisfies SDk at level t if depth(Hi ( f ; R))≥min{d−g, d−r+i+k}
for all i ≥ r − g− t . Whenever t = r − g, we simply say that I satisfies SDk and
we let SD stand for SD0.

I is strongly Cohen–Macaulay, or SCM, if Hi ( f ; R) is CM for all i . Clearly
SCM is equivalent to SDr−g.

Similarly, we say that I satisfies the sliding depth condition on cycles, or SDCk , at
level t if depth(Zi ( f , R))≥min{d−r+i+k, d−g+2, d} for all i ≥r−g−t . Again
if t = r − g, we simply say that I satisfies SDCk and we use SDC instead of SDC0.

Some of the basic properties and relations between conditions SDk and SDCk

are explained in the following proposition.

Proposition 2.4. Let (R,m) be a CM local ring of dimension d and let I =
( f1, . . . , fr ) be an ideal of grade g ≥ 1. Let k and t be two integers. Then:

(1) The properties SDCk and SDk at level t localize; they only depend on I and
not the generating set, if t = r − g.

(2) SDk implies SDCk+1.

(3) SDk at level t < r − g implies SDCa at level t for a ≤ g+ t + 2− d.

(4) SDCk+1 at level t implies SDk at level t for any t , if g ≥ 2. This implication is
also the case if g = 1 and k = 0.

(5) SD0 at level t ≥ 1 implies SDC0 at level t .

Proof. Part (1) is essentially proved in [Vasconcelos 1994]. Part (2) was proved in
[Hassanzadeh 2012, Proposition 2.5]. Part (3) follows after analyzing the spectral
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sequences derived from the tensor product of the truncated Koszul complex

0→ Zi ( f )→ Ki → Ki−1→ · · · → K0→ 0

and the Čech complex C•m(R). To prove (4), we consider the depth inequalities
derived from the short exact sequences 0 → Zi+1( f ) → Ki+1 → Bi ( f ) → 0
and 0 → Bi ( f ) → Zi ( f ) → Hi ( f ) → 0. To show (5), we use the fact that
SDCk holds for any k at level −1, then a recursive induction applying depth(Zi )≥

min{depth(Hi ), d, depth(Zi+1)− 1} proves the assertion. �

In the next theorem we present sufficient conditions for the acyclicity of kZ+• .
The strategy taken here to prove the acyclicity is the same as the one applied in
[Hassanzadeh 2012] (however, the reader should notice that the complex C• defined
in [Hassanzadeh 2012] is a little bit different from 0Z+• here; in the former, the tail
is substituted by a free complex but still C• remains quasi-isomorphic to 0Z+• ). Since
the complex is finite, we avail ourselves of “lemme d’aciclicité” of Peskine and
Szpiro: we assume some sliding depth conditions and prove the acyclicity in height
s−1 wherein I = a. By Lemma 2.2, kZ+• is exact, if I = a. Then an induction will
show the acyclicity globally.

Although the proof here is more involved than [Hassanzadeh 2012, Proposition
2.8], we prefer to omit it to go faster to newer theorems. The Cohen–Macaulay
hypothesis in this theorem is needed to show that if for an R-module M we have
depth(M)≥ d−t , then for any prime p we have depth(Mp)≥ ht(p)−t [Vasconcelos
1994, Section 3.3].

Proposition 2.5. Let (R,m) be a CM local ring of dimension d and let J = (a : I )
be an s-residual intersection. Assume that I = ( f1, . . . , fr ) and ht(I )= g ≥ 1. Fix
0≤ k ≤max{s, s− g+ 2}. Then the complex kZ+• is acyclic, if any of the following
hypotheses holds:

(1) 1≤ s ≤ 2 and s = k, or

(2) r + k ≥ s+ 1, k ≤ 2, and I satisfies SDC1 at level s− g− k, or

(3) r + k ≤ s and I satisfies SD, or

(4) r + k ≥ s+ 1, k ≥ 3, I satisfies SDC1 at level s− g− k, and depth(Zi ( f ))≥
d − s+ k for 0≤ i ≤ k.

Consequently, having a finite acyclic complex whose components have sufficient
depth, one can estimate the depth of the zeroth homology.

Theorem 2.6. Let (R,m) be a CM local ring of dimension d and let I =( f1, . . . , fr )

be an ideal with ht(I )= g≥ 1. Let s ≥ g and fix 0≤ k ≤min{s, s−g+2}. Suppose
that one the following hypotheses holds:

(i) r + k ≤ s and I satisfies SD, or
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(ii) r+k ≥ s+1, I satisfies SDC1 at level s−g−k, and depth(Zi ( f ))≥ d−s+k
for 0≤ i ≤ k, or

(iii) k ≤ s− r + 2 and I satisfies SD, or

(iv) depth(Hi ( f ))≥min{d−s+k−2, d−g} for 0≤ i≤k−1 and I satisfies SD, or

(v) I is strongly Cohen–Macaulay.

Then for any s-residual intersection J = (a : I ), the complex kZ+• is acyclic.
Furthermore, Symk

R(I/a) if 1≤ k ≤ s−g+2, or the disguised residual intersection
if k = 0, is CM of codimension s.

In the above theorem, the cases where k = 0, 1 and s − g + 1 are the most
important ones. For, k = 0 is related to the disguised residual intersection, k = 1 is
connected to R/a, and k = s− g+ 1 is related to the canonical module of R/J.

Remark 2.7. Any of the conditions (iii)–(v) are stronger than (i) and (ii). Con-
dition (i) in Theorem 2.6 implies that depth(R/I ) ≥ d − s + k and condition (v)
implies that depth(R/I )≥ d − g ≥ d − s. The other conditions, (ii), (iii) and (iv),
yield depth(R/I )≥ d − s+ k− 2. Therefore, to have a better consequence of the
theorem, it may not be too much to require depth(R/I )≥ d − s.

The first two items in the next corollary settle conjectures (3) and (4) mentioned
in the Introduction.

Corollary 2.8. Let (R,m) be a CM local ring of dimension d and let I =( f1, . . . , fr)

be an ideal with ht(I )= g≥ 1. Suppose that depth(R/I )≥ d−s and that I satisfies
any of the conditions in Theorem 2.6 for k = 1, for instance, if I satisfies SD. Then,
for any algebraic s-residual intersection J = (a : I ):

(1) depth(R/a)= d − s and thus a is minimally generated by s elements.

(2) J is unmixed of height s.

(3) Ass(R/a) ⊆ Ass(R/I ) ∪Ass(R/J ). Furthermore, if I is unmixed then the
equality holds.

(4) If the residual is arithmetic, then Symi
R(I/a) is a faithful R/J -module for all i .

Proof. (1) Applying Theorem 2.6 for k= 1, we have depth(I/a)= d−s. Therefore,
the result follows from the exact sequence 0→ I/a→ R/a→ R/I → 0 and the
fact that depth(R/I )≥ d − s by hypothesis.

(2) J has codimension at least s, thus for any p ∈ Ass(R/J ) we have ht(p) ≥ s.
On the other hand, Ass(R/J ) ⊆ Ass(R/a) and any prime ideal in the latter has
codimension less than s by (1) (see [Bruns and Herzog 1998, Proposition 1.2.13]).
This yields the unmixedness of J.
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(3) Let p ∈ Ass(R/a). Then ht(p)≤ s, by (1). If ht(p) < s or p 6⊃ J, then ap = Ip
and thus p ∈ Ass(R/I ); otherwise ht(p) = s and p ⊇ J , which clearly means
p ∈ Ass(R/J ). Verification of the last statement is straightforward.

(4) To see this, we refer to the proof of [Hassanzadeh 2012, Theorem 2.11] wherein
it is shown that, in the spectral sequence defined in (2-3), K :=

(
∞E0,0

hor

)
[0] ⊆ J ⊆(

2E0,0
hor

)
[0]. Moreover, in the case where the residual is arithmetic, this spectral

sequence, locally in height s, collapses in the second page. Hence all of these
inclusions are equality. We just notice that(2E0,0

hor

)
[0] = H 0

g (H0(D•))[0] =
∞⋃

i=0

(γ ·Symi
R(I ) :R Symi+1

R (I )).

Thus once equality in the above line happens, J =γ ·Symi
R(I ) :R Symi+1

R (I ) for all i .
Therefore, Symi

R(I/a)= Symi+1
R (I )/γ ·Symi

R(I ) is a faithful R/J -module. �

The following examples show the accuracy of the conditions in Theorem 2.6 and
Corollary 2.8(4).

Example 2.9. Let

R =Q[x1, . . . , x7], M =
(

0 x1 x2 x3

x4 x5 x6 x7

)
, and I = I2(M).

Set
f0 =−x4x1, f3 =−x3x4,

f1 =−x2x4, f4 = x1x7− x3x5,

f2 = x1x6− x2x5, f5 = x2x7− x3x6.

Macaulay2 computations show that depth(Z1(I )) = 6, depth(Z2(I )) = 2 and
depth(Z3(I )) = 6, hence I satisfies SDC1 at level 0 but not at level 1. However,
Z1 has enough depth, hence condition (ii) in Theorem 2.6 is fulfilled whenever
2 ≤ s ≤ 4. The nontrivial case will be s = 4. Also, depth(R/I ) = 4 > d − s = 3.
It then follows from Corollary 2.8 that for any 4-residual intersection J = a : I
we have ht(J )= 4= µ(a). It is easy to see that I satisfies G∞; hence [Eisenbud
et al. 2004, Proposition 3.7bis] implies that `(I )≥ 5. On the other hand, the Plüker
relations show that f2 f3− f1 f4+ f0 f5= 0. Hence I is not generated by analytically
independent elements; that is, `(I )= 5. Therefore, the same proposition in [loc. cit.]
proves that there must exist a 5-residual intersection J = a : I such that ht(J ) > 5.
By the latter, Corollary 2.8 guarantees that, for that ideal a, the module I/a cannot
be CM and thus Theorem 2.6 does not work because SDC1 at level 1 is not satisfied.

Another note about this example is that depth(R/I 2)=2, according to Macaulay2;
therefore, Ext5(R/I 2, R) 6= 0. The vanishing of this Ext module would be sufficient
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to prove that I is 4-residually S2 in [Chardin et al. 2001, Theorem 4.1], whereas
we saw in the above corollary that I is 4-residually unmixed.

Example 2.10. The arithmetic hypothesis in Corollary 2.8(4) cannot be dropped.
Let R = Q[x, y], I = (x, y) and a = (x2, y2). Then we have J = (a, xy) and
Ann(Sym2

R(I/a)) = (aI : I 2) = (x, y). The latter is not J, since the residual
(linkage) is not arithmetic.

In the case where the residual intersection is geometric, we have stronger corol-
laries.

Corollary 2.11. Let (R,m) be a CM local ring of dimension d and let I =
( f1, . . . , fr ) be an ideal with ht(I )= g ≥ 1. Suppose that depth(R/I )≥ d − s and
that I satisfies any of the conditions in Theorem 2.6 for some 1 ≤ k ≤ s − g+ 2.
Then, for any geometric s-residual intersection J = (a : I ) and for that k:

(1) I k/aI k−1 is isomorphic to Symk
R(I/a) and it is a faithful maximal Cohen–

Macaulay R/J -module.

(2) aI k−1
= I k
∩ J.

(3) I k
+ J is a CM ideal of height s+ 1 and ht(I k

+ J/J )= 1.

Proof.

(1) Consider the natural map

ϕ :
Symk

R(I )

γ Symk−1
R (I )

→
I k

aI k−1

that sends Ti to fi . The map ϕ is onto. Let K =Ker(ϕ). We show that Ass(K )=∅,
hence K = 0. We have

Ass(K )⊆ Ass
(

Symk
R(I )

γ Symk−1
R (I )

)
.

By Theorem 2.6,

depth
(

Symk
R(I )

γ Symk−1
R (I )

)
= d − s,

hence for any associated prime p in the latter we have ht(p)≤ s. However, since J
is a geometric residual, for any p of codimension ≤ s, either Ip = ap or Ip = (1). In
the former case,

Symk
R(Ip)

γp Symk−1
R (Ip)

= 0

for k ≥ 1, which implies that p 6∈Ass(K ). In the latter case, Symk
R(Ip)= Rp, hence

ϕp is an isomorphism, which means Kp = 0; in particular, p 6∈ Ass(K ). Therefore,
Ass(K ) = ∅, hence K = 0. The CM-ness of Symk

R(I/a) was already shown in
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Theorem 2.6. To see that I k/aI k−1 is faithful, one may use Corollary 2.8 and
part (1), or just notice that J ⊆ aI k−1

: I k and that the equality holds locally at all
associated primes of J which are of height s.

(2) Consider the canonical map ψ : I k/(aI k−1)→ (I k
+ J )/J. By (2), I k/aI k−1

is CM of dimension d − s, which in conjunction with the fact that the residual is
geometric shows that ψ is an isomorphism for all 0≤ k ≤ s− g+ 2. Notice that
(I k
+ J )/J ' I k/(J ∩ I k). Thus the canonical map implies J ∩ I k

= aI k−1.

(3) By (1) and (2), (I k
+ J )/J is CM of dimension d − s. Also, by Theorem 2.6,

R/J is CM of dimension d − s. Thus the exact sequence 0→ (I k
+ J )/J →

R/J→ R/(I k
+ J )→ 0 implies depth(R/I k

+ J )≥ d− s−1. On the other hand,
since the residual is geometric, ht(I k

+ J ) ≥ s + 1, which in turn completes the
proof. To see that ht((I k

+ J )/J )= 1, it is enough to notice that R/J is CM. �

We now proceed to determine the structure of the canonical module of R/J. This
achievement is via a study of the type of an appropriate candidate for the canonical
module. Recall that in a Noetherian local ring (R,m) the type of a finitely generated
module M is the dimension of the R/m-vector space Extdepth(M)

R (R/m,M), and
it is denoted by rR(M) or just r(M).

Theorem 2.12. Let (R,m) be a CM local ring of dimension d and let I=( f1, . . . , fr)

be an ideal with ht(I ) = g ≥ 2. Let J = (a : I ) be an s-residual intersection of I
and let 1≤ k ≤ s− g+ 1. Suppose that I is SCM. Then

rR
(
Symk

R(I/a)
)
≤

(
r + s− g− k

r − 1

)
rR(R).

Proof. First we deal with the case where g = 2. Consider the complex kZ+• ,

0→ H r
g (Dr+s−1)[k]→ · · ·

φk
−→ H r

g (Dr+k)[k]
τk
−→(Dk)[k]→ · · · → (D0)[k]→ 0. (2-11)

We study the depth of the components of this complex. Since Zr−1 = R, we
have depth(kZ+r+s−1) = d. For k ≤ j ≤ s − 2, the first cycle which appears in
Dr+ j is Zr−s+ j and, by the SCM condition, it has depth equal to d = d − g+ 2,
which is at least d − s+ ( j + 1)+ 1. As for the right part of the complex, we have
depth(Zi )=d−g+2≥d−s+k+1 for all 0≤ i≤k, since by assumption k≤ s−g+1.

Summing up, we have

depth(kZ+i )≥ d − s+ i + 1 for all i = 0, . . . , s− 1. (2-12)

Now, let F•→ R/m be a free resolution of R/m. We put the double complex
HomR(F•, kZ+• ) in the third quadrant with HomR(F0, kZ+0 ) in the center. The two
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arisen spectral sequences are

∞E−i,− j
hor =

{
Ext j

R

(
R/m,Symk

R(I/a)
)
, i = 0,

0, i 6= 0,
and 1E−i,− j

ver =Ext j
R(R/m, kZ+i ).

The latter vanishes for all (i, j) such that j−i ≤ d−s and i 6= s, according to (2-12).
The convergence of both complexes to the homology module of the total complex
implies that Extd−s

R

(
R/m,Symk

R(I/a)
)
'
∞E−s,−d

ver . The latter is a submodule of
ExtdR(R/m, kZ+s ). Therefore, rR

(
Symk

R(I/a)
)
≤ dimR/m

(
ExtdR(R/m, kZ+s )

)
.

Following from the construction of D•, we have Dr+s−1 = S(−r+1− s). Hence

kZ+s = H r
g (S)[−r+1−s+k].

To calculate the dimension of the above Ext module, we just need to know how
many copies of R appear in the inverse polynomial structure of the above local
cohomology module. The answer is simply the number of positive solutions of the
numerical equation α1+ · · ·+αr = r − 1+ s− k, which is

(r−k+s−2
r−1

)
. Therefore,

rR

(
Symk

R(I/a)
)
≤
(r+s−2−k

r−1

)
r(R) in the case where g = 2.

Now, let ht(I )= g ≥ 2. We choose a regular sequence a of length g−2 inside a

which is a part of a minimal generating set of a. I/a is still SCM by [Huneke 1983,
Corollary 1.5]; moreover, J/a = a/a : I/a. Recall that µ(a)= s by Corollary 2.8;
therefore, J/a is an (s− g+ 2)-residual intersection of I/a which is of height 2.
Hence we return to the case g = 2 to obtain

rR
(
Symk

R(I/a)
)
= rR/a

(
Symk

R/a(I/a)
)

≤

(
r + (s− g+ 2)− 2− k

r − 1

)
rR/a(R/a)=

(
r + s− g− k

r − 1

)
rR(R)

(see [Bruns and Herzog 1998, Exercise 1.2.26]). �

Remark 2.13. Clearly the above proof works for k = 0 as well; hence if I is SCM
of ht(I )≥ 2 and K is a disguised s-residual intersection of I , then

rR(R/K )≤
(

r + s− g
r − 1

)
rR(R).

Everything is now ready for us to explain the structure of the canonical module.

Theorem 2.14. Suppose that (R,m) is a Gorenstein local ring of dimension d. Let
I be an SCM ideal with ht(I ) = g and let J = (a : I ) be an arithmetic s-residual
intersection of I. Then ωR/J is isomorphic to Syms−g+1

R (I/a). It is isomorphic to
(I s−g+1

+ J )/J in the geometric case. Furthermore, R/J is generically Gorenstein
and R/J is Gorenstein if and only if I/a is principal.

Proof. Without loss of generality, we may suppose that g ≥ 2; otherwise we may
add a new variable x to R and consider ideals a+ (x) and I + (x) in the local ring
R[x]m+(x) wherein we have J + (x)= (a+ (x)) : (I + (x)).
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R/J is CM by Theorem 2.6. Respectively, by Theorem 2.6, Corollary 2.8 and
Theorem 2.12, Syms−g+1

R (I/a) is a maximal CM, faithful R/J -module and of
type 1. Therefore, it is the canonical module of R/J by [Bruns and Herzog 1998,
Proposition 3.3.13]. In the geometric case, Syms−g+1

R (I/a)' (I s−g+1
+ J )/J by

Corollary 2.11.
To see that R/J is generically Gorenstein, notice that for any prime ideal p⊇ J

of height s we have r((R/J )p)= µ((ωR/J )p)= µ
(
Syms−g+1

Rp
((I/a)p)

)
, which is 1

since the residual is arithmetic by the assumption. Finally, let t = µ(I/a); then
r(R/J )= µ(ωR/J )=

(s−g+t
t−1

)
which is 1 if and only if t = 1. �

3. Hilbert function, Castelnuovo–Mumford regularity

Although the family {kZ+• } does not consist of free complexes, it can approximate
R/J and Symk

R(I/a) very closely. Several numerical invariants or functions such
as Castelnuovo–Mumford regularity, projective dimension and the Hilbert function
can be estimated via this family. Chardin, Eisenbud and Ulrich [Chardin et al. 2001]
restated an old question [Stanley 1980] asking for which open sets of ideals a the
Hilbert function of R/a depends only on the degrees of the generators of a. In
[Chardin et al. 2001], the authors consider the following two conditions:

(A1) if the Hilbert function of R/a is constant on the open set of ideals a generated
by s forms of the given degrees such that codim(a : I )≥ s; and

(A2) if the Hilbert function of R/(a : I ) is constant on this set.

It is shown in [Chardin et al. 2001, Theorem 2.1] that ideals with some slight
depth conditions in conjunction with Gs−1 or Gs satisfy these two conditions. In
this direction we have the following result which, in addition to showing the validity
of conditions (A1) and (A2) under some sliding depth condition, provides a method
for computing the desired Hilbert functions.

Proposition 3.1. Let R be a CM graded ring over an Artinian local ring R0, and let
I and a be two homogeneous ideals of R. Let J = (a : I ) be an s-residual intersection.
Let 0≤ k ≤ s− g+ 2 and suppose that I satisfies any of the following hypotheses:

(1) 1≤ s ≤ 2 and s = k, or

(2) r + k ≥ s+ 1, k ≤ 2, and I satisfies SDC1 at level s− g− k, or

(3) r + k ≤ s and I satisfies SD, or

(4) r + k ≥ s+ 1, k ≥ 3, I satisfies SDC1 at level s− g− k, and depth(Zi ( f ))≥
d − s+ k for 0≤ i ≤ k.

Then the Hilbert function of the disguised s-residual intersection, if k = 0, and that
of Symk

R(I/a), if 1≤ k ≤ s− g+ 2, depends only on the degrees of the generators
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of a and the Koszul homologies of I. In particular, if I satisfies any of the above
conditions for k = 1 then the Hilbert function of R/a satisfies (A1).

Proof. By Proposition 2.5, the standing assumptions on I imply the acyclicity of
kZ+• . Hence the Hilbert function of H0(kZ+• ) is derived from the Hilbert functions
of the components of kZ+• which, according to (2-1) and (2-9), are just some direct
sums of the Koszul cycles of I shifted by the twists appearing in the Koszul complex
K•(γ , S). Since the Hilbert functions of Koszul cycles are inductively calculated in
terms of those of the Koszul homologies, the Hilbert function of H0(kZ+• ) depends
on the Koszul homologies of I and just the degrees of the generators of a. In the
case where k = 1, we know the Hilbert function of I/a= Sym1

R(I/a) and therefore
we know the Hilbert function of R/a by 0→ I/a→ R/a→ R/I → 0. �

The next important numerical invariant associated to an algebraic or geometric
object is Castelnuovo–Mumford regularity. Here we present an upper bound for the
regularity of the disguised s-residual intersection K and the regularity of Symk

R(I/a)
(if 1≤ k ≤ s− g+ 1).

Assume that R =
⊕

n≥0 Rn is a positively graded *local Noetherian ring of
dimension d over a Noetherian local ring (R0,m0), and set m=m0+ R+. Suppose
that I and a are homogeneous ideals of R generated by homogeneous elements
f1, . . . , fr and a1, . . . , as , respectively. Let deg ft = it for all 1 ≤ t ≤ r with
i1 ≥ · · · ≥ ir and deg at = lt for 1 ≤ t ≤ s. For a graded ideal b, the sum of the
degrees of a minimal generating set of b is denoted by σ(b).

Proposition 3.2. With the same notation just introduced above, let (R,m) be a
CM *local ring, let I be an ideal with ht(I ) = g ≥ 2 and let s ≥ g. Suppose that
J = (a : I ) is an s-residual intersection of I and K is the disguised s-residual
intersection of I with respect to a. Suppose that any of the following conditions
hold for some 0≤ k ≤ s− g+ 1:

(i) r + k ≤ s and I satisfies SD1, or

(ii) r+k≥ s+1, I satisfies SDC2 at level s−g−k, and depth(Zi ( f ))≥d−s+k+1
for 0≤ i ≤ k.

Then if k ≥ 1,

reg
(
Symk

R(I/a)
)
≤ reg(R)+ dim(R0)+ σ(a)− (s− g+ 1− k) indeg(I/a)− s.

And if k = 0,

reg(R/K )≤ reg(R)+ dim(R0)+ σ(a)− (s− g+ 1) indeg(I/a)− s.

Proof. The proof of this fact is essentially the same as that of [Hassanzadeh 2012,
Theorem 3.6] wherein the case of k = 0 is verified. A crucial part of repeating
that proof is that we have to change the structure of the families {kZ+• } from the
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beginning by substituting the tails with a free complex. Another way to prove
this result in the case where I is SCM may be by applying the “g = 2” trick in
Theorem 2.12. �

The inequality in the above proposition becomes more interesting in particular
cases; for example, if R is a polynomial ring over a field and k = 1, this inequality
reads as

regR(I/a)+ (s− g) indeg(I/a)≤ σ(a)− s.

Hence we have a numerical obstruction for J = (a : I ) to be an s-residual intersection.
At the other end of the spectrum we have k = s− g+ 1. This case corresponds

to the canonical module of R/J.
The next proposition improves [Hassanzadeh 2012, Proposition 3.5] by removing

the Gs condition.

Proposition 3.3. Suppose that (R,m) is a positively graded Gorenstein *local
ring, over a Noetherian local ring (R0,m0), with canonical module ωR = R(b) for
some integer b. Let I be a homogeneous SCM ideal with ht(I ) = g, let a ⊂ I be
homogeneous and let J = (a : I ) be an arithmetic s-residual intersection of I. Then
ωR/J = Syms−g+1

R (I/a)(b+ σ(a)).
In particular, if dim(R0)= 0 then

reg(R/J )= reg(R)+ σ(a)− indeg
(
Syms−g+1

R (I/a)
)
− s.

Proof. We may and do assume that g ≥ 2. First suppose that g = 2. We keep
the notation defined at the beginning of Section 2 to define the complex kZ+• .
Considering R as a subalgebra of S = R[T1, . . . , Tr ], we write the degrees of an
element x of R as the 2-tuple (deg x, 0) with the second entry zero. Therefore,
deg ft = (it , 0) for all 1≤ t ≤ r , deg at = (lt , 0) for all 1≤ t ≤ s, deg Tt = (it , 1)
for all 1≤ t ≤ r , and thus deg γt = (lt , 1) for all 1≤ t ≤ s. With this notation the
Z-complex has the shape

Z• : 0→ Zr−1⊗R S(0,−r + 1)→ · · · → Z1⊗R S(0,−1)→ Z0⊗R S→ 0.

Consequently,

Zr−1 = R
(
−

r∑
t=1

it , 0
)
⊗R S(0,−r + 1),

and, taking into account the fact that a1, . . . , as is a minimal generating set of a by
Corollary 2.8,

Dr+s−1 = S
(
−

r∑
t=1

it − σ(a),−s− r + 1
)
.
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It then follows that (s−1)Z+s = H r
g (Dr+s−1)[∗,s−1] is isomorphic to

H r
g (S)

(
−

r∑
t=1

it − σ(a), 0
)
[∗,−r ]

'

(
RT−1

1 · · · T
−1

r

(
−

r∑
t=1

it

))
(−σ(a))' R(−σ(a)). (3-1)

Notice that deg(T−1
j )= (−i j ,−1).

We next turn to the proof of Theorem 2.12 and consider the spectral sequences
therein for k = s − g + 1 = s − 1. We have 1E−s,−d

ver = ExtdR(R/m, (s−1)Z+s )
which is isomorphic to ExtdR(R/m, R(b))(−b − σ(a)) by (3-1). The latter is in
turn homogeneously isomorphic to R/m(−b− σ(a)), since R is Gorenstein. The
inclusion

Extd−s
R

(
R/m,Syms−g+1

R (I/a)
)
'
∞E0,−(d−s)

hor ↪→ 1E−s,−d
ver = ExtdR(R/m, (s−1)Z+s )

is indeed an isomorphism, since the latter is a vector space of dimension one. In the
graded case, all of the homomorphisms in the proof of Theorem 2.12 are homoge-
neous; therefore, the above isomorphism implies Extd−s

R

(
R/m,Syms−g+1

R (I/a)
)
'

R/m(−b−σ(a)). We already know that in the local caseωR/J =Syms−2+1
R (I/a), by

Theorem 2.14, hence in the graded case we have ωR/J = Syms−2+1
R (I/a)(b+σ(a)).

Now suppose that g ≥ 2 and let a = a1, . . . , ag−2 be a regular sequence in a

which is a part of its minimal generating set. Then ωR/a = (R/a)(b+ σ(a)) and,
moreover, we go back to the case where g = 2. We then have

ωR/J = Sym(s−g+2)−2+1
R/a

( I/a
a/a

)
((b+ σ(a))+ σ(a/a))

= Syms−g+1
R (I/a)(b+ σ(a)). �

Finally, one may ask whether under the Gs condition our methods can contribute
more information about the structure of residual intersections than what is known
so far. The next result shows that in the presence of the Gs condition the complex
0Z+• approximates R/J for any (algebraic) s-residual intersection J. In particular,
the above facts about regularity and the Hilbert function hold for R/J.

Proposition 3.4. Let (R,m) be a Gorenstein local ring and suppose that I is SCM
and evenly linked to an ideal which satisfies Gs . Then the disguised s-residual
intersections of I , with respect to an ideal a, is the same as the algebraic residual
intersection J = a : I.

Proof. It is shown in [Huneke and Ulrich 1988, Theorem 5.3] that under the
above assumptions on I there exists a deformation (R′, I ′) of (R, I ) such that
I ′ is SCM and Gs . Let I = ( f1, . . . , fr ), a = (a1, . . . , as), and suppose that
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ai =
∑r

j=1 ci j fj . Let si j be a lifting of ci j to R′ and let f ′i be a lifting of fi to R′.
Let X = (xi j ) be an s × r matrix of invariants and define α := (α1, . . . , αs) =

X · ( f ′1, . . . , f ′r )
t. Let R̃ = R′[xi j ](m+(xi j−si j )) and J̃ := (α1, . . . , αs) :R̃ I ′R̃. By

[Huneke and Ulrich 1988, Lemma 3.2], J̃ is a geometric s-residual intersection
of I ′R̃. We construct the complex 0Z+•

(
(α1, . . . , αs); ( f ′1, . . . , f ′s )

)
in R̃ and set

R̃/K̃ = H0
(

0Z+• ((α1, . . . , αs); ( f ′1, . . . , f ′s ))
)
. Since J̃ is a geometric residual,

we have J̃ = K̃ .
Assume that π is the projection from R̃ to R which sends xi j to ci j . By [Hassan-

zadeh 2012, Proposition 2.13], R/π(K̃ )= H0(0Z+• ) and, by [Huneke and Ulrich
1988, Theorem 4.7], π( J̃ )= J. Therefore, R/π(K̃ )= R/π( J̃ )= R/J. �

4. Arithmetic residual intersections

In this section we scrutinize the structure of the 0Z+• complex in the case where I/a
is cyclic. We find that the homologies of 0Z+• determine the uniform annihilator
of nonzero Koszul homologies. The importance of this fact is that, although the
Koszul complex is an old object, not much is known about the annihilator of higher
homologies. Besides the rigidity and differential graded algebra structure of the
homologies, there is an interesting paper of Corso, Huneke, Katz and Vasconcelos
[Corso et al. 2006] wherein the authors make efforts to find out “whether the annihi-
lators of nonzero Koszul homology modules of an unmixed ideal is contained in the
integral closure of that ideal”. However, it seems that the situation of mixed ideals
is more involved; for example, for a= (x2

−xy, y2
−xy, z2

− zw,w2
− zw), (taken

from [loc. cit.]), we have Ann(H1)= ā, the integral closure, and Ann(H2)=
√
a.

This example shows that the intersection of the annihilators has a better structure
than the union. This is an interesting example for us since (a : ā) is a 4-residual
intersection, with ā/a cyclic and ā satisfying SD.

Since a part of our results works well with arithmetic s-residual intersections, it
is worth mentioning some general properties of these ideals.

Proposition 4.1. Let R be a Noetherian ring, let a= (a1, . . . , as)⊂ I be an ideal
of R and let J = a : I be an s-residual intersection. Then:

(i) J is an arithmetic s-residual intersection if and only if ht
(
0 :
∧2
(I/a)

)
≥ s+1.

(ii) If 2 is unit in R, then I + J ⊆
(
0 :
∧2
(I/a)

)
.

(iii) The following statements are equivalent:

(1) For all i ≤ s, an i-residual intersection of I exists.
(2) For any prime ideal p⊃ I such that ht(p)≤ s−1, we haveµ(Ip)≤ht(p)+1.
(3) There exist a1, . . . , as ∈ I such that, for i ≤ s − 1, Ji = (a1, . . . , ai ) : I

is an arithmetic i-residual intersection and J = (a1, . . . , as) : I is an
(algebraic) s-residual intersection.
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(iv) J is an arithmetic s-residual intersection if and only if there exists an element
b ∈ I such that ht((a, b) : I )≥ s+ 1.

Proof. For (i), J =a : I is an arithmetic s-residual if and only if ht(Fitt j (I/a))≥ s+ j
for j = 0, 1 [Eisenbud 1995, Proposition 20.6]. Moreover, Fitt j (I/a) and the
annihilator of

∧j+1
(I/a) have the same radical [Eisenbud 1995, Exercise 20.10]

which yields the assertion. Part (ii) is straightforward. Part (iii) goes along the same
line as the proof of [Ulrich 1994, Lemma 1.4]. Part (iv) follows from [Ulrich 1994,
Lemma 1.3]. �

The concept of s-parsimonious ideals first appeared in [Chardin et al. 2001],
where it is shown in Proposition 3.1 that weakly s-residually S2 ideals which
satisfy Gs are s-parsimonious. However, if I is an ideal which satisfies the conditions
of Corollary 2.8 then it follows from [Chardin et al. 2001, Proposition 3.3(a)] that
I is s-parsimonious.

Remark 4.2. Let (R,m) be a CM local ring of dimension d , and let I be an ideal
such that depth(R/I ) ≥ d − s and such that I satisfies any of the conditions in
Theorem 2.6 for k = 1. Then for any arithmetic s-residual intersection J = (a : I ),
there exists an element b ∈ I such that J = (a : b).

This remark is further motivation to study the cases where I/a is cyclic.
To exploit the structure of H•(0Z+• (a; a, b)), the following lemma is crucial.

Lemma 4.3. Let a = (a1, . . . , as), I = ( f ) = (b, a1, . . . , as), and consider the
complex D• defined in (2-1). Let Z ′

•
, B ′

•
and H ′

•
be the cycles, boundaries and

homologies of the Koszul complex K•(a1, . . . , as). Put B̃i = (B ′i :Z ′i b) and S =
R[T0, T1, . . . , Ts] with standard grading. Then:

(i) We have

Hi (D•)∼=
(Z ′i ⊗R R[T0])(−i)

(B̃i ⊗R T0 R[T0])(−i)
,

and, in particular,

(Hi (D•)T0)[0]
∼= bHi (a1, . . . , as) for all i.

(ii) If R is a graded ring and b, a1, . . . , as are homogeneous, then we have a
homogeneous isomorphism

(Hi (D•)T0)[0]
∼= bHi (a1, . . . , as)((i + 1) deg(b)) for all i.

Proof. (i) To compute the homology modules of D•, we consider the two spectral
sequences arising from its double complex structure (2-1). We put this double
complex in the second quadrant and locate K0(γ )⊗S Z0( f ) in the corner.

Set S = R[T0, T1, . . . , Ts], where T0 corresponds to b and Ti to ai . Then
(γ1 · · · γs)= (T1 · · · Ts) is a regular sequence on Zi = Zi [T0, T1, . . . , Ts](−i), with
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Zi = Zi (b, a1, . . . , as). We then have 1E−i, j
ver = Hj (K•(γ )⊗Zi ) = 0 for all j ≥ 1

and all i . We also have (S/(T1, T2, . . . , Ts))⊗S Zi = R[T0] ⊗R Zi , in which we
consider R[T0] as an S-module by the trivial multiplication Ti R[T0] = 0, 1≤ i ≤ s.
It then follows that 1E0,•

ver is the complex

0→ Zs+1⊗R R[T0](−s− 1) ∂s+1
−−→· · · → Z1⊗R R[T0](−1)

∂1
−→Z0⊗R R[T0] → 0, (4-1)

wherein the differentials are induced by those in Z•( f ). As well,

Hi
(1E0,•

ver
)
= Hi

(
Z•⊗S (S/(T1, T2, . . . , Ts))

)
(−i). (4-2)

Considering the convergence of the spectral sequences to the homology module
of the total complex D•, we have Hi (D•) = Hi

(
1E0,•

ver
)
= Ker(∂i )/ Im(∂i+1). We

compute this homology in two steps.

Step 1: (Ker(∂i )) Let zi =
(∑

j rj ej1∧ej2∧· · ·∧eji )ω(T0)∈ Zi [T0](−i). We study
two cases: first, if j1 6= 0 for every j which appears in the above presentation of zi ,
then we have zi ∈ Z ′i [T0] and, moreover,

∂i (zi )=
∑

j

rj

( i∑
l=1

ej1 ∧ · · · ∧ ejl−1 ∧ ejl+1 ∧ · · · ∧ eji Tlω(T0)

)
= 0,

where the last vanishing is due to the fact that Ti R[T0] = 0 for all 1 ≤ i ≤ s. It
follows that zi ∈ Ker(∂i ).

Second, we show that if j1 = 0 for some j that appears in zi then zi 6∈ Ker(∂i ).
Writing zi = z′i + z′′i ∧ e0, where z′i and z′′i do not involve e0, one has

∂i (zi )= ∂i (z′i )+ ∂i−1(z′′i )∧ e0+ (−1)i+1T0z′′i

by the DG-algebra structure of (Z•, ∂ ′•). Since z′i and z′′i do not involve e0, it follows
that ∂i (z′i ) = 0 and ∂i−1(z′′i ) = 0 by the multiplication on R[T0]. Thus ∂i (zi ) =

(−1)i+1T0z′′i 6= 0. Therefore, ker(∂i )= Zi (a1, . . . , as)[T0](−i)= Z ′i [T0](−i).

Step 2: (Im(∂i+1)) To compute the image, we consider an arbitrary element

zi+1ω(T0)=

(∑
j

rj ej1 ∧ ej2 ∧ · · · ∧ eji+1

)
ω(T0) ∈ Zi+1[T0](−i − 1)

and write zi+1 = z′i+1+ z′′i+1 ∧ e0, where z′i+1 and z′′i+1 do not involve e0. Recall
that Zi+1 = Zi+1( f ). Consider the Koszul complex (K•( f ), d•). We have

0= d(zi+1)= d(z′i+1)+ d(z′′i+1)∧ e0+ (−1)i bz′′i+1.

Since z′i+1 and z′′i+1 do not involve e0, the above equation implies that d(z′′i+1)= 0
and bz′′i+1 = d((−1)i+1z′i+1), hence z′′i+1 ∈ (B

′

i :Z ′i b).
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Conversely, for any z′′i+1 ∈ (B
′

i :Z ′i b), we have bz′′i+1 = d((−1)i+1z′i+1) for some
z′i+1 ∈ K ′i+1, hence zi+1 = (z′i+1+ z′′i+1 ∧ e0) ∈ Zi+1.

On the other hand, ∂(zi+1) = ∂(z′i+1) + ∂(z
′′

i+1 ∧ e0) = 0 + ∂(z′′i+1 ∧ e0) =

(−1)i T0z′′i+1.
It follows that Im(∂i+1)= (T0 B̃i [T0])(−i). Finally, the above two steps show that

Hi (D•)=
(Z ′i ⊗R R[T0])(−i)

(B̃i ⊗R T0 R[T0])(−i)
.

To see the last assertion, just notice that

((Z ′i [T0]T0)(−i))[0] = Z ′i
[
T0, T−1

0

]
[−i] = T−i

0 Z ′i ,

and
((B̃i T0[T0]T0)(−i))[0] = T−i

0 B̃i .

Therefore,

(Hi (D•)T0)[0] ' Z ′i/B̃i = Z ′i/(B
′

i :Z ′i b)= H ′i /(0 :H ′i b)' bHi (a1, . . . , as). (4-3)

(ii) In the graded case, every homomorphism in the above argument is homogeneous
except the first and last isomorphisms in (4-3). To see the desired shift, notice that
the bidegree of T0 is (deg(b), 1). Hence, considering (Hi (D•)T0) in bidegree (0, 0),
we have

(Hi (D•)T0)[(0,0)] '
T−i

0

(
(Z ′i )[i deg(b)]

)
T−i

0

(
(B̃i )[i deg(b)]

) ' (Z ′i
B̃i

)
[i deg(b)]

.

Moreover, there exists the homogeneous exact sequence

0→ B̃i → Z ′i → bHi (a1, . . . , as)(deg(b))→ 0,

which yields the assertion. �

Now, we are ready to explain our main theorem in this section. The dependence
of the homology modules of 0Z+• (a, f ) on the generating sets becomes clear by
this theorem; furthermore, it motivates the study of the uniform annihilator of the
Koszul homology modules.

Theorem 4.4. Let R be a (Noetherian) ring, and let a = (a) = (a1, . . . , as)

and I = ( f ) = (b, a1, . . . , as). Then Hi (0Z+• (a, f )) ' bHi (a1, . . . , as) for all
i ≥ 1 and H0(0Z+• (a, f )) ' R/(a : b); furthermore, in the graded case we have
Hi (0Z+• (a, f ))' bHi (a1, . . . , as)((i + 1) deg(b)) for i ≥ 1.

Proof. We study the spectral sequences arising from the third-quadrant double com-
plex C •g⊗D• with C0

g⊗D0 in the center. Since T0, T1, . . . , Ts is a regular sequence
on the Di , we have (1Ever)[0] = H s+1

g (D•)[0]. The latter is Z+
•

by definition (2-5),
which is the truncated complex 0Z+• (a, f )≥1.
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On the other hand, in the horizontal spectral sequence we deal with H j
g (Hi (D•)).

Hi (D•) is annihilated by (T1, . . . , Ts) by (4-2), which implies that H j
g (Hi (D•))=

H j
(T0)
(Hi (D•)) for all i and j . Also notice that H 0

(T0)
(Hi (D•))[0] = 0 for i ≥ 1, since

indeg(Di )= i . Hence

(2E−i,− j
hor

)
[0] =


H 0
(T0)
(H0(D•))[0], i = 0 and j = 0,

H 1
(T0)
(Hi (D•))[0] = (Hi (D•)T0)[0], i ≥ 1 and j = 1,

0, otherwise.

(4-4)

Considering both spectrals at the same time, we have:

(2Ehor)[0] : 0 0 H 0
(T0)
(H0(D•))[0]

· · · H 1
(T0)
(H2(D•))[0] H 1

(T0)
(H1(D•))[0] H 1

(T0)
(H0(D•))[0]

· · · 0 0 0

Z+
•
= (1Ever)[0] :

...
...

...

H s+1
g (Ds+1)[0] // H s+1

g (Ds)[0] // H s+1
g (Ds−1)[0] // · · ·

By the convergence of the spectral sequences, we have Hi+1(0Z+• )= Hi (Z+• )=
H 1
(T0)
(Hi+1(D•))[0] for i ≥ 1. Quite generally, H 1

(T0)
(Hi+1(D•))[0] is isomorphic to

(Hi+1(D•)T0)[0], which in turn is isomorphic to bHi+1(a1, . . . , as) by Lemma 4.3.
In the case where i = 0, the convergence of the spectral sequences provides the
exact sequence

0→ H 1
(T0)
(H1(D•))0→ H0(Z+• )

ψ
−→ H 0

(T0)
(H0(D•))0→ 0. (4-5)

According to (2-5), H0(Z+• ) = Coker(φ0), and ψ is used to define τ0 in (2-7).
Therefore, Ker(ψ)= H1(0Z+• ) and its image determines H0(0Z+• ), which we will
compute below.

Since the horizontal spectral stabilizes in the second step, we have ∞E0,0
hor =

2E0,0
hor = H 0

(T0)
(H0(D•)). Moreover, end(H s+1

g (Ds+1)) = 0, thus
(
∞E0,0

hor

)
[i] = 0 for

i ≥ 1, which in particular implies that H 0
(T0)
(H0(D•))[1] = 0. Specifically, we

then have T0 H 0
(T0)
(H0(D•))[0] = 0. Recall that H0(D•) = Sym(I )/γ Sym(I ) and

that we consider SI := SymR(I ) as an S = R[T0, . . . , Ts]-module via the ring
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homomorphism S→ SI sending T0 to b and Ti to ai as an element of (SI )[1] = I.
Hence T0 H 0

(T0)
(H0(D•))[0] = 0 as an element in (Sym(I )/γ Sym(I ))[1] = I/a is

equivalent to saying that H 0
(T0)
(H0(D•))[0] ⊆ (a : b).

On the other hand, H 0
(T0)
(H0(D•))[0]= (a :b)∪

(⋃
∞

i=1
(
aSymi

R(I ) :R Symi+1
R (I )

))
,

hence H 0
(T0)
(H0(D•))0 ⊇(a : b), which yields H 0

(T0)
(H0(D•))[0] = (a : b).

Further, by Lemma 4.3, H 1
(T0)
(H1(D•))[0]= (H1(D•)T0)[0]= bH1( f1, f2, . . . , fs).

Substituting these facts in the short exact sequence (4-5), the assertion follows. �

As a summary we have the following corollary.

Corollary 4.5. Let R be a (Noetherian) ring, and let a = (a) = (a1, . . . , as) and
I = ( f ) = (b, a1, . . . , as). If bHi (a1, . . . , as) = 0 for all i ≥ 1, then there exists
an exact complex

0→ Z+s → Z+s−1→ · · · → Z+0 → (a :R b)→ 0,

wherein Z+i =
⊕r

j=i+1 Z j ( f )⊕nj for some positive integers nj and r. In particular,
the index of the lowest cycle which appears in the components increases along
the complex.

Theorem 4.4, in conjunction with other conditions which imply the acyclicity of
the complex 0Z+• , yields nontrivial facts about the uniform annihilators of nonzero
Koszul homologies.

Corollary 4.6. Let (R,m) be a CM local ring of dimension d, and suppose that
I = (b, a1, . . . , as) satisfies SD. If dim(bHi (a1, . . . , as))≤ d − s for all i ≥ 1 then

• bHi (a1, . . . , as)= 0 for all i ≥ 1, and

• depth(R/((a1, . . . , as) : I ))≥ d − s.

Proof. We consider the complex 0Z+• (a; (b, a)). By Theorem 4.4, the hypothesis
on the dimensions implies that this complex is acyclic locally at codimension
s− 1. Then, appealing to the acyclicity lemma, the sliding depth hypothesis shows
that the complex is acyclic on the punctured spectrum and, finally, acyclic (the
same technique which we used to prove Proposition 2.5). Once more applying
Theorem 4.4, we conclude the first assertion. The depth inequality follows from
the proof of Theorem 2.6. �

As a final remark in this section, we notice that if (a : I ) is an s-residual
intersection then dim(IHi (a)) ≤ d − s for all i . Thus, the latter property may be
considered as a generalization of algebraic residual intersection.

5. Uniform annihilator of Koszul homologies

Motivated by the results in the previous section, we concentrate on the uniform
annihilator of Koszul homologies in this section. In the main theorem of this
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section, we see that in any residual intersection J = a : I the sliding depth condition
passes from I to a. This fact was known to experts only in the presence of the G∞
condition [Ulrich 1994, 1.8(3)+1.12], which is not that surprising since I is then
generated by a d-sequence. However, it was unknown even for perfect ideals of
height 2 which are not G∞; see [Eisenbud and Ulrich 2016] for such an example.

The next interesting result in this section is Corollary 5.6, in which we show that,
for any residual intersection J = a : I with I satisfying sliding depth, I is contained
in the uniform annihilator of the nonzero Koszul homologies of a. Hence this is a
kind of universal property for such ideals.

The next proposition is fundamental to proving the aforementioned results, though
it is also interesting by itself.

Proposition 5.1. Let (R,m) be a CM local ring of dimension d, and let a =
( f1, f2, . . . , fs) and I = ( f1, f2, . . . , fr ) be ideals with s ≤ r . Let J = (a : I ) and
g = ht(I ) = ht(a) ≥ 1. Let n be an integer and suppose that ht(J ) ≥ n ≥ 1 and
that depth(Hl( f1, f2, . . . , fr ))≥ d − r + j for l ≥ r − n+ 2. Then, for any k with
r ≥ k ≥ s and any j ≥ k− n+ 2:

(i) depth(Hj ( f1, f2, . . . , fk)≥ d − k+ j , and

(ii) I ⊆ Ann(Hj ( f1, f2, . . . , fk)).

Both assertions hold for sequences of the form ( f1, . . . , fs, fi1, . . . , fik−s ), where
{ fi1, . . . , fik−s } ⊆ { fs+1, . . . , fr }.

Proof. The proof is by a recursive induction on k. By assumption, the result is true
for k = r . Suppose that it is true for k ≤ r . We now apply a recursive induction on
j ≥ (k− 1)− n+ 2 to show the following claims:

(1) fk Hj ( f1, f2, . . . , fk−1)= 0;

(2) depth(Hj ( f1, f2, . . . , fk−1))≥ d − (k− 1)+ j ;

(3) depth(Z j ( f1, f2, . . . , fk−1))≥ d − (k− 1)+ j ;

(4) depth(Bj ( f1, f2, . . . , fk−1))≥ d − (k− 1)+ j .

Since these claims are clear for j > k−g, we consider an integer j ≥ (k−1)−n+3
and we suppose, by induction hypothesis, that the result holds for j . A simple
depth-chasing between cycles, boundaries and homologies shows that (2)–(4) for
j − 1 follow from (1) for j − 1 and the induction hypotheses of (2)–(4) for j . We
just notice that condition (1) provides the exact sequence

0→ Hj ( f1, . . . , fk−1)→ Hj ( f1, . . . , fk)→ Hj−1( f1, . . . , fk−1)→ 0.

We then proceed to prove (1) for j−1 while assuming the four claims hold for j .
To do this, we show that fk Hj−1( f1, f2, . . . , fk−1)p = 0 by an induction on ht(p).
For ht(p) < n it is clear, since Ip = ap. Now let q be a prime ideal with ht(q)≥ n
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and suppose that (1)–(4) hold locally for all p such that p⊂ q. We may, and will,
replace (R,m) by (Rq, qRq). Considering the exact sequence

0→ Z j ( f1, . . . , fk−1)→
∧j
(Rk−1)→ Bj−1( f1, . . . , fk−1)→ 0,

out of the Koszul complex, we obtain

depth(Bj−1)≥min
{
depth

(∧j
(Rk−1)

)
, depth(Z j )− 1

}
≥ d − (k− 1)+ j − 1.

By assumption, j ≥ k − n + 2, which implies that depth(Bj−1( f1, . . . , fk−1)) ≥

d − n+ 2≥ 2. This time,

0→ Bj−1( f1, . . . , fk−1)→ Z j−1( f1, . . . , fk−1)→ Hj−1( f1, . . . , fk−1)→ 0

implies that depth(Hj−1)≥ 1, since depth(Z j−1)≥ 1, as dim(Rq)≥ n ≥ 1.
We now consider the exact sequence

0→ Hj ( f1, . . . , fk−1)→ Hj ( f1, . . . , fk−1, fk)→ 0j−1→ 0,

where 0j−1 = (0 :Hj−1( f1,..., fk−1) fk).
The induction hypotheses imply that

depth(0j−1)≥min{depth(Hj ( f1, . . . , fk−1, fk)), depth(Hj ( f1, . . . , fk−1))− 1}

≥min{d − k+ j, d − (k− 1)+ j − 1} ≥ d − k+ j

≥ d − k+ (k− n+ 2)= d − n+ 2≥ 2.

At last, we have the inclusion 0j−1 ⊆ Hj−1, where the former has depth at
least 2 and the latter has depth at least 1, while the equality holds on the punctured
spectrum, by the induction hypothesis. Therefore, this inclusion must be an equality,
which proves claim (1) for j − 1.

Applying the above argument for k = r , we have depth(Hj ( f1, . . . , fr−1)) ≥

d − (r − 1) + j for all j ≥ (r − 1) − n + 2, and fr Hj ( f1, f2, . . . , fr−1) = 0.
However, as long as we fix f1, . . . , fs we may change the role of fr with any one of
{ fs+1, . . . , fr }. In other words, we have depth(Hj ( f1, . . . , fs, . . . , f̂i , . . . , fr ))≥

d−(r−1)+ j for all j ≥ (r−1)−n+2, and fi Hj ( f1, . . . , fs, . . . , f̂i , . . . , fr )= 0.
notice that, for any ideal a⊆ I ′⊆ I, we have ht(a : I ′)≥ht(a : I )≥n. Therefore, if (i)
holds for ( f1, . . . , fs, fi1, . . . , fik−s ), where { fi1, . . . , fik−s } ⊆ { fs+1, . . . , fr }, then
the above argument shows that (i) holds for ( f1, . . . , fs, fi1, . . . , fik−s−1) and, more-
over, that fik−s Hj ( f1, . . . , fs, fi1, . . . , fik−s−1)= 0 for j ≥ k−1−n+2. Since fik−s

varies over the set { fs+1, . . . , fr }, we must have IHj ( f1, . . . , fs, fi1, . . . , fik−s−1)=0
for j ≥ k− 1− n+ 2, which completes the proof. �

We next want to show, in Lemma 5.3, that under the sliding depth condition
there exists a similar depth inequality for cycles of the Koszul complex. For this,
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we need the following lemma which is reminiscent of the inductive Koszul long
exact sequence.

Lemma 5.2. Let R be a commutative ring, let { f0, f1, . . . , fr } ⊆ R, Z•, B• be
the Koszul cycles and boundaries with respect to the sequence { f1, f2, . . . , fr },
let Z ′

•
be the Koszul cycles with respect to the sequence ( f0, f1, . . . , fr ) and let

0• = (B• :Z• f0). Then, for any j ≥ 0, there exists an exact sequence

0→ Z j → Z ′j → 0j−1→ 0.

Proof. The Koszul complex K•( f1, f2, . . . , fr ) is canonically a subcomplex of
K•( f0, f1, . . . , fr ). We will denote the differential of both complexes by d. Let
{e0, e1, . . . , er } be the canonical basis of Rr+1. Every θ ∈ Z ′j can be written uniquely
as a sum θ = e0∧w+ v, where e0 does not appear in terms w and v. Since θ ∈ Z ′j ,

0= d(θ)= d(e0 ∧w+ v)= f0w− e0 ∧ d(w)+ d(v).

It follows that{
e0 ∧ d(w)= 0
f0w =−d(v)

hence
{

d(w)= 0
f0w =−d(v)

therefore w ∈ 0j−1.

We define ϕ : Z ′j → 0j−1 by ϕ(θ)= ϕ(e0 ∧w+ v)= w. The homomorphism ϕ

is well-defined, as the expression is unique. It is onto, since for any w ∈ 0j−1

there is a v ∈ Kj ( f1, f2, . . . , fr ) such that f0w =−d(v). Hence θ = e0 ∧w+ v ∈

Kj ( f0, f1, . . . , fr ) is the preimage of w.
Moreover, Z j = ker(ϕ). On one hand, if θ ∈ Z ′j belongs to Z j , then there is no

e0 in its decomposition in terms of the canonical basis of Rr+1. Consequently,
θ = e0∧w+v= v and w= 0. On the other hand, if 0= d(θ)= d(e0∧w+v)=w,
then θ = v. Therefore, θ ∈ Z ′j ∩ Kj ( f1, f2, . . . , fr )= Z j . �

The next lemma is needed in the proof of Theorem 5.4. Notice that the sliding
depth condition does not pass automatically from homologies to cycles because
there is a level restriction; see Proposition 2.4.

Lemma 5.3. Let (R,m) be a CM local ring of dimension d. Let a= ( f1, f2, . . . , fs)

and I = ( f1, f2, . . . , fr ) be ideals with s ≤ r , and let J = (a : I ) and g = ht(I )=
ht(a)≥ 1. Suppose that ht (J )≥ n ≥ 1 and that I satisfies SD. Then, for k ≥ s and
j ≥ k− n+ 2,

depth(Z j ( f1, f2, . . . , fk))≥ d − k+ j + 1.

Proof. By Proposition 5.1, IHj ( f1, f2, . . . , fk) = 0 whenever s ≤ k ≤ r and
j ≥ k−n+ 2. Therefore, by Lemma 5.2, we have the following exact sequence for
k− 1≥ s and j − 1≥ (k− 1)− n+ 2:

0→ Z j ( f1, f2, . . . , fk−1)→ Z j ( f1, f2, . . . , fk)→ Z j−1( f1, f2, . . . , fk−1)→ 0.
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We will prove the result by a recursive induction on k. If k = r , then it fol-
lows from Proposition 2.4. Suppose that the result holds for k ≥ s + 1. Since
Z j ( f1, f2, . . . , fk−1) satisfies SDC1 for j ≥ (k − 1)− g + 1, we can use a new
induction on j to conclude that

depth(Z j−1( f1, f2, . . . , fk−1))≥ d − (k− 1)+ ( j − 1)+ 1= d − k+ j + 1. �

We are now ready to prove the main theorem of this section. As we mentioned
at the beginning of the section, this fact was known only in the presence of the G∞
condition, under which the problem reduced to studying the properties of ideals
generated by d-sequences. Here the only assumption is the sliding depth and that
depth(R/I )≥ d − s.

Theorem 5.4. Let (R,m) be a CM local ring of dimension d and let J = (a : I ) be an
s-residual intersection with s ≥ ht(I )≥ 1. If I satisfies SD and depth(R/I )≥ d−s,
then a satisfies SD as well.

Proof. We apply Lemma 5.3 for n = s. It then follows that

depth(Z j ( f1, f2, . . . , fs))≥ d − s+ j + 1

for j ≥ 2. The hypothesis depth(R/I )≥ d − s enables us to apply Corollary 2.8,
which in turn implies that depth(R/a) ≥ d − s. Therefore, depth(a) ≥ d − s + 1
and hence depth(Z1(a))≥ d − s+ 2; that is, a satisfies SDC1, which is equivalent
to SD by Proposition 2.4. �

In the next proposition we prove a partial converse of Theorem 5.4.

Proposition 5.5. Let (R,m) be a CM local ring of dimension d, and let a =
( f1, f2, . . . , fs) and I = ( f1, f2, . . . , fr ) with s≤ r . Let J = (a : I ) be an s-residual
intersection. If a satisfies SD, then, for any s ≤ k ≤ r and j ≥ k− s+ 1:

(i) depth(Hj ( f1, f2, . . . , fk))≥ d − k+ j , and

(ii) depth(Z j ( f1, f2, . . . , fk))≥ d − k+ j + 1.

Proof. We will use induction on k. If k= s, then (ii) is clear by Proposition 2.4. Sup-
pose that the result holds for k ≥ s+ 1. Then, by the induction hypothesis, we have

depth(Hj ( f1, f2, . . . , fk))≥ d − k+ j ≥ d − s+ 1.

By a similar argument as in the proof of Proposition 5.1, IHj ( f1, f2, . . . , fk)= 0
for all j ≥ k− s+ 1. Then we have the short exact sequences

0→ Hj ( f1, f2, . . . , fk)→ Hj ( f1, f2, . . . , fk+1)→ Hj−1( f1, f2, . . . , fk)→ 0

and

0→ Z j ( f1, f2, . . . , fk)→ Z j ( f1, f2, . . . , fk+1)→ Z j−1( f1, f2, . . . , fk)→ 0,
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provided by Lemma 5.2 for any j ≥ k+ 1− s+ 1.
A depth-chasing then completes the proof. �

The next corollary of Theorem 5.4 shows a tight relation between the uniform
annihilator of nonzero Koszul homology modules and residual intersections.

Corollary 5.6. Let (R,m) be a CM local ring of dimension d, and let I satisfy
SD and depth(R/I ) ≥ d − s with s ≥ ht(I ) ≥ 1. Let J = (a : I ) be an s-residual
intersection and use Hj (a) to denote the j-th Koszul homology module with respect
to a minimal generating set of a. Then

I ⊆
⋂
j≥1

Ann(Hj (a)). (?)

Furthermore, the equality happens in the following cases, if depth(R/I )≥ d−s+1
(hence s ≥ g+ 1):

• If µ(Ip) ≤ s − i for a fixed positive integer i and for all p ∈ Ass(R/I ), then
I = Ann(Hj (a)) for all 1≤ j ≤ i .

• If R is Gorenstein and Ass(R/I )=min(R/I ), then I =
⋂

j≥1Ann(Hj (a)).

Proof. By Corollary 2.8, a is minimally generated by s elements. According to
Theorem 5.4, for any j , we have depth(Hj (a))≥d−s+ j . In particular, ht(p)≤ s−1
for any p ∈ Ass(Hj (a)) with j ≥ 1; see [Bruns and Herzog 1998, 1.2.13].

To show that IHj (a)= 0, we show that it has no associated prime. Notice that
IHj (a)⊆ Hj (a), hence, for any p ∈ Ass(IHj (a)), we have ht(p)≤ s− 1 for which
Ip = ap. Therefore, (IHj (a))p = 0 as desired.

To see the equality, we localize at associated primes of I which have height at
most s− 1, so that Ip = ap for them. Now let (a1, . . . , as) be a minimal generating
set of a. If µ(Ip)≤ s− i then Hj (a1, . . . , as)p has a direct summand of (R/a)p for
all 1≤ j ≤ i , and thus its annihilator is ap = Ip. In the case where R is Gorenstein
and Ass(R/I ) = min(R/I ), we see that, locally at the associated primes of R/I,
Ip is unmixed and, moreover, (a1, . . . , as)p is not a regular sequence since s> ht(p).
Hence, for t = ht(Ip), Ann(Hs−t(ap)) is the unmixed part of ap= Ip which is Ip. �

The next amazing example shows a benefit of relaxing the Gs condition in our
theorems. However, we took this example from [Eisenbud and Ulrich 2016] wherein
the authors used it to show the necessity of the Gs condition in their theorems.

Example 5.7. Let (R,m)=Q[x1, . . . , x5](x1,...,x5) and let I = I4(N ), where

N =


x2 x3 x4 x5

x1 x2 x3 x4

0 x1 x2 0
0 0 x1 x2

0 0 0 x1

 .
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Let 1i be the minors obtained by omitting the i-th row of N. We then consider a
to be the ideal generated by entries of

(11 −12 13 −14 15)


x1 0 0 0 0
0 x5 0 0 0
x3 x4 x5 x3 0
0 x3 x4 x5 0
0 x2 x3 x4 x5

 .
J = (a : I ) is a 5-residual intersection of I, and I is a perfect ideal of height 2 hence it
is SCM. Easily, one can see that any prime that contains I must contain p= (x1, x2);
that is, I is p-primary, since it is unmixed. The minimal presentation of I is given
by N . Therefore, Fitt4(I ) = m, and Fitt3(I ) 6⊂ p because x2

4 − x3x5 6∈ p, and
Fitt2(I )⊆ p because any combination of 3 “diagonal” elements contains either 0 or
x1 or x2. Thusµ(Ip)=3; in particular, I does not satisfy G3. However, it completely
suits our Corollary 5.6 for s = 5 and i = 2, hence Ann(H1(a))= Ann(H2(a))= I.
Also, since ht(J )=5, any prime ideal of height 2 containing a must contain I , which
means I = aunm. Since the ring is Gorenstein, we then have I = aunm

=Ann(H3(a))

(our Macaulay2 system was not able to calculate Ann(H1(a)) directly!).

We notice that Corollary 5.6 presents a universal property for any ideal a such
that J = (a : I ) is an s-residual intersection of I. For instance, in the above example,
for any other a such that J = (a : I ) is a 5-residual intersection of I, we have
Ann(H1(a))= Ann(H2(a))= Ann(H3(a))= aunm

= I.
An unpublished result of G.Levin [Vasconcelos 2005, Theorem 5.26] yields in

[Corso et al. 2006, Corollary 2.7] that if R is a Noetherian ring and a is an ideal of
finite projective dimension n, then (Ann(H1(a)))

n+1
⊆ a. Combining this result

with Corollary 5.6, one faces the strange fact that a and I have the same radical if
one adopts the conditions of Corollary 5.6. However, the following simple example
(taken from [Huneke 1983]) shows that [Corso et al. 2006, Corollary 2.7] is not
correct, and thus Levin’s result is not true.

Example 5.8. Let

X =
(

x1 x3 x5 x7

x2 x4 x6 x8

)
be a generic 2×4 matrix. Let J = I2(X), a= (x1x4−x2x3, x1x6−x2x5, x1x8−x2x7)

and I = (x1, x2). Then J = a : I is a geometric 3-residual intersection of I and is
prime, and a = I ∩ J , hence a is radical. Furthermore, Ann(H1(a)) = aunm

= I ,
which is not contained in a.

A simpler example would be the following degeneration of the above example.
Let a=

(
y2

1−y2
2 , y1 y3, y2 y4

)
∈ k[y1, . . . , y4]. Then Ann(H1(a))= (y1, y2) 6= rad(a).
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At the end, we make a conjecture and ask a question. The conjecture will imply
in turn the Cohen–Macaulayness of algebraic residual intersections for ideals with
the sliding depth condition.

Conjecture 5.9. If (R,m) is a CM local ring of dimension d and I satisfies SD
with depth(R/I )≥ d − s, then the disguised s-residual intersection of I coincides
with the algebraic s-residual intersection.

Here is a peculiar question that arises from Corollary 5.6.

Question 5.10. Does the equality hold in (?), if s > ht(I )?

Finally, we present, without proof (a proof is based on Proposition 5.1), the
following proposition which is an effort toward Question 5.10.

Proposition 5.11. Let (R,m) be a CM local ring of dimension d, and let a =
( f1, f2, . . . , fs) and I = ( f1, f2, . . . , fr ) be ideals with s≤ r and ht(I )= ht(a)≥ 1.
Suppose that ht(a : I )≥ n ≥ 1.

• If s + 1 ≤ r and depth(R/I ) ≥ d − n+ 1, then Ann(Hj ( f1, f2, . . . , fr )) = I
for 0≤ j ≤ r − s.

• If I satisfies SD, then, for µ≥ s and µ− g ≥ j ≥ µ− n+ 2,

Ann(Hj ( f1, f2, . . . , fµ))=
µ−s⋂
i=0

Ann(Hj−i ( f1, f2, . . . , fs)).
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The Prym map of degree-7 cyclic coverings
Herbert Lange and Angela Ortega

We study the Prym map for degree-7 étale cyclic coverings over a curve of
genus 2. We extend this map to a proper map on a partial compactification of the
moduli space and prove that the Prym map is generically finite onto its image of
degree 10.

1. Introduction

Consider an étale finite covering f : Y → X of degree p of a smooth complex
projective curve X of genus g ≥ 2. Let Nm f : JY → J X denote the norm map of
the corresponding Jacobians. One can associate to the covering f its Prym variety

P( f ) := (Ker Nm f )
0,

the connected component containing 0 of the kernel of the norm map, which is an
abelian variety of dimension

dim P( f )= g(Y )− g(X)= (p− 1)(g− 1).

The variety P( f ) carries a natural polarization, namely, the restriction of the princi-
pal polarization 2Y of JY to P( f ). Let D denote the type of this polarization. If,
moreover, f : Y→ X is a cyclic covering of degree p, then the group action induces
an action on the Prym variety. Let BD denote the moduli space of abelian varieties
of dimension (p−1)(g−1) with a polarization of type D and an automorphism of
order p compatible with the polarization. If Rg,p denotes the moduli space of étale
cyclic coverings of degree p of curves of genus g, we get a map

Prg,p :Rg,p→ BD

associating to every covering in Rg,p its Prym variety, called the Prym map.
Particularly interesting are the cases where dimRg,p = dimBD. For instance,

for p = 2 this occurs only if g = 6. In this case the Prym map Pr6,2 :R6→A5 is
generically finite of degree 27 (see [Donagi and Smith 1981]) and the fibers carry

Ortega was supported by Deutsche Forschungsgemeinschaft, SFB 647.
MSC2010: primary 14H40; secondary 14H30.
Keywords: Prym variety, Prym map.
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the structure of the 27 lines on a smooth cubic surface. For (g, p)= (4, 3), it is also
known that Pr4,3 is generically finite of degree 16 onto its 9-dimensional image BD

(see [Faber 1988]).
In this paper we investigate the case (g, p)= (2, 7), where dimRg,p = dimBD .

The main result of the paper is the following theorem. Let G be the cyclic group of
order 7.

Theorem 1.1. For any cyclic étale G-cover f : C̃→C of a curve C of genus 2, the
Prym variety Pr( f ) is an abelian variety of dimension 6 with a polarization of type
D = (1, 1, 1, 1, 1, 7) and a G-action. The Prym map

Pr2,7 :R2,7→ BD

is generically finite of degree 10.

The paper is organized as follows. First we compute in Section 2 the dimension
of the moduli space BD when (g, p) = (2, 7). In Sections 3–5, we extend the
Prym map to a partial compactification of admissible coverings R̃2,7 such that
Pr2,7 : R̃2,7→ BD is a proper map. We prove the generic finiteness of the Prym
map in Section 6 by specializing to a curve in the boundary. In order to compute the
degree of the Prym map, we describe in Section 7 a complete fiber over a special
abelian sixfold with polarization type (1, 1, 1, 1, 1, 7), and in Section 8 we give
a basis for the Prym differentials for the different types of admissible coverings
appearing in the special fiber. Finally, in Section 9 we determine the degree of the
Prym map by computing the local degrees along the special fiber.

2. Dimension of the moduli space BD

As in the introduction, let R2,7 denote the moduli space of nontrivial cyclic étale
coverings f : C̃→ C of degree 7 of curves of genus 2. The Hurwitz formula gives
g(C̃)= 8. Hence the Prym variety P = P( f ) is of dimension 6 and the canonical
polarization of the Jacobian JC̃ induces a polarization of type (1, 1, 1, 1, 1, 7)
on P (see [Lange and Ortega 2011, p. 397]). Let σ denote an automorphism
of JC̃ generating the group of automorphisms of C̃/C . It induces an automorphism
of P, also of order 7, which is compatible with the polarization. The Prym map
Pr2,7 :R2,7→ BD is the morphism defined by f 7→ P( f ). Here BD is the moduli
space of abelian varieties of dimension 6 with a polarization of type (1, 1, 1, 1, 1, 7)
and an automorphism of order 7 compatible with the polarization. The main result
of this section is the following proposition.

Proposition 2.1. dimBD = dimR2,7 = 3.

Proof. Clearly dimR2,7 = dimM2 = 3. So we have to show that also dimBD = 3.
For this we use Shimura’s theory of abelian varieties with endomorphism structure
(see [Shimura 1963] or [Birkenhake and Lange 2004, Chapter 9]).
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Let K =Q(ρ7) denote the cyclotomic field generated by a primitive 7-th root of
unity ρ7. Clearly BD coincides with one of Shimura’s moduli spaces of polarized
abelian varieties with endomorphism structure in K. The field K is a totally complex
quadratic extension of a totally real number field of degree e0 = 3. Define

m := dim P
e0
= 2.

The polarization of P depends on the lattice of P and a matrix T ∈ Mm(Q(ρ7)).
The signature of T (see [Birkenhake and Lange 2004, p. 264]) is an e0-tuple of
nonnegative integers ((r1, s1), . . . , (re0, se0)) satisfying

rν + sν = m = 2

for all ν, where e0 is the number of real embeddings of the totally real subfield of
Q(ρ7). Recall that for each embedding Q(ρ7) ↪→C, the matrix T is skew-hermitian,
and the (rν, sν) are the signatures of the corresponding skew-hermitian matrices.
Then, according to [Shimura 1963, p. 162] or [Birkenhake and Lange 2004, p. 266,
lines 6–8], we have

dimBD =

e0∑
ν=1

rν sν ≤ 3, (2-1)

with equality if and only if rν = sν = 1 for all ν.
On the other hand, in Section 6 we will see that the map Pr2,7 is generically

injective. This implies that

dimBD ≥ dimR2,7 = 3,

which completes the proof of the proposition. �

Remark 2.2. According to [Ortega 2003], we know that P is isogenous to the
product of a Jacobian of dimension 3 with itself. Then EndQ(P) is not a simple
algebra. Hence, if one knows that Pr2,7 is dominant onto the component BD , then
[Birkenhake and Lange 2004, Proposition 9.9.1] implies that rν = sν = 1 for
ν = 1, 2, 3, which also gives dimBD = 3.

Remark 2.3. It is claimed in [Faber 1988] that the Prym map Pr2,6 :R2,6→BD

satisfies dimBD = dimR2,6= 3. In a subsequent paper [Lange and Ortega ≥ 2016],
we show that this does not occur. Moreover, we prove that there are no further
examples with this property in the case of étale cyclic coverings of degree 2p for a
prime p, but there are 3 more cases for cyclic ramified coverings of these degrees.

3. The condition (∗)

In this section we study the Prym map for coverings of degree 7 between stable
curves. Let G = Z/7Z be the cyclic group of order 7 with generator σ and let
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f : C̃→ C be a G-cover of a connected stable curve C of arithmetic genus g. We
fix in the sequel a primitive 7-th root of unity ρ. We assume the following condition
for the covering f :

(∗) The fixed points of σ are exactly the nodes of C̃ and at each node one local
parameter is multiplied by ρδ and the other by ρ−δ for some δ, 1≤ δ ≤ 3.

As in [Beauville 1977], we have f ∗ωC ' ωC̃ , which implies

pa(C̃)= 7g− 6.

Let Ñ and N be the normalizations of C̃ and C , respectively, and let f̃ : Ñ → N
be the induced map. At each node s of C̃ we make the usual identification

K∗s /O
∗

s ' C∗×Z×Z.

Then the action of σ on K∗s /O∗s is

σ∗((z,m, n)s)= (ρδ(m−n)z,m, n)s

for some δ, 1≤ δ ≤ 3. Here we label the branches at the node s such that a local
parameter at the first branch (corresponding to m) is multiplied by ρδ with 1≤ δ≤ 3.
Then we have

f∗((z,m, n)s)= (z7,m, n) f (s)

since f∗((z,m, n)s)=
∑6

k=0(σ
∗)k(z,m, n)s , viewed as a divisor at f (s), and

6∑
k=0

(σ∗)k(z,m, n)s =
( 6∏

k=0

(ρδ(m−n))kz, 7m, 7n
)

s

=
(
ρ
∑6

k=0 δ(m−n)kz7, 7m, 7n
)

s

=
(
ρδ(m−n) 6·7

2 z7, 7m, 7n
)

s

= (z7, 7m, 7n)s

= f ∗(z7,m, n) f (s).

We define the multidegree of a line bundle L on C̃ by

deg L = (d1, . . . , dv),

where v is the number of components of C̃ and di is the degree of L on the i-th
component of C̃ .

Lemma 3.1. Let L ∈ Pic C̃ with Nm L 'OC̃ . Then

L ' M ⊗ σ∗M−1
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for some M ∈ Pic C̃. Moreover, M can be chosen of multidegree (k, 0, . . . , 0) with
0≤ k ≤ 6.

Proof. As in [Mumford 1971, Lemma 1], using Tsen’s theorem, there is a divisor D
such that L 'OC̃(D) and f∗D = 0. We write

D =
∑

x∈C̃reg

x

︸ ︷︷ ︸
Dreg

+

∑
s∈C̃sing

(zs,ms, ns)s

︸ ︷︷ ︸
Dsing

. (3-1)

If x ∈ C̃reg is in the support of Dreg, then σ k(x) is in the support of Dreg for some
1≤ k ≤ 6. Since

x − σ k(x)= (x + σ(x)+ · · ·+ σ k−1(x))− σ(x + σ(x)+ · · ·+ σ k−1(x)),

there is a divisor Ereg such that Dreg = Ereg− σ
∗Ereg. From (3-1) one sees that the

divisor Dsing is the sum of divisors of the form (ρas , 0, 0)s for some 1 ≤ as ≤ 6.
Choosing an integer is such that −isδs ≡ as mod 7, we have

(1, is, 0)− σ∗(1, is, 0)= (ρ−δs is , 0, 0)= (ρas , 0, 0)s .

Then there is a divisor Esing such that Dsing = Esing−σ
∗Esing. Thus D = E −σ∗E

with E = Ereg+ Esing. Set M =OC̃(E). By replacing M with M⊗ f ∗N, where N
is a line bundle on C , we may assume that the multidegree of M is (ε1, . . . , εν) with
0≤ εi ≤ 6. Using the fact that C̃ is connected, the multidegree can be accumulated
on one of the components by further tensoring M with line bundles associated to
divisors of the form (1, 1,−1)s , since (1, 1,−1)s−σ∗(1, 1,−1)s= (1, 0, 0)s=0. �

Let P denote the Prym variety of f : C̃ → C , i.e., the connected component
containing 0 of the kernel of norm map Nm : JC̃ → JC . By definition, it is a
connected commutative algebraic group. Lemma 3.1 implies that P is the variety of
line bundles in ker Nm of the form M ⊗ σ∗M−1 with M of multidegree (0, . . . , 0).
Let ν : N → C and ν̃ : Ñ → C̃ denote the normalizations of C and C̃ , respectively.
Hence there is a map f̃ making the following diagram commutative:

Ñ ν̃
//

f̃
��

C̃

f
��

N ν
// C

Proposition 3.2. Suppose pa(C)= g. Then P is an abelian variety of dimension
6g− 6.
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Proof. (As in [Beauville 1977] and [Faber 1988].) Consider the diagram

0 // T̃ //

Nm
��

JC̃ ν̃∗
//

Nm
��

J Ñ //

Nm
��

0

0 // T // JC ν∗
// J N // 0

(3-2)

of commutative algebraic groups, where the vertical arrows are the norm maps
and T and T̃ are the groups of classes of divisors of multidegree (0, . . . , 0) with
singular support. Since f ∗ restricted to T is an isomorphism and Nm ◦ f ∗ = 7, the
norm on T̃ is surjective and

ker Nm
|T̃ ' T̃ [7] = {points of order 7 in T̃ }.

On the other hand, Lemma 3.1 implies that ker Nm consists either of 7 components
or is connected. Let R be the kernel of Nm : J Ñ→ J N. Then one obtains an exact
sequence

0→ T̃ [7] → R̃→ R→ 0 (3-3)

with R̃ = P if ker Nm is connected, and R̃ = P×Z/7Z if ker Nm is not connected.
We will see that in both cases P is an abelian variety.

Suppose first that C and hence C̃ are nonsingular. Then C̃ = Ñ and hence T̃ = 0.
Since ker(J Ñ → J N ) has 7 components, P is an abelian variety.

Suppose that C and thus also C̃ have s > 0 singular points. Then dim T̃ =
dim T = s. Then R is an abelian variety, since f̃ is ramified. We get a surjective
homomorphism P → R with kernel consisting of 7s elements when Ker Nm is
connected and 7s−1 when it is not. Hence also P is an abelian variety. Moreover,

dim P = dim R = dim JC̃ − dim JC.

Now, if C has s nodes and N has t connected components, then also C̃ has s nodes
and Ñ has t connected components. This implies

dim JC̃ − dim JC = pa(C̃)− pa(C)= 6g− 6. �

Let 2̃ denote the canonical polarization of the generalized Jacobian JC̃ (see
[Beauville 1977]). It restricts to a polarization 6 on the abelian subvariety P. We
denote the isogeny P→ P̂ associated to 6 by the same letter.

Proposition 3.3. The polarization 6 on P is of type D := (1, . . . , 1, 7, . . . , 7),
where 7 occurs {

g times if ker Nm is connected,
g− 1 times if ker Nm is not connected.
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Proof. (Similar to [Faber 1988, Proposition 2.4]; we use also [Beauville 1977,
Corollary 2.3, p. 156].) If C is smooth, this is well known. In this case ker f
consists of 7 components and 7 occurs g − 1 times in the polarization D (see
[Birkenhake and Lange 2004, §12.3]). So suppose C is not smooth and f is a
covering of type (∗). In this case the maps f ∗ and f̃ ∗ are injective.

Consider the isogeny

h : P × J N → J Ñ , (L ,M) 7→ ν̃∗(L)⊗ f̃ ∗M.

We first claim that ker h⊂ P[7]× J N [7]. To see this, let (L ,M)∈ ker h, i.e., L ∈ P
and M ∈ J N and ν̃∗(L)⊗ f̃ ∗M 'OÑ . Choose M ′ ∈ JC with

M ' ν∗M ′. (3-4)

Then
ν̃∗(L ⊗ f ∗M ′)' ν̃∗L ⊗ f̃ ∗ν∗M ′ ' ν̃∗L ⊗ f̃ ∗M 'OÑ , (3-5)

so L⊗ f ∗M ′ ∈ ker ν̃∗ ' T̃. Since f ∗ : T → T̃ is an isomorphism, there is a unique
N ∈ T such that

L ' f ∗(N ⊗M ′−1). (3-6)

This implies

(N ⊗M ′−1)⊗7
' Nm ◦ f ∗(N ⊗M ′−1)' Nm L 'OC

and hence L ∈ P[7] and using (3-5) we get

M⊗7
' Nm f̃ ∗M ' Nm f̃ ∗ν∗M ′ ' Nm ν̃∗L−1

' ν∗Nm L−1
' ν∗ON 'OC .

This completes the proof of the claim.
Now, since the map ν∗ : JC[7]→ J N [7] is surjective, we can choose M ′ in (3-4)

even as an element of JC[7]. Moreover, from (3-6) we also get N ∈ T [7], since
f ∗ is injective. Now consider the following extension of the map h to the whole of
the kernel of the norm map of f :

h̃ : ker Nm×J N → J Ñ , (L ,M) 7→ ν̃∗(L)⊗ f̃ ∗M.

We claim that

ker h̃ = {( f ∗(N ⊗M ′−1), ν∗M ′) | M ′ ∈ JC[7], N ∈ T [7]}. (3-7)

So ker h consists of those elements of the right-hand side of (3-7) for which
f ∗(N ⊗M ′−1) is contained in the connected component containing 0 of ker Nm f .

Proof of (3-7). The inclusion of ker h̃ in the left-hand side of the equation follows
from (3-4) and (3-6), which are valid for the extension h̃.
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For the converse inclusion, suppose that M ′ ∈ JC[7] and N ∈ T [7]. First note
that f ∗(N ⊗ M ′−1) ⊂ ker Nm, since Nm f ∗(N ⊗ M ′−1) ' (N ⊗ M ′−1)⊗7

' OC .
Moreover,

ν̃∗ f ∗(N ⊗M ′−1)⊗ f̃ ∗ν∗M ′ ' ν̃∗ f ∗(N ⊗M ′−1)⊗ ν̃∗ f ∗M ′ ' ν̃∗ f ∗N 'OÑ .

This completes the proof of (3-7). �

Since for any α ∈ T [7] we have (N ⊗ α)⊗ (α−1
⊗ M ′−1) ' N ⊗ M ′−1 and

ν∗(M ′⊗α)' ν∗M ′, we conclude that

dimF7 ker h̃ = dimF7 JC[7] = 2g− t,

with t = dim T = dim T̃. This implies

dimF7 ker h =
{

2g− t if ker is connected,
2g− t − 1 if ker is not connected,

since in the not-connected case ker Nm consists of 7 components.
Now ker h is a maximal isotropic subgroup of the kernel of the polarization of

P× J N, since this polarization is the pullback under h of the principal polarization
of J Ñ. This implies dimF7(ker6×J N [7])=2(dimF7 ker h). Since dimF7(J N [7])=
2g− 2t , it follows that

dimF7(ker6)=
{

2g if ker Nm is connected,
2g− 2 if ker Nm is not connected.

Since ker6 ⊂ P[7], this gives the assertion. �

Corollary 3.4. ker Nm consists of 7 components.

Proof. Consider C̃t → Ct , a family of coverings, where the central fiber C̃0→ C0

satisfies condition (∗) and all the other fibers are coverings of smooth curves. The
fibers in the associated family of abelian varieties ker Nmt have 7 components
for t 6= 0 and, according to Proposition 3.3, they have a polarization of type
(1, . . . , 1, 7, . . . , 7), where 7 appears g− 1 times. The type of a polarization in a
family of abelian varieties is constant since it is given by integers; therefore, ker Nm0

has the same polarization type as the nearby fibers and, again by Proposition 3.3,
ker Nm0 is nonconnected, so it consists of 7 components. �

4. The condition (∗∗)

As in the last section, let f : C̃→ C be a G-covering of stable curves. Recall that a
node z ∈ C̃ is either

• of index 1, i.e., |Stab z| = 1, in which case f −1( f (z)) consists of 7 nodes
which are cyclically permuted under σ , or
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• of index 7, i.e., |Stab z| = 7, in which case z is the only preimage of the node
f (z) and f is totally ramified at both branches of z. Since σ is of order 7, the
two branches of z are not exchanged.

We also say a node of C is of index i if a preimage (and hence every preimage)
under f is a node of index i . We assume the following conditions for the G-covering
f : C̃→ C of connected stable curves:

(∗∗)



pa(C)= g and pa(C̃)= 7g− 6;

σ is not the identity on any irreducible component of C̃ ;

if at a fixed node of σ one local parameter is multiplied by ρi , the other
is multiplied by ρ−i , where ρ denotes a fixed 7-th root of unity;

P := Pr( f ) is an abelian variety.

Under these assumptions the nodes of C̃ are exactly the preimages of the nodes
of C . We define for i = 1 and 7:

• ni := the number of nodes of C of index i , i.e., nodes whose preimage consists
of 7/ i nodes of C̃ ,

• ci := the number irreducible components of C whose preimage consists of
7/ i irreducible components of C̃ ,

• r := the number of fixed nonsingular points under σ .

Lemma 4.1. The covering satisfies (∗∗) if and only if r = 0 and c1 = n1.

In particular, any covering satisfying (∗∗) is an admissible G-cover (for the
definition, see Section 5), and coverings satisfying condition (∗) also verify (∗∗).

Proof. (As in [Beauville 1977] and [Faber 1988].) Let Ñ and N be the normaliza-
tions of C̃ and C , respectively. The covering f̃ : Ñ → N is ramified exactly at the
points lying over the fixed points of σ : C̃→ C̃ . Hence the Hurwitz formula says

pa(Ñ )− 1= 7(pa(N )− 1)+ 3r + 6n7.

So

pa(C̃)− 1= pa(Ñ )− 1+ 7n1+ n7 = 7(pa(N )− 1)+ 3r + 7n1+ 7n7.

Moreover,
pa(C)− 1= pa(N )− 1+ n1+ n7,

which altogether gives

pa(C̃)− 1= 7(pa(C)− 1)+ 3r.

Hence the first condition in (∗∗) is equivalent to r = 0.
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Now we discuss the condition that P is an abelian variety. For this consider
again the diagram (3-2). From the surjectivity of the norm maps it follows that P
is an abelian variety if and only if dim T̃ = dim T. Now

dim J Ñ = pa(Ñ )− n7− 7n1+ c7+ 7c1− 1
and thus

dim T̃ = (n7− c7)+ 7(n1− c1)+ 1 and dim T = (n7− c7)+ (n1− c1)+ 1.

Hence dim T̃ = dim T if and only if c1 = n1. �

Let f : C̃ → C be a G-covering satisfying condition (∗∗) with generating
automorphism σ . We denote by B the union of the components of C̃ fixed under σ
and write

C̃ = A1 ∪ · · · ∪ A7 ∪ B

with σ(Ai )= Ai+1, where A8 = A1. Observe that the covering B→ B/σ satisfies
condition (∗).

Proposition 4.2. (i) If B = ∅, then C̃ = A1 ∪ · · · ∪ A7, where A1 can be chosen
connected and tree-like, and #Ai ∩ Ai+1 = 1 for i = 1, . . . , 7.

(ii) If B 6= ∅, then Ai ∩ Ai+1 = ∅ for i = 1, . . . , 7. Each connected component
of A1 is tree-like and meets B at only one point. Also B is connected.

For the proof we need the following elementary lemma (the analogue of [Beauville
1977, Lemma 5.3] and [Faber 1988, Lemma 2.6]), which will be applied to the dual
graph of C̃ .

Lemma 4.3. Let 0 be a connected graph with a fixed-point free automorphism σ of
order 7. Then there exists a connected subgraph S of γ such that σ i (S)∩ σ i+1(S)
is empty for i = 0, . . . , 6 and

⋃6
i=0 σ

i (S) contains every vertex of 0.

Proof of Proposition 4.2. (As in [Beauville 1977] and [Faber 1988].) Let 0 denote
the dual graph of C̃ . If B =∅, let A1 correspond to the subgraph S of Lemma 4.3.
Let v be the number of vertices of S, e the number of edges of S and s the number
of nodes of A1 which belong to only one component. The equality c1 = n1 implies

v = e+ s− #A1 ∩ A2.

Since 1− v + e ≥ 0 and #A1 ∩ A2 ≥ 1 give s = 0, we have #A1 ∩ A2 = 1 and
1− v+ e = 0. So A1 is tree-like. This proves (i).

Assume B 6=∅ and define

• t := #A1 ∩ A2,

• m := #Ai ∩ B for i = 1, . . . , 7,

• iA1 := # irreducible components of A1,
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• cA1 := # of connected components of A1,

• nA1 := # nodes of A1.

Recall that assumption (∗∗) implies that B does not contain any node which moves
under σ . Then

c1 = iA1 and n1 = nA1 + r +m.

For any curve we have nA1−iA1+cA1≥0 (see [Beauville 1977, Proof of Lemma 5.3]).
Thus, if c1 = n1,

0= nA1 + t +m− iA1 ≥ t +m− cA1 .

Since C̃ is connected, any connected component of
⋃7

i=1 Ai meets B. But then any
connected component of A1 meets B, which implies m ≥ cA1 . Hence

0≥ t +m− cA1 ≥ t ≥ 0.

Hence t = 0, m = cA1 and nA1 − iA1 + cA1 = 0. So Ai ∩ Ai+1 = ∅ and B is
connected. �

In the next section we will extend the Prym map to the G-covers satisfying (∗∗),
thereby obtaining a proper map. Theorem 4.4 describes the associated Pryms by
reducing to the easier situation of coverings verifying (∗).

Theorem 4.4. Suppose that f : C̃→ C satisfies condition (∗∗). Then there exist
the following isomorphisms of polarized abelian varieties:

• In case (i) of Proposition 4.2, (P, 6)' ker((JA1)
7
→ JA1) with the polariza-

tion induced by the principal polarization on (JA1)
7.

• In case (ii) of Proposition 4.2, (P, 6)' ker((JA1)
7
→ JA1)× Q, where Q is

the generalized Prym variety associated to the covering B→ B/σ .

Proof. (As in [Beauville 1977, Theorem 5.4].) In case (i), C̃ is obtained from
the disjoint union of 7 copies of A1 by fixing 2 smooth points p and q of A1 and
identifying q in the i-th copy with p in the (i + 1)-st copy of A1 cyclically. The
curve C = C̃/G is obtained from A1 by identifying p and q , and f : C̃→ C is an
étale covering. Note that JA1 is an abelian variety, since A1 is tree-like.

Consider the diagram

0 // C∗ //

Nm
��

JC̃ //

Nm
��

(JA1)
7 //

m
��

0

0 // C∗ // JC // JA1 // 0
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in which m is the addition map. One checks immediately that Nm : C∗→ C∗ is an
isomorphism. This implies the assertion. Notice that the polarization of P is of type

(1, . . . , 1, 7, . . . , 7︸ ︷︷ ︸
g−1

).

In case (ii), we have

JC̃ ' (JA1)
7
× JB and P = (ker Nm)0 ' ker((JA1)

7
→ JA1)× Q,

which immediately implies the assertion. �

5. The extension of the Prym map to a proper map

Let Rg,7 denote the moduli space of nontrivial étale G-covers f : C̃→C of smooth
curves C of genus g, and let BD denote the moduli space of polarized abelian vari-
eties of dimension 6g−6 with polarization of type D, with D as in Proposition 3.3
and compatible with the G-action. As in the introduction we denote by

Prg,7 :Rg,7→ BD

the corresponding Prym map associating to the covering f the Prym variety Pr( f ).
In order to extend this map to a proper map, we consider the compactification Rg,7

of Rg,7 consisting of admissible G-coverings of stable curves of genus g introduced
in [Abramovich et al. 2003].

Let X → S be a family of stable curves of arithmetic genus g. A family of
admissible G-covers of X over S is a finite morphism Z→ X such that

(1) the composition Z→ X → S is a family of stable curves;

(2) every node of a fiber of Z→ S maps to a node of the corresponding fiber of
X → S;

(3) Z→ X is a principal G-bundle away from the nodes;

(4) if z is a node of index 7 in a fiber of Z→ S and ξ and η are local coordinates
of the two branches near z, any element of the stabilizer StabG(z) acts as

(ξ, η) 7→ (ρξ, ρ−1η),

where ρ is a primitive 7-th root of unity.

In the case of S = Spec C we just speak of an admissible G-cover. In this case
the ramification index at any node z over x equals the order of the stabilizer of z
and depends only on x . It is called the index of the G-cover Z→X at x . Since 7 is
a prime, the index of a node is either 1 or 7. Note that, for any admissible G-cover
Z→ X , the curve Z is stable if and only if X is stable.
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As shown in [Abramovich et al. 2003] or [Arbarello et al. 2011, Chapter 16],
the moduli space Rg,7 of admissible G-covers of stable curves of genus g is a
natural compactification of Rg,7. Clearly the coverings satisfying condition (∗∗)
are admissible and form an open subspace R̃g,7 of Rg,7.

Theorem 5.1. The map Prg,7 :Rg,7→BD extends to a proper map P̃rg,7 :R̃g,7→BD .

Proof. The proof is the same as the proof of [Faber 1988, Theorem 2.8] just
replacing 3-fold covers by 7-fold covers. So we will omit it. �

6. Generic finiteness of Pr2,7

From now on we consider only the case g = 2, i.e., of G-covers of curves of
genus 2. So dimR2,7 = dimM2 = 3 and BD is the moduli space of polarized
abelian varieties of type (1, 1, 1, 1, 1, 7) with G-action which is also of dimension 3.
Let [ f : C̃→ C] ∈R2,7 be a general point and let the covering f be given by the
7-division point η ∈ JC . The next lemma is a particular case of the results in [Lange
and Ortega 2011, p. 397–398] that we include here for the sake of completeness.

Lemma 6.1. (i) The cotangent space of BD at the point Pr2,7([ f : C̃→ C]) ∈ BD

is identified with the vector space
⊕3

i=1
(
H 0(ωC ⊗ η

i )⊗ H 0(ωC ⊗ η
7−i )

)
.

(ii) The codifferential of the map Pr2,7 :R2,7→ BD at the point ( f, η) is given by
the sum of the multiplication maps

3⊕
i=1

(
H 0(ωC ⊗ η

i )⊗ H 0(ωC ⊗ η
7−i )

)
−→ H 0(ω2

C).

Proof. (i) Consider the composed map Rg,7
Pr2,7
−−→BD

π
−→AD , where AD denotes

the moduli space of abelian varieties with polarization of type D. The cotangent
space of the image of [ f : C̃→C] in AD is by definition the cotangent at the Prym
variety P of f . It is well known that the cotangent space T ∗P,0 at 0 is

T ∗P,0 = H 0(C̃, ωC̃)
−
=

6⊕
i=1

H 0(C, ωC ⊗ η
i ). (6-1)

According to [Welters 1983] the cotangent space of AD at the point P can be
identified with the second symmetric product of H 0(C̃, ωC̃)

−. This gives

T ∗AD,P =

6⊕
i=1

S2 H 0(ωC ⊗ η
i )⊕

3⊕
i=1

(
H 0(ωC ⊗ η

i )⊗ H 0(ωC ⊗ η
7−i )

)
. (6-2)

Since the map π : BD → AD is finite onto its image and the group G acts on
the cotangent space of BD at the point, we conclude that this space can be identi-
fied with a 3-dimensional G-subspace of the G-space T ∗AD,P , which is defined over
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the rationals. But there is only one such subspace, namely,

3⊕
i=1

(
H 0(ωC ⊗ η

i )⊗ H 0(ωC ⊗ η
7−i )

)
.

This gives (i).

(ii) It is well known that the cotangent space of R2,7 at a point (C, η) without
automorphism is given by H 0(ω2

C) and the codifferential of Pr2,7 :R2,7→AD at
(C, η) by the natural map S2(H 0(C̃, ωC̃)

−) −→ H 0(ω2
C). The assertion follows

immediately from Lemma 6.1(i) and equations (6-1) and (6-2). �

Theorem 6.2. The map P̃r2,7 : R̃2,7→ BD is surjective and hence of finite degree.

Proof. Since the extension P̃r2,7 is proper according to Theorem 5.1, it suffices to
show that the map Pr2,7 is generically finite. Now Pr2,7 is generically finite as soon
as its differential at the generic point [ f : C̃ → C] ∈ R2,7 is injective. Let f be
given by the 7-division point η. According to Lemma 6.1, the codifferential of Pr2,7

at [ f : C̃→ C] is given by (the sum of) the multiplication of sections

µC,η :

3⊕
j=1

H 0(C, ωC ⊗ η
j )⊗ H 0(C, ωC ⊗ η

7− j )−→ H 0(C, ω2
C).

Note that the surjectivity of µC,η is an open condition in R2,7. Since R2,7 is
irreducible and R̃2,7 is open and dense in R2,7, it suffices to show that the map
µX,η is surjective at a point (X, η) in the compactification R2,7, even if Pr2,7 is
not defined at (X, η). So if µX,η is surjective at this point, it will be surjective at
a general point of R2,7. Moreover, it suffices to show that µX,η is injective, since
both sides of the map are of dimension 3.

Consider the curve
X = Y ∪ Z ,

the union of two rational curves intersecting in 3 points q1, q2, q3 which we can
assume to be [1, 0], [0, 1], [1, 1], respectively. The line bundle ηX = (ηY , ηZ ) on X
of degree 0 is uniquely determined by the gluing of the fiber over the nodes

OY|qi

·ci
−→OZ|qi

,

given by the multiplication by a nonzero constant ci . We may assume c3 = 1 and
since η7

X 'OX we have c7
1 = c7

2 = 1. Notice that ωX |Y =OY (1) and ωX |Z =OZ (1)
and the restrictions ηY , ηZ are trivial line bundles.

From the exact sequence

0→OZ (−2)→ ωX ⊗ η
i
X

βi
−→OY (1)→ 0
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we have h0(X, ωX⊗η
i
X )=1 for i =1, . . . , 6. Moreover, since H 0(Z ,OZ (−2))=0,

the map βi induces an inclusion H 0(X, ωX⊗η
i
X ) ↪→ H 0(Y,OY (1)) for i = 1, . . . , 6.

Therefore, to study the injectivity of µX,η, it is enough to check whether the pro-
jection of

⊕3
i=1H 0(X,ωX⊗η

i
X)⊗H 0(X,ωX⊗η

7−i
X ) to H 0(Y,OY(1))⊗H 0(Y,OY(1))

is contained in the kernel of the multiplication map

H 0(Y,OY (1))⊗ H 0(Y,OY (1))−→ H 0(Y,OY (2)).

We claim that the line bundle ωX = (ω|Y , ω|Z ) is uniquely determined and one
can choose the gluing ci at the nodes qi to be the multiplication by the same
constant. To see this, first notice that, since (X, ωX ) is a limit linear series of
canonical line bundles, the nodes of X are necessary Weierstrass points of X . Let
s3 ∈ H 0(X, ωX (−2q3)) be a section giving a trivialization of ωY and ωZ away
from q3. For i = 1, 2, we have

OY (1)|qi

s−1
3
−→OX |qi

s3
−→OZ (1)|qi ,

which implies that c1 = c2. Similarly, by using a section in H 0(X, ωX (−2q2)) one
shows that c1 = c3.

A section of ωX |Y ⊗η
i
Y 'OY (1) for i = 1, 2, 3 is of the form fi (x, y)= ai x+bi y,

with ai , bi constants. Suppose that the sections fi are in the image of the inclusion

H 0(X, ωX ⊗ η
i
X ) ↪→ H 0(Y,OY (1)).

By evaluating the section at the points qi and using the gluing conditions, one gets
ai = ci

1− 1 and bi = ci
2− 1. One obtains a similar condition for the image of the

sections of H 0(X, ωX ⊗ η
7−i
X ) in H 0(Y,OY (1)). Set j = 7− i . By multiplying the

corresponding sections of ωX ⊗ η
i
X and ωX ⊗ η

j
X we have that an element in the

image of µX,η is of the form(
2− ci

1− c j
1

)
x2
+
(
2− ci

2− c j
2

)
y2
−
(
2− c j

1 − ci
2+ c j

1ci
2− ci

1− c j
2 + ci

1c j
2

)
xy.

Hence, after taking the sum of such sections for i = 1, 2, 3 we conclude that there is
a nontrivial element in the kernel of µX,η if and only if there is a nontrivial solution
for the linear system Ax = 0 with

A =


2− c1− c6

1 2− c1c6
2− c6

1c2 2− c2− c6
2

2− c2
1− c5

1 2− c2
1c5

2− c5
1c2

2 2− c2
2− c5

2

2− c3
1− c4

1 2− c3
1c4

2− c4
1c3

2 2− c3
2− c4

2

 .
Clearly, if ci = 1 for some i or c1 = c2, the determinant of A vanishes. We compute

1
7 det A=c6

1(c
3
2−c5

2)+c5
1(c

6
2−c3

2)+c4
1(c

2
2−c2)+c3

1(c
5
2−c6

2)+c2
1(c2−c4

2)+c1(c4
2−c2

2).



786 Herbert Lange and Angela Ortega

Suppose that ci 6= 1 and c2 = ck
1 for some 2 ≤ k ≤ 6. Then a straightforward

computation shows that det A 6= 0 if and only if k = 3 or k = 5.
In conclusion, we can find a limit linear series (X, ηX ) with η7

X 'OX , for suitable
values of the ci , such that the composition map in the commutative diagram⊕3

i=1 H 0(X, ωX ⊗ η
i )⊗ H 0(X, ωX ⊗ η

7−i ) //
� _

��

H 0(X, ω2
X )

'

��

H 0(Y,OY (1))⊗ H 0(Y,OY (1)) // H 0(Y,OY (2))

is an isomorphism. �

7. A complete fiber of P̃r2,7

For a special point of BD , consider a smooth curve E of genus 1. Then the kernel
of the addition map

X = X (E) := ker(m : E7
→ E) with m(x1, . . . , x7)= x1+ · · ·+ x7

is an abelian variety of dimension 6, isomorphic to E6. The kernel of the induced
polarization of the canonical principal polarization of E7 is {(x, . . . , x) : x ∈ E[7]},
which consists of 72 elements. So the polarization on X induced by the canonical
polarization of E7 is of type D = (1, 1, 1, 1, 1, 7). Since the symmetric group S7

acts on E7 in the obvious way, X admits an automorphism of order 7. Hence
X with the induced polarization is an element of BD. To be more precise, the
group S7 admits exactly 120 subgroups of order 7. Hence to every elliptic curve
there exist exactly 120 abelian varieties X as above with G-action. All of them are
isomorphic to each other, since the corresponding subgroups are conjugate to each
other according the Sylow theorems. We want to determine the complete preimage
P̃r−1

2,7(X) of X . We need some lemmas. For simplicity we denote by Pr( f ) the
Prym variety of a covering f in R̃2,7.

Lemma 7.1. Let f : C̃ → C be a covering satisfying (∗∗) with g = 2 such that
Pr( f )' X. Then C contains a node of index 1.

Proof. Suppose that either C is smooth or all the nodes of C are of index 7. Then
the exact sequence (3-3) gives an isogeny j : Pr( f )→ Pr( f̃ ) onto the Prym variety
of the normalization f̃ of f . Actually, in the smooth case, j is an isomorphism
and, if there is a node of index 1, the kernel T̃ [7] is positive dimensional. The
isomorphism Pr( f ) = X implies that the kernel of j is of the form {(x, . . . , x)}
with x ∈ X [7]. Hence the action of the symmetric group S7 on X descends to a
nontrivial action on Pr( f̃ ).

We can extend this action to J Ñ by combining it with the identity on J N. Namely,
J Ñ ' (J N × Pr( f̃ ))/H , where H is constructed as follows. Let 〈η〉 ⊂ J N [7]
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be the subgroup defining the covering f̃ and let H1 ⊂ J N [7] be its orthogonal
complement with respect to the Weil pairing. Then H = {(α,− f ∗α) : α ∈ H1}.
Since f ∗H1 = {(x, . . . , x) : x ∈ E[7]} ⊂ Pr( f ), we get an S7-action on J Ñ which
is clearly nontrivial.

If C is smooth, then Ñ ' C̃ . On the other hand, if all the nodes of C are of index 7,
then Ñ consists of at least two components. In any case, for each component Ñi

of Ñ we have
# Aut(J Ñi )≥

1
2 #S7 = 2520.

Moreover, according to a classical theorem of Weil, Aut Ñi embeds into Aut J Ñi

with quotient of order ≤ 2. So

# Aut Ñi ≥
1
2 # Aut(J Ñi ).

On the other hand, Ñi is a smooth curve of genus≤ 8. So Hurwitz’s theorem implies

# Aut(Ñi )≤ 84 · (8− 1)= 588.

Together, this gives a contradiction. �

Lemma 7.2. Let f : C̃ → C be a covering satisfying (∗∗) such that C has a
component containing nodes of index 1 and 7. Then any node of index 1 is the
intersection with another component of C.

Proof. Suppose x and y are nodes of C in a component Ci of index 1 and 7,
respectively. Then the preimage f −1(Ci ) is a component, since over y the map f
is totally ramified. Since f −1(x) consists of 7 nodes, the equality n1 = c1 implies
that x is the intersection of 2 components. �

Theorem 7.3. Let X = ker(m : E7
→ E) be a polarized abelian variety as above.

The fiber P̃r−1
2,7(X) consists of the following 4 types of elements of R̃2,7 (see

Figure 1).

(i) C=E/p ∼ q and C̃=
⊔7

i=1 Ei/pi ∼ qi+1 with Ei'E for all i and q8=q1 and
we can enumerate in such a way that the preimages of p and q are pi , qi ∈ Ei .

(ii) C = E1∪p E2 consists of 2 elliptic curves intersecting in one point p. Then up
to exchanging E1 and E2 we have: C̃ consists of an elliptic curve F1, which
is a 7-fold cover of E1 and 7 copies of E2 ' E not intersecting each other and
intersecting F1 each in one point.

(iii) C = E1 ∪p E2 with E2 elliptic and E1 rational with a node at q. Then E2 ' E
and f −1(E2) consists of 7 disjoint curves all isomorphic to E and f −1(E1)

is a rational curve with one node lying 7:1 over E1 and intersecting each
component of f −1(E2) in a point over p.

(iv) C = E1 ∪p E2 as in (iii) and C̃ is an étale G-cover over C.
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We call the coverings of the theorem of type (i), (ii), (iii) and (iv), respectively.
Theorem 7.3 will be used in Proposition 7.5 to describe the complete fibers of the
Prym map over X (E).

Proof. There are 7 types of stable curves of genus 2. We determine the coverings
f : C̃→ C in P̃r−1

2,7(X) in each case separately.

(1) There is no étale G-cover f : C̃→ C of a smooth curve C of genus 2 such that
P = Pr( f )' X . This is a direct consequence of Lemma 7.1.

(2) If C = E/p ∼ q then the singular point of C is of index 1 and f : C̃→ C is a
G-covering satisfying (∗∗) such that P = Pr( f )' X . Then

C̃ =
7⊔

i=1

Ei/(pi ∼ qi+1)

with Ei ' E and we enumerate in such a way that the preimages of p and q are
pi and qi with q8 = q1. In this case Pr( f )' X .

Proof: According to Lemma 7.1 the node is necessarily of index 1 and thus the
map f̃ : C̃ → C is étale. The exact sequence (3-3) together with Corollary 3.4
gives an isomorphism P ' R with R the Prym variety of the map f̃ . Clearly we
can enumerate the components of Ñ in such a way that C̃ is as above and R is the
kernel of the map m :×

7
i=1 E→ E , i.e., R ' X . We are in case (i) of the theorem.

(3) There is no rational curve C with 2 nodes admitting a G-cover f : C̃ → C
satisfying (∗∗) such that P = Pr( f )' X .

Proof: Suppose there is such a covering. By Lemmas 7.1 and 7.2 both nodes are of
index 1 and hence the map C̃→ C is étale. Then all components of C̃ are rational.
This implies that P ' C∗6 is not an abelian variety, a contradiction.

(4) Let C = E1 ∪p E2 consist of 2 elliptic curves intersecting in one point and
let f : C̃→ C be a covering satisfying (∗∗) such that P = Pr( f )' X . Then, up
to exchanging E1 and E2, we have that C̃ consists of an elliptic curve F1, which
is a 7-fold cover of E1 and 7 copies of E2 ' E not intersecting each other and
intersecting F1 each in one point. So X = ker(m : E7

2→ E2).

Proof: By Lemma 7.1 the node is of index 1 and the map f : C̃→C is étale. Since
there is no connected graph with 14 vertices and 7 edges, we are necessarily in
case (ii) of the theorem.

(5) Suppose C = E1 ∪p E2 with components E2 elliptic and E1 rational with a
node q and f : C̃→C a G-covering satisfying (∗∗) such that P =Pr( f )' X . Then
E2 ' E and either f : C̃→C is étale and connected or C̃ consists of 7 components
all isomorphic to E and a rational component F2 over E2 totally ramified exactly
over q and intersecting each Ei exactly in one point lying over p. So Pr( f )' X .
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Proof: According to Lemma 7.1 at least one node of C is of index 1. Suppose first
that both nodes are of index 1. Then clearly f is étale and we are in case (iv) of
the theorem. If only one node is of index 1, then according to Lemma 7.2 q is of
index 7 and p of index 1. This gives case (iii) of the theorem.

(6) There is no curve C consisting of 2 rational components intersecting in one
point p admitting a G-cover f : C̃→ C satisfying (∗∗) such that P = Pr( f )' X .

Proof: According to Lemmas 7.1 and 7.2 the node p is of index 1 and the nodes
q1 and q2 of the rational components of C are of index 1 or 7. By the Hurwitz formula
all components of C̃ are rational. This implies Pr( f )' C∗6, contradicting (∗∗).

(7) If C is the union of 2 rational curves intersecting in 3 points, there is no cover
f : C̃→ C satisfying (∗∗) such that P = Pr( f )' X .

Proof: By Lemma 7.1 at least one of the 3 nodes of C is of index 1. So C̃ consists
of at least 8 components. But then the other nodes also are of index 1, because if
one node is of index 7, the curve C̃ consists of 2 components only. Hence all 3
nodes are of index 1. But then all components of C̃ are rational. So P = Pr( f )
cannot be an abelian variety, contradicting (∗∗).

Together, steps (1)–(7) prove the theorem. �

Corollary 7.4. Let E be a general elliptic curve. Then the fiber P̃r−1
2,7(X (E))

consists of two irreducible components S1 and S2. The component S1 is a covering
over E whose points correspond to coverings of type (i), except for one point, which
corresponds to a covering of type (iv). The component S2 is a finite covering of
the moduli space of elliptic curves, and every point corresponds to a covering of
type (ii), except for two points, one of which corresponds to a covering of type (iii)
and the other to a covering of type (iv). The components S1 and S2 intersect at a
point corresponding to a covering of type (iv) (see Figure 1).

Proof. It is known that for 2 elliptic curves E1 6= E2 we can have X (E1)' X (E2)

as abelian varieties, but not necessarily as polarized abelian varieties. Hence X (E)
determines E (which can be seen also from Theorem 7.3).

We claim that the coverings of type (iv) are contained in S1 and S2, whereas
the coverings of type (iii) are contained in S2 only: it is known that a curve C̃
degenerates to a curve C̃ ′ of some other type if and only if the dual graph of C̃ ′

can be contracted to the dual graph of C̃ . On the other hand, the locus of curves
covering some curve of genus ≥ 2 of some fixed degree is closed in the moduli
space of curves. Now considering the dual graphs of the curves C̃ of the coverings
of the different types gives the assertion.

In the case of coverings of type (i) we have C = E/p1 ∼ p2. We can use the
translations of E to fix p1, and then p2 is free, which gives the assertion, since
there are only finitely many étale coverings of C .
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(i)

pi ∼ qi+1
E

p ∼ q E

(ii)

F1

E

E1 E
p

(iii)

F1
r

E

E1
q p E

(iv)

F1

E

E1
q p E

Figure 1. Admissible coverings on the fiber of X (E).

In case (ii) we have C = E1 ∪p E2, where E1 is an arbitrary elliptic curve and
E2 ' E . Since p may be fixed with an isomorphism of E and E2, this gives the
isomorphism of P̃r−1

2,7(E)with a finite covering of the moduli space of elliptic curves,
again since there are only finitely many coverings C̃ of type (ii) of C .

Finally, in cases (iii) and (iv), the 3 points of the normalization of E1 given
by p and the 2 preimages of the node, which we can assume to be 1, 0, and∞,
respectively, determine the curve C uniquely. For type (iii) the induced map on the
normalization of F1 is a 7:1 map h : P1

→ P1 totally ramified at 2 points, which
we assume to be∞ and 0. So h can be expressed as a polynomial in one variable
of degree 7, with vanishing order 7 at 0 and such that h(1)= 1, that is, h(x)= x7.
Then the map h, and hence the covering, is uniquely determined. For a covering of
type (iv) over C we consider 7 copies of P1, where the point 1 on every rational
component is identified to the point∞ of another rational component, and we attach
elliptic curves isomorphic to E2 at each point 0. The number of étale coverings is
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the number of subgroups of order 7 in JE1[7] ' Z/7Z (the 7-torsion points in the
nodal curve E1 are determined by a 7-th root of unity). So there is only one such
covering up to isomorphism. �

Varying the elliptic curve E , we obtain a one-dimensional locus E⊂BD consisting
of the polarized abelian varieties X (E) with G-action as above. Let S denote the
preimage of E under the extended Prym map P̃r2,7 : R̃2,7→BD . The next proposition
is a direct consequence of Corollary 7.4.

Proposition 7.5. The scheme S has dimension 2 and is the union of 2 closed
subschemes

S = S1 ∪S2,

where S1 parametrizes coverings of type (i) and (iv), and S2 parametrizes cover-
ings of type (ii), (iii) and (iv). In particular, they intersect exactly in the points
parametrizing coverings of type (iv).

8. The codifferential on the boundary divisors

In this section we will give bases of the Prym differentials and an explicit description
of the codifferential of the Prym map.

Let f : C̃→C be a covering corresponding to a point of S. We want to compute
the rank of the codifferential of the Prym map Pr2,7 : R̃2,7 → BD at the point
[ f : C̃→ C] ∈ R̃2,7. According to [Donagi and Smith 1981] this codifferential is
the map

P∗ : S2(H 0(C̃, ωC̃)
−
)G
→ H 0(C, �C ⊗ωC),

where �C is the sheaf of Kähler differentials on C and S2
(
H 0(C̃, ωC̃)

−
)G is the

cotangent space to BD at the Prym variety of the covering f : C̃ → C . Letting
j :�C→ ωC denote the canonical map, we first compute the rank of the composed
map

S2(H 0(C̃, ωC̃)
−
)G P∗
−→ H 0(C, �C ⊗ωC)

j
−→ H 0(C, ω2).

Suppose first that f is of type (i), (ii) or (iv). In these cases the covering f is
étale and hence given by a 7-division point η of JC . According to the analogue of
[Lange and Ortega 2011, Equation (3.4)] we have

H 0(C̃, ωC)
−
=

6⊕
i=1

H 0(C, ωC ⊗ η
i ) (8-1)

and hence

S2(H 0(C̃, ωC)
−
)G
=

3⊕
i=1

(
H 0(C, ωC ⊗ η

i )⊗ H 0(C, ωC ⊗ η
7−i )

)
. (8-2)
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Using this, the above composed map is just the sum of the cup product map

φ :

3⊕
i=1

(
H 0(C, ωC ⊗ η

i )⊗ H 0(C, ωC ⊗ η
7−i )

)
−→ H 0(C, ω2

C), (8-3)

whose rank we want to compute first.
We shall give a suitable basis for the space of Prym differentials. First we

consider a covering of type (i) constructed as follows. Let E be a smooth curve of
genus 1 and let q 6= q ′ be two fixed points of E . Then

C := E/q ∼ q ′

is a stable curve of genus 2 with normalization n : E→C and node p :=n(q)=n(q ′).
Let f : C̃→ C be a cyclic étale covering with Galois group G = 〈σ 〉 ' Z/7Z. The
normalization ñ : Ñ → C̃ consists of 7 components Ni ' E with σ(Ni ) = Ni+1

for i = 1, . . . , 7 and N8 = N1. Let qi and q ′i be the elements of Ni corresponding
to q and q ′. Then ñ(qi ) = ñ(q ′i+1) =: pi for i = 1, . . . , 7 with q ′8 = q ′1. Clearly
σ(pi )= pi+1 for all i .

Recall that ωC̃ is the subsheaf of ñ∗
(
OÑ

∑
(qi + q ′i )

)
consisting of (local) sec-

tions ϕ which considered as sections of OÑ
∑
(qi + q ′i ) satisfy the condition

Resqi (ϕ)+Resq ′i+1
(ϕ)= 0

for i = 1, . . . , 7. Here we use the fact that ωÑ = OÑ . Consider the following
elements of H 0

(
C̃, ñ∗

(
OÑ

∑
(qi + q ′i )

))
, regarded as sections on Ñ :

ω1 :=

{
nonzero section of ON1(q1+ q ′1) vanishing at q1 and q ′1,
0 elsewhere,

ωi := (σ
−i )∗(ω1) for i = 2, . . . , 7.

Note that ωi is nonzero on Ni vanishing at qi and q ′i and zero elsewhere.
Now we construct similar differentials for coverings of type (ii). Let

C = E1 ∪p E2

consist of 2 elliptic curves E1 and E2 intersecting transversally in one point p, and
let f : C̃ → C be a covering of type (ii). So C̃ consists of an elliptic curve F1,
which is an étale cyclic cover of E1 of degree 7 and 7 disjoint curves E1

2, . . . , E7
2 all

isomorphic to E2. The curve Ei intersects F1 transversally in a point pi , such that
the group G permutes the curves Ei and the points pi cyclically, i.e., σ(E i

2)= E i+1
2

and σ(pi )= pi+1 with E8
2 = E1

2 and p8 = p1.
Let ñ : Ñ → C̃ denote the normalization map. Then Ñ is the disjoint union of

the 8 elliptic curves F1, E1
2, . . . , E7

2 . We denote the point pi by the same letter
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when considered as a point of F1 and E i
2. Consider the line bundle

L =OF1(p1+ · · ·+ p7)tOE1
2
(p1)t · · · tOE7

2
(p7).

Then ωC̃ is the subsheaf of ñ∗(L) consisting of (local) sections ϕ which considered
as sections of L satisfy the condition

(Respi )|F1(ϕ)+ (Respi )|E i
2
(ϕ)= 0 (8-4)

for i = 1, . . . , 7. Consider the following sections of ñ∗(L), regarded as sections
on Ñ :

ω1 :=

{
nonzero sections of OF1(p1) and OE1

2
(p1) satisfying (8-4) at p1,

0 elsewhere,

ωi := (σ
−i )∗(ω1) for i = 2, . . . , 7.

Thus ωi is nonzero on F1(pi )t E i
2(pi ) vanishing at pi and zero elsewhere.

We construct the analogous differentials for the covering f of type (iv), which is
uniquely determined according to Proposition 7.5. So let

C = E1 ∪p E2

with E2 elliptic and E1 a rational curve with one node q and let f : C̃→ C be the
covering of type (iv). Then C̃ consists of 14 components F1, . . . , F7 isomorphic
to P1 with f|Fi : Fi → E1 the normalization and E1

2, . . . , E7
2 all isomorphic to E2

with f
|E i

2
: E i

2→ E2 the isomorphism. Then E i
2 intersects Fi in the point pi lying

over p and no other component of C̃ . If qi and q ′i are the points of Fi lying over q ,
the Fi and Fi+1 intersect transversally in the points qi and q ′i+1 for i = 1, . . . , 7,
where q ′8 = q1. The group G permutes the components and points cyclically, i.e.,
σ(F1)= Fi+1 and similarly for E i

2, pi , qi and q ′i .
The normalization ñ : Ñ → C̃ of the curve C̃ is the disjoint union of the compo-

nents Fi and E i
2. We denote also the point pi by the same letter when considered

as a point of Fi and E i
2. Consider the following line bundle on Ñ :

L =
7⊔

i=1

OFi (qi + q ′i + pi )t

7⊔
i=1

OE i
2
(pi ).

Then ωC̃ is the subsheaf of ñ∗(L) consisting of (local) sections ϕ which viewed as
sections of L satisfy the conditions

(Respi )|Fi (ϕ)+ (Respi )|E i
2
(ϕ)= 0, (Resqi )|Fi (ϕ)+ (Resq ′i+1

)|Fi+1(ϕ)= 0 (8-5)
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for i = 1, . . . , 7. Consider the following sections of ñ∗(L), regarded as sections
on Ñ :

ω1 :=


nonzero sections of ωF1(q1+ q ′1+ p1) and OE1

2
(p1) satisfying (8-5)

at p1 and vanishing at q1 and q ′1,

0 elsewhere,

ωi := (σ
−i )∗(ω1) for i = 2, . . . , 7.

Note that up to a multiplicative constant there is exactly one such section ω1, since
h0(ωF1(q1+ q ′1+ p1))= 2 and h0(OE1

2
(p1))= 1.

Finally, we consider coverings of type (iii). Let C = E1∪p E2, as for the covering
of type (iv) above, and let f : C̃→ C be a covering of type (iii). So C̃ consists of
a rational curve F1 with a node r lying over the node q of C and 7 components
E1

2, . . . , E7
2 all isomorphic to E2. Then E i

2 intersects F1 in the point pi lying over p
and intersects no other component of C̃ . The group G acts on F1 with only a fixed
point r and permutes the E2

i and pi cyclically as above. We use the following
partial normalization ñ : Ñ → C̃ of C̃ :

Ñ := F1 t

7⊔
i=1

E i
2.

Consider the following line bundle on Ñ :

L =OF1(p1+ · · ·+ p7)t

7⊔
i=1

OE i
2
(pi ).

Since the canonical bundles of F1 and E i
2 are trivial, it is clear that ωC̃ is the

subsheaf of ñ∗(L) consisting of (local) sections ϕ which regarded as sections of L
satisfy the relations

(Respi )|F1(ϕ)+ (Respi )|E i
2
(ϕ)= 0 (8-6)

for i = 1, . . . , 7. As before, define a section

ω1 :=


nonzero sections of OF1(p1+ · · ·+ p7) and OE i

2
(p1)

vanishing at p1, . . . , p7,

0 elsewhere,

of ñ∗(L), considered as a section of Ñ , and define the sections ωi , for i = 2, . . . , 7,
as in the previous cases. Note that up to a multiplicative constant there is exactly
one such section ω1.

From now on, f : C̃→ C will be a covering of type (i)–(iv) as above. We fix a
primitive 7-th root of unity, for example, ρ := e2π i/7, and define for i = 0, . . . , 6
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the section

�i :=

7∑
j=1

ρi jω j .

Clearly �i is a global section of L that defines a section of ωC̃ , which we denote
with the same symbol.

Lemma 8.1. σ∗(�i ) = ρ
i�i for i = 0, . . . , 6. In particular, �0 ∈ H 0(C̃, ωC̃)

+

and {�1, . . . , �6} is a basis of H 0(C̃, ωC̃)
−.

Proof. The first assertion follows from a simple calculation using the definition
of ωi . So clearly �0 ∈ H 0(C̃, ωC̃)

+ and �i ∈ H 0(C̃, ωC̃)
− for i = 1, . . . , 6. Since

�1, . . . , �6 are in different eigenspaces of σ , they are linearly independent and
since H 0(C̃, ωC̃)

− is of dimension 6, they form a basis. �

Remark 8.2. In cases (i), (ii) and (iv), H 0(C, ωC ⊗ η
7−i ) is the eigenspace of σ i

and �i is a generator for i = 1, . . . , 6.

Proposition 8.3. The map

φ : S2(H 0(C̃, ωC̃)
−
)G
−→ H 0(C, ω2

C)

is of rank 1.

Proof. We have to show that the kernel of φ is 2-dimensional. A basis of
S2
(
H 0(C̃, ωC̃)

−
)G is given by {�1⊗�6, �2⊗�5, �3⊗�4}. Let a, b, c be complex

numbers with

φ(a�1⊗�6+ b�2⊗�5+ c�3⊗�4)= 0.

Define, for i = 1, . . . , 7,

ψi :=

7∑
i=1

ω j ⊗ω j+i−1.

An easy but tedious computation gives

�1⊗�6 = ψ1+ ρψ7+ ρ
2ψ6+ ρ

3ψ5+ ρ
4ψ4+ ρ

5ψ3+ ρ
6ψ2,

�2⊗�5 = ψ1+ ρψ4+ ρ
2ψ7+ ρ

3ψ3+ ρ
4ψ6+ ρ

5ψ2+ ρ
6ψ5,

�3⊗�4 = ψ1+ ρψ3+ ρ
2ψ5+ ρ

3ψ7+ ρ
4ψ2+ ρ

5ψ4+ ρ
6ψ6.
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So we get

0= φ
(
(a+ b+ c)ψ1+ (aρ6

+ bρ5
+ cρ4)ψ2+ (aρ5

+ bρ3
+ cρ)ψ3

+ (aρ4
+ bρ+ cρ5)ψ4+ (aρ3

+ bρ6
+ cρ2)ψ5

+ (aρ2
+ bρ4

+ cρ6)ψ6+ (aρ+ bρ2
+ cρ3)ψ7

)
= (a+ b+ c)(ω2

1+ · · ·+ω
2
7)

+
(
a(ρ+ ρ6)+ b(ρ2

+ ρ5)+ c(ρ3
+ ρ4)

) 7∑
j=1
ω jω j+1

+
(
a(ρ2
+ ρ5)+ b(ρ3

+ ρ4)+ c(ρ+ ρ6)
) 7∑

j=1
ω jω j+2

+
(
a(ρ3
+ ρ4)+ b(ρ+ ρ6)+ c(ρ2

+ ρ5)
) 7∑

j=1
ω jω j+3.

This section is zero if and only if its restriction to any component is zero. Now the
restriction to Ni for all i gives

0= a+ b+ c+ (6a+ 6b+ 6c)
6∑

j=1

ρ j
=−5(a+ b+ c).

So φ(a�1⊗�6+ b�2⊗�5+ c�3⊗�4) = 0 if and only if a+ b+ c = 0. Hence
the kernel of φ is of dimension 2, which proves the proposition. �

Proposition 8.3 shows that the codifferential map along the divisors S1 and S2

in Proposition 7.5 is not surjective. In fact, as we will see later, the kernel of φ
coincides with the conormal bundle of the image of these divisors in BD . In order
to compute the degree we will perform a blow-up along these divisors.

Let E ⊂ BD denote the one-dimensional locus consisting of the abelian varieties
which are of the form X = ker(m : E7

→ E) with m(x1, . . . , x7) = x1+ · · · + x7

for a given elliptic curve E . As we saw in Section 7, the induced polariza-
tion is of type D. Note that E is a closed subset of BD. The aim is to com-
pute the degree of Pr7,2 above a point X ∈ E . We denote by S ⊂ R̃2,7 the
inverse image of E under P̃r2,7. According to Proposition 7.5, S is a divisor
consisting of 2 irreducible components in the boundary R̃2,7 \ R2,7. We have
S = S1 ∪ S2, where a general point of S1 corresponds to the G-covers with
base an irreducible nodal curve of genus 1, and a point of S2 corresponds to
a product of elliptic curves intersecting in a point. Moreover, for any fixed el-
liptic curve E , S1 and S2 intersect in the unique point given by the covering of
type (iv).

As in [Donagi and Smith 1981], let B̃D be the blow-up of BD along E and
R̃' R̃2,7 the blow-up of R̃2,7 along the divisor S = P̃r−1

2,7(E). We then obtain the
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commutative diagrams

R̃

'

��

P̃
// B̃D

��

R̃2,7
P̃r2,7

// BD

S̃

'

��

P̃
// Ẽ

P1-bundle

��

S
P̃r2,7

// E

in which S̃ and Ẽ are the exceptional loci.
Lemma I.3.2 of [Donagi and Smith 1981] guarantees that the local degree of P̃r2,7

along a component of S equals the degree of the induced map on the exceptional
divisors P̃|Si : Si → Ẽ if the codifferential map P∗ is surjective on the respective
conormal bundles. Recall that the fibers of the conormal bundles at the point X are
given by

N ∗X,E/BD
= ker(T ∗XBD→ T ∗X E),

N ∗
(C,η),Si/R̃2,7

= ker(T ∗(C,η)R̃2,7→ T ∗(C,η)Si )

for i = 1, 2. As in [Donagi and Smith 1981], by taking level structures on the
moduli spaces we can assume we are working on fine moduli spaces, which allows
us to identify the tangent space to S1 at the G-admissible cover [C̃→ C], where
C = E/(p ∼ q), with the tangent space to M2 at C . Thus the conormal bundle
N ∗
(C,η),S1/R̃2,7

can be identified with the conormal bundle N ∗
C,10/M2

⊂H 0(�C⊗ωC),
where10 is the divisor of irreducible nodal curves in M2. Similarly, we can identify
the tangent space to S2 at [C̃→ C], where C = E1 ∪p E2, with the tangent space
to M2 at C . Thus N ∗

(C,η),S2/R̃2,7
can be identified with N ∗

C,11/M2
⊂ H 0(�C ⊗ωC),

where 11 is the divisor of reducible nodal curves in M2.
Using the fact that X = Pr(C̃,C) we can identify (TXAD)

∗
'
⊕6

i=1�i C and
S2
(
H 0(C̃, ωC)

−
)G as in (8-2). Then for a covering (C, η) the conormal bundles fit

in the commutative diagram

0 // N ∗X,E/BD
//

n∗

��

S2
(
H 0(C̃, ωC)

−
)G

//

P∗

��

T ∗X E //

��

0

0 // N ∗
(C,η),Si/R̃2,7

// H 0(C, �C ⊗ωC) //

H0( j)
��

T ∗(C,η)Si // 0

H 0(C, ω2
C)

(8-7)

in which n∗ is the conormal map, i = 1, 2 and j is induced by the canonical map
�C → ωC (see [Donagi and Smith 1981, IV, 2.3.3]).
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Lemma 8.4. The kernel of H 0( j) is one-dimensional.

Proof. As a map of sheaves, the canonical map j : �C ⊗ ωC → ω2
C has one-

dimensional kernel, namely, the one-dimensional torsion sheaf with support the
node of C (see [Donagi and Smith 1981, IV, 2.3.3]). On the other hand, the map
H 0( j) is the composition of the pullback to the normalization with the push forward
to C . This implies that the kernel of H 0( j) consists exactly of the sections of the
skyscraper sheaf supported at the node, and hence is one-dimensional. �

Proposition 8.5. For coverings of type (i)–(iv) the restricted codifferential map
n∗ :N ∗X,E/BD

→N ∗
(C,η),Si/R̃2,7

is surjective, for i = 1, 2.

Proof. First notice that from the “local-global” exact sequence (see [Bardelli 1989])
we have

Ker H 0( j)=N ∗C,10/M2
⊂ H 0(�C ⊗ωC).

Therefore, Ker H 0( j)⊂ ImP∗. Since dim Ker H 0( j)= 1 and, by Proposition 8.3,
dim Ker(H 0( j)◦P∗)= 2, we have dim Ker(P∗)= 1. By diagram (8-7) this implies
that the kernel of n∗ is of dimension ≤ 1. Since N ∗X,E/BD

is a vector space of
dimension 2 and N ∗

(C,η),Si/R̃2,7
a vector space of dimension 1, it follows that n∗ is

surjective. �

9. Local degree of Pr2,7 over the boundary divisors

First we compute the local degree of the Prym map P̃r2,7 along the divisor S1.
Since the conormal map of Pr2,7 along S1 is surjective according to Proposition 8.5,
[Donagi and Smith 1981, I, Lemma 3.2] implies that the local degree along S1 is
given by the degree of the induced map P̃ : S̃1→ Ẽ on the exceptional divisor S̃1. Now
the polarized abelian variety X (E) is uniquely determined by the elliptic curve E ,
according to its definition. Hence the curve E can be identified with the moduli
space of elliptic curves, i.e., with the affine line. The exceptional divisor Ẽ is then a
P1-bundle over E . On the other hand, S1 is a divisor in R̃2,7, so S̃1 is isomorphic
to S1. Clearly P̃ maps the fibers P̃r−1

(X (E))∩S̃1 onto the fibers P1 over the elliptic
curves E .

Now P̃r−1
(X (E)) ∩ S̃1 consists of coverings of type (i) and one covering of

type (iv), which we denote by C(iv)E . The coverings of type (i) have as base a nodal
curve of the form C= E/p∼q and we can assume that p=0, thus P̃r−1

(X (E))∩S̃1

is parametrized by E itself (the point q = 0 corresponds to the covering of type (iv)).
Hence the induced conormal map on the exceptional divisors P̃ : S̃1→ Ẽ restricted
to the fiber over X (E) is a map φ : E→ P1. Combining everything, we conclude
that the local degree of the Prym map along S1 coincides with the degree of the
induced map φ : E→ P1.

Proposition 9.1. The local degree of the Prym map P̃r2,7 along S1 is 2.
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Proof. According to what we have written above, it is sufficient to show that
the map φ : E → P1 induced by P̃ is a double covering. We use again the
identification (8-2) (and its analogue for coverings of type (iii)). As in [Donagi
and Smith 1981], let x , y be local coordinates at 0 and q, and let dx , dy be the
corresponding differentials. If (a, b, c) ∈ S2

(
H 0(C̃, ωC̃)

−
)

are coordinates in the
basis of Lemma 8.1, then P(Ker(H 0( j) ◦ P∗)) ' P1 has coordinates [a, b] and
its dual is identified with P(Im P̃|fiber). In order to describe the kernel of P∗, we
look at the multiplication on the stalk over the node p = (q ∼ 0). Around p the
line bundles ηi are trivial; therefore, the element (a, b, c) ∈

⊕3
i=1(ωC,p ⊗ωC,p)

(in coordinates a, b, c ∈Op for a fixed basis of ωC,p⊗ωC,p) is sent to a+ b+ c ∈
(�C ⊗ωC)p under P̃ . Thus the germ a+ b+ c ∈ Op is zero if it is in the kernel
of P∗. In particular, the coefficient of dx dy must vanish. Set α = a0 dx , β = b0 dx ,
γ = c0 dx , and let α = aq dy, β = bq dy, γ = cq dy be the local description of the
differentials. Then the coefficient of dx dy must satisfy

a0aq + b0bq + c0cq = 0. (9-1)

Now, by looking at the dual picture, we consider P1
=P(KerP∗)∗ ⊂P2∗. Let E be

embedded in P2∗ by the linear system |3·0|. The coordinate functions [a, b, c]∈P2∗

satisfy condition (9-1) for all q ∈ E . Then the points on the fiber over [aq , bq , cq ]

are points in E over the line passing through the origin 0 ∈ E ⊂ P2∗ and q . Hence
the map E→ P1 corresponds to the restriction to E of the projection P2∗

→ P1

from the origin, which is the double covering E→ P1 determined by the divisor
0+ q of E and thus of degree two. �

We now turn our attention to the Prym map on S2. By the surjectivity of the
conormal map of Pr2,7 on S2 (Proposition 8.5), the local degree along S2 is computed
by the degree of the map P̃ : S̃2→ Ẽ on the divisor S̃2, which is a P1-bundle over E .
Given an elliptic curve E , the fiber of P̃r−1

(X (E)) intersected with the divisor S2

consists of coverings of type (ii), one covering of type (iii), denoted by C(iii)E , and
one covering of type (iv), C(iv)E , which lies in the intersection with the divisor S1.

Recall that the type (ii) coverings have base curve C = E1 ∪ E intersecting at
one point, which we can assume to be 0, and with E1 an arbitrary elliptic curve.
The covering over C is the union of a degree-7 étale cyclic covering F1 over E1 and
7 elliptic curves Ei attached to F1 mapping each one of them isomorphically to E .
So the type (ii) coverings on the fiber over E are parametrized by pairs (E1, 〈η〉),
where E1 is an elliptic curve and 〈η〉 ⊂ E1 is a subgroup of order 7.

It is known that the parametrization space of the pairs (E1, 〈η〉) is the modular
curve Y0(7) := 00(7) \ H. The natural projection (E1, η) 7→ E1 defines a map
π0 :Y0(7)→C. Moreover, the curve Y0(7) admits a compactification X0(7) :=Y0(7)
such that the map π0 extends to a map π : X0(7)→P1 (see [Silverman 1986]). The
genus of X0(7) can be computed by the Hurwitz formula using the fact that π is of
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degree 8, and it is ramified over the points corresponding to elliptic curves with
j -invariant 0 and 123 (with ramification degree 4 on each fiber) and over∞, where
the inverse image consists of two cusps, one étale and the other of ramification
index 7. The two cusps over∞ represent the coverings C(iii)E and C(iv)E above X (E)
(see Remark 9.4). This gives that X0(7) is of genus zero. Thus, we can identify
S̃2 ∩ P̃r−1

(X (E)) with X0(7)' P1.
Then, since S̃2 ' S2, the restriction of the conormal map P̃ to a fiber over the

point [E] ∈ E is a map ψ : P1
→ P1.

Proposition 9.2. The map π coincides with the map ψ : P1
→ P1 of the fibers of

S̃2→ Ẽ over a point [E] ∈ E .

Proof. Let o and o′ be the zero elements of E and E1, respectively, with local
coordinates x and y, respectively. Set α = ao dx , β = bo dx , γ = co dx , and
let α = ao′ dy, β = bo′ dy, γ = co′ dy be the local description of elements of
(ωC,p ⊗ωC,p) around the node p = (o ∼ o′). As in the proof of Proposition 9.1,
for an element (a, b, c) in the kernel of P∗, the coefficient of dx dy must vanish,
i.e., it satisfies

aoao′ + bobo′ + coco′ = 0 (9-2)

in a neighborhood of the node. Considering the dual map, one sees that the fiber
of P̃ over a point [ao, bo, co] ∈ P(KerP∗)∗ ⊂ P2 with co =−ao− bo corresponds
to the pairs (E1, 〈η〉) such that the local functions a, b, c ∈ Op take the values
[ao′, bo′, co′] around the o′ ∈ E1 with co′ =−ao′−bo′ and such that they verify (9-2).
This determines completely the triple [ao′, bo′, co′], which depends only on the
values at the node o′ ∈ E1 of the base curve. Note that a, b, c are elements of the
local ring Op, which determines the curve E1 uniquely. In fact, its quotient ring is the
direct product of the function fields of E1 and E , which in turn determines the curves.
Therefore, the map ψ can be identified with the projection (E1, 〈η〉) 7→ E1. �

As an immediate consequence we have:

Corollary 9.3. The local degree of the Prym map P̃r2,7 along the divisor S2 is 8.

Using Proposition 9.1 and Corollary 9.3 we conclude that the degree of the Prym
map P̃r2,7 is 10, which finishes the proof of Theorem 1.1

Remark 9.4. The moduli interpretation of X0(7) \ Y0(7) is given by the Néron
polygons: one of the cusps represents a 1-gon, that is, a nodal cubic curve, corre-
sponding to the covering C(iii)E , and the other represents a 7-gon, that is, 7 copies
of P1 with the point 0 of one attached to the point∞ of the other in a closed chain,
which corresponds to the covering C(iv)E (see [Silverman 1994, IV, §8]).
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Local bounds for Lp norms of Maass forms
in the level aspect

Simon Marshall

We apply techniques from harmonic analysis to study the L p norms of Maass
forms of varying level on a quaternion division algebra. Our first result gives a
candidate for the local bound for the sup norm in terms of the level, which is new
when the level is not squarefree. The second result is a bound for L p norms in
the level aspect that is analogous to Sogge’s theorem on L p norms of Laplace
eigenfunctions.

1. Introduction

Let φ be a cuspidal newform of level 00(N ) on GL2/Q or a quaternion division
algebra over Q, which we shall assume is L2-normalised with respect to the measure
that gives 00(N )\H2 mass 1. There has recently been interest in bounding the
sup norm ‖φ‖∞ in terms of N and the infinite component of φ, see [Blomer and
Holowinsky 2010; Harcos and Templier 2013; 2012; Saha 2015b; Templier 2010;
2014; 2015]. The “trivial” bound in the level aspect (with the infinite component
remaining bounded) is generally considered to be ‖φ‖∞�ε N 1/2+ε , provided N is
squarefree; see [Abbes and Ullmo 1995] or any of the previously cited papers. Our
first result is a candidate for the generalisation of this to arbitrary N .

Theorem 1. Let D/Q be a quaternion division algebra that is split at infinity. Let
φ be an L2-normalised newform of level K0(N ) on PGL1(D), where N is odd and
coprime to the primes that ramify in D. Assume that φ is spherical at infinity with
spectral parameter t , which is related to the Laplace eigenvalue by the equation
(1+ 1/4+ t2)φ = 0. Let N0 ≥ 1 be the smallest number with N |N 2

0 . We have

‖φ‖∞� (1+ |t |)1/2 N 1/2
0

∏
p|N

(1+ 1/p)1/2. (1)
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Notation is standard, and specified below. When t is bounded, Theorem 1 gives
a bound of N 1/2+ε for N squarefree, but roughly N 1/4+ε for powerful N . While
the theorem is restricted to compact quotients, Section 3.1 gives a weaker result in
the case of PGL2 /Q. This has been strengthened by Saha [2015a], who proves a
bound on PGL2 /Q that combines (1) in the level aspect with the t5/12+ε bound of
Iwaniec and Sarnak [1995] in the eigenvalue aspect. He does this by combining
the methods of Iwaniec and Sarnak with bounds for Whittaker functions and an
amplification argument.

Our second result is the analogue in the level aspect of a classical theorem of
Sogge [1988], which we now recall. Let M be a compact Riemannian surface with
Laplacian 1, and let ψ be a function on M satisfying (1+λ2)ψ = 0 and ‖ψ‖2= 1.
Define δ : [2,∞]→ R by

δ(p)=

{
1
2 −

2
p , 0≤ 1

p ≤
1
6 ,

1
4 −

1
2p ,

1
6 ≤

1
p ≤

1
2 .

(2)

Sogge’s theorem states that

‖ψ‖p� λδ(p) for 2≤ p ≤∞. (3)

In particular, this is stronger than the bound obtained by interpolating between
bounds for the L2 and L∞ norms. Our next theorem demonstrates that something
similar is possible in the level aspect.

Theorem 2. Let D/Q be a quaternion division algebra that is split at infinity. Let
φ be an L2-normalised newform of level K0(q2) on PGL1(D), where q is an odd
prime that does not ramify in D. Assume that φ is principal series at q, that φ is
spherical at infinity with spectral parameter t , and that |t | ≤ A for some A > 0. We
have

‖φ‖p�A qδ(p).

It should be possible to give some extension of Theorem 2 to general φ, although
in some cases the method may not give any improvement over the bound given by
interpolating between L2 and L∞ norms. In particular, this seems to occur when
φ is special at q. We have chosen to work in the simplest case where the method
gives a nontrivial result.

Theorems 1 and 2 are an attempt to prove the correct local bounds for L p norms
of eigenfunctions in the level aspect, in the same way that (3) is the local bound
in the eigenvalue aspect. The term “local bound” means the best bound that may
be proved by only considering the behaviour of φ in one small open set at a time,
without taking the global structure of the space into account.

The bound (3) is sharp on the round sphere. In the same way, one may obtain
limited evidence that Theorem 1, and Theorem 2 for p ≥ 6, are the sharp local
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bounds by comparing them with what may be proved on the “compact form” of
the arithmetic quotient being considered. In the case of Theorem 2, this means
taking an L2-normalised function ψ on PGL(2,Zq) of the same type as φ′ defined
below — in other words, invariant under the group K (q, q) defined in Section 2.1,
and generating an irreducible representation of the same type as φ′ under right
translation — and proving bounds for ‖ψ‖p. We may prove that ‖ψ‖p� qδ(p) in
the same way as Theorem 2, after which Equation (4) and Lemma 11 imply that
this is sharp for p ≥ 6. An analogous statement may be proved for Theorem 1
when N is a growing power of a fixed prime. However, we do not yet know if
Theorem 2 is sharp in this sense for 2≤ p ≤ 6. We expect the bound of Theorem 1
to have a natural expression as the square root of the Plancherel density around the
representation of φ.

Because the proofs do not make use of the global structure of the arithmetic
quotient, it should be possible to improve the exponents by using arithmetic ampli-
fication.

2. Notation

2.1. Adelic groups. Let A and A f be the adeles and finite adeles of Q. Let D/Q
be a quaternion division algebra that is split at infinity. Let S be the set containing
2 and all primes that ramify in D, and let S∞ = S ∪ {∞}. Let G = PGL1(D). If v
is a place of Q, let Gv = G(Qv). Let X = G(Q)\G(A). Let O ⊂ D be a maximal
order. Let K =

⊗
p K p ⊂ G(A f ) be a compact subgroup with the properties that

K p is open in G p for p ∈ S, and K p is isomorphic to the image of O×p in G p when
p /∈ S. This allows us to choose isomorphisms K p ' PGL(2,Zp) when p /∈ S.
When M, N ≥ 1 are prime to S, we shall use these isomorphisms to define the upper
triangular congruence subgroup K0(N ), principal congruence subgroup K (N ), and

K (M, N )=
{

k ∈ K : k ≡
(
∗ ∗

0 ∗

)
(M), k ≡

(
∗ 0
∗ ∗

)
(N )

}
in the natural way. We choose a maximal compact subgroup K∞ ⊂ G∞.

We fix a Haar measure on G(A) by taking the product of the measures on G p

assigning mass 1 to K p, and any Haar measure on G∞. We use this measure to define
convolution of functions on G(A), which we denote by ∗, and if f ∈ C∞0 (G(A))
we use it to define the operator R( f ) by which f acts on L2(X). If H is a group
and f is a function on H , we define the function f ∨ by f ∨(h) = f (h−1). If
f ∈ C∞0 (G(A)), the operators R( f ) and R( f ∨) are adjoints.

2.2. Newforms. Let N ≥1 be prime to S. We shall say that φ∈ L2(X) is a newform
of level K0(N ) if φ lies in an automorphic representation π =

⊗
v πv of G, φ is

invariant under K0(N ), and we have a factorisation φ =
⊗

v φv where φv is a local
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newvector of level N for v /∈ S∞. We shall say that φ is spherical with spectral
parameter t ∈C if π∞ satisfies these conditions, and φ is invariant under K∞. Note
that our normalisation of t is such that the tempered principal series corresponds
to t ∈ R.

2.3. The Harish-Chandra transform. Given k ∈ C∞0 (G∞), we define its Harish-
Chandra transform by

k̂(t)=
∫

G∞
k(g)ϕt(g) dg

for t ∈ C, where ϕt is the standard spherical function with spectral parameter t . We
will use the following standard result on the existence of a K∞-biinvariant function
with concentrated spectral support.

Lemma 3. There is a compact set B ⊂ G∞ such that for any t ∈ R∪[0, i/2], there
is a K∞-biinvariant function k ∈ C∞0 (G∞) with the following properties:

(a) The function k is supported in B, and ‖k‖∞� 1+ |t |.

(b) The Harish-Chandra transform k̂ is nonnegative on R∪ [0, i/2], and satisfies
k̂(t)≥ 1.

Proof. When t ∈ R and |t | ≥ 1, this is, e.g., Lemma 2.1 of [Templier 2015]. When
|t | ≤ 1, one may fix a K∞-biinvariant real bump function k0 supported near the
identity and define k = k0 ∗ k0. �

Note that condition (b) implies that k = k∨.

2.4. Inner products of matrix coefficients. The following lemma is known as
Schur orthogonality, see Theorem 2.4 and Proposition 2.11 of [Bump 2013] for the
proof.

Lemma 4. Let H be a finite group, and let dh be the Haar measure of mass 1 on H.
Let (ρ, V ) be an irreducible representation of H , and let 〈·, ·〉 be a positive definite
H-invariant Hermitian form on V . If vi ∈ V for 1≤ i ≤ 4, we have∫

H
〈ρ(h)v1, v2〉〈ρ(h)v3, v4〉 dh =

〈v1, v3〉〈v2, v4〉

dim V
. (4)

3. Proof of Theorem 1

Choose h ∈ G(A) by setting hv = 1 for v ∈ S∞, and

hv =
(

N
N0

)
when v /∈ S∞. We define φ′ = R(h)φ, so that φ′ is invariant under K (N0, N/N0).
Let V =

⊗
Vv ⊂ π be the space generated by φ′ under the action of K .
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Lemma 5. V is an irreducible representation of K , and

dim V ≤ N0
∏
p|N

(1+ 1/p).

Proof. It suffices to prove the analogous statement for the tensor factors Vp, and
we may assume that p /∈ S. If we could write Vp = V 1

+ V 2, where V i are
nontrivial K p-invariant subspaces, then the projection of φ′p to each subspace would
be invariant under K p(N0, N/N0). However, this contradicts the uniqueness of the
newvector.

As Vp is irreducible and factors through K p/K p(N0), the lemma now follows
from the results of Silberger [1970, §3.4], in particular the remarks on pages 96–97.
Note that we use our assumption that 2 ∈ S at this point. �

We define k f ∈ C∞0 (G(A f )) to be 〈R(g)φ′, φ′〉 for g ∈ K and 0 otherwise.
Choose a function k∞ ∈ C∞0 (G∞) as in Lemma 3, and define k = k∞k f . It may be
seen that k= k∨, which implies that R(k) is self-adjoint. Lemma 5 and Equation (4)
imply that k f = dim V k f ∗ k f , and combining this with Lemma 3(b) gives that
R(k) is nonnegative. Lemmas 3 and 5 and Equation (4) imply that R(k)φ′ = λφ′,
where λ > 0 and

λ−1
≤ dim V ≤ N0

∏
p|N

(1+ 1/p). (5)

Extend φ′ to an orthonormal basis {φi } of eigenfunctions for R(k) with eigenvalues
λi ≥ 0. The pretrace formula associated to k is∑

i

λi |φi (x)|2 =
∑

γ∈G(Q)

k(x−1γ x)

and dropping all terms from the left hand side but φ′ gives

λ|φ′(x)|2 ≤
∑

γ∈G(Q)

k(x−1γ x). (6)

The compactness of X and uniformly bounded support of k implies that the num-
ber of nonzero terms on the right hand side is bounded independently of x , and
combining (5) and Lemma 3(a) completes the proof.

3.1. A result in the noncompact case. If we set G = PGL2 /Q, it may be seen that
we have the following analogue of Theorem 1.

Proposition 6. Let � ⊂ G(Q)\G(A) be compact. Let φ be an L2-normalised
newform of level K0(N ) on G, where N is odd. Assume that φ is spherical at
infinity with spectral parameter t . Let N0 ≥ 1 be the smallest number with N |N 2

0 . If
φ′ is related to φ as above, we have ‖φ′|�‖∞� (1+|t |)1/2 N 1/2

0
∏

p|N (1+1/p)1/2.

See [Saha 2015a] for a strengthening of this result.
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4. Proof of Theorem 2

We maintain the notation φ′, V , and k f from Section 3. Our assumption 2 ∈ S
implies that q ≥ 3.

Lemma 7. We have dim V = q or q + 1.

Proof. We have assumed that πq is isomorphic to an irreducible principal series
representation I(χ, χ−1), for some character χ of Q×q with conductor q. By
considering the compact model of I(χ, χ−1), and applying the fact that V factors
through K/K (q) ' PGL(2, Fq), we see that V must be a subrepresentation of a
principal series representation of PGL(2, Fq). (Here Fq denotes the field with q
elements.) It follows that dim V must be either 1, q, or q + 1. The possibility
dim V = 1 is ruled out because any one-dimensional representation of K that is
trivial on K (q, q) must be trivial, and this contradicts our assumption that φ is new
at K0(q2). �

Let k0
∞
∈ C∞0 (G∞) be a real-valued K∞-biinvariant function, so that k0

∞
=

(k0
∞
)∨. If we choose k0

∞
to be a nonnegative bump function with sufficiently small

support, we may assume that its Harish-Chandra transform satisfies k̂0
∞
(t)≥ 1 for

t ∈ [0, A]∪ [0, i/2]. We define k∞ = k0
∞
∗ k0
∞

. Let k0 = k0
∞

k f , and k = k∞k f . Let
T0 = R(k0) and T = R(k). We see that T0 is self-adjoint, and Equation (4) implies
that T = dim V T 2

0 . Let W ⊂ Kq be the subgroup {1, w}, where

w =

(
0 1
−1 0

)
.

Let k1, f ∈ C∞0 (G(A f )) be k f times the characteristic function of WK (q, q), and
let k2, f = k f − k1, f . Let ki = k∞ki, f , and Ti = R(ki ). The proof of Theorem 2
works by combining the decomposition T = T1+ T2 with interpolation between
the following bounds.

Lemma 8. We have

‖T1 f ‖∞�‖ f ‖1, ‖T2 f ‖∞� q−1/2
‖ f ‖1,

for any f ∈ C∞(X).

Proof. The integral kernels of Ti are given by∑
γ∈G(Q)

ki (x−1γ y).

The result now follows from the compactness of G(Q)\G(A), the bound ‖k1‖∞�1,
and the bound ‖k2‖∞� q−1/2 which follows from Lemma 11 below. �
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Lemma 9. We have

‖T1 f ‖2� q−2
‖ f ‖2, ‖T2 f ‖2� q−1

‖ f ‖2,

for any f ∈ C∞(X).

Proof. The choice of k∞ and the identity k f = dim V k f ∗k f imply that the L2
→ L2

norm of T is� (dim V )−1
≤ q−1. Lemma 11 implies that k1, f = k∨1, f and

k1, f = [K :W K (q, q)]k1, f ∗ k1, f = (q(q + 1)/2)k1, f ∗ k1, f ,

and this implies that the L2
→ L2 norm of T1 is� q−2. The bound for T2 follows

from the triangle inequality. �

Interpolating between these bounds gives the following.

Lemma 10. We have ‖T f ‖p� q2δ(p)−1
‖ f ‖p′ for any 2≤ p ≤∞, where p′ is the

dual exponent to p.

Proof. Applying the Riesz–Thorin interpolation theorem [Folland 1999, Theo-
rem 6.27] to the bounds

‖T1 f ‖∞�‖ f ‖1, ‖T1 f ‖2� q−2
‖ f ‖2

gives ‖T1 f ‖p� q−4/p
‖ f ‖p′ for 2≤ p ≤∞, and applying it to

‖T2 f ‖∞� q−1/2
‖ f ‖1, ‖T2 f ‖2� q−1

‖ f ‖2

gives ‖T2 f ‖p� q−1/2−1/p
‖ f ‖p′ for 2≤ p≤∞. Applying Minkowski’s inequality

then gives

‖T f ‖p ≤ ‖T1 f ‖p +‖T2 f ‖p� (q−4/p
+ q−1/2−1/p)‖ f ‖p′,

and the observation 2δ(p)−1=max(−4/p,−1/2−1/p) completes the proof. �

We now combine Lemma 10 with the usual adjoint-square argument: we have

〈dim V T 2
0 f, f 〉 = 〈T f, f 〉

� q2δ(p)−1
‖ f ‖2p′

〈T0 f, T0 f 〉 � q2δ(p)−2
‖ f ‖2p′

‖T0 f ‖2� qδ(p)−1
‖ f ‖p′ .

Taking adjoints gives ‖T0 f ‖p � qδ(p)−1
‖ f ‖2. Applying this with f = φ′ and

estimating the eigenvalue of T0 on φ′ as in Section 3 completes the proof.
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Lemma 11. Let πq be isomorphic to an irreducible principal series representation
I(χ, χ−1), for some character χ of Q×q with conductor q. When g ∈ Kq , the matrix
coefficient 〈πq(g)φ′q , φ

′
q〉 satisfies

〈πq(g)φ′q , φ
′

q〉 = 1, g ∈ Kq(q, q), (7)

〈πq(g)φ′q , φ
′

q〉 = χ(−1), g ∈ wKq(q, q), (8)

〈πq(g)φ′q , φ
′

q〉 � q−1/2, g /∈W Kq(q, q), (9)

where the implied constant is absolute.

Proof. We may reduce the problem to one for the group PGL(2, Fq) as in Lemma 7.
We let T and B be the usual diagonal and upper triangular subgroups of PGL(2, Fq).
We now think of χ as a nontrivial character of F×q , and let (ρ, H) denote the
corresponding induced representation of PGL(2, Fq). We realise H as the space of
functions f : PGL(2, Fq)→ C satisfying

f
((

a b
0 d

)
g
)
= χ(a/d) f (g)

with the invariant Hermitian form

〈 f1, f2〉 =
∑

g∈B\PGL(2,Fq )

f1(g) f2(g). (10)

It may be seen that there is a unique function f0 ∈ H that is invariant under T ,
up to scaling, and we may choose it to be

f0 :

(
a b
c d

)
7→

{
χ(det /cd)/

√
q − 1, cd 6= 0,

0, cd = 0.
(11)

It follows that ‖ f0‖ = 1, and so 〈πq(g)φ′q , φ
′
q〉 = 〈ρ(g) f0, f0〉. Equation (7) is

immediate, and (8) follows from ρ(w) f0 = χ(−1) f0. To prove (9), we assume that

g =
(

a b
c d

)
/∈W T .

We may write 〈ρ(g) f0, f0〉 as a sum over Fq as follows.

Lemma 12. We have

〈ρ(g) f0, f0〉 = (q − 1)−1χ(det(g))
∑

n

χ−1((c+ an)(d + bn))χ(n). (12)

Proof. We choose a set of coset representatives for B\PGL(2, Fq) consisting of(
0 1
1 0

)
and

(
1 0
n 1

)
, n ∈ Fq .
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Applying (11) for these representatives gives

f0

((
0 1
1 0

))
= 0 and f0

((
1 0
n 1

))
= χ−1(n)/

√
q − 1.

The first coset representative therefore makes no contribution to 〈ρ(g) f0, f0〉. For
the others, we calculate

[ρ(g) f0]

((
1 0
n 1

))
= f0

((
1 0
n 1

)(
a b
c d

))
= f0

((
a b

c+ an d + bn

))
= χ(det(g))χ−1((c+ an)(d + bn))/

√
q − 1.

Substituting these into (10) completes the proof. �

We bound the sum (12) by rewriting it as∑
n

χ−1((c+ an)(d + bn)nq−2)
and applying [Schmidt 2004, Chapter 2, Theorem 2.4] (see also [Iwaniec and
Kowalski 2004, Theorem 11.23]). We must first check that (c+an)(d+bn)nq−2 is
not a proper power. The assumption g /∈W T implies that one or both of a+cn and
b+ dn have a root distinct from 0. If they both have the same root distinct from 0,
this contradicts the invertability of g. Therefore (c+an)(d+bn)nq−2 must have at
least one root of multiplicity 1, so it cannot be a power. As (c+an)(d+bn)nq−2 has
at most 3 distinct roots, [Schmidt 2004] or [Iwaniec and Kowalski 2004] therefore
give ∣∣∣∣∑

n

χ
(
(c+ an)(d + bn)nq−2)∣∣∣∣≤ 2

√
q,

which completes the proof of (9). �

Acknowledgements

We would like to thank Valentin Blomer, Abhishek Saha, and Nicolas Templier for
helpful discussions, and the referee for a careful reading of the paper.

References

[Abbes and Ullmo 1995] A. Abbes and E. Ullmo, “Comparaison des métriques d’Arakelov et de
Poincaré sur X0(N )”, Duke Math. J. 80:2 (1995), 295–307. MR 1369394 Zbl 0895.14007

[Blomer and Holowinsky 2010] V. Blomer and R. Holowinsky, “Bounding sup-norms of cusp forms
of large level”, Invent. Math. 179:3 (2010), 645–681. MR 2587342 Zbl 1243.11059

http://dx.doi.org/10.1215/S0012-7094-95-08012-0
http://dx.doi.org/10.1215/S0012-7094-95-08012-0
http://msp.org/idx/mr/1369394
http://msp.org/idx/zbl/0895.14007
http://dx.doi.org/10.1007/s00222-009-0228-0
http://dx.doi.org/10.1007/s00222-009-0228-0
http://msp.org/idx/mr/2587342
http://msp.org/idx/zbl/1243.11059


812 Simon Marshall

[Bump 2013] D. Bump, Lie groups, 2nd ed., Graduate Texts in Mathematics 225, Springer, New
York, 2013. MR 3136522 Zbl 1279.22001

[Folland 1999] G. B. Folland, Real analysis, 2nd ed., Wiley, New York, 1999. MR 1681462
Zbl 0924.28001

[Harcos and Templier 2012] G. Harcos and N. Templier, “On the sup-norm of Maass cusp forms of
large level: II”, Int. Math. Res. Not. 2012:20 (2012), 4764–4774. MR 2989618 Zbl 1332.11048

[Harcos and Templier 2013] G. Harcos and N. Templier, “On the sup-norm of Maass cusp forms of
large level, III”, Math. Ann. 356:1 (2013), 209–216. MR 3038127 Zbl 1332.11049

[Iwaniec and Kowalski 2004] H. Iwaniec and E. Kowalski, Analytic number theory, American
Mathematical Society Colloquium Publications 53, American Mathematical Society, Providence, RI,
2004. MR 2061214 Zbl 1059.11001

[Iwaniec and Sarnak 1995] H. Iwaniec and P. Sarnak, “L∞ norms of eigenfunctions of arithmetic
surfaces”, Ann. of Math. (2) 141:2 (1995), 301–320. MR 1324136 Zbl 0833.11019

[Saha 2015a] A. Saha, “Hybrid sup-norm bounds for Maass newforms of powerful level”, preprint,
2015. arXiv 1509.07489

[Saha 2015b] A. Saha, “On sup-norms of cusp forms of powerful level”, preprint, 2015. arXiv 1404.
3179

[Schmidt 2004] W. Schmidt, Equations over finite fields: an elementary approach, 2nd ed., Kendrick
Press, Heber City, UT, 2004. MR 2121285 Zbl 1128.11032

[Silberger 1970] A. J. Silberger, PGL2 over the p-adics: its representations, spherical functions,
and Fourier analysis, Lecture Notes in Mathematics 166, Springer, Berlin, 1970. MR 0285673
Zbl 0204.44102

[Sogge 1988] C. D. Sogge, “Concerning the L p norm of spectral clusters for second-order elliptic
operators on compact manifolds”, J. Funct. Anal. 77:1 (1988), 123–138. MR 930395 Zbl 0641.46011

[Templier 2010] N. Templier, “On the sup-norm of Maass cusp forms of large level”, Selecta Math.
(N.S.) 16:3 (2010), 501–531. MR 2734340 Zbl 1260.11032

[Templier 2014] N. Templier, “Large values of modular forms”, Camb. J. Math. 2:1 (2014), 91–116.
MR 3272013 Zbl 1307.11062

[Templier 2015] N. Templier, “Hybrid sup-norm bounds for Hecke–Maass cusp forms”, J. Eur. Math.
Soc. (JEMS) 17:8 (2015), 2069–2082. MR 3372076 Zbl 06481085

Communicated by Philippe Michel
Received 2015-03-09 Revised 2015-12-31 Accepted 2016-04-23

marshall@math.wisc.edu Department of Mathematics, University of Wisconsin-Madison,
480 Lincoln Drive, Madison, WI 53706, United States

mathematical sciences publishers msp

http://dx.doi.org/10.1007/978-1-4614-8024-2
http://msp.org/idx/mr/3136522
http://msp.org/idx/zbl/1279.22001
http://msp.org/idx/mr/1681462
http://msp.org/idx/zbl/0924.28001
http://msp.org/idx/mr/2989618
http://msp.org/idx/zbl/1332.11048
http://dx.doi.org/10.1007/s00208-012-0844-7
http://dx.doi.org/10.1007/s00208-012-0844-7
http://msp.org/idx/mr/3038127
http://msp.org/idx/zbl/1332.11049
http://msp.org/idx/mr/2061214
http://msp.org/idx/zbl/1059.11001
http://dx.doi.org/10.2307/2118522
http://dx.doi.org/10.2307/2118522
http://msp.org/idx/mr/1324136
http://msp.org/idx/zbl/0833.11019
http://msp.org/idx/arx/1509.07489
http://msp.org/idx/arx/1404.3179
http://msp.org/idx/arx/1404.3179
http://msp.org/idx/mr/2121285
http://msp.org/idx/zbl/1128.11032
http://msp.org/idx/mr/0285673
http://msp.org/idx/zbl/0204.44102
http://dx.doi.org/10.1016/0022-1236(88)90081-X
http://dx.doi.org/10.1016/0022-1236(88)90081-X
http://msp.org/idx/mr/930395
http://msp.org/idx/zbl/0641.46011
http://dx.doi.org/10.1007/s00029-010-0026-y
http://msp.org/idx/mr/2734340
http://msp.org/idx/zbl/1260.11032
http://dx.doi.org/10.4310/CJM.2014.v2.n1.a3
http://msp.org/idx/mr/3272013
http://msp.org/idx/zbl/1307.11062
http://dx.doi.org/10.4171/JEMS/550
http://msp.org/idx/mr/3372076
http://msp.org/idx/zbl/06481085
mailto:marshall@math.wisc.edu
http://msp.org


msp
ALGEBRA AND NUMBER THEORY 10:4 (2016)

dx.doi.org/10.2140/ant.2016.10.813

Hasse principle for Kummer varieties
Yonatan Harpaz and Alexei N. Skorobogatov

The existence of rational points on the Kummer variety associated to a 2-covering
of an abelian variety A over a number field can sometimes be established through
the variation of the 2-Selmer group of quadratic twists of A. In the case when
the Galois action on the 2-torsion of A has a large image, we prove, under mild
additional hypotheses and assuming the finiteness of relevant Shafarevich–Tate
groups, that the Hasse principle holds for the associated Kummer varieties. This
provides further evidence for the conjecture that the Brauer–Manin obstruction
controls rational points on K3 surfaces.

1. Introduction

The principal aim of this paper is to give some evidence in favour of the conjecture
that the Brauer–Manin obstruction is the only obstruction to the Hasse principle
for rational points on K3 surfaces over number fields; see [Skorobogatov 2009,
p. 1859] and [Skorobogatov and Zarhin 2008, p. 484]. Conditionally on the finiteness
of relevant Shafarevich–Tate groups we establish the Hasse principle for certain
families of Kummer surfaces. These surfaces are quotients of 2-coverings of an
abelian surface A by the antipodal involution, where

(a) A is the product of elliptic curves A = E1× E2, or

(b) A is the Jacobian of a curve C of genus 2 with a rational Weierstrass point.

Both cases are treated by the same method which allows us to prove a more general
result for the Kummer varieties attached to 2-coverings of an abelian variety A
over a number field k, provided certain conditions are satisfied. By a 2-covering
we understand a torsor Y for A such that the class [Y ] ∈ H1(k, A) has order at
most 2. Thus Y is the twist of A by a 1-cocycle with coefficients in A[2] acting
on A by translations. The antipodal involution ιA = [−1] : A → A induces an
involution ιY : Y → Y and we define the Kummer variety X = Kum(Y ) as the
minimal desingularisation of Y/ιY ; see Section 6 for details.

In this introduction we explain the results pertaining to cases (a) and (b) above and
postpone the statement of a more general theorem until the next section. In case (a)
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we have the following result, whose proof can be found at the end of Section 2. We
denote by 1( f ) the discriminant of a (not necessarily monic) polynomial f (x);
see (3) for the classical formula for 1( f ) in the case deg( f )= 4.

Theorem A. Let g1(x) and g2(x) be irreducible polynomials of degree 4 over a
number field k, each with the Galois group S4. Let w1 and w2 be distinct primes
of k not dividing 6 such that for all i, j ∈ {1, 2} the coefficients of gi (x) are integral
at wj and valwj (1(gi ))= δi j . Let Ei be the Jacobian of the curve y2

= gi (x), where
i = 1, 2. For i = 1, 2, assume the finiteness of the 2-primary torsion subgroup of
the Shafarevich–Tate group for each quadratic twist of Ei whose 2-Selmer group
has rank 1. If the Kummer surface with the affine equation

z2
= g1(x)g2(y) (1)

is everywhere locally soluble, then it has a Zariski dense set of k-points.

We expect that the conditions of Theorem A are in a certain sense ‘generic’. To
illustrate this, let Z[t]deg=4 ⊂ Z[t] be the set of polynomials of degree 4 ordered by
the maximal height of their coefficients. By a theorem of van der Waerden, 100% of
polynomials in Z[t]deg=4 have the Galois group S4 (see [Cohen 1979, Theorem 1]
for a statement over an arbitrary number field). By [Hall 2011, Proposition A.2],
for 100% of monic polynomials g ∈ Z[t]deg=4 there exists a place w such that
valw(1(g))= 1. Similar arguments are likely to show that 100% of pairs g1, g2 ∈

Z[t]deg=4 satisfy the condition valwj (1(gi ))= δi j for somew1, w2. The finiteness of
the Shafarevich–Tate group is a well-known conjecture, established by M. Bhargava,
C. Skinner and W. Zhang [Bhargava et al. 2014, Theorem 2] for a majority of elliptic
curves over Q ordered by naïve height. Note finally that using [Bright et al. 2016,
Theorem 1.4] one can show that the Kummer surface (1) is everywhere locally
soluble for a positive proportion of pairs g1, g2 ∈ Z[t]deg=4.

To give an explicit description of our results in case (b) we need to recall the
realisation of Kummer surfaces attached to the Jacobian of a genus-2 curve as smooth
complete intersections of three quadrics in P5

k . We mostly follow [Skorobogatov
2010, Section 3]; for the classical theory over an algebraically closed field, see
[Dolgachev 2012, Chapter 10].

Let f (x) be a separable monic polynomial of degree 5 over a field k of char-
acteristic different from 2. Let C be the hyperelliptic curve with the affine equa-
tion y2

= f (x) and let A be the Jacobian of C . Let L be the étale k-algebra
k[x]/( f (x)) and let θ ∈ L be the image of x . The 2-torsion Gal(k̄/k)-module
A[2] is isomorphic to RL/k(µ2)/µ2, where RL/k is the Weil restriction of scalars.
Since [L : k] is odd, A[2] is a direct summand of RL/k(µ2). It follows that the map
H1(k,RL/k(µ2))= L∗/L∗2→H1(k, A[2]) is surjective and induces an isomorphism
H1(k, A[2])= L∗/k∗L∗2.
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Let λ∈ L∗. Let Wλ⊂RL/k(Gm,L) be the closed subscheme given by z2
= λ. It is

clear that Wλ is a k-torsor for RL/k(µ2) whose class in H1(k,RL/k(µ2))= L∗/L∗2

is given by λ. Let Zλ = Wλ/{±1} be the subscheme of RL/k(Gm,L)/{±1} given
by the same equation. We obtain that Zλ is the k-torsor for A[2] whose class in
H1(k, A[2])= L∗/k∗L∗2 is defined by λ.

Now let Yλ= (A×Zλ)/A[2] be the 2-covering of A obtained by twisting A by Zλ.
Then Kum(Yλ) is the following smooth complete intersection of three quadrics in
P(RL/k(A

1
L)×A1

k)' P5
k :

TrL/k

(
λ

u2

f ′(θ)

)
= TrL/k

(
λ
θu2

f ′(θ)

)
= TrL/k

(
λ
θ2u2

f ′(θ)

)
−NL/k(λ)u2

0 = 0, (2)

where u is an L-variable, u0 is a k-variable, and f ′(x) is the derivative of f (x)
(cf. equations (7) and (8) in [Skorobogatov 2010]). If λ ∈ k∗L∗2, then an easy
change of variable reduces (2) to the same system of equations with λ = 1. As
Y1∼= A has a rational point, this case can be excluded for the purpose of establishing
the Hasse principle.

Theorem B. Let f (x) be a monic irreducible polynomial of degree 5 over a number
field k, and let L = k[x]/( f (x)). Let w be an odd prime of k such that the
coefficients of f (x) are integral at w and valw(1( f ))= 1. Let A be the Jacobian
of the hyperelliptic curve y2

= f (x). Assume the finiteness of the 2-primary
torsion subgroup of the Shafarevich–Tate group for each quadratic twist of A whose
2-Selmer group has rank 1. Let λ ∈ L∗ be such that for some r ∈ k∗ the valuation
of λr at each completion of L over w is even, but λ /∈ k∗L∗2. If the Kummer surface
given by (2) is everywhere locally soluble, then it has a Zariski dense set of k-points.

Let [λ] ∈ H1(k, A[2]) be the class defined by λ. The conditions imposed on λ
in Theorem B are equivalent to the condition that [λ] 6= 0 and [λ] is unramified
at w. Equivalently, the k-torsor Zλ defined above has a kun

w -point, where kun
w is the

maximal unramified extension of kw, but no k-point.
Any Kummer surface (2) can be mapped to P3

k by a birational morphism that
contracts 16 disjoint rational curves onto singular points. The image of Kum(Yλ) is a
singular quartic surface S⊂P3

k which is the classical Kummer surface with 16 nodes.
(See [Dolgachev 2012, Section 10.3.3] and [Gonzalez-Dorrego 1994] for a modern
account of the geometry of S over an algebraically closed field.) The group A[2]
acts on S by projective automorphisms and the singular locus Ssing is a k-torsor for
A[2]. Then S is identified with the twist of A/ιA by Ssing. The condition λ /∈ k∗L∗2,
which we use to prove the Zariski density of S(k), is precisely the condition that
the torsor Ssing is nontrivial, that is, no singular point of S is a k-point.

Theorem B is proved at the end of Section 2. The main idea of the proof of
Theorems A and B is due to Swinnerton-Dyer. Let α ∈ H1(k, A[2]) be the class
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of a 1-cocycle used to obtain Y from A. The group µ2 = {±1} acts on A by
multiplication. As this action commutes with the action of A[2] by translations, we
have an induced action of µ2 on Y. For an extension F/k of degree at most 2, let
TF be the torsor for µ2 defined by F. The quadratic twists AF and Y F are defined
as the quotients of A×k TF and Y ×k TF , respectively, by the diagonal action of µ2.
We identify AF

[2] = A[2] and consider Y F as a torsor for AF defined by the same
1-cocycle with the class α ∈ H1(k, AF

[2]) = H1(k, A[2]). The projection to the
first factor defines a morphism Y F

= (Y ×k TF )/µ2 −→ Y/µ2. Thus in order to
find a rational point on the Kummer variety X = Kum(Y ) it is enough to find a
rational point on Y F for some F. At the first step of the proof, using a fibration
argument, one produces a quadratic extension F such that Y F is everywhere locally
soluble. Equivalently, α ∈ H1(k, AF

[2]) is in the 2-Selmer group of AF. At the
second step one modifies F so that the 2-Selmer group of AF is spanned by α
and the image of AF

[2](k) under the Kummer map. (In the cases considered in
this paper, AF

[2](k)= A[2](k)= 0.) This implies that X(AF )[2] is Z/2 or 0. In
previous applications of the method [Swinnerton-Dyer 2001; Skorobogatov and
Swinnerton-Dyer 2005], as well as in Theorem A above, A is a product of two
elliptic curves, in which case the Cassels–Tate pairing on X(AF ) is alternating.
The assumption that X(AF ) is finite then implies that the order of X(AF )[2] is a
square and hence X(AF )[2] = 0. In particular, Y F has a k-point, so that Y F

' AF.
In this paper we consider more general principally polarised abelian varieties. The
theory developed by Poonen and Stoll [1999] ensures that in the cases considered
here the Cassels–Tate pairing on X(AF ) defined using the principal polarisation is
still alternating, so the proof can be concluded as before.

Swinnerton-Dyer’s method was used in combination with Schinzel’s Hypothe-
sis (H) in [Colliot-Thélène et al. 1998; Swinnerton-Dyer 2000; Wittenberg 2007]. It
is in [Swinnerton-Dyer 2001] that the method was applied without Hypothesis (H)
for the first time, using Dirichlet’s theorem on primes in an arithmetic progression,
the only known case of (H). That work tackled diagonal cubic surfaces, which are
dominated by a product of two elliptic curves with complex multiplication. The
immediate precursor of our Theorem A is [Skorobogatov and Swinnerton-Dyer
2005], which treats Kummer surfaces attached to products of elliptic curves, again
without assuming Hypothesis (H). Central to Swinnerton-Dyer’s method is a linear
algebra construction that represents the Selmer group as the kernel of a symmetric
bilinear form. The difficulty of operating this machinery makes implementation of
the method a rather delicate task. In the present paper this linear algebra machinery
is not used. Instead we use the ideas from [Mazur and Rubin 2007] and especially
from [Mazur and Rubin 2010].

Let us note that given an elliptic curve E over a number field k it is not always
possible to find a quadratic extension F/k such that the 2-Selmer group of EF is
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spanned by a fixed class α ∈ H1(k, E[2]) and the image of EF
[2](k). Firstly, the

parity of the rank of the 2-Selmer group of EF can be the same for all F : this
happens precisely when k is totally imaginary and E acquires everywhere good
reduction over an abelian extension of k; see [Dokchitser and Dokchitser 2011,
Remark 4.9]. Secondly, over any number field k there are elliptic curves E such
that, for any quadratic extension F/k, the difference between the 2-Selmer rank
of EF and the dimension of the F2-vector space E[2](k) is at least the number of
complex places of k; see [Klagsbrun 2012a; 2012b]. Such examples can occur
when E[2](k)∼= Z/2 and E has a cyclic isogeny of degree 4 defined over k(E[2])
but not over k.

In this paper we do not discuss the conjecture (for which see [Skorobogatov
2009, p. 1859; Skorobogatov and Zarhin 2008, p. 484]) that rational points on a K3
surface are dense in its Brauer–Manin set.1 Nevertheless we make the following
simple observation in the direction of Mazur’s conjectures [1992; 1995]:

Proposition 1.1. Let E1, . . . , En be elliptic curves over Q such that Ei [2](Q)= 0
for i = 1, . . . , n. Let X = Kum

(∏n
i=1Yi

)
, where Yi is a 2-covering of Ei defined

by a class in H1(Q, Ei [2]) that restricts to a nonzero class in H1(R, Ei [2]), for
i = 1, . . . , n. Then the real topological closure of X (Q) in X (R) is a union of
connected components of X (R).

This can be compared with the result of M. Kuwata and L. Wang [1993]. See
the end of Section 7 for the proof of Proposition 1.1.

Our main technical result is Theorem 2.3. It is stated in Section 2 where we also
show that Theorem 2.3 implies Theorems A and B. In Section 3 we systematically
develop the Galois-theoretic aspect of the approach of Mazur and Rubin. We
recall the necessary facts about the Kummer map for quadratic twists of abelian
varieties over local fields in Section 4. In Section 5 we discuss the Selmer group and
the Cassels–Tate pairing over a number field. A reduction to everywhere soluble
2-coverings is carried out in Section 6 using a known case of the fibration method.
We finish the proof of Theorem 2.3 in Section 7.

2. Main results

Let k be a field of characteristic different from 2 with a separable closure k̄ and the
Galois group 0k = Gal(k̄/k).

Let A be an abelian variety over k. Let K = k(A[2])⊂ k̄ be the field of definition
of A[2], that is, the smallest field such that A[2](K )= A[2](k̄). Let G =Gal(K/k).
Consider the following conditions:

1A recent result of D. Holmes and R. Pannekoek [2015] shows that if this conjecture is extended
to all Kummer varieties, then the ranks of quadratic twists of any given abelian variety over a given
number field are not bounded.
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(a) A[2] is a simple G-module and EndG(A[2])= F2;

(b) H1(G, A[2])= 0;

(c) there exists a g ∈ G such that A[2]/(g− 1)= F2;

(d) there exists an h ∈ G such that A[2]/(h− 1)= 0.

Lemma 2.1. Let A be the Jacobian of a smooth projective curve with the affine
equation y2

= f (x), where f (x) ∈ k[x] is an irreducible separable polynomial
of odd degree m ≥ 3. If the Galois group of f (x) is the symmetric group Sm on
m letters, then A satisfies conditions (a), (b), (c), (d).

Proof. It is well-known that the 0k-module A[2] is the zero-sum submodule of
the vector space (F2)

m freely generated by the roots of f (x)= 0 with the natural
permutation action of 0k . Since m is odd, the permutation 0k-module (F2)

m is the
direct sum of A[2] and the F2-vector space spanned by the vector (1, . . . , 1).

If an Sm-submodule of (F2)
m contains a vector with at least one coordinate 0

and at least one coordinate 1, then it contains the zero-sum submodule. Hence A[2]
is a simple Sm-module. A direct calculation with matrices shows that the m×m
matrices commuting with all permutation matrices are the linear combinations of
the identity and the all-1 matrix. We deduce that EndSm(A[2])= F2, thus (a) holds.

The permutation Sm-module (F2)
m is isomorphic to F2[Sm/Sm−1]. By Shapiro’s

lemma we have

H1(Sm, F2[Sm/Sm−1])= H1(Sm−1, F2)= Hom(Sm−1, F2)= F2.

Since H1(Sm, F2)= F2, we obtain H1(Sm, A[2])= 0, so (b) holds.
If g is a cycle of length m− 1, then A[2]/(g− 1)= F2, so (c) is satisfied. If h is

a cycle of length m, then A[2]/(h− 1)= 0, so (d) is satisfied. �

Remark 2.2. There are other natural cases when the Galois module A[2] satisfies
conditions (a) through (d). Let dim(A)=n>1. We only deal with the case when the
Cassels–Tate pairing on X(A) defined by a polarisation λ ∈NS( Ā)0k is alternating.
According to the results of Poonen, Stoll and Rains recalled in Section 5, this holds
when λ lifts to a symmetric element of Pic(A). (This happens, for example, when
A is as in Lemma 2.1.) In this case the pairing A[2]× A[2] → Z/2 induced by λ
and the Weil pairing admits a Galois-invariant quadratic refinement q : A[2]→Z/2;
see [Poonen and Rains 2011, Proposition 3.2(c)]. The ‘generic’ Galois action
compatible with this assumption is when G is the corresponding orthogonal group
O(q) ⊂ GL(A[2]). It can be shown that conditions (a), (c) and (d) are always
satisfied for G = O(q). Condition (b) is satisfied for all n 6= 2, 3 when q is split
(i.e., isomorphic to a direct sum of copies of the rank-2 hyperbolic space) and for
all n 6= 3, 4 if q is nonsplit (see [Sah 1977, Proposition 2.1]). We do not elaborate
on these statements here, as we will not use them.
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Let A1, . . . ,Ar be abelian varieties over k. For each i=1, . . . ,r , let Ki=k(Ai [2])
and Gi = Gal(Ki/k). We assume the following condition:

(e) The fields K1, . . . , Kr are linearly disjoint over k.

By definition this means that [K1 · · · Kr : k] =
∏r

i=1[Ki : k]. Thus the Galois group
of K1 · · · Kr over k is

∏r
i=1Gi .

When k is a number field we shall also assume the following condition:

(f) There exist distinct odd primes w1, . . . , wr of k such that for each i = 1, . . . , r
the abelian variety Ai has bad reduction at wi and the number of geometric
connected components of the Néron model of Ai at wi is odd, whereas each Aj

for j 6= i has good reduction at wi .

Let kab
i be the maximal abelian subextension of k⊂ Ki . Equivalently, Gal(kab

i /k)
is the maximal abelian quotient Gab

i of Gi . Let us finally assume:

(g) For each i = 1, . . . , r , the field kab
i is totally ramified at wi . Equivalently, kab

i
has a unique prime ideal above wi , and Gab

i coincides with the inertia subgroup
of this ideal.

Let F be a field extension of k of degree at most 2. As in the introduction, we
denote by AF the quadratic twist of A by F, that is, the abelian variety over k
obtained by twisting A by the quadratic character of F/k with respect to the action
of µ2 on A by multiplication. For example, if A is an elliptic curve with the
Weierstrass equation y2

= f (x), then AF is given by y2
= c f (x), where c ∈ k∗ is

such that F = k(
√

c).
We are now ready to state the main theorem. Recall that a class in H1(k, A[2])

is said to be unramified at an odd non-Archimedean place v of k if it goes to zero
under the restriction map H1(k, A[2])→ H1(knr

v , A[2]), where knr
v is the maximal

unramified extension of the completion kv of k at v.

Theorem 2.3. Let k be a number field. Let A =
∏r

i=1 Ai , where each Ai is a
principally polarised abelian variety satisfying conditions (a), (b), (c) and (d).
Assume in addition that conditions (e), (f) and (g) are satisfied. Assume that
the 2-primary subgroup of the Shafarevich–Tate group X(AF

i ){2} is finite for all
i = 1, . . . , r and all extensions F of k with [F : k] ≤ 2 for which the 2-Selmer
group of AF

i has rank 1. Consider the classes in H1(k, A[2]) that are unramified at
w1, . . . , wr and whose projection to H1(k, Ai [2]) is nonzero for each i = 1, . . . , r .
If the Kummer variety of A defined by such a class is everywhere locally soluble,
then it has a Zariski dense set of k-points.

Remarks. (1) If r =1, then condition (d) is not needed and condition (e) is vacuous.

(2) The Brauer–Manin obstruction does not appear in the conclusion of the theorem.
In fact, the purely algebraic conditions (a), (b) and (e) imply that a certain part of
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the Brauer group is trivial; see Proposition 6.1. The problem of calculation of the
full Brauer group of a Kummer variety will be addressed in a separate paper.

(3) If the 2-primary torsion subgroup X(AF
i ){2} is finite, then condition (b) implies

that the nondegenerate Cassels–Tate pairing on X(AF
i ){2} is alternating. See

Proposition 5.2, which is based on the work of [Poonen and Stoll 1999] and [Poonen
and Rains 2011]. In the proof of Theorem 2.3 we use a well-known consequence
of this result that the number of elements of X(AF

i )[2] is a square.

We employ the following standard notation:

• kwi is the completion of k at wi ,

• Owi is the ring of integers of kwi ,

• mwi is the maximal ideal of Owi , and

• Fwi =Owi /mwi is the residue field.

Corollary 2.4. Let k be a number field. For i =1, . . . , r , let fi (x)∈ k[x] be a monic
irreducible polynomial of odd degree ni ≥ 3 whose Galois group is the symmetric
group Sni , and let Ai be the Jacobian of the hyperelliptic curve y2

= fi (x). Assume
the existence of distinct odd primes w1, . . . , wr of k such that fi (x) ∈Owj [x] and
valwi (1( f j )) = δi j for any i, j ∈ {1, . . . , r}. Assume that X(AF

i ){2} is finite for
all i = 1, . . . , r and all extensions F of k with [F : k] ≤ 2 for which the 2-Selmer
group of AF

i has rank 1. Consider the classes in H1(k, A[2]) that are unramified at
w1, . . . , wr and whose projection to H1(k, Ai [2]) is nonzero for each i = 1, . . . , r .
If the Kummer variety of A defined by such a class is everywhere locally soluble,
then it has a Zariski dense set of k-points.

Proof. Each Ai is a canonically principally polarised abelian variety which satisfies
conditions (a) through (d) by Lemma 2.1.

Let Ci be the proper, smooth and geometrically integral curve over k given by
the affine equation y2

= fi (x), so that Ai = Jac(Ci ). As in [Liu 1996, Section 4.3],
a proper and flat Weierstrass model Ci over Spec(Owi ) is defined as the normali-
sation in Ci ×k kwi of the projective line P1

Owi
with the affine coordinate x . Since

2 ∈O∗wi
, the integral closure of Owi [x] in kwi (Ci ) is Owi [x, y]/(y2

− fi (x)). The
condition valwi (1( fi ))= 1 implies that Ci is regular and the special fibre Ci×Owi

Fwi

is geometrically integral with a unique singular point, which is an ordinary double
point; see Corollary 6 and Remark 18 on p. 4602 of [Liu 1996]. In particular, the
reduction of fi (x) modulo mwi has one rational double root and ni −2 simple roots.
(This can also be checked directly using Sylvester’s formula for the discriminant.)
Now [Bosch et al. 1990, Theorem 9.6.1] implies that the special fibre of the Néron
model of Ai ×k kwi over Spec(Owi ) is connected. If j 6= i , then valwi (1( f j ))= 0,
and this implies that Aj has good reduction at wi . We conclude that (f) holds.
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For each i = 1, . . . , r , the field Ki = k(Ai [2]) is the splitting field of fi (x). Since
Gal(Ki/k)∼= Sni , the alternating group is the unique nontrivial normal subgroup
of Gal(Ki/k). Its invariant subfield is k(

√
1( fi )). Thus if k ′ is a Galois extension

of k such that k ( k ′ ( Ki , then k ′ = k(
√
1( fi ))= kab

i . The extension k(
√
1( fi ))

of k is ramified at wi , so (g) holds.
Let K ′i be the compositum of the fields Kj for j 6= i . Since each Ki is a Galois

extension of k, the field Ki ∩ K ′i is also a Galois extension of k. To verify (e) we
need to check that Ki ∩ K ′i = k for each i = 1, . . . , r . Otherwise, Ki ∩ K ′i contains
k(
√
1( fi ))which is ramified atwi . However, this contradicts the criterion of Néron–

Ogg–Shafarevich according to which K ′i is unramified at the odd place wi , where
each of the abelian varieties Aj for j 6= i has good reduction. Thus (e) holds. �

Proof of Theorem A assuming Theorem 2.3. For i = 1, 2, let Ci be the curve of
genus 1 given by y2

= gi (x). Write gi (x)= ax4
+bx3

+cx2
+dx+e. The classical

SL(2)-invariants of the corresponding quartic binary form Gi (u, v)= v4gi (u/v) are

I = 12ae− 3bd + c2,

J = 72ace+ 9bcd − 27ad2
− 27eb2

− 2c3,

1= (4I 3
− J 2)/27.

(3)

Then the Jacobian of Ci is the elliptic curve Ei with the equation u2
= pi (t),

where pi (t) = t3
− 27I x − 27J is the resolvent cubic polynomial of gi (x); see

[Skorobogatov 2001, Proposition 3.3.6(a)]. The 0-dimensional scheme gi (x)= 0
is a k-torsor Zi for Ei [2]. Then Ci can be viewed as the twist of Ei by Zi ; that
is, Ci = (Ei × Zi )/Ei [2], where Ei [2] acts simultaneously on both factors. The
antipodal involution acts on Ci by changing the sign of y, so the Kummer surface
Kum(C1×C2) is the minimal desingularisation of the quotient of C1×C2 by the
involution that acts on each component as (x, y) 7→ (x,−y). Thus z2

= g1(x)g2(y)
defines an affine surface birationally equivalent to Kum(C1×C2).

Since the polynomials g1(x) and g2(x) have no roots in k, each of the torsors Z1

and Z2 is nontrivial. The field of definition Ki = k(Ei [2]) of Ei [2] is the splitting
field of pi (t). Hence the condition Gal(g1)' S4 implies Gal(Ki/k)=Gal(pi )' S3,
for i = 1, 2. The discriminant of the quartic gi (x) is equal to the discriminant of its
resolvent cubic pi (t) up to a power of 3, and gi (x) ∈Owj [x] implies pi (t) ∈Owj [t],
so the primes w1 and w2 satisfy the assumption in Corollary 2.4. To be in a
position to appeal to that corollary we now show that Zi is unramified at both
w1 and w2.

Indeed, let Zi j ⊂ P1
Owj

be the closed subscheme given by Gi (u, v)= 0, where
Gi (u, v)= v4gi (u/v). For j 6= i , the discriminant of Gi (u, v) is a unit in Owj . Thus
Zi j is a finite and étale Owj -scheme of degree 4 with the generic fibre Zi ×k kwj ,
hence Zi is unramified at wj . For i = j , the discriminant of Gi (u, v) is a generator
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of the maximal ideal of Owi . This implies that the fibre Zi i ×Owi
Fwi at the closed

point of Spec(Owi ) is the disjoint union of a double Fwi -point and a reduced 2-point
Fwi -scheme. The latter gives rise to two sections of the morphism

Zi i ×Owi
Onr
wi
−→ Spec(Onr

wi
).

Hence Zi is unramified at wi . An application of Corollary 2.4 finishes the proof. �

Proof of Theorem B assuming Theorem 2.3. The condition valw(1( f ))= 1 implies
that k(

√
1( f )) has degree 2 over k. Hence the Galois group of f (x) is not a

subgroup of the alternating group A5. Any proper subgroup of S5 which acts
transitively on {1, 2, 3, 4, 5} and is not contained in A5 is conjugate to Aff5=F5oF∗5,
the group of affine transformations of the affine line over the finite field F5; see
[Burnside 1911, Chapter XI, §166, p. 215]. Let us show that this case cannot
occur. Indeed, in the proof of Corollary 2.4 we have seen that the reduction
of f (x) modulo mw has one rational double root and three simple roots, whereas
the integral model defined by y2

= f (x) is regular. It follows that over the maximal
unramified extension of kw the polynomial f (x) is the product of three linear and
one irreducible quadratic polynomials. Hence the image of the inertia subgroup
in Aff5 is generated by a cycle of length 2. This is a contradiction because the
elements of order 2 in Aff5 are always products of two cycles, as they are given by
affine transformations of the form x 7→ −x + a.

We conclude that the Galois group of f (x) is S5. The theorem now follows from
Corollary 2.4, provided we check that the relevant class in H1(k, A[2]) is nonzero
and unramified at w.

For this it is enough to prove that the corresponding k-torsor for A[2] has no
k-points but has a kun

w -point. This torsor is the subset Zλ⊂RL/k(Gm,L)/{±1} given
by z2

= λ. The natural surjective map

RL/k(Gm,L)−→ RL/k(Gm,L)/{±1}

is a torsor for µ2. Thus Zλ(k) is the disjoint union of the images of k-points of
the torsors t z2

= λ for RL/k(µ2), where t ∈ k∗. Hence Zλ(k) 6= ∅ if and only if
λ ∈ k∗L∗2, but this is excluded by one of the assumptions of Theorem B. Next,
the group H1(kun

w , µ2) consists of the classes of 1-cocycles defined by 1 and π ,
where π is a generator of mw. Hence Zλ(kun

w ) is the disjoint union of the images of
kun
w -points of the torsors z2

= λ and z2
= πλ for RL/k(µ2). By assumption there

exists an ε ∈ {0, 1} such that the valuation of π ελ at each completion of L over w is
even. Then the torsor for RL/k(µ2) given by z2

= π ελ has a kun
w -point, because any

unit is a square, as the residue field of kun
w is separably closed and of characteristic

different from 2. It follows that Zλ(kun
w ) 6=∅. �



Hasse principle for Kummer varieties 823

3. Galois theory of finite torsors

This section develops some ideas from [Mazur and Rubin 2010]; see Lemma 3.5 in
particular.

We shall work with groups that are semidirect products of a group G with
a semisimple G-module M. Recall that a G-module M is simple if it has no
G-submodules except 0 and M. A G-module M is semisimple if M is a direct sum
of simple G-modules M =

⊕
i Mi . The simple G-modules Mi are called the simple

factors of M. Their isomorphism types do not depend on the presentation of M as
a direct sum. Indeed, one can characterise the simple factors of M as the simple
G-modules that admit a nonzero map to M or from M.

Remark 3.1. If M is a semisimple G-module, then each G-submodule of M is
a direct summand of M ; see, e.g., [Wisbauer 1991, 20.2]. Furthermore, each
G-submodule N ⊆ M is semisimple and each simple factor of N is a simple factor
of M. Similarly, each quotient G-module M/N is semisimple and each simple
factor of M/N is a simple factor of M.

Lemma 3.2. Let G be a group with more than one element and let M be a semi-
simple G-module such that the action of G on each simple factor of M is faithful.
Let H ⊆ M oG be a normal subgroup. Then

(i) either H ⊆ M or M ⊆ H ;

(ii) if (M oG)/H is abelian, then M ⊆ H.

Proof. (i) Suppose that M is not contained in H . The subgroup K = H ∩ M is
normal in M oG, thus K is a proper G-submodule of M. The quotient G-module
N = M/K 6= 0 is semisimple by Remark 3.1. Moreover, each simple factor of N
is a simple factor of M, hence N is a faithful G-module. We identify K with the
kernel of the natural surjective group homomorphism ρ : M oG→ N oG. Then
ρ(H) and N are normal subgroups of N o G such that ρ(H)∩ N = {1}, hence
they centralise each other. Thus the image of H in G acts trivially on N. But N is
a faithful G-module, so the image of H in G is trivial, hence H ⊆ M.

(ii) By the result of (i) we just need to show that the case H ( M is not possible.
Indeed, since H is normal in M oG, in this case H is a proper G-submodule of M,
so that (M o G)/H = N o G, where N = M/H 6= 0. The same argument as in
the proof of (i) shows that N is a faithful G-module. By assumption (M oG)/H
is abelian, so G acts trivially on N. This contradicts the fact that G contains an
element other than the unit of the group law. �

Let us now set up notation and terminology for this section.
Let k be a field and k̄ a separable closure of k, and let 0k =Gal(k̄/k). Let M be a

finite 0k-module such that the order of M is not divisible by char(k). We denote by
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ϕ :0k→Aut(M) the action of 0k on M. We identify M with the group of k̄-points of
a finite étale commutative group k-scheme GM . A cocycle c :0k→M=GM(k̄) gives
rise to a twisted action of 0k on GM(k̄), defined as the original action of 0k on M
followed by the translation by c. The quotient of Spec(k̄[GM ]) by the twisted action
is a k-torsor of GM . It comes equipped with a k̄-point corresponding to the neutral
element of GM . Conversely, suppose we are given a k-torsor Z for GM . For any
z0 ∈ Z(k̄), the map c : 0k→ M = GM(k̄) determined by the condition c(γ )z0 =

γz0

is a cocycle 0k → M. These constructions induce a bijection between H1(k,M)
and the set of isomorphisms classes of k-torsors for GM . See [Skorobogatov 2001,
Section 2.1], and also [Bosch et al. 1990, Chapter 6]. For α ∈H1(k,M), we denote
by Zα the torsor for GM obtained by twisting GM by a 1-cocycle representing α;
such a torsor is well-defined up to an isomorphism of GM -torsors.

Definition 3.3. Let K be the smallest extension of k such that 0K acts trivially
on M. For α ∈ H1(k,M), let Kα be the smallest extension of k such that 0Kα acts
trivially on Zα(k̄). Write G = Gal(K/k) and Gα = Gal(Kα/k).

Note that K ⊂ Kα, which follows from the surjectivity of the difference map
Zα × Zα→ GM . Write Wα = Gal(Kα/K ). Then there is an exact sequence

1−→Wα −→ Gα
ϕ
−→G −→ 1. (4)

The group G of Definition 3.3 is identified with ϕ(0k), which makes M a faithful
G-module. Let α ∈ H1(k,M) be a class represented by a 1-cocycle c : 0k→ M. If
Zα is the twist of GM by c, then the semidirect product M o G acts on Zα(k̄) ∼=
GM(k̄)∼= M by affine transformations, and 0k acts on Zα(k̄) by the homomorphism
(c, ϕ) : 0k→ M oG. By the definition of Kα this homomorphism factors through
an injective homomorphism Gα→ M o G. Since M is a trivial 0K -module, the
restriction of α to Wα defines an injective homomorphism of G-modules α̃ :Wα→M,
and we have the commutative diagram

1 // Wα
//

� _

α̃

��

Gα
//

� _

(c,ϕ)
��

G //

=

��

1

1 // M // M oG // G // 1

Let R = EndG(M)= End0k (M) be the endomorphism ring of the 0k-module M.

Definition 3.4. Let N be an R-module. We say that α ∈ N is nondegenerate if the
annihilator of α in R is zero, i.e., if, for r ∈ R, rα = 0 implies r = 0. Equivalently,
α is nondegenerate if Rα ⊂ N is a free R-module.

Remark 3.5. For any 0k-module M, the group H1(k,M) is naturally an R-module.
If M is a simple G-module, then R is a division ring by Schur’s lemma, hence a finite
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field by Wedderburn’s theorem. Then an element α ∈ H1(k,M) is nondegenerate
if and only if α 6= 0. When M =

⊕r
i=1 Mi , where the G-modules Mi are simple

and pairwise nonisomorphic, R =
⊕r

i=1EndG(Mi ) is a direct sum of fields. We
have H1(k,M) =

⊕r
i=1H1(k,Mi ). If we write α =

∑
αi with αi ∈ H1(k,Mi ),

then α is nondegenerate if and only if each αi 6= 0. When M = N⊕r for a simple
G-module N, the ring R is the algebra of matrices of size r with entries in the field
EndG(N ). In this case α =

∑
αi is nondegenerate if and only if α1, . . . , αr are

linearly independent in the EndG(N )-vector space H1(k, N ).

In the following proposition we consider M as a Gα-module via the surjective
homomorphism ϕ : Gα→ G.

Proposition 3.6. With the above notation assume that M is a semisimple 0k-module
such that H1(G,M)= 0. Let α ∈ H1(k,M) be a class represented by a 1-cocycle c.
The following conditions are equivalent:

(i) the map (c, ϕ) is an isomorphism of groups Gα −→
∼ M oG;

(ii) the map α̃ :Wα −→
∼ M is an isomorphism of G-modules;

(iii) H1(Gα,M) is a free R-module generated by α;

(iv) α is nondegenerate in H1(k,M).

Proof. (i)⇒ (ii) Since (c, ϕ) is an isomorphism, for each m ∈ M there exists a
γ ∈ Gα such that (c, ϕ)(γ )= (m, 1). Then γ goes to 1 ∈ G and hence γ ∈Wα and
c(γ )= α̃(γ )= m. It follows that the map α̃ : Wα −→ M is surjective. Since it is
also injective by construction, we conclude that it is an isomorphism of G-modules.

(ii) ⇒ (iii) Assume that α̃ : Wα −→
∼ M is an isomorphism of G-modules. Then

HomG(Wα,M) is a free R-module with generator α̃. The inflation-restriction exact
sequence

0→ H1(G,M)→ H1(Gα,M)→ H1(Wα,M)G = HomG(Wα,M) (5)

is an exact sequence of R-modules. We note that Zα(Kα) 6=∅, so α ∈H1(k,M) be-
longs to the kernel H1(Gα,M) of the restriction map to H1(Kα,M). By assumption
H1(G,M)= 0, hence the map H1(Gα,M)→HomG(Wα,M) is injective. This map
of R-modules sends α to the generator α̃ of the R-module HomG(Wα,M)= Rα̃,
so it is surjective, hence an isomorphism. We obtain that H1(Gα,M) is a free
R-module generated by α.

(iii)⇒ (iv) Assume that H1(Gα,M) is a free R-module with generator α. By the
inflation-restriction exact sequence for 0Kα ⊆ 0k , the map H1(Gα,M)→H1(k,M)
is injective, and so (iv) holds.

(iv)⇒ (i) Suppose that α is nondegenerate in H1(k,M) and assume for contradiction
that the map (c, ϕ) is not an isomorphism. Since (c, ϕ) is injective by construction,
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we conclude that it is not surjective. The intersection of the image of (c, ϕ) with M
is then a proper G-submodule α̃(Wα) ( M. Since M is semisimple, α̃(Wα) is
a direct summand of M ; see Remark 3.1. It follows that there exists a nonzero
element r ∈ R such that r α̃(Wα)= 0, so that r α̃ = 0 in HomG(Wα,M). From (5)
we see that rα = 0 in H1(Gα,M). But this is a contradiction because the map
H1(Gα,M)→ H1(k,M) is injective and α is nondegenerate in H1(k,M). �

We record an amusing corollary of this proposition.

Corollary 3.7. Under the assumptions of Proposition 3.6, let α, β ∈ H1(k,M) be
nondegenerate. Then the associated torsors Zα, Zβ for GM are integral k-schemes.
Furthermore, the following conditions are equivalent:

(i) there exists an r ∈ R∗ such that rα = β;

(ii) Rα = Rβ ⊂ H1(k,M);

(iii) Zα and Zβ are isomorphic as abstract k-schemes.

Proof. Let c be a cocycle representing α. By Proposition 3.6 the group Gα acts on
Zα(k̄)' M via the isomorphism (c, ϕ) :Gα −→

∼ M oG. Hence Gα acts transitively
on Zα(k̄), because already the subgroup M ⊂ M o G acts (simply) transitively
on M. Hence Zα is integral. The same argument proves that Zβ is integral.

Let us now establish the equivalence of (i), (ii) and (iii). The implication (i)⇒ (ii)
is clear. Conversely, if Rα = Rβ, then there exist r, s ∈ R such that rα = β and
α = sβ. Then srα = α and rsβ = β. Since α and β are nondegenerate, we obtain
that r and s are invertible in R, so (ii) implies (i).

We now show that (i) is equivalent to (iii). Assume (i) and take a cocycle
c : 0k → M which represents α. Then rc represents β. We identify Zα(k̄) with
GM(k̄) such that 0k acts via its original action on GM(k̄) followed by the translation
by c. Then Zβ(k̄) can be identified with GM(k̄) such that 0k acts via its original
action on GM(k̄) followed by the translation by rc. Under these identifications the
map r : GM(k̄)→ GM(k̄) becomes a 0k-equivariant map Zα(k̄)→ Zβ(k̄). Thus
Zα and Zβ are isomorphic as 0-dimensional k-schemes.

Finally, assume that Zα and Zβ are isomorphic as k-schemes. Since α and β
are nondegenerate, we see from Proposition 3.6 that the maps α̃ : Wα −→

∼ M and
β̃ : Wβ −→

∼ M are isomorphisms of G-modules. The splitting fields Kα and Kβ
coincide as subfields of k̄, so there exists an isomorphism of 0k-modules represented
by the dotted arrow in the diagram

Wα

∼=

��

α̃
// M

r

��

0K

99 99

%% %%

Wβ

β̃
// M
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It is obtained as the action of an invertible element r ∈ R∗. It follows that rα and β
have the same image in H1(K ,M). By assumption H1(G,M) = 0, hence the
restriction-inflation exact sequence implies that the map H1(k,M)→ H1(K ,M) is
injective. Thus rα = β, as desired. �

A continuous action of the procyclic group Ẑ on a discrete module N is deter-
mined by the homomorphism g : N→ N which is the action of the generator 1 ∈ Ẑ.
There is a canonical isomorphism

H1(Ẑ, N )∼= N/(g− 1)

induced by sending the class of a cocycle ξ to the class of ξ(1) in N/(g− 1).
An element γ ∈ Gα determines a map fγ : Ẑ→ Gα which sends 1 to γ , and

hence an induced map

f ∗γ : H
1(Gα,M)−→ H1(Ẑ,M)= M/(g− 1).

Here we denote by g the image of γ in G (which acts on M) under the natural
surjective map Gα → G. In particular, if c : Gα → M is a cocycle representing
α ∈ H1(Gα,M), then f ∗γ (α) is equal to the class of c(γ ) in M/(g− 1).

Corollary 3.8. In the assumptions of Proposition 3.6 let α ∈ H1(k,M) be nonde-
generate. Take any g ∈ G and any x ∈ M/(g−1). Then g has a lifting γ ∈ Gα such
that fγ (α)= x.

Proof. Let c : Gα→ M be a cocycle representing α and let m ∈ M be an element
whose class in M/(g−1) is x . By Proposition 3.6 the map (c, ϕ) :Gα −→

∼ MoG is
an isomorphism. Hence there exists an element γ ∈Gα such that (c, ϕ)(γ )= (m, g).
Then γ is a lifting of g and c(γ )= m so that fγ (α)= x , as desired. �

Corollary 3.9. Let M be a semisimple 0k-module such that G contains more
than one element, the action of G on each simple factor of M is faithful and
H1(G,M)= 0. Let α ∈ H1(k,M) be nondegenerate. Then

(i) each subfield of Kα that is Galois over k is either contained in K or contains K ;

(ii) each subfield of Kα that is abelian over k is contained in K.

Proof. By Proposition 3.6 we have Gα ' M oG. The desired result now follows
directly from Lemma 3.2. �

Until the end of this section we assume that k is a field of characteristic different
from 2. Let A1, . . . , Ar be abelian varieties satisfying conditions (a) and (b) of
Section 2 and let A =

∏r
i=1 Ai . Let Ki be the splitting field of Ai [2]. The composi-

tum K = K1 · · · Kr is the field of definition of A[2]. Assume that condition (e) of
Section 2 holds, i.e., the fields K1, . . . , Kr are linearly disjoint over k.
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Remark 3.10. Condition (a) implies that each Ki is a nontrivial extension of k, so
that Gi has more than one element.

We now present two applications of the results above. In the first one we consider
the semisimple 0k-module M = A[2] =

⊕r
i=1 Ai [2].

Proposition 3.11. Suppose that abelian varieties A1, . . . , Ar satisfy conditions
(a) and (b), and that condition (e) holds. Let Zi be a nontrivial k-torsor for Ai [2],
for each i = 1, . . . , r , and let Z =

∏r
i=1 Zi . Let L be the étale k-algebra k[Z ], so

that Z ∼= Spec(L). Then L is a field which contains no quadratic extension of k.

Proof. Let M = A[2] and let α ∈ H1(k,M) be the class of Z . Write α =
∑r

i=1 αi ,
where each αi ∈ H1(k, Ai [2]) is nonzero. By condition (a) each Ai [2] is simple
and hence M is semisimple with simple factors A1[2], . . . , Ar [2]. By condition (e)
the fields K1, . . . , Kr are linearly disjoint over k, so that the Galois group G =
Gal(K/k) is the product G =

∏r
i=1Gi , and the Ai [2] are pairwise nonisomorphic

0k-modules. From Remark 3.5 we see that α is nondegenerate.
For each i = 1, . . . , r , we have Ai [2]Gi = 0 and H1(Gi , Ai [2]) = 0 by condi-

tions (a) and (b). The inflation-restriction exact sequence for Gi ⊂ G then gives
H1(G, Ai [2])= 0, and so H1(G,M)= 0. Let c : 0k→ M be a cocycle represent-
ing α. By Proposition 3.6 the map (c, ϕ) : Gα −→

∼ M oG is an isomorphism. Let
s : G→ Gα be the section corresponding to the canonical section G→ M o G
under the isomorphism (c, ϕ).

By Corollary 3.7 the scheme Zα is integral, and hence L = k[Zα] is a field whose
Galois closure is Kα by definition. Moreover, L∼=(Kα)s(G). If L contains a quadratic
extension of k, then s(G) is contained in a normal subgroup H ⊂ Gα of index 2.
Since s is a section, the induced homomorphism H→G is surjective, so its kernel is
a G-submodule of M which is a subgroup of M of index 2. But this is a contradiction
since M is semisimple and the simple factors Ai [2] of M have size 4. �

In the second application we consider the semisimple module M = A1[2]⊕r .

Proposition 3.12. Suppose that abelian varieties A1, . . . , Ar satisfy conditions
(a) and (b), and that condition (e) holds. Let M = A1[2]⊕r be a direct sum of copies
of A1[2] and let α ∈H1(k,M) be nondegenerate. Then the fields (K1)α, K2, . . . , Kr

are linearly disjoint.

Proof. Write E = (K1)α ∩ K2 · · · Kr . In view of condition (e) it is enough to
show that E = k. Indeed, E is a Galois subfield of (K1)α, so by Remark 3.10 and
Corollary 3.9 we have E ⊂ K1 or K1 ⊂ E . In the first case, E = k because E is
contained in K1 ∩ K2 · · · Kr = k, where the equality holds by condition (e). By
the same condition the second case cannot actually occur, because then K1 ⊂ E ⊂
K2 · · · Kr which contradicts the linear disjointness of K1, . . . , Kr . �
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4. Kummer map over a local field

Let A be an abelian variety over a local field k of characteristic zero. The Kummer
exact sequence gives rise to a map δ : A(k)→ H1(k, A[2]), called the Kummer
map. For x ∈ A(k), choose x̄ ∈ A(k̄) such that 2x̄ = x . Then δ(x) is represented by
the cocycle that sends γ ∈ 0k to γ x̄ − x̄ ∈ A[2].

The Weil pairing is a nondegenerate pairing of 0k-modules A[2]× At
[2]→ Z/2.

The induced pairing on cohomology followed by the local invariant of local class
field theory gives a nondegenerate pairing of finite abelian groups [Milne 1986,
Corollary I.2.3]

H1(k, A[2])×H1(k, At
[2])−→ Br(k)[2] inv

−→
1
2 Z/Z.

The local Tate duality implies that δ(A(k)) and δ(At(k)) are the orthogonal com-
plements to each other under this pairing (see, e.g., the first commutative diagram
in the proof of [Milne 1986, I.3.2]).

When A is principally polarised, we combine the last pairing with the principal
polarisation A −→∼ At and obtain a nondegenerate symmetric pairing

inv(α ∪β) : H1(k, A[2])×H1(k, A[2])−→ Br(k)[2] inv
−→

1
2 Z/Z.

It is well-known that δ(A(k)) is a maximal isotropic subspace of H1(k, A[2]); see
[Poonen and Rains 2012, Proposition 4.11]. Note that the pairing inv(α∪β) is also
defined for k = R and the above statements carry over to this case; cf. [Milne 1986,
Theorem I.2.13(a), Remark I.3.7].

Let us recall a well-known description of δ(A(k)) when A has good reduction.
Let κ be the residue field of k, and assume char(κ)= ` 6= 2. Then δ(A(k)) is the
unramified subgroup

H1
nr(k, A[2])= Ker[H1(0k, A[2])−→ H1(I, A[2])],

where I ⊂ 0k is the inertia subgroup. By Néron–Ogg–Shafarevich the inertia acts
trivially on A[2], so that H1

nr(k, A[2]) = H1(κ, A[2]). The absolute Galois group
Gal(κ̄/κ)= 0k/I is isomorphic to Ẑ with the Frobenius element as a topological
generator. Thus we have a canonical isomorphism

δ(A(k))= A[2]/(Frob− 1). (6)

Since Ẑ has cohomological dimension 1, the spectral sequence

Hp(Ẑ,Hq(I, A[2]))⇒ Hp+q(k, A[2])

gives rise to the exact sequence

0→ A[2]/(Frob− 1)→ H1(k, A[2])→ Hom(I, A[2])Frob
→ 0.
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The maximal abelian pro-2-quotient of I is isomorphic to Z2, and Frob acts on it
by multiplication by `. Thus Hom(I, A[2])= A[2] with the natural action of Frob,
so that

Hom(I, A[2])Frob
= A[2]Frob

= Ker(Frob− 1 : A[2] → A[2]).

It follows that the dimension of the F2-vector space A[2]/(Frob− 1) equals the
dimension of A[2]Frob, and therefore

dim H1(k, A[2])= 2 dim A[2]/(Frob− 1). (7)

Let us now return to the general case, where A does not necessarily have good
reduction. If F/k is a quadratic extension, we write δF

: AF (k)→ H1(k, A[2])
for the Kummer map of AF. In the rest of this section we summarise some known
results relating δ, δF and the norm map N : A(F)→ A(k).

Lemma 4.1. We have δ(N(A(F)))= δ(A(k))∩ δF (AF (k))⊂ H1(k, A[2]).

Proof. Cf. [Kramer 1981, Proposition 7] or [Mazur and Rubin 2007, Proposition 5.2].
Let χ : 0k→ {±1} be the quadratic character associated to F. We choose σ ∈ 0k

such that χ(σ)=−1.
Suppose that x ∈ A(k) and y ∈ AF (k) are such that δ(x) = δF (y). Using the

embedding AF (k)⊂ A(F) we can consider y as a point in A(F) such that σy =−y.
If ȳ ∈ A(k̄) is such that 2ȳ = y, then δF (y) is represented by the cocycle that sends
γ ∈ 0k to

χ(γ ) γ ȳ− ȳ = γ ȳ−χ(γ )ȳ ∈ A[2].

Since δ(x)= δF (y), we can choose x̄ ∈ A(k̄) such that 2x̄ = x and such that

χ(γ ) γ ȳ− ȳ = γ x̄ − x̄ .

We deduce that γ(x̄− ȳ)= x̄−χ(γ )ȳ for every γ ∈0k . It follows that x̄− ȳ ∈ A(F)
and σ(x̄ − ȳ)= x̄ + ȳ. Therefore, x = 2x̄ = N(x̄ − ȳ) is a norm from A(F).

Conversely, suppose that x = N(z)= z+ σz for some z ∈ A(F). Let y = σz− z.
Then y ∈ AF (k) and we claim that δ(x)= δF (y). Choose x̄ ∈ A(k̄) such that 2x̄ = x
and set ȳ = x̄ − z. Then 2ȳ = x −2z = y and we have x̄ − ȳ = z and x̄ + ȳ = σz. It
follows that for each γ ∈ 0k we have γ(x̄ − ȳ)= x̄ −χ(γ )ȳ, and hence

γ x̄ − x̄ = γ ȳ−χ(γ )ȳ.

This implies δ(x)= δF (y), as desired. �

Lemma 4.2. Let A be a principally polarised abelian variety over k with bad re-
duction such that the number of geometric connected components of the Néron model
of A is odd. If F is an unramified quadratic extension of k, then δ(A(k))=δF(AF(k)).
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Proof. Since A is principally polarised, it is isomorphic to its dual abelian vari-
ety. It follows from [Mazur 1972, Propositions 4.2 and 4.3] that the norm map
N : A(F)→ A(k) is surjective. By Lemma 4.1 we see that δ(A(k))⊂ δF (AF (k)).
Since F is unramified, the quadratic twist AF also satisfies the assumptions of the
lemma, and the same argument applied to AF gives the opposite inclusion. �

Lemma 4.3. Assume that the residue characteristic of k is not 2. If A is an abelian
variety over k with good reduction and F is a ramified quadratic extension of k,
then δ(A(k))∩ δF (AF (k))= 0.

Proof. In this case we have N(A(F)) = 2A(k). If dim(A) = 1 this is proved in
[Mazur and Rubin 2007, Lemma 5.5(ii)], and the same proof works in the general
case. It remains to apply Lemma 4.1. �

5. Selmer group and Cassels–Tate pairing

Let A be an abelian variety over a field k of characteristic zero. Let NS(A) be the
Néron–Severi group of A. The dual abelian variety At represents the functor Pic0

A.
In particular, we have an exact sequence of 0k-modules

0−→ At(k̄)−→ Pic(A)−→ NS(A)−→ 0. (8)

The antipodal involution ιA = [−1] : A→ A induces an action of Z/2 on Pic(A)
which turns (8) into an exact sequence of Z/2-modules. The induced action
on NS(A) is trivial; see [Skorobogatov and Zarhin 2012, p. 119]. The invo-
lution ιA induces the involution ιAt on At . Since At(k̄) is divisible, we obtain
H1(Z/2, At(k̄))= 0. Thus the long exact sequence of cohomology gives an exact
sequence

0−→ At
[2] −→ Pic(A)[−1]∗

−→ NS(A)−→ 0; (9)

cf. [Poonen and Rains 2011, Section 3.2]. It is well-known that NS(A) is canonically
isomorphic to the group Hom(A, At)sym of self-dual homomorphisms of abelian
varieties A→ At ; see, e.g., [Polishchuk 2003, Theorem 13.7]. Hence NS(A)0k is
canonically isomorphic to the group Hom(A, At)sym of self-dual k-homomorphisms
of abelian varieties A→ At ; cf. [Poonen and Rains 2011, Remark 3.3]. A polari-
sation on A is an element λ ∈NS(A)0k that comes from an ample line bundle on A.
The polarisation is called principal if the associated morphism ϕλ : A→ At is an
isomorphism. Following [Poonen and Rains 2011] we shall write cλ for the image
of λ under the differential NS(A)0k → H1(k, At

[2]) attached to (9). In particular,
cλ vanishes if and only if λ lifts to an element of (Pic(A)[−1]∗)0k = Pic(A)[−1]∗. For
example, if A is the Jacobian of a smooth projective curve C and λ is the canonical
principal polarisation of A, then cλ is the image of the class of the theta character-
istics torsor of C under the isomorphism ϕλ∗ : H1(k, A[2]) −→∼ H1(k, At

[2]); see
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[Poonen and Rains 2011, Theorem 3.9]. In this case, cλ = 0 when C has a rational
Weierstrass point.

Lemma 5.1. Let A be an abelian variety over a field k of characteristic 0 with
polarisation λ. Let K = k(A[2]). Then cλ belongs to the kernel of the restriction
map H1(k, At

[2])→ H1(K , At
[2]).

Proof. This is a particular case of [Poonen and Rains 2011, Lemma 3.6(a)]. �

Now let k be a number field. For a place v of k, let

locv : H1(k, A[2])−→ H1(kv, A[2])

be the natural restriction map. The 2-Selmer group Sel2(A)⊂H1(k, A[2]) is defined
as the set of elements x such that locv(x) ∈ δ(A(kv)) for all places v of k. If v is a
place of good reduction, then (6) allows us to write the restriction map at v as

locv : Sel2(A)−→ A[2]/(Frobv − 1).

For every quadratic extension F/k, we have AF
[2] = A[2] and hence we may

consider the 2-Selmer groups Sel2(AF ) of all quadratic twists AF as subgroups of
H1(k, A[2]). We have the well-known exact sequence

0−→ A(k)/2−→ Sel2(A)−→X(A)[2] −→ 0. (10)

The Cassels–Tate pairing is a bilinear pairing

〈 , 〉 :X(A)×X(At)−→Q/Z.

If X(A) is finite, then X(At) is finite too and the Cassels–Tate pairing is non-
degenerate; see [Milne 1986, Theorem I.6.26]. A polarisation λ on A induces a
homomorphism ϕλ∗ :X(A)→X(At).

Proposition 5.2. Let A be an abelian variety over a number field k with a principal
polarisation λ. Then condition (b) of Section 2 implies that the Cassels–Tate pairing
〈x, ϕλ∗y〉 on X(A){2} is alternating. In particular, if the 2-primary subgroup
X(A){2} is finite, then the cardinality of X(A)[2] is a square.

Proof. By [Poonen and Stoll 1999, Corollary 2] we know that cλ ∈ Sel2(At). If
c′λ is the image of cλ in X(At)[2], then [Poonen and Stoll 1999, Theorem 5] says
that 〈x, ϕλ∗x + c′λ〉 = 0 for any x ∈X(A). Thus it is enough to prove that cλ = 0.
Lemma 5.1 implies that cλ belongs to the image of the inflation map H1(G, At

[2])→
H1(k, At

[2]), where G =Gal(k(A[2])/k) is the image of 0k→GL(A[2]). Since λ
is a principal polarisation, ϕλ induces an isomorphism of 0k-modules A[2]−→∼ At

[2].
Now condition (b) implies H1(G, At

[2])= H1(G, A[2])= 0, hence cλ = 0. �
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6. Kummer varieties

Let A be an abelian variety over a field k of characteristic different from 2. Let Z
be a k-torsor for the group k-scheme A[2]. Recall that the 2-covering f : Y → A
associated to Z is a k-torsor for A defined as the quotient of A×k Z by the diagonal
action of A[2]. In other words, Y is the twisted form of A by Z with respect to the
action of A[2] by translations. The morphism f is induced by the first projection,
and we have Z = f −1(0). Let L be the étale k-algebra k[Z ], so that Z ∼= Spec(L).

Let Ỹ be the blowing-up of Z in Y. The antipodal involution ιA : A→ A induces
the map (ιA, Id) : A×k Z→ A×k Z which commutes with the action of A[2] and
hence induces an involution ιY : Y → Y. As ιY fixes Z = f −1(0)⊆ Y it extends to
an involution ιỸ : Ỹ → Ỹ whose fixed-point set is precisely the exceptional divisor.
It is easy to see that the quotient X = Kum(Y )= Ỹ/ιỸ is smooth. We call X the
Kummer variety attached to A and Z . We note that the branch locus of Ỹ → X is
Z ×k Pd−1

k , where d = dim(A).
Let F be an extension of k of degree at most 2. Recall that AF denotes the

quadratic twist of A by F, that is, the abelian variety over k obtained by twisting A
by the quadratic character of F with respect to the action of µ2 via the antipodal
involution ιA. Similarly, Y F denotes the quadratic twist of Y with respect to the
involution ιY ; see Section 1. Since ιA commutes with translations by the elements
of A[2], the quadratic twist Y F of Y is a k-torsor for AF. We have a natural
embedding iF : Z → Y F. Then Ỹ F, defined as the blowing-up of iF (Z) in Y F, is
the quadratic twist of Ỹ by the quadratic character of F with respect to the action
of µ2 on Ỹ via ιỸ . We can also consider Ỹ F as a quadratic twist of the 2-covering
Ỹ → X , and consequently consider every Ỹ F as a (ramified) 2-covering of X . It is
clear that Y F, and hence X , has a K-point for any extension K/k such that α is in
the kernel of the natural map H1(k, A[2])→ H1(K , AF ).

We now recall a construction from [Skorobogatov and Swinnerton-Dyer 2005,
§5]. Let Y be the quotient of Ỹ ×Gm,k by the action of µ2 in which the generator
−1 ∈ µ2 acts as the multiplication by −1 on Gm and by ιỸ on Ỹ. The fibre of Y
over a ∈ Gm,k(k) can be naturally identified with the quadratic twist Ỹ F where
F = k(

√
a). As in [Skorobogatov and Swinnerton-Dyer 2005, §5] one may consider

a smooth compactification Y ⊂ X that fits into the commutative diagram

Y //

��

X
p

��

Gm,k // P1
k

Proposition 6.1. Let A=
∏r

i=1 Ai be a product of abelian varieties over k satisfying
conditions (a) and (b) of Section 2 such that condition (e) holds. Assume in addition
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that the class α ∈ H1(k, A[2]) of Z is nondegenerate (see Definition 3.4). Then the
vertical Brauer group of X over P1

k is the image of Br(k) in Br(X ).

Proof. Let t be a coordinate on P1 invertible on Gm,k ⊂ P1
k . According to [Sko-

robogatov and Swinnerton-Dyer 2005, Theorem 3] the vertical Brauer group of X is
generated by the image of Br(k) and the pullbacks of the classes (t, c) ∈Br(k(P1

k)),
where c ∈ k∗ becomes a square in L = k[Z ]. By Proposition 3.11 the element c is
already a square in k, hence the result. �

Proposition 6.2. Let k be a number field. Let A =
∏r

i=1 Ai be a product of abelian
varieties over k satisfying conditions (a) and (b) of Section 2, and such that con-
ditions (e) and (f) hold. Let Z be a k-torsor for A[2] whose class α ∈ H1(k, A[2])
is unramified at the places w1, . . . , wr and nondegenerate. Let Y be the attached
2-covering of A and let X =Kum(Y ). If X is everywhere locally soluble, then there
exists an extension F of k of degree at most 2 such that Y F is everywhere locally
soluble and F is split at w1, . . . , wr .

Proof. This is proved in [Skorobogatov and Swinnerton-Dyer 2005, Lemma 6],
but we give a detailed proof for the convenience of the reader. Let w be one of
the places w1, . . . , wr . By assumption α ∈ H1(k, A[2]) goes to zero under the
composed map

H1(k, A[2])−→ H1(kw, A[2])−→ H1(knr
w , A[2]).

Hence the class [Y ] ∈ H1(k, A)[2] goes to zero under the composed map

H1(k, A)−→ H1(kw, A)−→ H1(knr
w , A). (11)

The second arrow in (11) is the restriction map H1(0kw , A)→ H1(Iw, A), where
0kw =Gal(kw/kw) and Iw ⊂0kw is the inertia subgroup. By the inflation-restriction
sequence we see that the class [Y ×k kw] ∈ H1(0kw , A) belongs to the subgroup
H1(0kw/Iw, A(knr

w )). Let A → Spec(Ow) be the Néron model of A ×k kw. By
[Milne 1986, Proposition I.3.8] we have an isomorphism

H1(0kw/Iw, A(knr
w ))= H1(0kw/Iw, π0(A×Ow Fw)),

where π0(A×Ow Fw) is the group of connected components of the special fibre
of A → Spec(Ow). Since 2[Y ] = 0, condition (f) implies that [Y ×k kw] = 0,
hence Y has a kw-point Pw ∈ Y (kw). We view Pw as a point (Pw, 1) ∈ Y above
1 ∈ Gm,k(k)⊂ P1

k .
For each place v of k and for each point Qv ∈ X (kv), there exists an extension

Fv/kv of degree at most 2 such that Qv lifts to Ỹ Fv (kv). Since X is everywhere
locally soluble, we can use this observation to extend the collection of local points
(Pw, 1), w ∈ {w1, . . . , wr }, to an adelic point (Pv)∈Y(Ak)⊆X (Ak). The fibration
X →P1

k has only two bad fibres at 0 and∞ (both of which are geometrically split).
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By Proposition 6.1 the vertical Brauer group of X over P1
k is generated by the

image of Br(k); therefore the desired result can now be obtained by applying the
fibration method. More precisely, one proceeds as in the proof of [Colliot-Thélène
and Skorobogatov 2000, Theorem A]. (As a more recent reference one can apply
[Harpaz and Wittenberg 2016, Theorem 9.17] with B = 0 and U =Gm,k , which is
justified in the light of [Harpaz and Wittenberg 2016, Theorem 9.11].) We obtain
that there exists an adelic point (P ′v) ∈ X (Ak) arbitrarily close to (Pv) such that the
image of (P ′v) in P1

k(Ak) is a k-point. Let us call it a. By the construction of (Pv)
we can assume that a ∈ Gm,k(k) and that a is arbitrarily close to 1 in the w-adic
topology for w ∈ {w1, . . . , wr }. The quadratic extension F = k(

√
a) now satisfies

the desired properties. �

7. Proof of Theorem 2.3

Suppose that our Kummer variety is X = Kum(Y ), where Y is the k-torsor for A
defined by a class α ∈ H1(k, A[2]). To prove the existence of a k-point on X , it
is enough to find a quadratic (or trivial) extension F of k such that α goes to 0 in
H1(k, AF ). We write α =

∑r
i=1 αi , where αi ∈ H1(k, Ai [2]) is nonzero for each

i = 1, . . . , r . Let Ki = K (Ai [2]). For each i = 1, . . . , r , we fix gi , hi ∈Gal(Ki/k)
satisfying conditions (c) and (d), respectively, for Ai .

By Proposition 6.2 there is a quadratic extension F of k split at w1, . . . , wr

such that α ∈ Sel2(AF ). Replacing A with AF , we can assume without loss of
generality that α ∈ Sel2(A). By doing so we preserve conditions (a), (b), (c), (d), (e)
and (g), which are not affected by quadratic twisting. The extension F/k is split at
w1, . . . , wr , so replacing A by AF also preserves condition (f) for each Ai .

Let S0 be the set of places of k that contains all the Archimedean places and the
places above 2.

Lemma 7.1. Let S be the set of places of k which is the union of S0 and all the
places of bad reduction of A excluding w1, . . . , wr . For each i = 1, . . . , r , let
αi ∈ Sel2(Ai ) be nonzero. Let β ∈ Sel2(A1) be a nonzero class such that β 6= α1.
Then there exists a q ∈ k∗ such that q= (q) is a prime ideal of k with the following
properties:

(1) all the places in S (including the Archimedean places) are split in F = k(
√

q);
in particular, q /∈ S;

(2) A has good reduction at q;

(3) Frobq acts on A1[2] as g1;

(4) Frobq acts on Ai [2] as hi , for each i 6= 1;

(5) locq(α1)= 0, but locq(β) 6= 0.
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Proof. We adapt the arguments from the proof of Proposition 5.1 in [Mazur and
Rubin 2010].

Let M = A1[2]⊕2 be the direct sum of two copies of A1[2]. Let

α = α1+β ∈ H1(k, A1[2])⊕H1(k, A1[2])= H1(k,M).

The splitting field of M is K1 and the Galois action on M factors through G1 =

Gal(K1/k). Let (K1)α and (G1)α be as in Definition 3.3. By Corollary 3.8 we can
find a lift γ ∈ (G1)α of g ∈ G1 such that the associated map

fγ : H1(k,M)−→ M/(g− 1)= (A1[2]/(g− 1))⊕ (A1[2]/(g− 1))= Z/2⊕Z/2

sends α to the class (0, 1)∈Z/2⊕Z/2. That is, fγ (α1, 0)=0, whereas fγ (0, β) 6=0.
The fields (K1)α,K2, . . . ,Kr are Galois extensions of k that are linearly disjoint by

condition (e) and Proposition 3.12. Let K be the compositum of (K1)α,K2, . . . ,Kr .
This is a Galois extension of k with the Galois group Gal(K/k)= (G1)α×

∏r
i=2Gi .

Let the modulus m be the formal product of the real places of k, 8 and all the odd
primes in S. Let km be the ray class field associated to the modulus m. This is an
abelian extension of k which is unramified away from m. We claim that km and K are
linearly disjoint over k. Indeed, k ′ = km∩K is a subfield of K that is abelian over k
and unramified at w1, . . . , wr . We note that Gal(K/k)ab

= (G1)
ab
α ×

∏r
i=2Gab

i . By
Corollary 3.9 (applicable in the light of Remark 3.10) we have (G1)

ab
α = (G1)

ab.
Therefore, Gal(K/k)ab

=
∏r

i=1Gab
i , so that k ′ is contained in the compositum

L = kab
1 · · · k

ab
r of linearly disjoint abelian extensions kab

1 , . . . , kab
r , where, as in

Section 2, kab
i denotes the maximal abelian subextension of Ki/k.

Write M=kab
1 · · · k

ab
r−1. The extension kab

r /k is totally ramified atwr by condition
(g), whereas k ′/k and M/k are unramified atwr (the latter by the criterion of Néron–
Ogg–Shafarevich). Hence L/M is totally ramified at each prime v of M over wr .
Since M ⊂ k ′M ⊂ L , where k ′M/M is unramified over v, we must have k ′ ⊂ M.
Continuing by induction, we prove that k ′ = k, as required.

It follows that kmK is a Galois extension of k with the Galois group

Gal(kmK/k)= Gal(km/k)× (G1)α ×

r∏
i=2

Gi .

By Chebotarev’s density theorem we can find a place q of k such that the correspond-
ing Frobenius element in Gal(kmK/k) is the conjugacy class of (1, γ, h2, . . . , hr ).
Then q is a principal prime ideal with a totally positive generator q≡1 mod 8, hence
q is a square in each completion of k at a prime over 2. We also have q ≡ 1 mod p

for any odd p ∈ S. Thus all the places of S including the Archimedean places are
split in F = k(

√
q). All other conditions are satisfied by construction. �
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Proposition 7.2. For any β ∈ Sel2(A1), β 6= 0, β 6= α1, there exists a quadratic
extension F/k, unramified at the places of S0 and all the places of bad reduction
of A, such that

Sel2(AF
1 )⊂ Sel2(A1),

α1 ∈ Sel2(AF
1 ),

β /∈ Sel2(AF
1 ),

Sel2(AF
i )= Sel2(Ai ) for i 6= 1.

Proof. Let F = k(
√

q) be as in Lemma 7.1. Let i ∈ {1, . . . , r}. Since F is split at
each v ∈ S, we have AF

i ×k kv ∼= Ai ×k kv, so that the Selmer conditions at S are
identical for Ai and AF

i . These conditions are also identical for all primes where
both Ai and AF

i have good reduction, and this includes the primes wj if j 6= i . At wi

the extension F/k is unramified, and by condition (f) we can apply Lemma 4.2, so
we obtain δ(Ai (kwi ))= δ

F (AF
i (kwi )).

It remains to check the behaviour at q, which is a prime of good reduction
for Ai . If i 6= 1 then Frobq = h, and from condition (d) and formula (7) we deduce
H1(kq, Ai [2])= 0, so the Selmer conditions for both Ai and AF

i at q are vacuous.
This proves that Sel2(AF

i )= Sel2(Ai ) whenever i 6= 1.
In the rest of the proof we work with A1. The Selmer conditions for A1 and AF

1 are
the same at each place v 6= q. Thus locq(α1)= 0 implies α1 ∈ Sel2(AF

1 ). Moreover,
δ(A1(kq)) ∩ δF (AF

1 (kq)) = 0 by Lemma 4.3. By property (5) in Lemma 7.1 we
have locq(β) 6= 0, so we conclude that β 6∈ Sel2(AF

1 ).
To prove that Sel2(AF

1 )⊂ Sel2(A1), it is enough to show that for A1 the Selmer
condition at q is implied by the Selmer conditions at the other places of k. Indeed, let
ξ ∈H1(k, A1[2]) be an element satisfying the Selmer condition at each place v 6= q,
but not necessarily at q. By global reciprocity the sum of invv(β ∪ ξ) ∈ 1

2 Z/Z over
all places of k, including the Archimedean places, is 0. Since the images of ξ and β
in H1(kv, A1[2]) belong to δ(A1(kv)) for all v 6= q, we obtain invv(β ∪ ξ)= 0. By
the global reciprocity we deduce invq(β ∪ ξ) = 0. The nonzero element locq(β)
generates δ(A1(kq)), because

δ(A1(kq))= A1[2]/(Frobq − 1)= A1[2]/(g− 1)= Z/2,

where we used (6) and the fact that Frobq acts on A1[2] as the element g of condition
(c). Since A1 is principally polarised, δ(A1(kq)) is a maximal isotropic subspace of
H1(kq, A1[2]) (see the beginning of Section 4). Therefore, invq(β ∪ ξ)= 0 implies
that the image of ξ in H1(kq, A1[2]) lies in δ(A1(kq)). �

End of proof of Theorem 2.3. The extension F/k is unramified at all the places
where A has bad reduction, so replacing A by AF preserves condition (f) for each Ai .
Conditions (a), (b), (c), (d), (e) and (g) are not affected by quadratic twisting. By
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repeated applications of Proposition 7.2 we can find a quadratic extension F/k such
that αi is the only nonzero element in Sel2(AF

i ), for all i = 1, . . . , r . The exact
sequence (10) for AF

i shows that X(AF
i )[2] is of size at most 2. If the 2-primary

subgroup of X(AF
i ) is finite, then, by Proposition 5.2, the number of elements in

X(AF
i )[2] is a square. Thus X(AF

i )[2] = 0, so that the image of αi in H1(k, AF
i )

is 0. Then the image of α in H1(k, AF ) is 0, so that Y F ∼= AF and hence Y F (k) 6=∅.
This implies that Ỹ F (k) 6=∅ and hence X = Ỹ/ιỸ has a k-point.

It remains to prove that k-points are Zariski dense in X . Since Y F (k) 6=∅, we
have Y F

' AF, so we may identify X with Kum(AF ). Hence it will suffice to
show that AF (k) is Zariski dense in AF. For each i , the exact sequence (10) for AF

i
shows that AF

i (k)/2 6= 0. Since AF
i [2](k)= 0 by condition (a), we see that AF

i (k)
is infinite. The neutral connected component of the Zariski closure of AF

i (k) in AF
i

is an abelian subvariety B ⊂ AF
i of positive dimension. By condition (a) we must

have B = AF
i . Thus the set AF

i (k) is Zariski dense in AF
i for each i = 1, . . . , r , so

that AF (k) is Zariski dense in AF. �

Proof of Proposition 1.1. For each i = 1, . . . , n, we have the exact sequence

0−→ Ei (Q)/2−→ H1(Q, Ei [2])−→ H1(Q, Ei )[2] −→ 0.

By assumption there is a class αi ∈ H1(Q, Ei [2]) that goes to the class of the
torsor Yi in H1(Q, Ei )[2]. The restriction of αi to H1(R, Ei [2]) is nonzero, hence
αi 6= 0. Recall from Section 6 that the fixed-point set of the antipodal involution ιY
on Y =

∏n
i=1Yi is Z =

∏n
i=1 Zi , where Zi is a torsor for Ei [2] defined by αi .

Consider the double covering of smooth projective varieties π : Ỹ → X = Ỹ/ιỸ
whose branch locus is Z×k Pn−1

k ⊂ X . Let V ⊂ X be the complement to the branch
locus, and let U =π−1(V ). Then π :U→ V is a torsor with the structure group µ2.

We need to show that a real point M ∈ X (R) path-connected with a rational
point P ∈ X (Q) can be approximated by a point in X (Q). In our assumptions we
have Z(R)=∅, hence P ∈ V (Q), M ∈ V (R) and the path connecting P and M is
contained in V (R). There exists a unique extension F of Q of degree [F :Q] ≤ 2
such that P lifts to a Q-point P̃ on the quadratic twist U F. Moreover, M lifts to an
R-point M̃ in U F which is path connected with P̃.

We note that U F is naturally a subset of the quadratic twist Y F
=
∏n

i=1Y F
i . Recall

from the introduction that each Y F
i is a torsor for EF

i defined by the image of αi

under the map

H1(Q, Ei [2])= H1(Q, EF
i [2])−→ H1(Q, EF

i ).

Now U F (Q) 6=∅ implies Y F (Q) 6=∅, thus Y F is a trivial torsor, i.e., Y F ∼=
∏n

i=1 EF
i .

Therefore, αi goes to zero in H1(Q, EF
i ), so αi is a nonzero element of EF

i (Q)/2.
Thus EF

i has a Q-point not divisible by 2. By assumption EF
i [2](Q)= Ei [2](Q)=0,
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so this point has infinite order in EF
i . It follows that Q-points of EF

i are dense in
the neutral connected component of EF

i (R) for each i = 1, . . . , n. But we have
Y F ∼=

∏n
i=1 EF

i , so Q-points are dense in the connected component of Y F (R)

containing P̃ and M̃. Hence we can find a Q-point on X = Kum(Y )= Kum(Y F )

which is as close as we wish to M. �
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Analytic continuation on Shimura varieties
with µ-ordinary locus

Stéphane Bijakowski

We study the geometry of unitary Shimura varieties without assuming the exis-
tence of an ordinary locus. We prove, by a simple argument, the existence of
canonical subgroups on a strict neighborhood of the µ-ordinary locus (with an
explicit bound). We then define the overconvergent modular forms (of classical
weight) as well as the relevant Hecke operators. Finally, we show how an analytic
continuation argument can be adapted to this case to prove a classicality theorem,
namely that an overconvergent modular form which is an eigenform for the Hecke
operators is classical under certain assumptions.
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Introduction

A modular form is defined as a global section of a certain sheaf on the modular
curve. To study congruences between modular forms, one is led to introduce new
objects, namely p-adic and overconvergent modular forms. These are sections of a
sheaf on the ordinary locus of the modular curve and on a strict neighborhood of
the ordinary locus, respectively. A lot of work has been done using these objects;
one can for example construct families of overconvergent modular forms.

It is possible to generalize the definition of p-adic and overconvergent modular
forms to other varieties, for example the Hilbert modular variety or the Siegel
variety. The natural definition of an overconvergent modular form is a section of a
certain sheaf on a strict neighborhood of the ordinary locus. In greater generality,
one can consider Shimura varieties with a nonempty ordinary locus.
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But for Shimura varieties without ordinary locus, this definition fails. Recall that,
for Shimura varieties of PEL type, the criterion for the existence of an ordinary
locus at p is that p splits completely in its reflex field. For Shimura varieties of PEL
type (C) (associated to symplectic groups), the reflex field is Q, so there is always an
ordinary locus. But, if one considers Shimura varieties of type (A) (associated to uni-
tary groups), then the reflex field may not be Q and the ordinary locus may be empty.

Let us look at an example. Let F be a CM-field with totally real subfield F0, and
consider the special fiber of the Shimura variety associated to a unitary group with
signature (aσ , bσ ) at each real place σ of F0. Suppose for simplicity that p is a
prime number inert in F0 that splits as π+π− in F . The choice of π+ gives an order
for the elements of the pair (aσ , bσ ) for each real place σ of F0. The existence of
the ordinary locus at p is then equivalent to the fact that there exist integers a and b
such that aσ = a and bσ = b for each real place σ . The structure of the p-torsion
of the abelian variety is then well known on the ordinary locus. In our setting,
the p-divisible group A[p∞] splits as A[(π+)∞] ⊕ A[(π−)∞], and A[(π−)∞] is
the dual of A[(π+)∞]. On the ordinary locus, the p-divisible group A[(π+)∞] is
an extension of a multiplicative part of height da and an étale part of height db
(d is the degree of F0 over Q). In particular, there exists a multiplicative subgroup
Ha ⊂ A[π+] of height da. Actually, this property characterizes the ordinary locus:
if there exists a multiplicative subgroup Ha of height ha, then the abelian variety
is ordinary at p. On the rigid space associated to the Shimura variety (i.e., the
generic fiber of its formal completion along its special fiber), one can define the
ordinary locus. There is still a multiplicative subgroup of A[π+] of height da
on this locus, and work of Fargues [2011] shows that this subgroup extends to a
canonical subgroup on a strict neighborhood of the ordinary locus.

If the (aσ ) are not equal to a certain integer a, then the ordinary locus is empty.
There is always a special locus in the special fiber of the Shimura variety, called
the µ-ordinary locus, but the situation is more involved. Suppose we are in the
same setting as before, and let us order the elements a1 ≤ a2 ≤ · · · ≤ ad . Then the
µ-ordinary locus is characterized by the fact that the p-divisible group A[(π+)∞]
has a filtration 0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xd+1 = A[(π+)∞] such that X i+1/X i is a
p-divisible group of height d(ai+1− ai ) with its structure explicitly described (by
convention we set a0 = 0 and ad+1 = ad + bd). The fact that A is µ-ordinary is
then also equivalent to the existence of subgroups 0⊂ Ha1 ⊂ · · · ⊂ Had ⊂ A[π+],
with Hai of height dai and the structure of Hai+1/Hai explicitly described.

If one looks at the rigid space of the Shimura variety, then one can define the
µ-ordinary locus. There are several canonical subgroups in A[π+] on this locus.
We lack a good theory for these canonical subgroups, which should be analogous
to the one given by Fargues [2011]. However, by simple arguments, one can prove
the following fact:
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Theorem. On a strict neighborhood of the µ-ordinary locus, there exist canonical
subgroups Ha1 ⊂· · ·⊂ Had in A[π+]. These subgroups are characterized by the fact
that their degree (in the sense of [Fargues 2010]) is maximal among the subgroups
of the same height of A[π+].

The proof is actually very simple: Let us consider XIw, the variety with Iwahori
level at p, and let f : XIw → X be the projection. The µ-ordinary locus is the
image under f of the locus where the subgroups Hai are of maximal degree. Let
0< ε < 1

2 , and consider the locus in XIw where the degree of Hai is bigger than the
maximal degree minus ε. The image under f of this locus is a strict neighborhood
of the µ-ordinary locus. The existence of canonical subgroups follows from the
definition. Their uniqueness is a simple computation using the properties of the
degree function (see Proposition 1.24).

If we consider the space XIw, then one can call the locus where the degree of
each Hai is maximal the µ-ordinary-multiplicative locus. It then makes sense to
define an overconvergent modular form as the section of a certain sheaf on a strict
neighborhood of the µ-ordinary-multiplicative locus.

The Hecke algebra at p acts both on the rigid space and on the space of modular
forms. In the case of the existence of the ordinary locus, there is one relevant Hecke
operator, parametrizing complements of the canonical subgroup. In the general
case, there will be as many relevant Hecke operators as the number of canonical
subgroups. We will denote by Up,ai these Hecke operators. One can show that these
operators increase the degrees of all the subgroups of A[π+], then act on the space
of overconvergent modular forms.

We can now state the main result of the paper, namely that an overconver-
gent modular form, which is an eigenform for the Hecke operators Up,ai , can
be analytically continued to the whole variety under a certain assumption, and
thus is classical. Let κ be a weight; explicitly, it is a collection of integers
(κi,1 ≥ · · · ≥ κi,ai , λi,a ≥ · · · ≥ λi,bi )1≤i≤d . Let S = {a1, . . . , ad}∩ [1, ad +bd −1].
The cardinality of S is exactly the number of canonical subgroups. Let us write
6i = { j : aj = ai } for all i .

Theorem 3.17. Let f be an overconvergent modular form of weight κ . Suppose
that f is an eigenform for the Hecke operators Up,ai , with eigenvalue αi for ai ∈ S,
and that we have the relations

ni + v(αi ) < inf
j∈6i

(κ j,aj + λ j,b j ).

Then f is classical.

Here ni is a constant depending on the variety. It actually comes from the
normalization factor of the Hecke operator Up,ai . This theorem is a classicality
result, analogous to the one proved by Coleman [1996] in the case of the modular
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curve. Actually, this result has also been proven by Buzzard [2003] and Kassaei
[2006] using an analytic continuation method, from which we take inspiration here.
Note that there has been extensive work on the classicality problem in the case
of the existence of the ordinary locus. We can cite the work of Sasaki [2010],
Johansson [2013], Tian and Xiao [2013] and Pilloni and Stroh [2011] in the case
of Hilbert varieties, and the work of the author with Pilloni and Stroh [Bijakowski
et al. 2016] for more general PEL Shimura varieties (see also [Bijakowski 2014]
for Shimura varieties with ramification).

In this introduction, we have assumed that p is inert in F0 and splits in F . The
group associated to the Shimura variety is then a linear group at p. If p is inert
in F , then the group is a unitary group at p. Everything we have said adapts to
that context: the description of the µ-ordinary locus, the existence of the canonical
subgroups, and the analytic continuation theorem. Note that the geometry is more
involved in that case; for example, to define Hecke operators, one has to deal with
subgroups of A[p2

].
Of course, the assumption that p is inert in F0 is for simplicity, so what we have

said can be formulated for any prime p unramified in F . In the writing of the paper,
we have tried to formulate propositions valid in both the linear and unitary cases as
much as possible, but of course we often had to treat the proofs separately.

Let us now talk briefly about the text. In Section 1, we introduce the varieties we
are dealing with, define the µ-ordinary locus and study the canonical subgroups. In
Section 2 we define the classical and overconvergent modular, as well as the Hecke
operators. In Section 3 we prove the analytic continuation result. For simplicity, we
suppose that the prime p is inert in Sections 2 and 3, and Section 4 briefly shows
how to handle the general case.

1. Shimura varieties of type (A)

1A. The moduli space.

1A1. Shimura datum. We will introduce the objects needed to define the Shimura
variety of unitary type we will work with. We refer to [Kottwitz 1992, Section 5]
for more details.

Let F0 be a totally real field of degree d, and F a CM-extension of F0. Let
(UQ, 〈 , 〉) be a nondegenerate hermitian F-module and G its automorphism group.
For any Q-algebra R, we have

G(R)=
{
(g, c)∈GLF (UQ⊗Q R)×R∗ : 〈gx, gy〉=c〈x, y〉 for all x, y∈UQ⊗Q R

}
.

Let τ1, . . . , τd be the embeddings of F0 into R, and let σi and σi be the two
embeddings of F into C extending τi . The choice of σi gives an isomorphism
F ⊗F0,τi R ' C. Let Ui = UQ⊗F0,τi R. We write (ai , bi ) for the signature of the
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antihermitian structure on Ui . Then GR is isomorphic to

G
( d∏

i=1

U(ai , bi )

)
,

where ai + bi is independent of i , and is equal to (1/2d) dimQ UQ. We’ll call this
quantity a+ b.

We also give ourselves a morphism of R-algebras h : C→ EndFUR such that
〈h(z)v,w〉 = 〈v, h(z̄)w〉 and (v,w) 7→ 〈v, h(i)w〉 is positive definite. This mor-
phism gives a complex structure on UR; let U 1,0

C
be the subspace of UC on which

h(z) acts by multiplication by z.
We then have U 1,0

C
'
∏d

i=1 Cai ⊕Cbi as F⊗QR-modules and F⊗Q R'
⊕d

i=1 C

(where the action of C on Cai ⊕Cbi is the standard action on the first factor and the
conjugated action on the second).

Let U be an OF -stable lattice of UQ, and assume that the pairing 〈 , 〉 induces a
pairing U ×U → Z which is perfect at p.

The ring OF is a free Z-module. Let α1, . . . , αt be a basis of this module and

detU 1,0 = f (X1, . . . , X t)= det
(
X1α1+ · · ·+ X tαt ;U

1,0
C
⊗C C[X1, . . . , X t ]

)
.

We can show that f is polynomial with algebraic coefficients. The number field E
generated by its coefficients is called the reflex field.

Remark 1.1. We chose for simplicity to work with a central algebra. One can
easily adapt the arguments here, replacing F by a simple algebra B with center F .

1A2. The Shimura variety. Let us now define the PEL Shimura variety of type (A)
associated to G. Let K be an extension of Qp containing the images of all the
embeddings F ↪→Qp. Assume that p is unramified in F . We fix an embedding
E ↪→ K , so that the coefficients of the polynomial detU 1,0 can be seen as elements
of OK . We also fix an integer N ≥ 3 prime to p.

Definition 1.2. Let X be the moduli space over OK whose S-points are the isomor-
phism classes of (A, λ, ι, η), where

• A→ S is an abelian scheme;

• λ : A→ At is a prime-to-p polarization;

• ι : OF → End A is compatible with complex conjugation and the Rosati
involution, and the polynomials detU 1,0 and detLie(A) are equal;

• η : A[N ] →U/NU is an OF -linear symplectic similitude, which lifts locally
for the étale topology to an OF -linear symplectic similitude

H1(A,A
p
f )→U ⊗Z A

p
f .
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The moduli space X is representable by a quasiprojective scheme over OK . We
will make a slight assumption on the variety we consider.

Hypothesis 1.3. We suppose that we are not in the case d = 1 and (a, b)= (1, 1).

This condition is technical, and will ensure that we can neglect the cusps in the
definition of the modular forms. The case we exclude corresponds essentially to
the modular curve, which is well known.

1A3. Iwahori level. Let π be a prime of F0 above p; we will call f the residual
degree and write q := p f . Since p is unramified in F , we have two possibilities
for the behavior of p in F :

• π splits as π+π− in F . We say that π is in case (L).

• π is inert in F . We say that π is in case (U).

The terminology (L) and (U) comes from the fact that the group G at π is a
linear or a unitary group, respectively. To define the Iwahori structure, we will
break into the two cases.

Definition 1.4. Let XIw,π be the moduli space of isomorphism classes of tuples
(A, λ, ι, η, H•), where

• (A, λ, ι, η) is a point of X ;

• 0⊂ H1 ⊂ · · · ⊂ Ha+b = A[π+], where each Hi is a subgroup of A[π+] which
is locally isomorphic for the étale topology to (OF/π

+)i in the case (L);

• 0⊂ H1 ⊂ · · · ⊂ Ha+b = A[π ], where each Hi is a subgroup of A[π ] which is
locally isomorphic for the étale topology to (OF/π)

i and such that Ha+b−i =

H⊥i in the case (U).

The moduli spaces XIw,π are representable by quasiprojective schemes over OK .
We also define the full Iwahori space by XIw = XIw,π1×X XIw,π2×X · · ·×X XIw,πg ,
where π1, . . . , πg are the primes of F0 above p and the maps XIw,πi → X are the
natural morphisms corresponding to forgetting the (Hi ).

Remark 1.5. In the case (L), the subgroups A[π+] and A[π−] are Cartier duals.
This comes from the compatibility between the complex conjugation and the Rosati
involution. Therefore, each of these groups is totally isotropic. A flag (H•) of A[π+]
gives naturally a flag (H⊥

•
) of A[π−]with H⊥i = (A[π

+
]/Hi )

D
⊂ A[π+]D= A[π−].

Choosing the prime π− instead of π+ would have given the same definition.

Now we will explicitly describe the determinant condition for the abelian
scheme A. We are still working with a prime π of F0 above p, and assume
it is of type (L). Let 6π be the decomposition group at π , i.e., the elements
σ ∈ Hom(F0,Qp) such that σ sends π into the maximal ideal of Qp. For every
σ ∈6π , there are two embeddings σ+ and σ− of F into Qp above σ ; the embedding
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σ+ sends π+ into the maximal ideal of Qp, and similarly for π−. To σ we have a
pair of integers (aσ , bσ ) and the choice of the embedding σ+ gives an order for the
two elements of the pair. Let A→ R be an abelian scheme over an OK -algebra R.
If we let ωπ := e∗�1

A[π∞], then we have ωπ = ω+π ⊕ω
−
π , where ω+π := e∗�1

A[(π+)∞].
The determinant condition for A then implies that

ω+π =
⊕
σ∈6π

Raσ

with OF acting on Raσ by σ+. Similarly, we have

ω−π =
⊕
σ∈6π

Rbσ

with OF acting on Rbσ by σ−.
Now suppose that π is of type (U). We still denote by 6π the decomposition

group at π of F0. For each σ ∈ 6π , there are two embeddings σ1 and σ2 of F
above σ ; the choice of σ1 gives an order for the elements of the pair (aσ , bσ ). Let
A→ R be an abelian scheme over an OK -algebra R. If we let ωπ := e∗�1

A[π∞],
then the determinant condition for A implies

ωπ =
⊕
σ∈6π

Raσ ⊕ Rbσ ,

where OF acts by σ1 on Raσ and by σ2 on Rbσ .

1B. The µ-ordinary locus. We will describe in this section the µ-ordinary locus
of the Shimura variety. Let us first introduce some notation.

Let L be an unramified extension of Qp of degree f0 and k a field of characteristic
p containing the residue field of L . Let D be the Galois group of L over Qp; there
is an isomorphism D' Z/ f0Z, where 1 is identified with the Frobenius σ of L . We
will write W (k) for the ring of Witt vectors of k. Let ε = (ετ )τ∈D be a sequence of
integers equal to 0 or 1. We define a Dieudonné module Mε in the following way:
it is a free W (k)-module of rank f0 and, if (eτ )τ∈D is a basis of this module, then
the Frobenius and Verschiebung are defined by

Feσ−1τ = pετ eτ and V eτ = p1−ετ eσ−1τ .

The module Mε is given an action of the ring of integers of L , namely OL acts on
W (k) · eτ by τ .

We’ll call BTε the p-divisible group over k corresponding to the Dieudonné
module Mε, and Hε the p-torsion of this p-divisible group.

1B1. Linear case. Now we come back to our Shimura variety. Consider first the
case (L); we are still considering a place π of F0 above π which splits as π =π+π−
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in F . If k is a field containing the residue field of OK and x = (A, λ, ι, η) is a
k-point of X , then whether the abelian variety A is µ-ordinary at π will depend on
the p-divisible group A[(π+)∞]. Recall that this p-divisible group has an action
of OF,π+ , the completion of OF at π+; this is an unramified extension of Qp of
degree f . If 6π denotes, as before, the decomposition group of π in F0, then there
is a bijection between 6π and the Galois group of OF,π+ and, for each σ ∈6π , we
have a pair of integers (aσ , bσ ). We put the elements (aσ ) in increasing order; we
then have a1 ≤ a2 ≤ · · · ≤ a f . For each integer 0≤ i ≤ f we define the sequence
εi = (εi, j )1≤ j≤ f by εi, j = 1 if j ≥ i + 1 and εi, j = 0 otherwise. We also set by
convention a0 = 0 and a f+1 = a+ b.

Definition 1.6. Let k be an algebraically closed field of characteristic p, and let
x = (A, λ, ι, η) be a k-point of X . Then x is µ-ordinary at π if there is an
isomorphism

A[(π+)∞] '
f∏

i=0

BTai+1−ai
εi

of p-divisible groups with OF,π+ action.

Note that the term on the right-hand side is explicitly

BTa1
(1,...,1)×BTa2−a1

(0,1,...,1)× · · ·×BTa f−a f−1
(0,...,0,1)×BTb f

(0,...,0) .

Let X0 denote the special fiber of X , and Xµ-π -ord
0 the µ-ordinary locus at the

place π . We have the following proposition, due to Wedhorn [1999, Theorem 1.6.2]:

Proposition 1.7. The µ-ordinary locus Xµ-π -ord
0 is open and dense in X0.

We also have the following characterization of the µ-ordinary locus:

Proposition 1.8 [Moonen 2004, Theorem 1.3.7]. Let k be an algebraically closed
field of characteristic p, and let x = (A, λ, ι, η) be a k-point of X. Then x is
µ-ordinary at π if and only if there is an isomorphism

A[π+] '
f∏

i=0

BTai+1−ai
εi

[π+]

of finite flat group schemes with OF,π+ action.

Since BTεi is multiplicative for i = 0, étale for i = f and bi-infinitesimal other-
wise, we have the following criterion for the existence of the ordinary locus at π :

Proposition 1.9. The µ-ordinary locus equals the ordinary locus (at the place π)
if and only if there exists an integer a such that aσ = a for all σ ∈6π .

This last condition is also equivalent to the fact that the local reflex field at π is
equal to Qp (see [Wedhorn 1999, Section 1.6] for more details).
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1B2. Unitary case. Let us now consider the case (U). Let k be a field containing
the residue field of OK , and let x = (A, λ, ι, η) be a k-point of X . Whether the
abelian variety A is µ-ordinary at π will depend on the p-divisible group A[π∞].
Recall that this p-divisible group has an action of OF,π , the completion of OF

at π ; this is an unramified extension of Qp of degree 2 f . Recall that 6π is the
decomposition group at π of F0 and it is of cardinality f . If σ ∈ 6π , there are
two embeddings σ1 and σ2 of F into Qp, and the choice of one of the two gives
elements aσ and bσ . We suppose that the choice is made so that aσ ≤ bσ ; we also
order the elements in 6π so that the sequence (aσ ) is increasing. We then have

a1 ≤ a2 ≤ · · · ≤ a f ≤ b f ≤ b f−1 ≤ · · · ≤ b1.

This gives an order on the embeddings of F into Qp. For each integer 0≤ i ≤ 2 f
we define the sequence εi = (εi, j )1≤ j≤2 f by εi, j = 1 if j ≥ i + 1 and εi, j = 0
otherwise. We define a sequence (αi )0≤i≤2 f+1 by α0 = 0, αi = ai for 1 ≤ i ≤ f ,
αi = b2 f+1−i for f + 1≤ i ≤ 2 f and α2 f+1 = a+ b.

Definition 1.10. Let k be an algebraically closed field of characteristic p, and
let x = (A, λ, ι, η) be a k-point of X . Then x is µ-ordinary at π if there is an
isomorphism

A[π∞] '
2 f∏
i=0

BTαi+1−αi
εi

of p-divisible groups with OF,π action.

Note that the term in the right-hand side is explicitly

BTa1
(1,...,1)×BTa2−a1

(0,1,...,1)× · · ·×BTa f−a f−1
(0,...,0,1,1...,1)

×BTb f−a f
(0,...,0,1...,1)×BTa f−a f−1

(0,...,0,0,1...,1)× · · ·×BTa1
(0,...,0) .

(We have used the fact that bi − bi−1 = ai−1 − ai , since the quantity aj + b j is
independent of j .)

Let X0 denote the special fiber of X , and Xµ-π -ord
0 the µ-ordinary locus. We have

the following proposition, due to Wedhorn [1999, Theorem 1.6.2]:

Proposition 1.11. The µ-ordinary locus Xµ-π -ord
0 is open and dense in X0.

We also have the following characterization of the µ-ordinary locus:

Proposition 1.12 [Moonen 2004, Theorem 1.3.7]. Let k be an algebraically closed
field of characteristic p, and let x = (A, λ, ι, η) be a k-point of X. Then x is
µ-ordinary at π if and only if there is an isomorphism

A[π ] '
2 f∏
i=0

BTαi+1−αi
εi

[π ]

of finite flat group schemes with OF,π action.
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Since BTεi is multiplicative for i = 0, étale for i = 2 f and bi-infinitesimal
otherwise, we have the following criterion for the existence of the ordinary locus
at π :

Proposition 1.13. The µ-ordinary locus equals the ordinary locus (at the place π )
if and only if aσ = bσ = 1

2(a+ b) for all σ ∈6π .

Again, this last condition is equivalent to the fact that the local reflex field at π
is equal to Qp.

We’ll need later to work with the rigid space associated to X . Let us call this
rigid space Xrig; it is the generic fiber of the formal completion of X along its
special fiber. We refer to [Berthelot 1996] for more details on rigid spaces. We have
a specialization map sp : Xrig→ X0, and we’ll write Xµ-π -ord

rig for the inverse image
of the µ-ordinary locus under the specialization map. We’ll also write XIw,rig for
the rigid space associated to XIw.

1C. Canonical subgroups.

1C1. Degrees and partial degrees. Before introducing the canonical subgroups on
the µ-ordinary locus, we’ll define the degree for a finite flat group scheme defined
over a finite extension of Qp, and the partial degrees for these endowed with an
action of the ring of integers of an unramified extension of Qp.

Definition 1.14. Let L be a finite extension of Qp and let G be a finite flat group
scheme of p-power order over OL . Let ωG be the conormal module along the unit
section. Then the degree of G is, by definition,

deg G := v(Fitt0 ωG),

where Fitt0 denotes the Fitting ideal, and the valuation of an ideal is defined by
v(x OL)= v(x), normalized by v(p)= 1.

We now state some properties of this function. We refer to [Fargues 2010,
Section 3] for more details.

Proposition 1.15. The degree function has the following properties:

• Let G be as before. Then, if G D denotes the Cartier dual of G, we have

deg G D
= ht G− deg G.

In particular, deg G ∈ [0, ht G].

• The degree function is additive: if we have an exact sequence

0→ G1→ G2→ G3→ 0

with Gi finite flat, then deg G2 = deg G1+ deg G3.
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• Let G and G ′ be two finite flat group schemes, and suppose that there exists
a morphism f : G → G ′ which is an isomorphism in generic fiber. Then
deg G ≤ deg G ′, and we have equality if and only if f is an isomorphism.

We deduce from the last property the following corollary:

Corollary 1.16. Let G be a finite flat group scheme of p-power order defined over
a finite extension of Qp. Suppose that H1 and H2 are two finite flat subgroups of G.
Then

deg H1+ deg H2 ≤ deg(H1+ H2)+ deg(H1 ∩ H2).

Proof. By dividing everything by H1∩H2, we are reduced to the case H1∩H2={0}.
The morphism H1× H2→ H1+ H2 is an isomorphism in generic fiber, thus by the
previous proposition we get

deg(H1× H2)≤ deg(H1+ H2).

But, since the degree function is additive, deg(H1× H2)= deg H1+ deg H2. �

Let G be as in the previous definition and suppose now that G has an action
of OM , where M is a finite unramified extension of Qp. Let 6 be the set of
embeddings of M into Qp. Then the module ωG has an action of OM and has the
decomposition

ωG =
⊕
σ∈6

ωG,σ ,

where OM acts on ωG,σ by σ .

Definition 1.17. The partial degree of G is defined for all σ ∈6 as

degσG = v(Fitt0 ωG,σ ).

Proposition 1.18. The partial degree functions have the following properties:

• We have deg G =
∑

σ∈6 degσG.

• Suppose that G has height [M :Qp]h. If G D denotes the Cartier dual of G,
we have, for all σ ∈6,

degσG D
= h− degσG.

In particular, degσG ∈ [0, h].

• The partial degree functions are additive: if we have an exact sequence

0→ G1→ G2→ G3→ 0

with Gi finite flat with an action of OM , then degσG2 = degσG1+degσG3 for
all σ ∈6.

We refer to [Bijakowski 2014, Section 1.1.5] for more details.
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Remark 1.19. If we are in the situation of the third point of Proposition 1.15, i.e., if
we have a morphism of finite flat group schemes f :G→G ′ that is an isomorphism
in generic fiber and if G and G ′ have an action of OM , then it is not true that the
partial degrees increase. Indeed, the functions that increase are linear combinations
of the partial degrees. For example, if [M :Qp] = 2, there are two partial degrees
deg1 and deg2, and the functions that increase are deg1+p deg2 and p deg1+ deg2.
See [Bijakowski 2014, Proposition 1.1.33] for more details.

Example 1.20. Let us apply what we have said to our Shimura variety. Let x =
(A, λ, ι, η) be an OL -point of X (where L is a finite extension of Qp) and suppose
that π is a place of F0 above p in case (L). Then A[π+] has an action of OF0,π .
Moreover, we have

degσ A[π+] = aσ

for all σ ∈ 6π . If H is an OF -stable subgroup of A[π+] of height f h, then
the orthogonal H⊥ is a subgroup of A[π−] of height f (a + b − h). We have
H⊥ ' (A[π+]/H)D , and thus

degσ H⊥ = (a+ b− h)− (aσ − degσ H)= bσ − h+ degσ H

for all σ ∈6π . We see that one has the inequalities

degσ H ≥ h− bσ and degσ H⊥ ≥ bσ − h

for all σ ∈6π .

Example 1.21. Suppose now that π is in case (U). Then the group scheme A[π ]
has an action of OF,π . Recall that if σ ∈6π is an embedding of F0 into Qp above π ,
then there are two embeddings σ1 and σ2 of F extending σ . With our previous
conventions, we have

degσ1
A[π ] = aσ and degσ2

A[π ] = bσ .

If H is an OF -stable subgroup of A[π ] of height 2 f h, then the orthogonal H⊥ is a
subgroup of A[π ] of height 2 f (a+ b− h). We have H⊥ ' (A[π ]/H)D,c, where
the superscript c means that the action of OF on (A[π ]/H)D,c is the conjugate of
the natural one. This comes from the compatibility between the Rosati involution
and the complex conjugation. Thus,

degσ1
H⊥ = aσ − h+ degσ2

H and degσ2
H⊥ = bσ − h+ degσ1

H

for all σ ∈6π . We see that one has the inequalities

degσ1
H ≥ h− bσ and degσ2

H ≥ h− aσ
for all σ ∈6π .
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1C2. Siegel variety. Let us now recall some facts for the canonical subgroup of
the Siegel variety.

Let g ≥ 1 be an integer and Ag the Siegel variety. There is a universal abelian
scheme A on Ag. There is also a Hasse invariant Ha on Ag. We quote the main
result obtained by Fargues [2011] on the canonical subgroup.

Proposition 1.22. Let A be an abelian scheme of dimension g defined over OL

(L is a finite extension of Qp). Suppose that the valuation w of the Hasse invariant
is strictly less than 1

2 . Then there is a canonical subgroup H ⊂ A[p], of height g,
totally isotropic, with

deg H = g−w.

Let Ag,rig be the rigid space associated to Ag. Then the ordinary locus of Ag,rig

is defined as the locus where the associated abelian scheme is ordinary; it is also
the locus where the Hasse invariant is invertible. The proposition says that, on a
strict neighborhood of the ordinary locus, there exists a canonical subgroup of high
degree in A[p]. We propose a simple reformulation of this property. We have the
following observation:

Proposition 1.23. Let A be an abelian scheme of dimension g defined over OL

(L is a finite extension of Qp). There exists at most one subgroup H of height g of
A[p] with

deg H > g− 1
2 .

Proof. Suppose not, and let H1 and H2 be two subgroups with deg Hi > g − 1
2 .

Then we have

2g− 1< deg H1+ deg H2 ≤ deg(H1+ H2)+ deg(H1 ∩ H2).

But deg(H1+ H2)≤ deg A[p] = g and, since H1 ∩ H2 is of height h ≤ g− 1, we
have deg(H1 ∩ H2)≤ g− 1. We get a contradiction. �

This can be used to prove the existence of the canonical subgroup in the following
way. Let A′g be the Siegel variety parametrizing a g-dimensional abelian scheme
with polarization and a subgroup H totally isotropic of height g. We have a
map f : A′g → Ag corresponding to forgetting H . If we let A′g,rig be the rigid
space associated to A′g, we still have a morphism f : A′g,rig → Ag,rig. Define
Xr = {x ∈ A′g,rig : deg H(x) ≥ g− r} for any rational r ; it is an admissible open
subset of A′g,rig. Then the ordinary locus of Ag,rig is f (X0), and it follows from
[Bijakowski et al. 2016, Proposition 4.1.7] that ( f (Xr ))r>0 forms a basis of strict
neighborhoods of the ordinary locus (the map f is finite étale, and the (Xr )r>0 are
strict neighborhoods of X0). The previous proposition shows that on f (Xr ) there is
exactly one subgroup of height g of degree greater than or equal to g− r for r < 1

2 ;
this is the canonical subgroup.
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1C3. Linear case. Now let’s get back to our Shimura varieties. Suppose we are in
case (L). Then we have the following proposition:

Proposition 1.24. Let L be a finite extension of Qp and x = (A, λ, ι, η) an OL -
point of X. Let 1 ≤ i ≤ f be an integer. Then there exists at most one subgroup
H ⊂ A[π+] that is stable by OF of height f ai such that

deg H >

f∑
j=1

min(aj , ai )−
1
2 .

Proof. Suppose not, and let H1 and H2 be two such subgroups. Let us denote by f h
the height of H1 ∩ H2; the height of H1+ H2 is then f (2ai − h). We have

deg H1+ deg H2 ≤ deg(H1+ H2)+ deg(H1 ∩ H2).

But

deg(H1+ H2)≤

f∑
j=1

min(aj , 2ai − h)≤
i∑

j=1

aj +

f∑
j=i+1

(2ai − h)

and

deg(H1 ∩ H2)≤

f∑
j=1

min(aj , h)≤
i−1∑
j=1

aj +

f∑
j=i

h.

We finally get

deg H1+ deg H2 ≤ 2
i−1∑
j=1

aj + 2
f∑

j=i+1

ai + ai + h ≤ 2
f∑

j=1

min(aj , ai )− 1

since h ≤ ai − 1, a contradiction. �

The proposition shows that there exists at most one subgroup of height f ai and
of big degree. The next proposition shows that if two such subgroups exist (with
different heights), then we automatically have an inclusion.

Proposition 1.25. Let i < j be two integers between 1 and f . Let x = (A, λ, ι, η)
be an OL -point of X , and suppose there exists, for l ∈{i, j}, a subgroup Hl⊂ A[π+]
that is stable by OF of height f al such that

deg Hl >

f∑
k=1

min(ak, al)−
1
2 .

Then we have Hi ⊂ Hj .
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Proof. Let f h denote the height of Hi ∩ Hj . We have the following inequalities:

deg(Hi + Hj )≤

f∑
k=1

min(ak, ai + aj − h)≤
j∑

k=1

ak +

f∑
k= j+1

(ai + aj − h),

deg(Hi ∩ Hj )≤

f∑
k=1

min(ak, h)≤
i−1∑
k=1

ak +

f∑
k=i

h.

We then get

deg Hi + deg Hj ≤ deg(Hi + Hj )+ deg(Hi ∩ Hj )

≤ 2
i−1∑
k=1

ak +

j∑
k=i

(ak + h)+
f∑

k= j+1

(ai + aj ).

If we do not have the inclusion Hi ⊂ Hj , then h ≤ ai − 1. We then get

deg Hi + deg Hj ≤

f∑
k=1

(min(ak, ai )+min(ak, aj ))− ( j − i + 1).

We get a contradiction with the hypothesis that Hi and Hj have big degrees. �

As a consequence, we directly get the existence of canonical subgroups for
µ-ordinary abelian schemes. Let s be the cardinality of {a1, . . . , a f }∩[1, a+b−1],
and denote by A1 < · · ·< As the different elements of this set.

Corollary 1.26. Let L be a finite extension of Qp, and let x= (A, λ, ι, η) be an OL -
point of X. Assume that x is µ-ordinary (i.e., the special fiber of A is µ-ordinary).
Then, for any integer 1 ≤ k ≤ s, there exists a unique subgroup Hk ⊂ A[π+] of
height f Ak , with

degσ Hk =min(aσ , Ak)

for all σ ∈6π .

Proof. We can work over Qp. Since A is µ-ordinary we have, by [Moonen 2004,
Proposition 2.1.9], a filtration

X0 = 0⊂ X1 ⊂ · · · ⊂ X f+1 = A[(π+)∞]

on A[(π+)∞] with X i p-divisible groups such that (X i+1/X i )× Fp ' BTai+1−ai
εi

for 0 ≤ i ≤ f . Let Yi = X i+1/X i for 0 ≤ i ≤ f . Then Yi is a p-divisible group
over the ring of integers of Qp. The module ωYi decomposes into

⊕
σ∈6π

ωYi ,σ ,
and each ωYi ,σ is free over the ring of integers of Qp. Recall that we have chosen
an ordering for the set 6π = {σ1, . . . , σf }. From the description of the special fiber
of Yi , one sees that ωYi ,σj is 0 if j ≤ i , and is free of rank ai+1−ai over the ring of
integers of Qp if j ≥ i+1. Thus, degσj

Yi [π
+
] is 0 if j ≤ i and ai+1−ai otherwise.



858 Stéphane Bijakowski

Let Hi = X i [π
+
] for 0≤ i ≤ f ; it is a finite flat subgroup of A[π+] of height f ai .

Moreover, we have

degσj
Hi =

i∑
k=1

degσj
Hk/Hk−1 =

min(i, j)∑
k=1

(ak − ak−1)= amin(i, j) =min(ai , aj )

for all i and j between 1 and f . This gives the existence of the desired subgroups.
The uniqueness follows from the previous proposition. �

Remark 1.27. We also have the following description of the canonical subgroups
in the special fiber. Let L be a finite extension of Qp, and let x = (A, λ, ι, η) be a
µ-ordinary point of X defined over OL . Let As denote the special fiber of A; then
the Frobenius F acts on As[(π

+)∞], and we can form the subgroups

Ci := (π
+) f−i As[F f , (π+) f−i+1

]

for 1 ≤ i ≤ f . Then we have 0 ⊂ C1 ⊂ · · · ⊂ C f ⊂ As[π
+
], and the special

fiber of each of the canonical subgroups is equal to one of the Ci . More precisely,
we have Hj × k(L) = Cr( j) for 1 ≤ j ≤ s, with k(L) the residue field of L and
r( j)=min{l : al = A j }.

We can then define the relevant degree functions on XIw,π . For each integer j ,
define

d j =
∑
σ∈6π

min(aσ , aj ).

Let XIw,π,rig be the associated rigid space. We define the degree function Deg :
XIw,π,rig→

∏s
j=1[0, d j ] on this space by

Deg(A, λ, ι, η, H•) := (deg Haj )1≤ j≤s .

We also define the j-th degree function by Deg j (A, λ, ι, η, H•) := deg Haj for
1≤ j ≤ s.

Remark 1.28. The integers s and d j as well as the functions Deg and Deg j depend
on the place π . If the context is clear, we choose not to write the dependence on π
to lighten the notation.

We then have the following description of the µ-ordinary locus.

Proposition 1.29. The space Xµ-π -ord
rig ⊂ Xrig is exactly the image of

Deg−1({d1}× · · · × {ds})

under the map XIw,π,rig→ Xrig.
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Proof. If x is a µ-ordinary point, it then follows from the previous corollary
that there exist subgroups Hj of height faj with deg Hj = d j for all 1 ≤ j ≤ s.
Conversely, suppose that (A, λ, ι, η) is a point of Xrig, with A defined over the ring
of integers of an extension L of Qp, and that there exist subgroups Hj of height
faj with deg Hj = d j for all 1≤ j ≤ s. We want to show that A is µ-ordinary; it
suffices to show that A[π+] has a nice description. We have degσ Hj ≤min(aσ , aj )

for all σ ∈6π and, since d j =
∑

σ∈6π
min(aσ , aj ), this forces the last inequality

to be an equality. Define H0 = 0, Hs+1 = A[π+], and let H ′j be a complement of
Hj−1 in Hj for all 1≤ j ≤ s+1. This is possible if the field L is large enough. We
claim that, for 1≤ j ≤ s+ 1,

Hj ' H ′j × Hj−1.

Indeed we have a morphism Hj−1→ Hj/H ′j that is an isomorphism in generic fiber.
The degree of the image of Hj−1 in Hj/H ′j thus increases, but since the degree of
Hj−1 is maximal, it must be an equality. We deduce that deg Hj =deg H ′j+deg Hj−1

and that the morphism H ′j × Hj−1→ Hj is an isomorphism.
We finally get

A[π+] ' H ′1× H ′2× · · ·× H ′s+1.

But we can explicitly describe the groups H ′j . Indeed, for all 1 ≤ j ≤ s + 1
and σ ∈6π , we have (setting A0 = 0 and As+1 = a+ b)

degσ H ′j = degσ Hj − degσ Hj−1 =min(aσ , aj )−min(aσ , A j−1).

This quantity is 0 if aσ ≤ A j−1 and aj − A j−1 if aσ ≥ aj . Since the height
of H ′j is f (aj − A j−1), one can see that the special fiber of H ′j is isomorphic to
BTεs( j)[π

+
]

A j−A j−1 , where s( j) is the number of σ ∈ Dπ with aσ ≤ A j−1 (one can
see this by looking at the Dieudonné module associated to the special fiber of H ′j ,
for example). We then conclude that A is µ-ordinary by Proposition 1.8. �

1C4. Unitary case. Suppose now we are in case (U). Then we have the following
proposition:

Proposition 1.30. Let L be a finite extension of Qp and x = (A, λ, ι, η) an OL -
point of X. Let 1 ≤ i ≤ f be an integer. Then there exists at most one subgroup
H ⊂ A[π ] that is stable by OF of height 2 f ai such that

deg H >

2 f∑
j=1

min(αj , ai )−
1
2 .

Moreover, if such a subgroup exists, it is totally isotropic.

Proof. The proof of the first part of the proposition is exactly the same as in the
linear case (see Proposition 1.24). To prove that the subgroup is totally isotropic,
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we will use the same argument as in the proof of Proposition 1.25. We only need to
get a bound for the degree of H⊥. But we have H⊥ ' (A[π ]/H)D , so

deg H⊥ = 2 f bi − deg(A[π ]/H)

= deg H +
2 f∑
j=1

(bi −αj ) >

2 f∑
j=1

(bi −αj +min(αj , ai ))−
1
2 .

But bi −αj +min(αj , ai )=min(bi , ai +bi −αj ) and, since ai +bi is constant, we
have ai + bi −αj = α2 f+1−i . In conclusion, we get

deg H⊥ >
2 f∑
j=1

min(bi , αj )−
1
2 .

We conclude that H ⊂ H⊥ by applying the proof of Proposition 1.25 directly (note
that H⊥ is of height 2 f bi ). �

The proposition shows that there exists at most one subgroup of height 2 f ai and
of big degree. The next proposition shows that if two such subgroups exists (with
different heights), then we automatically have an inclusion.

Proposition 1.31. Let i < j be two integers between 1 and f . Let x = (A, λ, ι, η)
be an OL -point of X , and suppose there exists, for l ∈ {i, j}, a subgroup Hl ⊂ A[π ]
that is stable by OF of height 2 f al such that

deg Hl >

2 f∑
k=1

min(αk, al)−
1
2 .

Then Hi ⊂ Hj .

Proof. The proof is the same as in the linear case (see Proposition 1.25). �

As a consequence, we directly get the existence of canonical subgroups for
µ-ordinary abelian schemes. Let s be the cardinality of {a1, . . . , a f }∩

[
1, 1

2(a+b)
]
,

and denote by A1 < · · ·< As the different elements of this set.

Corollary 1.32. Let L be a finite extension of Qp and let x = (A, λ, ι, η) be an OL -
point of X. Assume that x is µ-ordinary (i.e., the special fiber of A is µ-ordinary).
Then, for any integer 1 ≤ k ≤ s, there exists a unique totally isotropic subgroup
Hk ⊂ A[π ] of height 2 f Ak , with

degσ Hk =min(ασ , Ak)

for all σ ∈6π .

Proof. The proof is similar to the linear case (see Corollary 1.26). �
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Remark 1.33. We also have the following description of the canonical subgroups
in the special fiber. Let L be a finite extension of Qp, and let x = (A, λ, ι, η) be a
µ-ordinary point of X defined over OL . Let As denote the special fiber of A; then
the Frobenius F acts on As[π

∞
], and we can form the subgroups

Ci := π
2 f−i As[F2 f , π2 f−i+1

]

for 1 ≤ i ≤ 2 f . Then we have 0 ⊂ C1 ⊂ · · · ⊂ C2 f ⊂ As[π ], and the special
fiber of each of the canonical subgroups is equal to one of the Ci . More precisely,
we have Hj × k(L) = Cr( j) for 1 ≤ j ≤ s, with k(L) the residue field of L and
r( j)=min{l : al = A j }. Note also that C⊥i = C2 f+1−i .

We can then define the relevant degree functions on XIw,π . For each integer k,
define

dk =

2 f∑
j=1

min(αj , Ak).

Let XIw,π,rig be the associated rigid space. We define the degree function Deg :
XIw,π,rig→

∏s
k=1[0, dk] on this space by

Deg(A, λ, ι, η, H•) := (deg HAk )1≤k≤s .

We also define the k-th degree function by Degk(A, λ, ι, η, H•) := deg HAk for
1≤ k ≤ s. We then have the following description of the µ-ordinary locus:

Proposition 1.34. The space Xµ-ord
rig ⊂ Xrig is exactly the image of

Deg−1({d1}× · · · × {ds})

under the map XIw,π,rig→ Xrig.

Proof. If x is a µ-ordinary point, it follows from the previous corollary that there
exist subgroups Hk of height 2 f Ak with deg Hk = dk for all 1≤ k ≤ s. Conversely,
suppose that (A, λ, ι, η) is a point of Xrig, with A defined over the ring of integers
of an extension L of Qp, and that there exist subgroups Hk of height 2 f Ak with
deg Hk = dk for all 1≤ k ≤ s. This implies that we have degσ Hk =min(ασ , Ak) for
all σ ∈ Dπ and 1≤ k ≤ s. We want to show that A is µ-ordinary; it suffices to show
that A[π ] has a nice description. Define H0=0, Hi = H⊥2s+1−i for s+1≤ i ≤2s+1,
and let H ′j be a complement of Hj−1 in Hj for all 1≤ j ≤ 2s+ 1. This is possible
if the field L is big enough. We claim that

Hj ' H ′j × Hj−1.

Indeed we have a morphism Hj−1→ Hj/H ′j that is an isomorphism in generic fiber.
The degree of the image of Hj−1 in Hj/H ′j thus increases, but since the degree of
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Hj−1 is maximal, it must be an equality. We deduce that deg Hj =deg H ′j+deg Hj−1

and that the morphism H ′j × Hj−1→ Hj is an isomorphism.
We finally get

A[π ] ' H ′1× H ′2× · · ·× H ′2s+1.

But we can explicitly describe the groups H ′j using the same proof as Proposition
1.29. We then conclude that A is µ-ordinary by Proposition 1.12. �

2. Modular forms and Hecke operators

2A. Modular forms. Let’s now define the modular forms for the Shimura variety X .
Let π be a place of F0 above p, and suppose it is in case (L). Then we define the
OF⊗OK -module Stπ by

Stπ := Oaσ
K ⊕ Obσ

K ,

where OF acts on Oaσ
K by σ+ and on Obσ

K by σ−. If π is in case (U), we define the
OF ⊗ OK -module Stπ by

Stπ := Oaσ
K ⊕ Obσ

K ,

where OF acts on Oaσ
K by σ1 and on Obσ

K by σ2. Finally, we define the OF⊗OK -
module St by

St=
⊕
π

Stπ ,

where π runs over the places of F0 above p. If R is an OK -algebra and (A, λ, ι, η)
is an R-point of X , then the R⊗OF -module e∗�1

A/R is isomorphic to St⊗OK R.
The sheaf ωA := e∗�1

A/X is then locally isomorphic to St⊗OK OX (it is a locally
free sheaf on OX ).

Define

T = IsomOF⊗OX (St⊗OX , ωA).

This is a torsor on X under the group, defined over OK ,

M =
∏
π∈P

∏
σ∈6π

GLaσ ×GLbσ ,

where P is the set of primes of F0 above π . Let BM be the upper Borel subgroup of
M , UM its unipotent radical, and TM its maximal torus. Let X (TM) be the character
group of TM and X (TM)

+ the cone of dominant weights for BM . If κ ∈ X (TM)
+,

we let κ ′ = −w0κ ∈ X (TM)
+, where w0 is the element of highest length in the

Weyl group of M relative to TM .
Let φ : T → X be the projection morphism.



Analytic continuation on Shimura varieties with µ-ordinary locus 863

Definition 2.1. Let κ ∈ X (TM)
+. The sheaf of modular forms of weight κ is

ωκ = φ∗OT [κ
′
], where φ∗OT [κ

′
] is the subsheaf of φ∗OT , on which BM = TMUM

acts by κ ′ on TM and trivially on UM .

A modular form of weight κ on X with coefficients in an OL -algebra R is thus
a global section of ωκ , so an element of H 0(X ×OK R, ωκ). Using the projection
XIw→ X , we similarly define the sheaf ωκ on XIw, as well as the modular forms
on XIw.

2B. Overconvergent modular forms. For simplicity, we will now assume that there
is only one place π of F0 above p, that is to say that p is inert in F0. The case with
several places does not add any difficulty, and will be treated in Section 4.

We can then define the space of overconvergent modular forms. These will be
sections of the sheaf of modular forms defined over a strict neighborhood of the
µ-ordinary locus. Recall that we have defined in both cases a degree function

Deg : XIw,rig→

s∏
k=1

[0, dk].

Since there is only one place above p in F0, we have XIw = XIw,π .
We define the µ-ordinary-multiplicative locus as Deg−1({d1}× · · · × {ds}). By

Proposition 1.29 or Proposition 1.34, this locus lies in the µ-ordinary locus.

Definition 2.2. The space of overconvergent modular forms of weight κ is defined
as

M†
:= colimV H 0(V, ωκ),

where V runs over the strict neighborhoods of the µ-ordinary-multiplicative locus
in XIw,rig.

An overconvergent modular form is then defined over a space of the form

Deg−1([d1− ε, d1]× · · · × [ds − ε, ds])

for some ε > 0.

2C. Hecke operators. We now define the Hecke operators. These operators will
act both on the rigid space and on the space of modular forms. We will fix the
weight κ . Explicitly, κ is a collection of integers(

(κσ,1 ≥ · · · ≥ κσ,aσ ), (λσ,1 ≥ · · · ≥ λσ,bσ )
)
σ∈6π

.

We recall that we still assume that π is the only place of F0 above p. To simplify
the notation, we define κσ := κσ,aσ and λσ := λσ,bσ .
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2C1. Linear case. Assume that π is in case (L). Let 1≤ i ≤ a+b−1 be an integer,
and let Ci be the moduli space defined over K parameterizing (A, λ, ι, η, H•, L),
with (A, λ, ι, η, H•) a point of XIw and L = L0⊕L⊥0 a subgroup of A[π ], where L0

is an OF -stable subgroup of A[π+]with A[π+]= Hi⊕L0. We have two morphisms
p1, p2 : Ci → XIw×OK K . The morphism p1 corresponds to forgetting L , and the
morphism p2 is defined as p2(A, λ, ι, η, H•, L)= (A/L , λ′, ι′, η′, H ′

•
), with

• H ′j = (Hj + L0)/L0 if j ≤ i ;

• H ′j = ((π
+)−1(Hj ∩ L0))/L0 if j > i .

We take the polarization λ′ to be equal to p · λ, which is a prime-to-p polarization.
Let Can

i be the analytic space associated to Ci , and define Ci,rig := p−1
1 (XIw,rig).

The morphisms p1 and p2 give morphisms Ci,rig→ XIw,rig.

Definition 2.3. The i-th Hecke operator acting on the subsets of XIw,rig is defined
by

Uπ,i (S)= p2(p−1
1 (S)).

This operator preserves the admissible open subsets and quasicompact admissible
open subsets.

Let us denote by p : A→ A/L the universal isogeny over Ci . This induces an
isomorphism p∗ : ω(A/L)/X → ωA/X , and thus a morphism p∗(κ) : p∗2ω

κ
→ p∗1ω

κ .
For every admissible open U of XIw,rig, we form the composed morphism

Ũπ,i : H 0(Uπ,i (U), ωκ)→ H 0(p−1
1 (U), p∗2ω

κ)

p∗(κ)
−−→ H 0(p−1

1 (U), p∗1ω
κ)

Trp1−−→ H 0(U, ωκ).

Definition 2.4. The Hecke operator acting on modular forms is defined by Uπ,i =

(1/pNi )Ũπ,i with

Ni =
∑
σ∈6π

(
min(i, aσ )min(a+b− i, bσ )+max(aσ − i, 0)κσ +max(i−aσ , 0)λσ

)
.

We will also write

ni =
∑
σ∈6π

min(i, aσ )min(a+ b− i, bσ )

for the constant term of Ni , which is independent of the weight.
Let us explain briefly the meaning of the normalization factor Ni . The term

min(i, aσ )min(a+ b− i, bσ ) comes from the inseparability degree of the projec-
tion p1. The term max(aσ − i, 0)κσ + max(i − aσ , 0)λσ comes from the mor-
phism p∗(κ). Indeed, we have the following proposition:
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Proposition 2.5. Let M be a finite extension of Qp, let (A, λ, ι, η, H•) be an OM -
point of XIw and let L = L0⊕ L⊥0 be a subgroup of A[π ], where L0 is an OF -stable
subgroup of A[π+] with A[π+] = Hi ⊕ L0 in generic fiber. Then we have, for
all σ ∈6π ,

degσ L0 ≥ aσ − i and degσ L⊥0 ≥ i − aσ .

Proof. The group A[π+]/L0 is of height f i and has partial degree (aσ −degσ L0)σ .
Hence, aσ −degσ L0 ≤ i and degσ L0 ≥ aσ − i . We get the other equality by duality
(note that bσ − (a+ b− i)= i − aσ ). �

We have the following proposition concerning the behavior of the Hecke operator
regarding the degree function:

Proposition 2.6. Let x = (A, λ, ι, η, H•) be a point of XIw,rig, and y ∈ Uπ,i (x)
corresponding to a subgroup L ∈ A[π ] as before. Write y = (A/L , λ, ι, η, H ′

•
);

then we have
deg H ′j ≥ deg Hj

for all 1≤ j ≤ a+ b− 1. Moreover, we have

deg H ′i = deg A[π+] − deg L0.

If deg H ′i = deg Hi , then deg Hi ∈ Z.

Proof. For all 1≤ j ≤ i , the morphism Hj → H ′j is an isomorphism in the generic
fiber. Thus, deg H ′j ≥ deg Hj . If i < j ≤ a+ b− 1, we have

deg H ′j = deg((π+)−1(Hj ∩ L0))− deg L0.

Since deg((π+)−1 H)= deg A[π+] + deg H for every subgroup H of A[π+], we
get

deg H ′j = deg A[π+] + deg(Hj ∩ L0)− deg L0

= deg(Hj + L0)+ deg(Hj ∩ L0)− deg L0 ≥ deg Hj

from the properties of the degree function.
We have H ′i = (A[π

+
]/L0), hence the formula for the degree of H ′i . If deg H ′i =

deg Hi , then we have deg Hi + deg L0 = deg A[π+], and A[π+] = Hi × L0. Since
A[π+] is a BT1, so is Hi , and its degree is an integer. �

2C2. Unitary case. Assume now that π is in case (U). Let 1 ≤ i ≤ 1
2(a + b)

be an integer, and let Ci be the moduli space defined over K parameterizing
(A, λ, ι, η, H•, L), with (A, λ, ι, η, H•) a point of XIw, where

• L is an OF -stable, totally isotropic subgroup of A[π2
] such that A[π ] =

Hi ⊕ L[π ] = H⊥i ⊕πL if i < 1
2(a+ b);
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• L is an OF -stable, totally isotropic subgroup of A[π ] such that A[π ] = Hi⊕L
if i = 1

2(a+ b).

We have two morphisms p1, p2 : Ci → XIw ×OK K . The morphism p1 corre-
sponds to forgetting L , and the morphism p2 is defined as p2(A, λ, ι, η, H•, L)=
(A/L , λ′, ι′, η′, H ′

•
), with

• H ′j = (Hj + L)/L if j ≤ i ;

• H ′j = (π
−1(Hj ∩ L)+ L)/L if i < j ≤ 1

2(a+ b).

We take the polarization λ′ to be equal to p · λ, which is a prime-to-p polarization.
Let Can

i be the analytic space associated to Ci , and define Ci,rig := p−1
1 (XIw,rig).

The morphisms p1 and p2 give morphisms Ci,rig→ XIw,rig.

Definition 2.7. The i-th Hecke operator acting on the subsets of XIw,rig is defined
by

Uπ,i (S)= p2(p−1
1 (S)).

This operator preserves the admissible open subsets and quasicompact admissible
open subsets.

Remark 2.8. The condition A[π ] = H⊥i ⊕πL is actually redundant with the condi-
tion A[π ] = Hi ⊕ L[π ]. Indeed, since L is totally isotropic, we have πL ⊂ L[π ]⊥

(we denote by L[π ]⊥ the orthogonal in A[π ] of L[π ]). Comparing the heights, we
see that we have the equality πL = L[π ]⊥.

Let us denote by p : A→ A/L the universal isogeny over Ci . This induces an
isomorphism p∗ : ω(A/L)/X → ωA/X , and thus a morphism p∗(κ) : p∗2ω

κ
→ p∗1ω

κ .
For every admissible open subset U of XIw,rig, we form the composed morphism

Ũπ,i : H 0(Uπ,i (U), ωκ)→ H 0(p−1
1 (U), p∗2ω

κ)

p∗(κ)
−−→ H 0(p−1

1 (U), p∗1ω
κ)

Trp1−−→ H 0(U, ωκ).

Definition 2.9. The Hecke operator acting on modular forms is defined by Uπ,i =

(1/pNi )Ũπ,i with

Ni =
∑
σ∈6π

(
(a+ b)min(i, aσ )+max(aσ − i, 0)κσ +max(bσ − aσ , bσ − i)λσ

)
if i < 1

2(a+ b), and

N(a+b)/2 =
∑
σ∈6π

( 1
2(a+ b)aσ + 1

2(bσ − aσ )λσ
)
.

We will also write
ni =

∑
σ∈6π

(a+ b)min(i, aσ )
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if i < 1
2(a+ b), and

n(a+b)/2 =
∑
σ∈6π

1
2(a+ b)aσ

for the constant term of Ni , which is independent of the weight.
Again, the reason for the normalization factor ni comes in two parts. The term

(a+ b)min(i, aσ ) comes from the inseparability degree of the projection p1. The
term max(aσ − i, 0)κσ +max(bσ −aσ , bσ − i)λσ comes from the morphism p∗(κ).
Indeed, we have the following proposition:

Proposition 2.10. Let M be a finite extension of Qp, let (A, λ, ι, η, H•) be an
OM -point of XIw and let L be a subgroup of A[π2

] as before. If i < 1
2(a + b),

we have

degσ1
L ≥ aσ − i and degσ2

L ≥max(bσ − i, bσ − aσ ).

If i = 1
2(a+ b), we have

degσ2
L ≥ 1

2(bσ − aσ ).

Proof. Suppose first that i < 1
2(a + b). The subgroup L being totally isotropic,

we get
degσ2

L = degσ1
L + bσ − aσ .

The group A[π ]/L[π ] is of height 2 f i , hence we have degσ1
A[π ]/L[π ]≤ i . We get

degσ1
L ≥ degσ1

L[π ] ≥ aσ − i.

We deduce that degσ2
L = degσ1

L + bσ − aσ ≥max(bσ − i, bσ − aσ ).
If i = 1

2(a+ b), then L is a maximal totally isotropic subgroup of A[π ]. Thus,
we have

degσ2
L = 1

2(bσ − aσ )+ degσ1
L ≥ 1

2(bσ − aσ ). �

We have the following proposition concerning the behavior of the Hecke operator
regarding the degree function:

Proposition 2.11. Let x = (A, λ, ι, η, H•) be a point of XIw,rig, and y ∈ Uπ,i (x)
corresponding to a subgroup L ∈ A[π2

] as before. Write y = (A/L , λ, ι, η, H ′
•
);

then we have
deg H ′j ≥ deg Hj

for all 1≤ j ≤ 1
2(a+ b). Moreover, if i < 1

2(a+ b), we have

deg H ′i = 2 f i − deg(L/L[π ]).

If deg H ′i = deg Hi , then deg Hi ∈ Z.
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If i = 1
2(a+ b), then

deg H ′(a+b)/2 = f (a+ b)− deg(L).

If deg H ′(a+b)/2 = deg H(a+b)/2, then d(a+b)/2− deg H(a+b)/2 ∈ 2Z.

Proof. Suppose first that i < 1
2(a+b). For each 1≤ j ≤ i , the morphism Hj → H ′j

is an isomorphism in the generic fiber. Thus, deg H ′j ≥ deg Hj . Suppose i < j ≤
1
2(a+ b). Then, observing that π−1(Hj ∩ L)∩ L = L[π ], we get

deg H ′j = deg(π−1(Hj ∩ L)+ L)− deg L

≥ deg(π−1(Hj ∩ L))− deg L[π ]

≥ deg A[π ] + deg(Hj ∩ L)− deg L[π ]

= deg(Hj + L[π ])+ deg(Hj ∩ L[π ])− deg L[π ]

≥ deg Hj

from the properties of the degree function.
Let us calculate the degree of H ′i . We have

deg H ′i = deg(A[π ] + L)/L

= deg(π−1L[π ]⊥)/L = deg A[π ] + deg L[π ]⊥− deg L

= 2 f i + deg L[π ] − deg L = 2 f i − deg(L/L[π ]).

If deg H ′i = deg Hi , then we have deg Hi + deg L[π ] = deg A[π ] and A[π ] =
Hi × L[π ]. Since A[π ] is a BT1, so is Hi , and its degree is an integer.

Suppose now that i = 1
2(a+b). The same argument as before shows that we still

have deg H ′j ≥ deg Hj for all 1≤ j ≤ 1
2(a+b). Since H ′(a+b)/2 = A[π ]/L , we have

deg H ′(a+b)/2 = deg A[π ] − deg L = f (a+ b)− deg L .

If we have the equality deg H ′(a+b)/2 = deg H(a+b)/2, then H(a+b)/2 is a BT1, and
all its partial degrees are integers. Since H(a+b)/2 is totally isotropic, we have the
relations

degσ2
H(a+b)/2 = degσ1

H(a+b)/2+
1
2(bσ − aσ )

for all σ ∈ 6π . If we write hσ = degσ1
H(a+b)/2, which is an integer under the

previous assumption, we have

d(a+b)/2− deg H(a+b)/2 =
∑
σ∈6π

(
aσ + 1

2(a+ b)− 2hσ − 1
2(bσ − aσ )

)
= 2

∑
σ∈6π

(aσ − hσ ) ∈ 2Z. �

We will also need the following useful lemma:
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Lemma 2.12. Let x = (A, λ, ι, η, H•) be a point of XIw,rig, and let L ∈ A[π2
] be

a totally isotropic subgroup as before, corresponding to a point of Uπ,i (x), with
i < 1

2(a+ b). We have the inequality

deg(L/L[π ])≤ 2 f i − deg A[π ] + deg L[π ].

Proof. The multiplication by π gives a morphism L/L[π ] → πL . But, L being
totally isotropic, we have the relation πL = L[π ]⊥. We thus get a morphism
L/L[π ] → L[π ]⊥, which is an isomorphism in generic fiber. Thus,

deg(L/L[π ])≤ deg L[π ]⊥ = 2 f i − deg A[π ] + deg L[π ]. �

3. A classicality result

We will now prove a control theorem, that is to say that an overconvergent modular
form is indeed classical under a certain assumption.

3A. Decomposition of the Hecke operators. Fix a rational ε > 0. We will fix
rationals εk ∈ {ε, dk} for 1 ≤ k ≤ s. Also fix an integer i between 1 and s such
that εi = ε. Since we have assumed that there is only one place π of F0 above p, we
will simply let 6 =6π . We define a partition of this set. First, we let, for 1≤ k ≤ s,

6k := {σ ∈6 : aσ = Ak}.

We will also let 60 := {σ ∈6 : aσ = 0} and 6s+1 := {σ ∈6 : aσ = a+b} (of course
6s+1 is always empty in case (U)). The sets (6k)0≤k≤s+1 form a partition of 6.

From the collection (εk)1≤k≤s , we define another partition of 6. The set S1 is
defined to be

S1 =60 ∪
⋃
k 6=i
εk=ε

6k ∪6s+1.

The complement is the set

S2 =6i ∪
⋃

k,εk=dk

6k .

Define

U0 := Deg−1([d1− ε1, d1]× · · · × [ds − εs, ds])=

s⋂
k=1

Deg−1
k [dk − εk, dk],

U1 :=
⋂
k 6=i

Deg−1
k [dk − εk, dk].

We will define a decomposition of the Hecke operator Uπ,Ai on subsets of U1.
Fix a rational α > 0, and define the integer t to be 1, except in the unitary case



870 Stéphane Bijakowski

and if i = 1
2(a+ b), where we set t = 2. For simplicity, we will write Ui for Uπ,Ai .

Define
U := Deg−1

i ([0, di − t (1−α)])∩U1.

Theorem 3.1. Let N ≥ 1 and let β < ε be a positive rational. There exists a finite
ordered set MN and a decreasing sequence of admissible open subsets (Uk(N ))k∈MN

of U such that, for all k ≥ 0, we have a decomposition of the operator U N
i on

Uk(N )\Uk+1(N ) of the form

U N
i =

( N−1∐
j=0

U N−1− j
i ◦ T j

)
q TN ,

with T0 =U good
i,k,N ,

T j =
∐

k1∈MN−1,...,k j∈MN− j

U good
i,k j ,N U bad

i,k j−1,k j ,N . . .U
bad
i,k,k1,N for 0< j < N ,

and
TN =

∐
k1∈MN−1,...,kN−1∈M1

U bad
i,kN−1,N U bad

i,kN−2,kN−1,N . . .U
bad
i,k,k1,N

such that

• the images of U good
i, j,N for j ∈ Mk are in Deg−1

i (]di − t (1−β), di ]);

• the images of U bad
i,l,l ′,N for l ∈ Mk and l ′ ∈ Mk−1, and U bad

i,l,N for l ∈ M1 are in
Deg−1

i

(
[0, di − t (1−β)]

)
.

The idea is that the points in ]di − t (1 − β), di ] are “good” (because the
overconvergent modular form will be defined at these points), and the points in
Deg−1

i

(
[0, di − t (1− β)]

)
are “bad”. The decomposition in the theorem is then

made to ensure that all the operators have their image either in good points or in
bad points.

Let us describe this decomposition by looking at a point x ∈U . The set Ui ({x}) is
finite and has, say, N1 points in Deg−1

i

(
[0, di− t (1−β)]

)
and N2 in its complement

Deg−1
i

(
]di − t (1−β), di ]

)
. Thus, one can decompose the operator Ui over x as

Ui =U good
i,x qU bad

i,x

with U bad
i,x corresponding to the N1 points in Deg−1

i

(
[0, di− t (1−β)]

)
and U good

i,x to
the N2 other points. This is a decomposition of operators, meaning that the set
Ui ({x}) is the disjoint union of the sets U good

i,x ({x}) and U bad
i,x ({x}); moreover, the

operators U good
i,x and U bad

i,x induce morphisms H 0
(
Ui ({x}), ωκ

)
→ H 0({x}, ωκ) for

each weight κ , such that

Ui f =U good
i,x f +U bad

i,x f
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for all f ∈ H 0
(
Ui ({x}), ωκ

)
. These morphisms are defined in the same way as the

morphism Ui , with the same normalization factor. This gives the decomposition of
the theorem for N = 1 at the point x .

To get the decomposition for N = 2, one needs to study the operator U bad
i,x . Let

x1, . . . , xN1 be the elements of the set U bad
i,x ({x}). We can thus decompose the

operator U bad
i,x into

U bad
i,x =

N1∐
j=1

U bad
i,x, j ,

where U bad
i,x, j corresponds to the point x j . Then, for each 1≤ j ≤ N1, we have the

decomposition of the operator Ui at the point x j as U good
i,x j
qU bad

i,x j
. One then gets

the decomposition of U 2
i at the point x ,

U 2
i =Ui ◦U good

i,x q

N1∐
j=1

U good
i,x j
◦U bad

i,x, j q

N1∐
j=1

U bad
i,x j
◦U bad

i,x, j .

Repeating this argument, one gets the desired decomposition of the operator U N
i at

the point x . Of course, this decomposition does not have a meaning on the whole
open subset U because the morphisms used to define the different operators will
not be finite (the integer N1 depends on the point x). But, on an adequate subset,
this will be the case. That is why one has to construct the subsets (Uk(N ))k∈MN .
This construction and the proof of its properties have been done in [Bijakowski
et al. 2016, Theorem 4.4.1].

3B. Analytic continuation. Let f be a section of the sheaf ωκ on U0. We will show
that f can be extended to U1 under a certain condition. More precisely, suppose in
this section that f is an eigenform for the Hecke operator Ui with eigenvalue αi

and that
v(αi )+ n Ai < (1− 2 f ε) inf

σ∈S2
(κσ + λσ ).

The first step is to extend f to Deg−1
i (]di − t, di ])∩U1. We will use the following

proposition:

Proposition 3.2. Let 0< γ < 1 be a rational. Then there exists an integer N such
that

U N
i
(
Deg−1

i ([di − tγ, di ])∩U1
)
⊂ Deg−1

i ([di − ε, di ])∩U1.

Proof. The key point is that on Deg−1
i ([di − tγ, di ])∩U1 the operator Ui strictly

increases the degree function Degi . Since Deg−1
i ([di − tγ, di ]) ∩ U1 is a quasi-

compact open subset of XIw,rig, one can then apply the argument in [Pilloni 2011,
Proposition 2.5]. �

Corollary 3.3. The overconvergent form f extends to Deg−1
i (]di − t, di ])∩U1.
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Proof. Let 0 < γ < 1 be a rational. By the previous proposition, there exists an
integer N such that

U N
i
(
Deg−1

i ([di − tγ, di ])∩U1
)
⊂ Deg−1

i ([di − ε, di ])∩U1.

The quantity α−N
i U N

i f is thus defined on Deg−1
i ([di − tγ, di ])∩U1. This formula

allows us to extend f to Deg−1
i (]di − t, di ])∩U1. �

The second step is to define some series on U :=Deg−1
i

(
[0, di − t (1−α)]

)
∩U1

for some sufficiently small rational α. We will use the decomposition of the Hecke
operator Ui . First, we recall the definition of the norm of an operator. If U is an
open subset of XIw,rig, and T : H 0(T (U), ωκ)→ H 0(U, ωκ) is an operator, then
we define the norm of T as

‖T ‖ := inf
{
r > 0 : |T f |U ≤ r | f |T (U) for all f ∈ H 0(T (U), ωκ)

}
.

Theorem 3.4. Suppose that all the operators U bad
i introduced in Theorem 3.1 satisfy

the relation
‖α−1

i U bad
i ‖< 1.

Then it is possible to construct sections fN ∈ H 0(U, ωκ/pAN ) such that AN →∞.
Moreover, the functions fN can be glued together with the initial form f to give an
element of H 0(U1, ω

κ).

The construction of the series fN and the proof of the gluing process have been
done in [Bijakowski et al. 2016, Section 4.5]. Let us briefly describe the method.
We take an element β > 0 and consider the open subsets (Uk(N ))k∈MN constructed
in Theorem 3.1 for this element. Let KN be the largest element of MN ; neglecting
the bad points for the operator U N

i gives a function gKN ∈ H 0(UKN (N ), ω
κ) (we

refer to [Bijakowski et al. 2016, Definition 4.5.2] for the precise definition of the
function gKN ). Now take β ′<β, and again apply Theorem 3.1 for this other element:
we get open subsets (Uk(N )′)k∈MN . We consider the subset UKN−1(N )′\UKN (N )

′

and the decomposition of U N
i on it. Neglecting the bad points gives a function

gKN−1 ∈ H 0(UKN−1(N )′\UKN (N )
′, ωκ). One can then show that gKN and gKN−1

can be glued together to give a function modulo pAN , where AN is an explicit
constant. One thus gets a function fN ∈ H 0(UKN−1(N )′, ωκ/pAN ) (see [Bijakowski
et al. 2016, Proposition 4.5.6] for more details). Repeating this argument, one thus
extends the function fN to the whole U . The hypothesis on the operators implies
that the sequence (AN )N tends to infinity. A gluing lemma ([Bijakowski et al.
2016, Proposition 4.5.7], following [Kassaei 2006]) then ensures the existence of
a function f ∈ H 0(U, ωκ), which can be glued with the initial function f , thus
getting a section on U1.

We will now prove that, under the assumption made at the beginning of Section 3B,
the condition in the theorem is fulfilled, that is to say that the norm of the operators
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α−1
i U bad

i is strictly less than 1. We will split the discussion between the linear and
unitary cases.

3B1. Linear case. We recall that the integer t is equal to 1 in this case. Let M be
a finite extension of Qp, let x = (A, λ, ι, η, H•) be a point of U defined over OM ,
and let L = L0⊕ L⊥0 be a subgroup of A[π ], where L0 is an OF -stable subgroup
of A[π+] with A[π+] = HAi ⊕ L0 in generic fiber. Let us write A′ = A/L , and let
H ′Ai

be the image of HAi in A/L . Thus,

H ′Ai
= A[π+]/L0.

We suppose that the subgroup L corresponds to a bad point, that is to say that
deg H ′Ai

≤ di − 1+α for a certain rational α > 0. We write

degσ L0 =max(aσ − Ai , 0)+ lσ

for all σ ∈6. As is shown by Proposition 2.5, lσ is a positive rational for all σ . We
then have, for all σ ,

degσ H ′Ai
= aσ − degσ L0 =min(Ai , aσ )− lσ .

We deduce that deg H ′Ai
= di −

∑
σ∈6 lσ . The condition of being a bad point gives∑
σ∈6

lσ ≥ 1−α.

Actually, we can control some of the lσ . First, we prove the following technical
lemma:

Lemma 3.5. Let x = (A, λ, ι, η, H•) be a point as before and let H ⊂ A[π+]
be an OF -stable subgroup. If H is of height f Ak and deg H ≥ dk − ε, then
degσ H ≥min(aσ , Ak)− ε for all σ ∈6.

If H is of height f (a+b− Ak) and deg H ≤ deg A[π+]−dk+ε, then degσ H ≤
max(aσ − Ak, 0)+ ε for all σ ∈6.

Proof. Suppose that H is of height f Ak and deg H ≥ dk − ε. If degσ H <

min(aσ , Ak)− ε for some σ ∈6, then

deg H =
∑
σ ′∈6

degσ ′ H <min(aσ , Ak)− ε+
∑
σ ′ 6=σ

min(aσ ′, Ak)= dk − ε

and we get a contradiction.
If H is of height f (a+b−Ak) and deg H ≤deg A[π+]−dk+ε, then we can apply

the previous argument to A[π+]/H . We get degσ (A[π
+
]/H) ≥min(aσ , Ak)− ε

for all σ ∈6, and therefore degσ H ≤max(aσ − Ak, 0)+ ε. �

Now we prove a bound for some of the lσ .
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Lemma 3.6. If σ ∈ S1, we have lσ ≤ ε.

Proof. If σ ∈60∪6s+1, then lσ = 0. If not, σ ∈6k , with 1≤ k≤ s, k 6= i , and εk = ε.
Since x is a point of U , we have deg HAk ≥ dk − ε. Suppose first that k < i . Since
HAk and L0 are disjoint, the morphism HAk → H ′Ak

:= (HAk + L0)/L0 is an
isomorphism in the generic fiber. Thus, by the properties of the degree function,
deg H ′Ak

≥ deg HAk ≥ dk − ε. By Lemma 3.5, we get degσ H ′Ak
≥ Ak − ε. But we

also have degσ H ′Ak
≤ degσ H ′Ai

= min(Ai , aσ )− lσ = Ak − lσ . In conclusion, we
get lσ ≤ ε.

The case k > i can be treated by duality, considering the group A[π−]. We can
also give a direct argument. Let us denote the group L0/(L0 ∩ HAk ) by L ′k . Since
HAk and L0 generate A[π+], the morphism L ′k→ A[π+]/HAk is an isomorphism
in generic fiber, so we get deg L ′k ≤ deg(A[π+]/HAk ). But we have

deg(A[π+]/HAk )= deg A[π+] − deg HAk ≤ deg A[π+] − dk + ε.

From Lemma 3.5, we get degσ L ′k ≤ ε. Since L0 ∩ HAk is of height f (Ak − Ai ),
we have

lσ = degσ L0− (Ak − Ai )= degσ L ′k + degσ (L0 ∩ HAk )− (Ak − Ai )≤ ε. �

Remark 3.7. Actually, we can have more control on the lσ . Indeed, suppose that
there exists σ ∈ 6k ∩ S1. If k < i , then we have lσ ≤ ε for all σ ∈ 6j with j ≤ k.
If k > i , then we have lσ ≤ ε for all σ ∈6j with j ≥ k.

Putting together all the calculations made, we get the following result:

Proposition 3.8. We have ∑
σ∈S2

lσ ≥ 1−α− f ε.

Proof. If σ ∈ S1 we have lσ ≤ ε, and we also have
∑

σ∈6 lσ ≥ 1−α. Thus,∑
σ∈S2

lσ ≥ 1−α−
∑
σ∈S1

lσ ≥ 1−α− f ε. �

We can now prove the bound for the norm of the operator U bad
i .

Proposition 3.9. We have

‖α−1
i U bad

i ‖ ≤ pv(αi )+n Ai−(1−α−2 f ε) infσ∈S2 (κσ+λσ ).

Proof. The term pv(αi ) is the norm of the element α−1
i . Recall also the normalization

factor for the Hecke operator,

NAi = n Ai +

∑
σ∈6π

(
max(aσ − Ai , 0)κσ +max(Ai − aσ , 0)λσ

)
.
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The first term will come in the bound and the second term will be canceled out by
the bounds for the partial degrees of L0 and L⊥0 .

Indeed, let us calculate the norm of the morphism ωκA → ωκA/L . Let κ1 be
the weight defined by ((κσ , . . . , κσ ), (λσ , . . . , λσ ))σ∈6 and κ2 = κ − κ1. Thus,
ωκ = ωκ1 ⊗ωκ2 and ωκ1 is a line bundle. Since κ2 has nonnegative coefficients, the
morphism ω

κ2
A →ω

κ2
A/L has norm less than 1. It then suffices to study the morphism

ω
κ1
A → ω

κ1
A/L . But we have

ω
κ1
A =

⊗
σ∈6

(detω+A,σ )
κσ ⊗ (detω−A,σ )

λσ ,

where ω+A,σ is the submodule of ωA where OF acts on σ+, and similarly for ω−A,σ .
We recall that L = L0⊕ L⊥0 . The norm of the map ωκ1

A → ω
κ1
A/L is exactly pA, with

A =−
∑
σ∈6

(κσ degσ L0+ λσ degσ L⊥0 ).

But recall that degσ L0 =max(aσ − Ai , 0)+ lσ and that

degσ L⊥0 = Ai − aσ + degσ L0 =max(Ai − aσ , 0)+ lσ .
Thus,

A =−
∑
σ∈6

(
max(aσ − Ai , 0)κσ +max(Ai − aσ , 0)λσ + lσ (κσ + λσ )

)
=−(NAi − n Ai )+ B

with
B =−

∑
σ∈6

(lσ (κσ + λσ ))≤−
∑
σ∈S2

(lσ (κσ + λσ ))

≤− inf
σ∈S2

(κσ + λσ )
∑
σ∈S2

lσ ≤−(1−α− f ε) inf
σ∈S2

(κσ + λσ ).

Hence the bound for the operator α−1
i U bad

i follows, noting that 1 − α − f ε ≥
1−α− 2 f ε. �

Since we have made the assumption

v(αi )+ n Ai < (1− 2 f ε) inf
σ∈S2

(κσ + λσ ),

we see that, if α is small enough, the norm of the operator α−1
i U bad

i is strictly less
than 1.

Remark 3.10. Actually, we only needed the weaker hypothesis

v(αi )+ n Ai < (1− f ε) inf
σ∈S2

(κσ + λσ ),

but we used ours to have the same condition in both the linear and unitary cases.
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3B2. Unitary case. We now turn to the case (U). We first assume that i < 1
2(a+b),

so that the integer t is equal to 1. Let M be a finite extension of Qp, let x =
(A, λ, ι, η, H•) be a point of U defined over OM , and let L be a totally isotropic
OF -stable subgroup of A[π2

] such that A[π ] = Hi ⊕ L[π ]. Let A′ = A/L , and let
H ′Ai

be the image of HAi in A/L . Thus,

H ′Ai
= (A[π ] + L)/L .

We suppose that the subgroup L corresponds to a bad point, that is to say that
deg H ′Ai

≤ di − 1+α for a certain rational α > 0. We write

degσ1
L =max(aσ − Ai , 0)+ lσ ,

and
degσ2

L = bσ − aσ + degσ1
L =max(bσ − Ai , bσ − aσ )+ lσ

for all σ ∈6. As it is shown by Proposition 2.10, lσ is a positive rational for all σ .
We then have deg H ′Ai

= 2 f Ai − deg(L/L[π ]); therefore,

deg(L/L[π ])≥ 2 f Ai − di + 1−α.

We also have, by Lemma 2.12, deg(L/L[π ])≤ 2 f Ai−deg A[π ]+deg L[π ]. Thus,

deg L[π ] ≥ deg A[π ] − di + 1−α.

We conclude that

deg L ≥ 2 f Ai − 2di + deg A[π ] + 2(1−α).

By an explicit computation, one checks the equality

2 f Ai − 2di + deg A[π ] =
∑
σ∈6

(max(aσ − Ai , 0)+max(bσ − Ai , bσ − aσ )).

We conclude that the condition of being a bad point gives∑
σ∈6

lσ ≥ 1−α.

Actually, we can control some of the lσ . First, we prove the following technical
lemma:

Lemma 3.11. Let x = (A, λ, ι, η, H•) be a point as before, and let H ⊂ A[π ]
be an OF -stable subgroup. If H is of height 2 f Ak and deg H ≥ dk − ε, then
degσ1

H ≥min(aσ , Ak)− ε for all σ ∈6.
If H is of height 2 f (a+b− Ak) and deg H ≤ deg A[π ]−dk+ε, then degσ1

H ≤
max(aσ − Ak, 0)+ ε for all σ ∈6.
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Proof. Suppose that H is of height 2 f Ak and deg H ≥ dk − ε. If degσ1
H <

min(aσ , Ak)− ε for some σ ∈6, then

deg H =
∑
σ ′∈6

(degσ ′1 H + degσ ′2 H)

<min(aσ , Ak)− ε+ Ak +
∑
σ ′ 6=σ

(min(aσ ′, Ak)+ Ak)= dk − ε,

and we get a contradiction.
If H is of height 2 f (a+ b− Ak) and deg H ≤ deg A[π ]− dk + ε, then we can

apply the previous argument to A[π ]/H . We get degσ1
(A[π ]/H)≥min(aσ , Ak)−ε

for all σ ∈6, and therefore degσ1
H ≤max(aσ − Ak, 0)+ ε. �

Now we prove a bound for some of the lσ .

Lemma 3.12. If σ ∈ S1, we have lσ ≤ 2ε.

Proof. If σ ∈ 60 then lσ = 0. If not, σ ∈ 6k with 1 ≤ k ≤ s, k 6= i , and εk = ε.
Since x is a point of U , we have deg HAk ≥ dk − ε. Suppose first that k < i . Since
HAk and L[π ] are disjoint, the morphism HAk → H ′Ak

:= (HAk+ L[π ])/L[π ]
is an isomorphism in the generic fiber. Thus, by the properties of the degree
function, deg H ′Ak

≥ deg HAk ≥ dk − ε. By Lemma 3.11, we have degσ1
H ′Ak
≥

Ak − ε. But we also have degσ1
H ′Ak
≤ degσ1

A[π ]/L[π ] = aσ − degσ1
L[π ], and

therefore degσ1
L[π ]≤ ε. Next, we study H ′′Ak

:= (H ′Ak
+L/L[π ])/(L/L[π ]). Using

Lemma 3.11, we get

Ak − ε ≤ degσ1
HA′′k ≤ Ak − degσ1

L/L[π ].

Therefore, degσ1
(L/L[π ])≤ ε. In conclusion, we get lσ ≤ 2ε.

The case k > i cannot be treated by duality in this case. Let us denote the
group L[π ]/(L[π ] ∩ HAk ) by L ′k . Since HAk and L[π ] generate A[π ], the mor-
phism L ′k → A[π ]/HAk is an isomorphism in generic fiber, so we get deg L ′k ≤
deg(A[π ]/HAk ). But we have

deg(A[π ]/HAk )= deg A[π ] − deg HAk ≤ deg A[π ] − dk + ε.

Lemma 3.11 gives degσ1
L ′k ≤ ε. Since L[π ] ∩ HAk is of height 2 f (Ak − Ai ), we

have
degσ1

L[π ] = degσ1
L ′k + degσ1

L[π ] ∩ HAk ≤ ε+ Ak − Ai .

Now we study A′ := A/L[π ] and set H ′Ak
:=
(
π−1(HAk∩ L[π ])

)
/L[π ]. If H ′′Ak

is
the image of the morphism H ′Ak

→ A′[π ]/(L/L[π ]), then we get deg H ′′Ak
≥ dk−ε.

Lemma 3.11 gives

Ak − ε ≤ degσ1
H ′′Ak
≤ Ak − degσ1

(L/L[π ]).
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We deduce that degσ1
L/L[π ] ≤ ε. Finally, we have

lσ = degσ1
L − (Ak − Ai )≤ 2ε. �

Remark 3.13. Actually, we can have more control on the lσ . Indeed, suppose that
there exists σ ∈ 6k ∩ S1. If k < i , then we have lσ ≤ ε for all σ ∈ 6j with j ≤ k.
If k > i , then we have lσ ≤ ε for all σ ∈6j with j ≥ k.

Putting together all the calculations made, we get the following result:

Proposition 3.14. We have ∑
σ∈S2

lσ ≥ 1−α− 2 f ε.

Proof. If σ ∈ S1, we have lσ ≤ 2ε, and we also have
∑

σ∈6 lσ ≥ 1−α. Thus,∑
σ∈S2

lσ ≥ 1−α−
∑
σ∈S1

lσ ≥ 1−α− 2 f ε. �

We can now prove the bound for the norm of the operator U bad
i .

Proposition 3.15. We have

‖α−1
i U bad

i ‖ ≤ pv(αi )+n Ai−(1−α−2 f ε) infσ∈S2 (κσ+λσ ).

Proof. The proof is exactly the same as in the linear case. �

Since we have made the assumption

v(αi )+ n Ai < (1− 2 f ε) inf
σ∈S2

(κσ + λσ ),

we see that, if α is small enough, the norm of the operator α−1
i U bad

i is strictly less
than 1.

We now deal with the case i = 1
2(a + b); the integer t is now equal to 2.

The subgroup L is now a maximal totally isotropic subgroup of A[π ]. We write
degσ1

L = lσ , and we have degσ2
L = 1

2(bσ − aσ )+ lσ for all σ ∈6. Recall that

deg H ′(a+b)/2 = f (a+ b)− deg L =
∑
σ∈6

(
aσ + 1

2(a+ b)− 2lσ
)
,

so that
d(a+b)/2− deg H ′(a+b)/2 = 2

∑
σ∈6

lσ .

The condition of being a bad point gives∑
σ∈6

lσ ≥ 1−α

for a certain α > 0. The calculations are now exactly the same as previously, and
the bound obtained in Proposition 3.15 is still valid in the case i = 1

2(a+ b).
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3B3. Conclusion. We now recall the analytic continuation result we got, putting
together all the results of the past sections.

Recall that we have defined subsets

U0 := Deg−1([d1− ε1, d1]× · · · × [ds − εs, ds])=

s⋂
k=1

Deg−1
k [dk − εk, dk],

U1 :=
⋂
k 6=i

Deg−1
k [dk − εk, dk].

We also have defined a partition 6 = S1 q S2. The result of this section is thus
contained in the following theorem:

Theorem 3.16. Let κ be a weight and f a section of ωκ on U0. Suppose that f is
an eigenform for the Hecke operators Ui , with eigenvalues αi , for all 1≤ i ≤ s, and
that we have the relations

n Ai + v(αi ) < (1− 2 f ε) inf
σ∈S2

(κσ + λσ ).

Then f can be extended to a section of ωκ on U1.

3C. The classicality theorem. We recall that we have assumed that p is inert in F0.
We have defined integers (Ai )1≤i≤s , and to each of these integers corresponds a
canonical subgroup and a relevant Hecke operator. We also have a partition

6 =60q

s∐
j=1

6j q6s+1.

We can now state the classicality result.

Theorem 3.17. Let f be an overconvergent modular form of weight κ . Suppose
that f is an eigenform for the Hecke operators Uπ,Ai , with eigenvalues αi , and that

n Ai + v(αi ) < inf
σ∈6i

(κσ + λσ )

for 1≤ i ≤ s. Then f is classical.

Before giving the proof of the theorem, let us make the conditions explicit. In
the case (L), the conditions become

v(αi )+

f∑
j=1

min(aj , Ai )min(b j , Bi ) < inf
σ∈6i

(κσ + λσ ).

In the special case where all the (ai ) are distinct and different from 0 and a+b, we
have s = d conditions, which can be written

v(ασ )+
∑
σ ′∈6

min(aσ , aσ ′)min(bσ , bσ ′) < κσ + λσ ,

where ασ is the eigenvalue of Uπ,aσ .
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In the case (U), they become

v(αi )+

f∑
j=1

(a+ b)min(aj , Ai ) < inf
σ∈6i

(κσ + λσ )

if Ai <
1
2(a+ b), and

v(αi )+

f∑
j=1

1
2(a+ b)aj < inf

σ∈6i
(κσ + λσ )

if Ai =
1
2(a+ b).

In the special case where all the (ai ) are distinct and different from 0 and 1
2(a+b),

we have s = d conditions, which can be written

v(ασ )+
∑
σ ′∈6

(a+ b)min(aσ , aσ ′) < κσ + λσ ,

where ασ is the eigenvalue of Uπ,aσ .
Of course, in the case where the ordinary locus is nonempty, we find the same

conditions as in [Bijakowski et al. 2016]. In the case (L), the condition of ordinari-
ness is aσ = a, bσ = b for some pair (a, b) and for all σ ∈6. There is one relevant
Hecke operator, Uπ,a , and the classicality condition is

f ab+ v(α) < inf
σ∈6

(κσ + λσ ),

where α is the eigenvalue of Uπ,a .
In the case (U), the condition of ordinariness is

aσ = bσ = 1
2(a+ b)

for all σ ∈6. There is one relevant Hecke operator, Uπ,(a+b)/2, and the condition is

1
4 f (a+ b)2+ v(α) < inf

σ∈6
(κσ + λσ ),

where α is the eigenvalue of Uπ,(a+b)/2.

Remark 3.18. Since we need to use all the Hecke operators Uπ,Ai for the classicality
result, maybe the relevant operator is a product of these ones. For example, in the
linear case the operator

∏
σ Uπ,aσ parametrizes complements of (a lifting of) the

kernel of the f-th power of the Frobenius on the µ-ordinary locus.

3C1. Proof of the theorem. The overconvergent form f is a section of the sheaf ωκ

defined over

V0 :=

s⋂
i=1

Deg−1
i ([di − ε, di ])
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for some ε > 0. Of course, ε can be taken as small as we want. Let us write
Ki = infσ∈6i (κσ + λσ ) for all 1 ≤ i ≤ s. We put the elements (Ki )1≤i≤s in
decreasing order:

Ki1 ≥ Ki2 ≥ · · · ≥ Kis .

We will use the analytic continuation theorem successively for the operators
Ui1, . . . ,Uis , in that order.

We first consider the operator Ui1 (we recall that we let Ui :=Uπ,Ai ). We take all
the rationals εk to be equal to ε. In that case, S2 =6i1 . We can apply the analytic
continuation theorem if the condition

n Ai1
+ v(αi1) < (1− 2 f ε) inf

σ∈S2
(κσ + λσ )

is fulfilled. But infσ∈S2(κσ + λσ )= Ki1 and we have, by hypothesis,

n Ai1
+ v(αi1) < Ki1 .

If ε is small enough, then we can apply the theorem. We can thus extend f to

V1 :=
⋂
i 6=i1

Deg−1
i ([di − ε, di ]).

We then use the operator Ui2 . In this case, we take all the rationals εk to be equal
to ε, except εi1 = di1 . In that case, S2 = 6i1∪ 6i2 . We can apply the analytic
continuation theorem if the condition

n Ai2
+ v(αi2) < (1− 2 f ε) inf

σ∈S2
(κσ + λσ )

is fulfilled. But infσ∈S2(κσ +λσ )= inf(Ki1, Ki2)= Ki2 and we have, by hypothesis,

n Ai2
+ v(αi2) < Ki2 .

If ε is small enough, then we can apply the theorem. We extend f to

V2 :=
⋂

i /∈{i1,i2}

Deg−1
i ([di − ε, di ]).

Repeating this argument, we can extend the overconvergent form f to the whole
rigid variety XIw,rig. We conclude by applying a Koecher principle and a GAGA
theorem, which proves that the space

H 0(XIw,rig, ω
κ)

consists of classical modular forms. This will be done in the next section.
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3C2. Compactifications and Koecher’s principle. To complete the proof of the
theorem, we need to prove a Koecher principle and to introduce compactifications
of the Shimura variety.

Proposition 3.19. There exists a toroidal compactification X Iw of XIw defined
over OK . It is a proper scheme, and the sheaf ωκ extends to X Iw.

The construction of the compactification of X has been done in [Lan 2008], and
the one for XIw follows from [Lan 2015, Section 3] (see also [Bijakowski et al. 2016,
Section 5.1]). One can also construct the minimal compactification X∗Iw of XIw.
The Koecher principle states that, under a certain condition, the sections on XIw

automatically extend to the toroidal compactification. The next proposition follows
from [Lan 2015, Theorem 8.7] (see also [Bijakowski et al. 2016, Section 5.2]).

Proposition 3.20. Suppose that the codimension of the boundary of X∗Iw is greater
than 2. Then for any OK -algebra R the restriction map

H 0(X Iw× R, ωκ)→ H 0(XIw× R, ωκ)

is an isomorphism.

From this, we deduce a rigid Koecher principle (under the same dimension
assumption):

H 0(X Iw,rig, ω
κ)' H 0(XIw,rig, ω

κ),

where X Iw,rig is the rigid space associated to X Iw. Finally, since X Iw is proper, we
have a GAGA theorem.

Proposition 3.21. The analytification morphism

H 0(X Iw× K , ωκ)→ H 0(X Iw,rig, ω
κ)

is an isomorphism.

To conclude, we need to make explicit the dimension condition. We have the
following cases:

• If there exists σ such that aσbσ = 0, then the varieties X and XIw are compact
[Lan 2008, Remark 5.3.3.2].

• If this is not the case, the codimension of the boundary of X∗Iw is equal to
d(a + b− 1). Indeed, the dimension of the variety is equal to

∑
σ aσbσ . From

[Lan 2008, Theorem 7.2.4.1], there is a stratification of X∗Iw, and any top-dimen-
sional strata of the boundary is isomorphic to a Shimura variety with signatures
(aσ − 1, bσ − 1), hence has dimension

∑
σ (aσ − 1)(bσ − 1).

If d > 1 or a+ b ≥ 3, then the condition for the Koecher principle is fulfilled.

• If d = a = b = 1, we cannot apply the Koecher principle.
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Since we have excluded the third case by Hypothesis 1.3, it follows from what
has been said before that we have an isomorphism

H 0(X Iw× K , ωκ)' H 0(XIw,rig, ω
κ),

that is to say that the space H 0(XIw,rig, ω
κ) consists of classical modular forms. If

the variety is compact, this is only the GAGA theorem, and in the noncompact case
it is a combination of the rigid Koecher principle and the GAGA theorem. This
concludes the proof of the theorem.

In the exceptional remaining case, the variety is essentially a modular curve. To
prove the classicality theorem, one has to take the cusps into account in the series
constructed. We refer to [Kassaei 2006] for more details.

4. The case with several primes above p

In this section, we no longer assume that there is only one prime of F0 above p.
We will define the degree functions and the overconvergent modular forms, and
prove the classicality result.

Let P be the set of primes of F0 above p. We write P = {π1, . . . , πg}. Recall
that we have defined the Shimura variety of Iwahori level at p

XIw = XIw,π1 ×X XIw,π2 ×X · · · ×X XIw,πg .

We will denote by XIw,rig the rigid space associated to the scheme XIw. Let π be
an element of P . In the previous sections, we have defined an integer sπ , integers
Aπ,1 < · · ·< Aπ,sπ , other integers dπ,1, . . . , dπ,sπ , together with a degree function

Degπ : XIw,π,rig→

sπ∏
i=1

[0, dπ,i ].

We will define the degree function on XIw,rig by

Deg : XIw,rig→
∏
π∈P

sπ∏
i=1

[0, dπ,i ],

x 7→
(
Degπ (pπ (x))

)
π∈P .

Here pπ is the projection XIw,rig→ XIw,π,rig.
Let Xµ-ord-mult

Iw be the space Deg−1({dπ,i }). Let us fix a weight κ .

Definition 4.1. The space of overconvergent modular forms of weight κ is defined as

M†
:= colimV H 0(V, ωκ),

where V runs over the strict neighborhoods of Xµ-ord-mult
Iw in XIw,rig.
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We have defined Hecke operators Uπ,Aπ,1, . . . ,Uπ,Aπ,sπ . There is a slight ambi-
guity for the polarization λ′. If π is the only place above p, one can take p · λ,
which is a prime-to-p polarization. In general, λ′ is not well defined. Let x be a
totally positive element of OF such that vπ ′(x) equals 1 if π ′ = π , and 0 if π ′ is a
place of F0 above p different from π . Then one takes for λ′ the polarization x · λ.

These operators act both on classical and overconvergent modular forms. We
can finally state and prove the classicality theorem.

Theorem 4.2. Let f be an overconvergent modular form. Suppose that f is an
eigenform for the Hecke operators Uπ,Aπ,i , with eigenvalues απ,i . If we have the
relations

nπ,Aπ,i + v(απ,i ) < inf
σ∈6π,i

(κσ + λσ )

for all π ∈ P , 1≤ i ≤ sπ , then f is classical.

We recall that nπ,i is the constant term of the normalization factor for the Hecke
operator Uπ,i and that 6π,i = {σ ∈6π : aσ = Aπ,i }.

Proof. We will use for each place π the analytic continuation theorem we got in the
previous section to extend the modular form to the whole rigid variety, and deduce
its classicality. Luckily, the order of the places π is not important here.

We start with an overconvergent form f . It is a section of ωκ defined on a set of
the form

Deg−1
( ∏
π∈P

sπ∏
i=1

[dπ,i − ε, dπ,i ]
)
.

First, we consider the place π1. Using the Hecke operators and the relations satisfied
by the eigenvalues, by the previous section one can extend f to

Deg−1
( sπ1∏

i=1

[0, dπ1,i ]×
∏
π 6=π1

sπ∏
i=1

[dπ,i − ε, dπ,i ]
)
.

Using this argument successively with the different places, one can extend f to the
whole rigid variety XIw,rig. Using a Koecher principle (if the variety is not compact)
and a GAGA theorem as in Section 3C2, one can prove that f is a classical modular
form. �
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A note on secondary K -theory
Gonçalo Tabuada

We prove that Toën’s secondary Grothendieck ring is isomorphic to the Grothen-
dieck ring of smooth proper pretriangulated dg categories previously introduced
by Bondal, Larsen, and Lunts. Along the way, we show that those short exact
sequences of dg categories in which the first term is smooth proper and the second
term is proper are necessarily split. As an application, we prove that the canonical
map from the derived Brauer group to the secondary Grothendieck ring has the
following injectivity properties: in the case of a commutative ring of characteristic
zero, it distinguishes between dg Azumaya algebras associated to nontorsion
cohomology classes and dg Azumaya algebras associated to torsion cohomology
classes (= ordinary Azumaya algebras); in the case of a field of characteristic
zero, it is injective; in the case of a field of positive characteristic p, it restricts to
an injective map on the p-primary component of the Brauer group.

1. Introduction and statement of results

A dg category A, over a base commutative ring k, is a category enriched over
complexes of k-modules; see Section 3. Every (dg) k-algebra A gives rise naturally
to a dg category with a single object. Another source of examples is provided by
schemes since the category of perfect complexes of every quasicompact quasisepa-
rated k-scheme admits a canonical dg enhancement; see [Lunts and Orlov 2010].
Following [Kontsevich 1998], a dg category A is called smooth if it is compact as a
bimodule over itself and proper if the complexes of k-modules A(x, y) are compact.
Examples include the finite dimensional k-algebras of finite global dimension (when
k is a perfect field) and the dg categories of perfect complexes associated to smooth
proper k-schemes. Following [Bondal and Kapranov 1990], a dg category A is called
pretriangulated if the Yoneda functor H0(A)→Dc(A), x 7→ x̂ , is an equivalence of
categories. As explained in Section 3, every dg category A admits a pretriangulated
“envelope” perfdg(A).
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Bondal, Larsen, and Lunts [Bondal et al. 2004, §5] introduced the Grothendieck
ring of smooth proper pretriangulated dg categories PT (k). This ring is defined by
generators and relations. The generators are the quasiequivalence classes of smooth
proper pretriangulated dg categories.1 The relations [B]=[A]+[C] arise from the dg
categories A, C⊆B for which the triangulated subcategories H0(A),H0(C)⊆H0(B)
are admissible and induce a semiorthogonal decomposition H0(B)=〈H0(A),H0(C)〉.
The multiplication law is given by A •B := perfdg(A⊗L B), where −⊗L

− stands
for the derived tensor product of dg categories. Among other applications, Bondal,
Larsen, and Lunts constructed an interesting motivic measure with values in PT (k).

Toën [2009; 2011, §5.4] introduced a “categorified” version of the classical
Grothendieck ring named the secondary Grothendieck ring K (2)

0 (k). By definition,
K (2)

0 (k) is the quotient of the free abelian group on the Morita equivalence classes
of smooth proper dg categories by the relations [B] = [A]+ [C] arising from short
exact sequences of dg categories 0→A→ B→ C→ 0. Thanks to [Drinfeld 2004,
Proposition 1.6.3], the derived tensor product of dg categories endows K (2)

0 (k)
with a commutative ring structure. Among other applications, the ring K (2)

0 (k) was
used in the study of derived loop spaces; see [Ben-Zvi and Nadler 2012; Toën and
Vezzosi 2015; 2009].

Theorem 1.1. The rings PT (k) and K (2)
0 (k) are isomorphic.

The proof of Theorem 1.1 is based on the fact that those short exact sequences
of dg categories 0→ A→ B→ C → 0 in which A is smooth proper and B is
proper are necessarily split; see Theorem 4.4. This result is of independent interest.
Intuitively speaking, it shows us that the smooth proper dg categories behave as
“injective” objects. In the setting of triangulated categories, this idea of “injectivity”
goes back to the pioneering work [Bondal and Kapranov 1989].

2. Applications

Following [Toën 2012], a dg k-algebra A is called a dg Azumaya algebra if the
underlying complex of k-modules is a compact generator of the derived cate-
gory D(k) and the canonical morphism Aop

⊗
L A → R Hom(A, A) in D(k) is

invertible. The ordinary Azumaya algebras (see [Grothendieck 1995a]) are the dg
Azumaya algebras whose underlying complex is k-flat and concentrated in degree
zero. For every nontorsion étale cohomology class α ∈ H 2

et(Spec(k),Gm) there
exists a dg Azumaya algebra Aα, representing α, which is not Morita equivalent
to an ordinary Azumaya algebra; see [Toën 2012, page 584]. Unfortunately, the

1Bondal, Larsen, and Lunts worked originally with pretriangulated dg categories. In this case
the classical Eilenberg’s swindle argument implies that the associated Grothendieck ring is trivial.
In order to obtain a nontrivial Grothendieck ring, we need to restrict ourselves to smooth proper dg
categories; consult [Tabuada 2005, §7] for further details.
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construction of Aα is highly inexplicit; consult [Tabuada and Van den Bergh 2014,
Appendix B] for some properties of these mysterious dg algebras. In the case where
k is a field, every dg Azumaya algebra is Morita equivalent to an ordinary Azumaya
algebra; see [Toën 2012, Proposition 2.12].

The derived Brauer group dBr(k) of k is the set of Morita equivalence classes
of dg Azumaya algebras. The (multiplicative) group structure is induced by the
derived tensor product of dg categories and the inverse of A is given by Aop. Since
every dg Azumaya algebra is smooth proper, we have a canonical map

dBr(k)→ K (2)
0 (k). (2.1)

By analogy with the canonical map from the Picard group to the Grothendieck ring

Pic(k)→ K0(k), (2.2)

it is natural to ask2 if (2.1) is injective. Note that, in contrast with (2.2), the canonical
map (2.1) does not seem to admit a “determinant” map in the converse direction. In
this note, making use of Theorem 1.1 and of the recent theory of noncommutative
motives (see Section 5), we establish several injectivity properties of (2.1).

Recall that k has characteristic zero (resp. positive prime characteristic p) if the
kernel of the unique ring homomorphism Z→ k is {0} (resp. pZ).

Theorem 2.3. Let k be a noetherian3 commutative ring of characteristic zero (resp.
positive prime characteristic p) and A a dg Azumaya algebra which is not Morita
equivalent to an ordinary Azumaya algebra. If K0(k)Q 'Q (resp. K0(k)Fp ' Fp),
then the image of [A] under the canonical map (2.1) is nontrivial. Moreover, when
k is of characteristic zero (resp. positive prime characteristic p), this nontrivial
image is different from the images of the ordinary Azumaya algebras (resp. of the
ordinary Azumaya algebras whose index is not a multiple of p).

As proved in [Gabber 1981, Theorem II.1], every torsion étale cohomology class
α ∈ H 2

et(Spec(k),Gm)tor can be represented by an ordinary Azumaya algebra Aα.
Therefore, Theorem 2.3 shows us that in some cases the canonical map (2.1)
distinguishes between torsion and nontorsion classes.

Example 2.4. Let k be the noetherian local ring of the singular point of the normal
complex algebraic surface constructed in [Mumford 1961, page 16]. As explained
in [Grothendieck 1995b, page 75], k is a local C-algebra of dimension 2 whose étale
cohomology group H 2

et(Spec(k),Gm) contains nontorsion classes α. Therefore,

2In the case where k is a field, Toën [2011, §5.4] asked if the canonical map (2.1) is nonzero. This
now follows automatically from Theorems 2.5 and 2.7.

3As pointed out by the anonymous referee, this assumption can be removed using absolute
noetherian approximation. We leave the details to the reader.
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since K0(k) ' Z, Theorem 2.3 can be applied to the associated dg Azumaya
algebras Aα.

Theorem 2.5. Let k be a field of characteristic zero. In this case, the canonical
map (2.1) is injective.

Example 2.6. (i) When k is the field of real numbers R, we have Br(R)' Z/2Z.

(ii) When k is the field of p-adic numbers Qp, we have Br(Qp)'Q/Z.

Theorem 2.7. Let k be a field of positive characteristic p and A, B two central
simple k-algebras. If p | ind(Aop

⊗ B), where ind stands for index, then the images
of [A] and [B] under the canonical map (2.1) are different. This holds in particular
when ind(A) and ind(B) are coprime4 and p divides ind(A) or ind(B).

Corollary 2.8. When k is a field of positive characteristic p, the restriction of
the canonical map (2.1) to the p-primary torsion subgroup Br(k){p} is injective.
Moreover, the image of Br(k){p}− 0 is disjoint from the image of

⊕
q 6=p Br(k){q}.

Proof. The index and the period of a central simple algebra have the same prime
factors. Therefore, the proof of the first claim follows from the divisibility relation
ind(Aop

⊗ B) | ind(A) · ind(B). The proof of the second claim is now clear. �

Example 2.9. Let k be a field of characteristic p > 0. Given a character χ and
an invertible element b ∈ k×, the associated cyclic algebra (χ, b) belongs to the
p-primary torsion subgroup Br(k){p}. Moreover, thanks to the work of Albert (see
[Gille and Szamuely 2006, Theorem 9.1.8]), every element of Br(k){p} is of this
form. Making use of Corollary 2.8, we hence conclude that the canonical map (2.1)
distinguishes all these cyclic algebras. Furthermore, the image of Br(k){p}−0 in the
secondary Grothendieck ring K (2)

0 (k) is disjoint from the image of
⊕

q 6=p Br(k){q}.

Every ring homomorphism k→ k ′ gives rise to the following commutative square:

dBr(k)

−⊗
L
k k′

��

(2.1)
// K (2)

0 (k)

−⊗
L
k k′

��

dBr(k ′)
(2.1)
// K (2)

0 (k ′)

By combining it with Theorems 2.5 and 2.7, we hence obtain the following result:

Corollary 2.10. Let A and B be dg Azumaya k-algebras. If there exists a ring
homomorphism k→ k ′, with k ′ a field of characteristic zero (resp. positive charac-
teristic p) such that [A⊗L

k k ′] 6= [B⊗L
k k ′] in Br(k ′) (resp. p | ind((Aop

⊗
L B)⊗L

k k ′)),
then the images of [A] and [B] under the canonical map (2.1) are different.

4When ind(A) and ind(B) are coprime we have ind(Aop
⊗ B)= ind(A) · ind(B).
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Example 2.11 (local rings). Let k be a complete local ring with residue field k ′

of characteristic zero (resp. positive characteristic p). As proved in [Auslander
and Goldman 1961, Theorem 6.5], the assignment A 7→ A⊗L

k k ′ gives rise to a
group isomorphism Br(k)' Br(k ′). Therefore, by combining Corollary 2.10 with
Theorem 2.5 (resp. Corollary 2.8), we conclude that the restriction of the canonical
map (2.1) to the subgroup Br(k)⊂ dBr(k) (resp. Br(k){p} ⊂ dBr(k)) is injective.

Example 2.12 (domains). Let k be a regular noetherian domain of characteris-
tic zero (resp. positive prime characteristic p) with field of fractions k ′. Since
H 1

et(Spec(k),Z) = 0 and all étale cohomology classes of H 2
et(Spec(k),Gm) are

torsion (see [Grothendieck 1995b, Proposition 1.4]), Theorem II.1 of [Gabber 1981]
implies that the derived Brauer group dBr(k)'H 1

et(Spec(k),Z)×H 2
et(Spec(k),Gm)

agrees with Br(k). As proved in [Auslander and Goldman 1961, Theorem 7.2],
the assignment A 7→ A ⊗L

k k ′ gives rise to an injective group homomorphism
Br(k)→ Br(k ′). Therefore, by combining Corollary 2.10 with Theorem 2.5 (resp.
Corollary 2.8), we conclude that the canonical map (2.1) (resp. the restriction of
(2.1) to Br(k){p} ⊂ Br(k)) is injective.

Example 2.13 (Weyl algebras). Let F be a field of positive characteristic p.
Thanks to [Revoy 1973], the classical Weyl algebra Wn(F), n ≥ 1, defined as
the quotient of F〈x1, . . . , xn, ∂1, . . . , ∂n〉 by the relations [∂i , xj ] = δi j , can be
considered as an (ordinary) Azumaya algebra over the ring of polynomials k :=
F[x p

1 , . . . , x p
n , ∂

p
1 , . . . , ∂

p
n ], n ≥ 1. Consider the composition

k := F[x p
1 , . . . , x p

n , ∂
p
1 , . . . , ∂

p
n ] → F[x p

1 , ∂
p
1 ] → Frac(F[x p

1 , ∂
p
1 ])=: k

′,

where the first homomorphism sends x p
i , ∂ p

i , i > 1, to zero and Frac(F[x p
1 , ∂

p
1 ])

denotes the field of fractions of the integral domain F[x p
1 , ∂

p
1 ]. As explained

in [Wodzicki 2011, §4], we have ind(Wn(F)⊗L
k k ′) = p. Therefore, thanks to

Corollary 2.10, we conclude that the image of Wn(F) under (2.1) is nontrivial.

Example 2.14 (algebras of p-symbols). Let F be a field of positive characteristic p,
k := F[x p

1 , ∂
p
1 ] the algebra of polynomials, and k ′ := Frac(F[x p

1 , ∂
p
1 ]) the field of

fractions. Following [Wodzicki 2011, §1], given elements a, b ∈ k, let us denote
by Sab(k) ∈ pBr(k) the associated (ordinary) Azumaya k-algebra of p-symbols.
For example, when a = x p

1 and b = ∂ p
1 , we have Sab(k) = W1(F). As proved in

[Wodzicki 2011, §6], we have ind(Sab(k)⊗L
k k ′)= p if and only if

b 6= cp
0 + cp

1 a+ · · ·+ cp
p−1a p−1

− cp−1

for every c0+ c1t + · · ·+ cp−1t p−1
∈ k ′[t]. (2.15)

Therefore, thanks to Corollary 2.10, we conclude that whenever a and b satisfy
condition (2.15) the image of Sab(k) under the canonical map (2.1) is nontrivial.
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Remark 2.16 (stronger results). As explained in Section 6, Theorems 2.3, 2.5
and 2.7, and Corollaries 2.8 and 2.10, follow from stronger analogous results where
instead of K (2)

0 (k) we consider the Grothendieck ring of the category of noncom-
mutative Chow motives; consult Theorems 6.5, 6.12 and 6.20, Corollary 6.22, and
Remark 6.23.

3. Background on dg categories

Let (C(k),⊗, k) be the symmetric monoidal category of cochain complexes of
k-modules. A dg category A is a category enriched over C(k) and a dg functor
F : A→ B is a functor enriched over C(k); consult Keller’s ICM survey [2006].
Let us denote by dgcat(k) the category of (small) dg categories and dg functors.

Let A be a dg category. The opposite dg category Aop has the same objects and
is defined as Aop(x, y) :=A(y, x). The category H0(A) has the same objects as A
and morphisms H0(A)(x, y) := H 0(A(x, y)), where H 0(−) stands for the zeroth
cohomology.

A right dg A-module is a dg functor M : Aop
→ Cdg(k) with values in the dg

category Cdg(k) of complexes of k-modules. Given x ∈ A, let us write x̂ for the
Yoneda right dg A-module defined by y 7→A(x, y). Let C(A) be the category of
right dg A-modules. As explained in [Keller 2006, §3.2], C(A) carries a Quillen
model structure whose weak equivalences (resp. fibrations) are the objectwise
quasi-isomorphisms (resp. surjections). The derived category D(A) of A is the
associated homotopy category. Let Dc(A) be the full triangulated subcategory
of compact objects. The dg structure of Cdg(k) makes C(A) naturally into a dg
category Cdg(A). Let us write perfdg(A) for the full dg subcategory of Cdg(A)
consisting of those cofibrant right dg A-modules which belong to Dc(A). Note
that we have the Yoneda dg functor A→ perfdg(A) ⊂ Cdg(A), x 7→ x̂ , and that
H0(perfdg(A))' Dc(A).

A dg functor F : A → B is called a quasiequivalence if the morphisms of
k-modules F(x, y) : A(x, y)→ B(F(x), F(y)) are quasi-isomorphisms and the
induced functor H0(F) : H0(A)→ H0(B) is an equivalence of categories. More
generally, F is called a Morita equivalence if it induces an equivalence of derived
categories D(A)→ D(B); see [Keller 2006, §4.6]. As proved in [Tabuada 2005,
Theorem 5.3], dgcat(k) carries a Quillen model structure whose weak equivalences
are the Morita equivalences. Let us denote by Hmo(k) the associated homotopy
category.

The tensor product A ⊗ B of two dg categories A and B is defined as fol-
lows: the set of objects is the cartesian product and (A⊗ B)((x, w), (y, z)) :=
A(x, y)⊗B(w, z). As explained in [Keller 2006, §4.3], this construction can be
derived — and denoted by ⊗L — thus giving rise to a symmetric monoidal structure
on Hmo(k) with ⊗-unit the dg category k.
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4. Proof of Theorem 1.1

The smooth proper dg categories can be characterized as the dualizable objects of
the symmetric monoidal category Hmo(k); see [Cisinski and Tabuada 2012, §5].
Consequently, Kontsevich’s notions of smoothness and properness are invariant
under Morita equivalence.

Recall from [Keller 2006, §4.6] that a short exact sequence of dg categories is a
sequence of morphisms A→ B→ C in the homotopy category Hmo(k) inducing
an exact sequence of triangulated categories 0→ Dc(A)→ Dc(B)→ Dc(C)→ 0
in the sense of Verdier. As proved in [Tabuada 2008, Lemma 10.3], the morphism
A→ B is isomorphic to an inclusion of dg categories A⊆ B and C identifies with
Drinfeld’s dg quotient B/A.

Definition 4.1. A short exact sequence of dg categories 0→A→ B→ C→ 0 is
called split if the triangulated subcategory Dc(A)⊆ Dc(B) is admissible.

Remark 4.2. In the case of a split short exact sequence of dg categories we have
an induced equivalence between Dc(C) and the right orthogonal Dc(A)⊥ ⊆ Dc(B).
Consequently, we obtain a semiorthogonal decomposition Dc(B)= 〈Dc(A),Dc(C)〉.

Let us write K (2)
0 (k)s for the ring defined similarly to K (2)

0 (k) but with split short
exact sequences of dg categories instead of short exact sequences of dg categories.

Proposition 4.3. The rings PT (k) and K (2)
0 (k)s are isomorphic.

Proof. The assignment A 7→A clearly sends quasiequivalence classes of smooth
proper pretriangulated dg categories to Morita equivalence classes of smooth proper
dg categories. Let A, C ⊆ B be smooth proper pretriangulated dg categories for
which the triangulated subcategories H0(A),H0(C) ⊆ H0(B) are admissible and
induce a semiorthogonal decomposition H0(B) = 〈H0(A),H0(C)〉. Consider the
full dg subcategory B′ of B consisting of those objects which belong to H0(A) or
to H0(C). Thanks to the preceding semiorthogonal decomposition, the inclusion dg
functor B′ ⊆ B is a Morita equivalence. Consider also the dg functor π : B′→ C
which is the identity on C and which sends all the remaining objects to a fixed
zero object 0 of C. Under this notation, we have the split short exact sequence of
dg categories 0→ A ↪→ B′ π

−→ C→ 0. We hence conclude that the assignment
A 7→A gives rise to a group homomorphism PT (k)→ K (2)

0 (k)s .
As explained in [Tabuada 2005, §5], the pretriangulated dg categories can be

(conceptually) characterized as the fibrant objects of the Quillen model structure on
dgcat(k); see Section 3. Moreover, given a dg category A, the Yoneda dg functor
A→ perfdg(A), x 7→ x̂ , is a fibrant resolution. This implies that PT (k)→ K (2)

0 (k)s

is moreover a surjective ring homomorphism. It remains then only to show its
injectivity. Given a split short exact sequence of smooth proper dg categories
0→A→B→C→0, which we can assume pretriangulated, recall from Remark 4.2
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that we have an associated semiorthogonal decomposition H0(B)= 〈H0(A),H0(C)〉.
Let us write C′ for the full dg subcategory of B consisting of those objects which
belong to H0(C). Note that C′ is pretriangulated and quasiequivalent to C. Note also
that since the triangulated subcategory H0(A)⊆H0(B) is admissible, the triangulated
subcategory H0(C′)'H0(A)⊥ ⊆H0(B) is also admissible. We hence conclude that
the relation [B] = [A] + [C] ⇔ [B] = [A] + [C′] holds in PT (k), and consequently
that the surjective ring homomorphism PT (k)→ K (2)

0 (k)s is moreover injective. �

Thanks to Proposition 4.3, the proof of Theorem 1.1 now follows automatically
from the following result of independent interest:

Theorem 4.4. Let 0→A→B→C→0 be a short exact sequence of dg categories.
If A is smooth proper and B is proper, then the sequence is split.

Proof. Without loss of generality, we can assume that the dg categories A and B are
pretriangulated. Let us prove first that the triangulated subcategory H0(A)⊆H0(B)
is right admissible, i.e., that the inclusion functor admits a right adjoint. Given an
object z ∈ B, consider the composition

H0(A)op H0(B(−,z))
−−−−−→H0(perfdg(k))' Dc(k)

H0(−)
−−−→mod(k) (4.5)

with values in the category of finitely generated k-modules. Thanks to Proposition 4.8
(with F = B(−, z)), the functor (4.5) is representable. Let us denote by x the repre-
senting object. Since the composition (4.5) is naturally isomorphic to the (contra-
variant) functor HomH0(B)(−, z) : H0(A)op

→mod(k), we have HomH0(A)(y, x)'
HomH0(B)(y, z) for every y ∈A. By taking y= x , we hence obtain a canonical mor-
phism η : x→ z and consequently a distinguished triangle x η

−→z→cone(η)→6(x)
in the triangulated category H0(B). The associated long exact sequences allow us
then to conclude that cone(η) belongs to the right orthogonal H0(A)⊥ ⊆ H0(B).
This implies that the triangulated subcategory H0(A)⊆ H0(B) is right admissible.
The proof of left admissibility is similar: simply replace B(−, z) by the covariant
dg functor B(z,−); see Remark 4.9. �

Notation 4.6 (bimodules). Let A and B be two dg categories. A dg A-B-bimodule is
a dg functor B :A⊗L Bop

→ Cdg(k), i.e., a right dg (Aop
⊗

L B)-module. Associated
to a dg functor F :A→ B, we have the dg A-B-bimodule

FB :A⊗L Bop
→ Cdg(k), (x, z) 7→ B(z, F(x)). (4.7)

Let us write rep(A,B) for the full triangulated subcategory of D(Aop
⊗

L B) consist-
ing of those dg A-B-bimodules B such that for every object x ∈A the associated right
dg B-module B(x,−) belongs to Dc(B). Similarly, let repdg(A,B) be the full dg
subcategory of Cdg(Aop

⊗
L B) consisting of those cofibrant right dg A-B-bimodules

which belong to rep(A,B). By construction, H0(repdg(A,B))' rep(A,B).



A note on secondary K -theory 895

Proposition 4.8 (representability). Let A be a smooth proper pretriangulated dg
category and G : H0(A)op

→ mod(k) be a (contravariant) functor with values in
the category of finitely generated k-modules. Assume that there exists a dg functor
F :Aop

→ perfdg(k) and a natural isomorphism between G and the composition

H0(A)op H0(F)
−−−→H0(perfdg(k))' Dc(k)

H0(−)
−−−→mod(k).

Under these assumptions, the functor G is representable.

Remark 4.9. Given a smooth proper pretriangulated dg category A, the opposite dg
category Aop is also smooth, proper, and pretriangulated. Therefore, Proposition 4.8
(with A replaced by Aop) is also a corepresentability result.

Proof. Following Notation 4.6, let FB∈ rep(Aop, perfdg(k)) be the dg Aop-perfdg(k)-
bimodule associated to the dg functor F. Thanks to Lemma 4.11 below, there exists
an object x ∈A and an isomorphism in the triangulated category rep(Aop, perfdg(k))
between the dg Aop-perfdg(k)-bimodules FB and x̂B. Making use of the functor

rep(Aop, perfdg(k))→ Fun1(H0(A)op,Dc(k)), B 7→ −⊗L
Aop B, (4.10)

where Fun1(−,−) stands for the category of triangulated functors, we obtain an
isomorphism between the functors −⊗L

Aop FB ' H0(F) and −⊗L
Aop x̂B ' H0(x̂).

By composing them with H 0(−) : Dc(k)→mod(k), we hence conclude that G is
naturally isomorphic to the representable functor HomH0(A)(−, x). �

Lemma 4.11. Given a smooth proper pretriangulated dg category A, the dg functor

A→ repdg(A
op, perfdg(k)), x 7→ x̂B (4.12)

is a quasiequivalence.

Proof. As proved in [Cisinski and Tabuada 2012, Theorem 5.8], the dualizable
objects of the symmetric monoidal category Hmo(k) are the smooth proper dg
categories. Moreover, the dual of a smooth proper dg category A is the opposite dg
category Aop and the evaluation morphism is given by the dg functor

A⊗L Aop
→ perfdg(k), (x, y) 7→A(y, x). (4.13)

The symmetric monoidal category Hmo(k) is closed; see [Keller 2006, §4.3]. Given
dg categories A and B, their internal Hom is given by repdg(A,B). Therefore, by
adjunction, (4.13) corresponds to the dg functor (4.12). Thanks to the unicity of
dualizable objects, we hence conclude that (4.12) is a Morita equivalence. The
proof now follows from the fact that a Morita equivalence between pretriangulated
dg categories is necessarily a quasiequivalence; see [Tabuada 2005, §5]. �
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Alternative proof of Theorem 4.4 when k is a field. Without loss of generality, we
can assume that the dg categories A and B are pretriangulated. Note first that B is
proper if and only if we have

∑
n dim HomH0(B)(w, z[n]) <∞ for any two objects

w and z. Since the dg category A is smooth, the triangulated category H0(A) admits
a strong generator in the sense of [Bondal and van den Bergh 2003]; see [Lunts
2010, Lemmas 3.5 and 3.6]. Using the fact that the (contravariant) functor (4.5) is
cohomological and that the triangulated category H0(A) is idempotent complete,
we hence conclude from Bondal and Van den Bergh’s powerful (co)representability
result [2003, Theorem 1.3] that the functor HomH0(B)(−, z) : H0(A)op

→ vect(k)
is representable. The remainder of the proof is now similar.

Remark 4.14 (Orlov’s regularity). Following [Orlov 2015, Definition 3.13], a dg
category A is called regular if the triangulated category Dc(A) admits a strong
generator in the sense of [Bondal and van den Bergh 2003]. Examples include
the dg categories of perfect complexes associated to regular separated noetherian
k-schemes. Smoothness implies regularity but the converse does not hold. The
preceding proof shows us that Theorem 4.4 holds more generally when A is a
regular proper dg category.

5. Noncommutative motives

For a survey or book on noncommutative motives, we invite the reader to consult
[Tabuada 2012] or [Tabuada 2015], respectively. Let A and B be two dg categories.
As proved in [Tabuada 2005, Corollary 5.10], we have an identification between
HomHmo(k)(A,B) and the isomorphism classes of the category rep(A,B), under
which the composition law of Hmo(k) corresponds to the derived tensor product
of bimodules. Since the dg A-B-bimodules (4.7) belong to rep(A,B), we hence
obtain a symmetric monoidal functor

dgcat(k)→ Hmo(k), A 7→A, F 7→ FB. (5.1)

The additivization of Hmo(k) is the additive category Hmo0(k) with the same ob-
jects as Hmo(k) and with morphisms given by HomHmo0(k)(A,B) := K0 rep(A,B),
where K0 rep(A,B) stands for the Grothendieck group of the triangulated category
rep(A,B). The composition law is induced by the derived tensor product of bimod-
ules and the symmetric monoidal structure extends by bilinearity from Hmo(k) to
Hmo0(k). Note that we have a symmetric monoidal functor

Hmo(k)→ Hmo0(k), A 7→A, B 7→ [B]. (5.2)

Given a commutative ring of coefficients R, the R-linearization of Hmo0(k) is
the R-linear category Hmo0(k)R obtained by tensoring the morphisms of Hmo0(k)
with R. Note that Hmo0(k)R inherits an R-linear symmetric monoidal structure
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and that we have the symmetric monoidal functor

Hmo0(k)→ Hmo0(k)R, A 7→A, [B] 7→ [B]R. (5.3)

Let us denote by U(−)R : dgcat(k)→Hmo0(k)R the composition (5.3)◦(5.2)◦(5.1).

Noncommutative Chow motives. The category of noncommutative Chow motives
NChow(k)R is defined as the idempotent completion of the full subcategory of
Hmo0(k)R consisting of the objects U(A)R with A a smooth proper dg category.
This category is not only R-linear and idempotent complete, but also additive and
rigid5 symmetric monoidal; see [Tabuada 2012, §4]. Given dg categories A and B,
with A smooth proper, we have rep(A,B) ' Dc(Aop

⊗
L B). Hence, we obtain

isomorphisms

HomNChow(k)R (U(A)R,U(B)R) := K0(rep(A,B))R ' K0(Aop
⊗

L B)R.

When R = Z, we write NChow(k) instead of NChow(k)Z and U instead of U(−)Z.

Noncommutative numerical motives. Given an R-linear, additive, rigid symmetric
monoidal category C, its N-ideal is defined as

N (a, b) := { f ∈ HomC(a, b) | for all g ∈ HomC(b, a) we have tr(g ◦ f )= 0},

where tr(g◦ f ) stands for the categorical trace of the endomorphism g◦ f . The cate-
gory of noncommutative numerical motives NNum(k)R is defined as the idempotent
completion of the quotient of NChow(k)R by the ⊗-ideal N. By construction, this
category is R-linear, additive, rigid symmetric monoidal, and idempotent complete.

Notation 5.4. In the case where k is a field, we write CSA(k)R for the full sub-
category of NNum(k)R consisting of the objects U(A)R with A a central simple
k-algebra, and CSA(k)⊕R for the closure of CSA(k)R under finite direct sums.

The next result is a slight variant of [Marcolli and Tabuada 2014b, Theorem 1.10].

Theorem 5.5 (semisimplicity). Let k be a commutative ring of characteristic zero
(resp. positive prime characteristic p) and R a field with the same characteristic. If
K0(k)Q 'Q (resp. K0(k)Fp ' Fp), then NNum(k)R is abelian semisimple.

Proof. As explained in [Cisinski and Tabuada 2012, Example 8.9], Hochschild ho-
mology gives rise to an additive symmetric monoidal functor HH :Hmo0(k)→D(k).
The dualizable objects of the derived category D(k) are the compact ones. Therefore,
since the symmetric monoidal subcategory NChow(k) of Hmo0(k) is rigid and every
symmetric monoidal functor preserves dualizable objects, the preceding functor
restricts to an additive symmetric monoidal functor

NChow(k)→ Dc(k), U(A) 7→ HH(A). (5.6)

5Recall that a symmetric monoidal category is called rigid if all its objects are dualizable.
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Assume first that k is of characteristic zero. Let us write kQ for the localization
of k at the multiplicative set Z \ {0}. Choose a maximal ideal m of kQ and consider
the associated residue field F := kQ/m. By composing (5.6) with the base-change
(derived) symmetric monoidal functors Dc(k)→Dc(kQ)→Dc(F), we hence obtain
an induced Q-linear symmetric monoidal functor

NChow(k)Q→ Dc(F), U(A)Q 7→ HH(A)⊗L
k F. (5.7)

Since by assumption we have EndNChow(k)Q(U(k)Q)= K0(k)Q 'Q, we conclude
from André and Kahn’s general results [2005, Theorem 1a; 2002, Theorem A.2.10],
applied to the functor (5.7), that the category NNum(k)Q is abelian semisimple.
The proof now follows from the fact that the ⊗-ideal N is compatible with change
of coefficients along the field extension R/Q; consult [Bruguières 2000, Proposition
1.4.1] for further details.

Assume now that k is of positive prime characteristic p. Choose a maximal
ideal m of k and consider the associated residue field F := k/m. As in the charac-
teristic zero case, we obtain an induced Fp-linear symmetric monoidal functor

NChow(k)Fp → Dc(F), U(A)Fp 7→ HH(A)⊗L
k F,

which allows us to conclude that the category NNum(k)R is abelian semisimple. �

6. Proof of Theorems 2.3, 2.5, and 2.7

We start by studying the noncommutative Chow motives of dg Azumaya algebras.
These results are of independent interest.

Proposition 6.1. Let k be a commutative ring and A a dg Azumaya k-algebra which
is not Morita equivalent to an ordinary Azumaya algebra. If k is noetherian, then
we have U(A)Q 6'U(k)Q in NChow(k)Q and U(A)Fq 6'U(k)Fq in NChow(k)Fq for
every prime number q.

Proof. As proved in [Tabuada and Van den Bergh 2014, Theorem B.15], we have
U(A)Q 6'U(k)Q in NChow(k)Q. The proof that U(A)Fq 6'U(k)Fq in NChow(k)Fq

is similar: simply further assume that q does not divides the positive integers m, n
used in [loc. cit.]. �

Proposition 6.2. Let k be a field, A and B two central simple k-algebras, and R a
commutative ring of positive prime characteristic p.

(i) If p | ind(Aop
⊗ B), then U(A)R 6'U(B)R in NChow(k)R . Moreover, we have

HomNNum(k)R (U(A)R,U(B)R)= HomNNum(k)R (U(B)R,U(A)R)= 0.

(ii) If p - ind(Aop
⊗ B) and R is a field, then U(A)R 'U(B)R in NChow(k)R .
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Proof. As explained in the proof of [Tabuada and Van den Bergh 2014, Proposition
2.25], we have natural identifications HomNChow(k)(U(A),U(B))'Z, under which
the composition law (in NChow(k))

Hom(U(A),U(B))×Hom(U(B),U(C))→ Hom(U(A),U(C))

corresponds to the bilinear pairing

Z×Z→ Z, (n,m) 7→ n · ind(Aop
⊗ B) · ind(Bop

⊗C) ·m.

Hence, we obtain natural identifications HomNChow(k)R (U(A)R,U(B)R)' R. More-
over, since ind(Aop

⊗ B)= ind(Bop
⊗ A), the composition law (in NChow(k)R)

Hom(U(A)R,U(B)R)×Hom(U(B)R,U(A)R)→ Hom(U(A)R,U(A)R)

corresponds to the bilinear pairing

R× R→ R, (n,m) 7→ n · ind(Aop
⊗ B)2 ·m; (6.3)

similarly with A and B replaced by B and A, respectively.
If p | ind(Aop

⊗ B), then the bilinear pairing (6.3) is zero. This implies that
U(A)R 6' U(B)R in NChow(k)R . Moreover, since the categorical trace of the
zero endomorphism is zero, we conclude that all the elements of the R-modules
HomNChow(k)R (U(A)R,U(B)R) and HomNChow(k)R (U(B)R,U(A)R) belong to the
N-ideal. In other words, we have HomNNum(k)R (U(A)R,U(B)R) = 0 and also
HomNNum(k)R (U(B)R,U(A)R)= 0. This proves item (i).

If p - ind(Aop
⊗ B) and R is a field, then ind(Aop

⊗ B) is invertible in R. It
follows then from the bilinear pairing (6.3) that U(A)R ' U(B)R in NChow(k)R .
This proves item (ii). �

Let A, C ⊆ B be smooth proper pretriangulated dg categories for which the
triangulated subcategories H0(A),H0(C) ⊆ H0(B) are admissible and induce a
semiorthogonal decomposition H0(B)= 〈H0(A),H0(C)〉. As proved in [Tabuada
2005, Theorem 6.3], the inclusion dg functors A, C ⊆ B induce an isomorphism
U(A)⊕U(C) ' U(B) in the additive category NChow(k). Consequently, if we
denote by K0(NChow(k)) the Grothendieck ring of the symmetric monoidal additive
NChow(k), we obtain a well-defined ring homomorphism

PT (k)→ K0(NChow(k)), [A] 7→ [U(A)].

By precomposing it with the isomorphism K (2)
0 (k)' PT (k) of Theorem 1.1 and

with (2.1), we hence obtain the canonical map

dBr(k)→ K0(NChow(k)), [A] 7→ [U(A)]. (6.4)

The proof of Theorem 2.3 now follows from the next result.
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Theorem 6.5. Let k be a noetherian commutative ring of characteristic zero (resp.
positive prime characteristic p) and A a dg Azumaya algebra which is not Morita
equivalent to an ordinary Azumaya algebra. If K0(k)Q 'Q (resp. K0(k)Fp ' Fp),
then the image of [A] under the canonical map (6.4) is nontrivial. Moreover, when
k is of characteristic zero (resp. positive prime characteristic p), this nontrivial
image is different from the images of the ordinary Azumaya algebras (resp. of the
ordinary Azumaya algebras whose index is not a multiple of p).

Proof. Similarly to ordinary Azumaya algebras (see [Tabuada and Van den Bergh
2015, Lemma 8.10]), we have the equivalence of symmetric monoidal triangulated
categories

Dc(k)−→
' Dc(Aop

⊗
L A), M 7→ M ⊗L A,

where the symmetric monoidal structure on Dc(k) (resp. Dc(Aop
⊗

L A)) is induced
by −⊗L

− (resp. −⊗L
A−). Consequently, we obtain an induced ring isomorphism

EndNChow(k)(U(k))−→∼ EndNChow(k)(U(A)). (6.6)

Let us prove the first claim. Assume that k is of characteristic zero; the proof of
the cases where k is of positive prime characteristic p is similar. By definition
of the category of noncommutative Chow motives, the left-hand side of (6.6) is
given by the Grothendieck ring K0(k). Therefore, the assumption K0(k)Q ' Q

combined with the isomorphism (6.6) implies that EndNChow(k)Q(U(k)Q)'Q and
EndNChow(k)Q(U(A)Q) ' Q. By construction of the category of noncommuta-
tive numerical motives, we have EndNNum(k)Q(U(k)Q) ' Q. Using the fact that
U(A)Q ∈ NChow(k)Q is a ⊗-invertible object and that the Q-linear quotient func-
tor NChow(k)Q → NNum(k)Q is symmetric monoidal, we hence conclude that
EndNNum(k)Q(U(A)Q) is also isomorphic to Q. This gives rise to the implication

U(A)Q 6'U(k)Q in NChow(k)Q H⇒ U(A)Q 6'U(k)Q in NNum(k)Q. (6.7)

Note that since the quotient functor NChow(k)Q→ NNum(k)Q is full, implication
(6.7) is equivalent to the fact that every morphism U(A)Q→U(k)Q in NChow(k)Q
which becomes invertible in NNum(k)Q is already invertible in NChow(k)Q.

Recall from Proposition 6.1 that U(A)Q 6' U(k)Q in NChow(k)Q when k is
noetherian. Making use of (6.7), we hence conclude that U(A)Q 6' U(k)Q in
NNum(k)Q. By definition, we have [U(A)] = [U(k)] in the Grothendieck ring
K0(NChow(k)) if and only if the following condition holds:

there exists an NM ∈ NChow(k) such that U(A)⊕ NM 'U(k)⊕ NM. (6.8)

Thanks to Theorem 5.5, the category NNum(k)Q is abelian semisimple. Conse-
quently, it satisfies the cancellation property with respect to direct sums. Therefore,
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if condition (6.8) holds, one would conclude that U(A)Q 'U(k)Q in NNum(k)Q,
which is a contradiction. This finishes the proof of the first claim.

Let us now prove the second claim. Note first that by combining Proposition 6.1
with implication (6.7), we conclude that

U(A)Q 6'U(k)Q in NNum(k)Q
(
resp. U(A)Fp 6'U(k)Fp in NNum(k)Fp

)
. (6.9)

Let B be an ordinary Azumaya k-algebra (resp. an ordinary Azumaya k-algebra
whose index is not a multiple of p). In the latter case, by definition of index, we
can assume without loss of generality that the rank of B is not a multiple of p. We
have [U(A)] = [U(B)] in the Grothendieck ring K0(NChow(k)) if and only if

there exists an NM ∈ NChow(k) such that U(A)⊕ NM 'U(B)⊕ NM. (6.10)

Thanks to Theorem 5.5, the category NNum(k)Q (resp. NNum(k)Fp ) is abelian
semisimple. Consequently, it satisfies the cancellation property with respect to
direct sums. Therefore, if (6.10) holds, one would conclude that U(A)Q'U(B)Q in
NNum(k)Q (resp. U(A)Fp 'U(B)Fp in NNum(k)Fp ). On one hand, Corollary B.14
of [Tabuada and Van den Bergh 2014] implies that U(B)Q 'U(k)Q in NNum(k)Q.
This contradicts the left-hand side of (6.9). On the other hand, since the rank of B
is invertible in Fp, the corollary implies that U(B)Fp 'U(k)Fp . This contradicts the
right-hand side of (6.9). The proof of the second claim is then finished. �

Proposition 6.11. Let k be a field and R a field of positive characteristic p. In
this case, the category CSA(k)⊕R (see Notation 5.4) is equivalent to the category of
Br(k){p}-graded finite dimensional R-vector spaces.

Proof. Let A be a central simple k-algebra. Similarly to the proof of Theorem 6.5,
we have a ring isomorphism EndCSA(k)R (U(A)R)' R.

Let A, B be central simple k-algebras such that [A],[B]∈Br(k){p} and [A] 6= [B].
Since ind(Aop

⊗ B) | ind(Aop) · ind(B) and [A] 6= [B], we have p | ind(Aop
⊗ B).

Therefore, Proposition 6.2(i) implies that HomCSA(k)R (U(A)R,U(B)R)= 0 and also
that HomCSA(k)R (U(B)R,U(A)R)= 0.

Let A be a central simple k-algebra such that [A] ∈
⊕

q 6=p Br(k){q}. Then,
Proposition 6.2(ii) implies that U(A)R 'U(k)R in CSA(k)R .

The proof now follows automatically from the combination of the above facts. �

The proof of Theorem 2.5 now follows from the next result.

Theorem 6.12. Let k be a field of characteristic zero. In this case, the canonical
map (6.4) is injective.

Proof. Let A and B be two central simple k-algebras such that [A] 6= [B] in Br(k).
Recall that ind(Aop

⊗ B)= 1 if and only if [A] = [B]. Therefore, let us choose a
prime number p such that p | ind(Aop

⊗ B). Thanks to Proposition 6.2(i), we have
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U(A)Fp 6'U(B)Fp in NChow(k)Fp . Consequently, similarly to implication (6.7), we
have U(A)Fp 6'U(B)Fp in NNum(k)Fp . By definition, we have [U(A)] = [U(B)] in
the Grothendieck ring K0(NChow(k)) if and only if the following condition holds:

there exists an NM ∈ NChow(k) such that U(A)⊕ NM 'U(B)⊕ NM. (6.13)

Thanks to Lemma 6.17 below, if condition (6.13) holds, then there exist nonnegative
integers n,m ≥ 0 and a noncommutative numerical motive NM ′ such that

n+1⊕
i=1

U(A)Fp ⊕

m⊕
j=1

U(B)Fp ⊕ NM ′ '
n⊕

i=1

U(A)Fp ⊕

m+1⊕
j=1

U(B)Fp ⊕ NM ′ (6.14)

in NNum(k)Fp . Note that the composition bilinear pairing (in NNum(k)Fp )

Hom(U(A)Fp , NM ′)×Hom(NM ′,U(A)Fp)→ Hom(U(A)Fp ,U(A)Fp) (6.15)

is zero; similarly for U(B)Fp . This follows from the fact that the right-hand side
of (6.15) identifies with Fp, from the fact that the category NNum(k)Fp is Fp-linear,
and from the fact that the noncommutative numerical motive NM ′ does not contain
U(A)Fp as a direct summand. The composition bilinear pairing (in NNum(k)Fp )

Hom(U(A)Fp , NM ′)×Hom(NM ′,U(B)Fp)→ Hom(U(A)Fp ,U(B)Fp) (6.16)

is also zero; similarly with A and B replaced by B and A, respectively. This
follows automatically from the fact that the right-hand side of (6.16) is zero; see
Proposition 6.2(i). Now, note that the triviality of the pairings (6.15)–(6.16) implies
that the isomorphism (6.14) restricts to an isomorphism

U(A)Fp ⊕

n⊕
i=1

U(A)Fp ⊕

m⊕
j=1

U(B)Fp 'U(B)Fp ⊕

n⊕
i=1

U(A)Fp ⊕

m⊕
j=1

U(B)Fp

in the category CSA(k)⊕Fp
⊂NNum(k)Fp . Since CSA(k)⊕Fp

is equivalent to the cate-
gory of Br(k){p}-graded finite dimensional Fp-vector spaces (see Proposition 6.11),
it satisfies the cancellation property with respect to direct sums. Consequently, we
conclude from the preceding isomorphism that U(A)Fp ' U(B)Fp in NNum(k)Fp ,
which is a contradiction. This finishes the proof. �

Lemma 6.17. There exist nonnegative integers n,m ≥ 0 and a noncommutative
numerical motive NM ′∈ NNum(k)Fp such that:

(i) We have NMFp '
⊕n

i=1U(A)Fp ⊕
⊕m

j=1U(B)Fp ⊕ NM ′ in NNum(k)Fp .

(ii) The noncommutative numerical motive NM ′ does not contain U(A)Fp or U(B)Fp

as a direct summand.
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Proof. Recall that the category NNum(k)Fp is idempotent complete. Therefore,
by inductively splitting the (possible) direct summands U(A)Fp and U(B)Fp of the
noncommutative numerical motive NMFp , we obtain an isomorphism

NMFp 'U(A)Fp ⊕ · · ·⊕U(A)Fp ⊕U(B)Fp ⊕ · · ·⊕U(B)Fp ⊕ NM ′

in NNum(k)Fp , with NM ′ satisfying condition (ii). We claim that the number of
copies of U(A)Fp and U(B)Fp is finite; note that this concludes the proof. We
will focus ourselves on the case U(A)Fp ; the proof of the case U(B)Fp is similar.
Suppose that the number of copies of U(A)Fp is infinite. Since we have natural
isomorphisms

HomNNum(k)Fp
(U(A)Fp ,U(A)Fp)' Fp, (6.18)

this would allow us to construct an infinite sequence f1, f2, . . . of vectors in the
Fp-vector space HomNNum(k)Fp

(U(A)Fp , NMFp), with fi corresponding to the element
1 ∈ Fp of (6.18), such that f1, . . . , fr is linearly independent for every positive
integer r . In other words, this would allow us to conclude that the Fp-vector space
HomNNum(k)Fp

(U(A)Fp , NMFp) is infinite dimensional. Recall from the proof of
[Bruguières 2000, Proposition 1.4.1] that the map Z→ Fp gives rise to a surjective
homomorphism

HomNNum(k)(U(A), NM)⊗Z Fp � HomNNum(k)Fp
(U(A)Fp , NMFp). (6.19)

Since, by assumption, the base field k is of characteristic zero, the abelian group
HomNNum(k)(U(A), NM) is finitely generated; see [Tabuada and Van den Bergh
2014, Theorem 1.2]. Therefore, we conclude that the right-hand side of (6.19)
is a finite dimensional Fp-vector space, which is a contradiction. This finishes
the proof. �

The proof of Theorem 2.7 now follows from the next result.

Theorem 6.20. Let k be a field of positive characteristic p and A, B two central
simple k-algebras. If p | ind(Aop

⊗ B), then the images of [A] and [B] under the
canonical map (6.4) are different. This holds in particular when ind(A) and ind(B)
are coprime and p divides ind(A) or ind(B).

Proof. If p | ind(Aop
⊗ B), then Proposition 6.2(i) implies that U(A)Fp 6'U(B)Fp

in NChow(k)Fp . Consequently, similarly to implication (6.7), we conclude that
U(A)Fp 6'U(B)Fp in NNum(k)Fp . By definition, we have [U(A)] = [U(B)] in the
Grothendieck ring K0(NChow(k)) if and only if the following condition holds:

there exists an NM ∈ NChow(k) such that U(A)⊕ NM 'U(B)⊕ NM. (6.21)

Thanks to Theorem 5.5, the category NNum(k)Fp is abelian semisimple. Conse-
quently, it satisfies the cancellation property with respect to direct sums. Therefore,
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if condition (6.21) holds, one would conclude that U(A)Fp 'U(B)Fp in NNum(k)Fp ,
which is a contradiction. This finishes the proof. �

Corollary 6.22. When k is a field of positive characteristic p, the restriction of
the canonical map (6.4) to the p-primary torsion subgroup Br(k){p} is injective.
Moreover, the image of Br(k){p}− 0 is disjoint from the image of

⊕
q 6=p Br(k){q}.

Remark 6.23. As proved in [Marcolli and Tabuada 2014a, Theorem 7.1], every
ring homomorphism k→ k ′ gives rise to the following commutative square:

dBr(k)

−⊗
L
k k′

��

(6.4)
// K0(NChow(k))

−⊗
L
k k′

��

dBr(k ′)
(6.4)
// K0(NChow(k ′))

Therefore, by combining it with Theorems 6.12 and 6.20, we conclude that Corollary
2.10 also holds with (2.1) replaced by (6.4).
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Let X be a smooth projective surface of irregularity 0. The Hilbert scheme X [n]

of n points on X parametrizes zero-dimensional subschemes of X of length n. We
discuss general methods for studying the cone of ample divisors on X [n]. We then
use these techniques to compute the cone of ample divisors on X [n] for several
surfaces where the cone was previously unknown. Our examples include families
of surfaces of general type and del Pezzo surfaces of degree 1. The methods rely
on Bridgeland stability and the positivity lemma of Bayer and Macrì.
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1. Introduction

If X is a projective variety, the cone Amp(X)⊂ N 1(X) of ample divisors controls
the various projective embeddings of X . It is one of the most important invariants
of X , and carries detailed information about the geometry of X . Its closure is
the nef cone Nef(X), which is dual to the Mori cone of curves (see for example
[Lazarsfeld 2004]). In this paper, we will study the nef cone of the Hilbert scheme
of points X [n], where X is a smooth projective surface over C.

Nef divisors on Hilbert schemes of points on surfaces X [n] are sometimes easy
to construct by classical methods. If L is an (n − 1)-very ample line bundle
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on X , then for any Z ∈ X [n] we have an inclusion H 0(L ⊗ IZ )→ H 0(L) which
defines a morphism from X [n] to the Grassmannian G(h0(L)− n, h0(L)). The
pullback of an ample divisor on the Grassmannian is nef on X [n]. It is frequently
possible to construct extremal nef divisors by this method. For example, this
method completely computes the nef cone of X [n] when X is a del Pezzo surface of
degree ≥ 2 or a Hirzebruch surface (see [Arcara et al. 2013; Bertram and Coskun
2013]). Unfortunately, this approach to computing the nef cone is insufficient in
general. At the very least, to study nef cones of more interesting surfaces it would
be necessary to study an analog of k-very ampleness for higher rank vector bundles,
which is considerably more challenging than line bundles.

More recently, many nef cones have been computed by making use of Bridgeland
stability conditions and the positivity lemma of Bayer and Macrì (see [Bridgeland
2007; 2008; Arcara and Bertram 2013; Bayer and Macrì 2014b] for background
on these topics, which will be reviewed in Section 2). Let v = ch(IZ ) ∈ K0(X),
where Z ∈ X [n]. In the stability manifold Stab(X) for X there is an open Gieseker
chamber C such that if σ ∈ C then Mσ(v)∼= X [n], where Mσ(v) is the moduli space
of σ -semistable objects with invariants v. The positivity lemma associates to any
σ ∈ C a nef divisor on X [n]. Stability conditions in the boundary ∂C frequently
give rise to extremal nef divisors. The positivity lemma also classifies the curves
orthogonal to a nef divisor constructed in this way, and so gives a tool for checking
extremality.

The stability manifold is rather large in general, so computation of the full
Gieseker chamber can be unwieldy. We deal with this problem by focusing on
a small slice of the stability manifold parametrized by a half-plane. Up to scale,
the corresponding divisors in N 1(X [n]) form an affine ray. The nef cone Nef(X [n])
is spanned by a codimension-1 subcone identified with Nef(X) and other more
interesting classes which are positive on curves contracted by the Hilbert–Chow
morphism. Since Nef(X [n]) is convex, we can study Nef(X [n]) by looking at
positivity properties of divisors along rays in N 1(X [n]) starting from a class in
Amp(X) ⊂ Nef(X [n]). The positivity lemma gives us an effective criterion for
testing when divisors along the ray are nef.

The slices of the stability manifold that we consider are given by a pair of divisors
(H, D) on X with H ample and −D effective. The following is a weak version of
one of our main theorems.

Theorem 1.1. Let X be a smooth projective surface. If n � 0, then there is an
extremal nef divisor on X [n] coming from the (H, D)-slice. It can be explicitly
computed if both the intersection pairing on Pic(X) and the set of effective classes
in Pic(X) are known. An orthogonal curve class is given by n points moving in a g1

n
on a curve of a particular class.
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See Section 3, especially Corollary 3.7 and Theorem 3.11, for more explicit
statements. Stronger statements can also be shown under strong assumptions on
Pic(X); for example, we study the Picard rank 1 case in detail in Section 4. Recall
that if X is a surface of irregularity q := H 1(OX ) = 0, then N 1(X [n]) is spanned
by the divisor B of nonreduced schemes and divisors L [n] induced by divisors
L ∈ Pic(X); see Section 2A for details.

Theorem 1.2. Let X be a smooth projective surface with Pic X ∼= ZH , where H is
an ample divisor. Let a > 0 be the smallest integer such that aH is effective. If

n ≥max{a2 H 2, pa(aH)+ 1},

then Nef(X [n]) is spanned by the divisor H [n] and the divisor

1
2

K [n]X +

(a
2
+

n
aH 2

)
H [n]− 1

2
B. (∗)

An orthogonal curve class is given by letting n points move in a g1
n on a curve in X

of class aH.

Note that in the Picard rank 1 case the divisor class (∗) is frequently of the form
λH [n] − 1

2 B for a noninteger number λ ∈ Q. Any divisor constructed from an
(n− 1)-very ample line bundle will be of the form λH [n]− 1

2 B with λ ∈ Z, so in
general the edge of the nef cone cannot be obtained from line bundles in this way.

The required lower bound on n in Theorem 1.2 can be improved in specific
examples where special linear series on hyperplane sections are better understood.

Theorem 1.3. Let X be one of the following surfaces:

(1) a very general hypersurface in P3 of degree d ≥ 4, or

(2) a very general degree-d cyclic branched cover of P2 of general type.

In either case, Pic(X)∼= ZH with H effective. Suppose n ≥ d − 1 in the first case,
and n ≥ d in the second case. Then Nef(X [n]) is spanned by H [n] and the divisor
class (∗) with a = 1.

Finally, in Section 5 we compute the nef cone of X [n] where X is a smooth
del Pezzo surface of degree 1 and n ≥ 2 is arbitrary. This computation was an
open problem posed by Bertram and Coskun [2013]; they noted that the method
of k-very ample line bundles would not be sufficient to prove the expected answer.
Since X has Picard rank 9, this computation makes full use of the general methods
developed in Section 3. If C ⊂ X is a reduced, irreducible curve which admits a g1

n ,
we write C[n] for the curve in the Hilbert scheme X [n] given by letting n points
move in a g1

n on C .

Theorem 1.4. Let X be a smooth del Pezzo surface of degree 1. The Mori cone of
curves NE(X [n]) is spanned by the 240 classes E[n] given by (−1)-curves E ⊂ X ,
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the class of a curve contracted by the Hilbert–Chow morphism, and the class F[n],
where F ∈ |−K X | is an anticanonical curve. The nef cone is determined by duality.

Many previous authors have used Bridgeland stability conditions to study nef
cones and wall-crossing for Hilbert schemes X [n] and moduli spaces of sheaves
MH(v) for various classes of surfaces. For instance, the program was studied for P2

in [Arcara et al. 2013; Coskun and Huizenga 2016; Bertram et al. 2014; Li and
Zhao 2013], Hirzebruch and del Pezzo surfaces in [Bertram and Coskun 2013],
abelian surfaces in [Yanagida and Yoshioka 2014; Maciocia and Meachan 2013],
K3 surfaces in [Bayer and Macrì 2014b; 2014a; Hassett and Tschinkel 2010], and
Enriques surfaces in [Nuer 2014]. Our results unify several of these approaches.
Additionally, nef cones were classically studied in the context of k-very ample line
bundles in papers such as [Ellingsrud et al. 2001; Beltrametti and Sommese 1991;
Beltrametti et al. 1989; Catanese and Göttsche 1990].

2. Preliminaries

Throughout the paper, we let X be a smooth projective surface over C.

2A. Divisors and curves on X [n]. For simplicity we assume that X has irregularity
q = h1(OX )= 0 in this subsection. By work of Fogarty [1968], the Hilbert scheme
X [n] is a smooth projective variety of dimension 2n which resolves the singularities
in the symmetric product X (n) via the Hilbert–Chow morphism X [n]→ X (n). A line
bundle L on X induces the Sn-equivariant line bundle L�n on Xn which descends
to a line bundle L(n) on the symmetric product X (n). The pullback of L(n) by the
Hilbert–Chow morphism X [n]→ X (n) defines a line bundle on X [n] which we will
denote by L [n]. Intuitively, if L ∼= OX (D) for a reduced effective divisor D ⊂ X ,
then L [n] can be represented by the divisor D[n] of schemes Z ⊂ X which meet D.

Fogarty shows that

Pic(X [n])∼= Pic(X)⊕Z(B/2),

where Pic(X) ⊂ Pic(X [n]) is embedded by L 7→ L [n] and B is the locus of non-
reduced schemes, i.e., the exceptional divisor of the Hilbert–Chow morphism
[Fogarty 1973]. Tensoring by the real numbers, the Néron–Severi space N 1(X [n])
is therefore spanned by N 1(X) and B.

There are also curve classes in X [n] induced by curves in X . Two different
constructions are immediate. Let C ⊂ X be a reduced and irreducible curve.

(1) There is a curve C̃[n] in X [n] given by fixing n − 1 general points of X and
letting an n-th point move along C .

(2) If C admits a g1
n , i.e., a degree-n map to P1, then the fibers of C→ P1 give a

rational curve P1
→ X [n]. We write C[n] for this class.
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These constructions preserve intersection numbers, in the sense that if D ⊂ X is a
divisor and C ⊂ X is a curve then

D[n] · C̃[n] = D[n] ·C[n] = D ·C.

Part of the nef cone Nef(X [n]) is easily described in terms of the nef cone of X .
If D is an ample divisor, then D(n) is ample so D[n] is nef. In the limit, we find that
if D is nef then D[n] is nef. Conversely, if D is not nef then there is an irreducible
curve C with D ·C < 0, so D[n] · C̃[n] < 0 and D[n] is not nef. Under the Fogarty
isomorphism,

Nef(X [n])∩ N 1(X)= Nef(X).

The hyperplane N 1(X) ⊂ N 1(X [n]) is orthogonal to any curve contracted by the
Hilbert–Chow morphism, so all the divisors in Nef(X)⊂ Nef(X [n]) are extremal.
Since B is the exceptional locus of the Hilbert–Chow morphism, we see that any
nef class must have nonpositive coefficient of B. After scaling, then, we see that
computation of the cone Nef(X [n]) reduces to describing the nef classes of the form
L [n]− 1

2 B lying outside Nef(X)⊂ Nef(X [n]).

2B. Bridgeland stability conditions. We now recall some basic definitions and
properties of Bridgeland stability conditions. We fix a polarization H ∈ Pic(X)R.
For any divisor D ∈ Pic(X)R, the twisted Chern character chD

= e−D ch can be
expanded as

chD
0 = ch0, chD

1 = ch1−D ch0, chD
2 = ch2−D·ch1+

1
2 D2 ch0 .

Recall that a Bridgeland stability condition is a pair σ = (Z ,A) for which
Z : K0(X)→ C is an additive homomorphism and A ⊂ Db(X) is the heart of a
bounded t-structure. In particular, A is an abelian category. Moreover, Z maps any
nontrivial object in A to the upper half-plane or the negative real line. The σ -slope
function is defined by

νσ =−
<Z
=Z

,

and σ -(semi)stability of objects of A is defined in terms of this slope function.
More technical requirements are the existence of Harder–Narasimhan filtrations
and the support property. We recommend [Bridgeland 2007] for a more precise
definition. The support property is well explained in Appendix A of [Bayer et al.
2014].

In the case of surfaces, Bridgeland [2008] and Arcara and Bertram [2013] showed
how to construct Bridgeland stability conditions in a slice corresponding to a choice
of an ample divisor H ∈ Pic(X)R and arbitrary twisting divisor D ∈ Pic(X)R. The
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classical Mumford slope function for twisted Chern characters is defined by

µH,D =
H ·chD

1

H 2 chD
0
,

where torsion sheaves are interpreted as having positive infinite slope. Given a real
number β ∈ R, there are two categories defined as

Tβ = {E ∈ Coh(X) : any quotient E � G satisfies µH,D(G) > β},

Fβ = {E ∈ Coh(X) : any subsheaf F ↪→ E satisfies µH,D(F)≤ β}.

A new heart of a bounded t-structure is defined as the extension closure Aβ :=
〈Fβ[1], Tβ〉. We fix an additional positive real number α and define the homomor-
phism as

Zβ,α =− chD+βH
2 +

1
2α

2 H 2 chD+βH
0 + i H ·chD+βH

1 .

The pair σβ,α := (Zβ,α,Aβ) is then a Bridgeland stability condition. The (H, D)-
slice of stability conditions is the family of stability conditions

{σβ,α : β, α ∈ R, α > 0}

parametrized by the (β, α) upper half-plane.

Definition 2.1. Fix a set of invariants v ∈ K0(X).

(1) Let w ∈ K0(X) be a vector such that v and w do not have the same σβ,α-slope
everywhere in the (H, D)-slice. The numerical wall for v given by w is the
set of points (β, α) where v and w have the same σβ,α-slope.

(2) A numerical wall for v given by a vector w as above is a wall (or actual wall) if
there is a point (β, α) on the wall and an exact sequence 0→ F→ E→G→ 0
in Aβ , where ch F =w, ch E =v, and F , E , and G are σβ,α-semistable objects
(of the same σβ,α-slope).

We write Knum(X) for the numerical Grothendieck group of classes in K0(X)
modulo numerical equivalence. Note that numerical walls for v ∈ K0(X) only
depend on the numerical class of v, while actual walls a priori depend on c1(v) ∈

Pic(X). The structure of walls in a slice is heavily restricted by Bertram’s nested
wall theorem. This was first observed for Picard rank 1 with D = 0, but the proof
immediately generalizes by replacing ch by chD everywhere.

Theorem 2.2 [Maciocia 2014]. Let v ∈ K0(X).

(1) Numerical walls for v can either be semicircles with center on the β-axis or
the unique vertical line given by β = µH,D(v). Moreover, the apex of each
semicircle lies on the hyperbola <Zβ,α(v)= 0.
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(2) Numerical walls for v are disjoint, and the semicircular walls on either side of
the vertical wall are nested.

(3) If W1 and W2 are two semicircular numerical walls left of the vertical wall
with centers (sW1

, 0) and (sW2
, 0), then W2 is nested inside W1 if and only if

sW1
< sW2

.

(4) Suppose 0→ F→ E→G→ 0 is an exact sequence destabilizing an object E
with ch(E)= v at a point (β, α) on a numerical wall W , in the sense that all
three objects have the same σβ,α-slope and this is an exact sequence in Aβ .
Then it is an exact sequence of objects in Aβ ′ with the same σβ ′,α′-slope for all
(β ′, α′) ∈W . That is, E is destabilized along the entire wall.

2C. Slope and discriminant. The explicit geometry of walls is frequently best
understood in terms of slopes and discriminants; the formulas presented here
previously appeared in [Coskun and Huizenga 2014] in the context of P2. When
the rank is nonzero, we define

1H,D =
1
2µ

2
H,D −

chD
2

H 2 chD
0
.

The Bogomolov inequality gives 1H,D(E)≥ 0 whenever E is an (H, D)-twisted
Gieseker semistable sheaf. Observe that 1H,D+βH = 1H,D for every β ∈ R. A
straightforward calculation shows that for vectors of nonzero rank the slope function
for the stability condition σβ,α in the (H, D)-slice is given by

νσβ,α =
(µH,D −β)

2
−α2
− 21H,D

(µH,D −β)
. (1)

Suppose v,w are two classes with positive rank, and let their slopes and discrim-
inants be µH,D,1H,D and µ′H,D,1

′

H,D , respectively. The numerical wall W in the
(H, D)-slice where v and w have the same slope is computed as follows.
• If µH,D = µ′H,D and 1H,D = 1′H,D, then v and w have the same slope

everywhere in the slice, so there is no numerical wall.

• If µH,D = µ
′

H,D and 1H,D 6=1
′

H,D , then W is the vertical wall β = µH,D .

• If µH,D 6= µ
′

H,D , then (1) implies W is the semicircle with center (sW , 0) and
radius ρW , where

sW =
1
2(µH,D +µ

′

H,D)−
1H,D −1

′

H,D

µH,D −µ
′

H,D
, (2)

ρ2
W = (sW −µH,D)

2
− 21H,D, (3)

provided that the expression defining ρ2
W is positive; if it is negative then the

wall is empty.
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Notice that if 1H,D(v) ≥ 0 then numerical walls for v left of the vertical wall
accumulate at the point (

µH,D(v)−
√

21H,D(v), 0
)

(4)

as their radii go to 0.

2D. Nef divisors and the positivity lemma. In this section, we describe the posi-
tivity lemma of Bayer and Macrì. Let σ = (Z ,A) be a stability condition on X ,
v∈ Knum(X) and S a proper algebraic space of finite type over C. Let E ∈Db(X×S)
be a flat family of σ -semistable objects of class v, i.e., for every C-point p ∈ S,
the derived restriction E|π−1

S ({p}) is σ -semistable of class v. Then Bayer and Macrì
define a numerical divisor class Dσ,E ∈ N 1(S) on the space S by assigning its
intersection with any projective integral curve C ⊂ S:

Dσ,E ·C = =
(
−

Z((pX )∗E|C×X )

Z(v)

)
.

The positivity lemma shows that this divisor inherits positivity properties from the
homomorphism Z , and classifies the curve classes orthogonal to the divisor. Recall
that two σ -semistable objects are S-equivalent with respect to σ if their sets of
Jordan–Hölder factors are the same.

Theorem 2.3 (positivity lemma [Bayer and Macrì 2014b, Lemma 3.3]). The divisor
Dσ,E ∈ N 1(S) is nef. Moreover, if C ⊂ S is a projective integral curve then
Dσ,E ·C = 0 if and only if two general objects parametrized by C are S-equivalent
with respect to σ .

Our primary use of the positivity lemma is to attempt to construct extremal
nef divisors on Hilbert schemes of points. Thus it is important to recover Hilbert
schemes of points as Bridgeland moduli spaces. Recall that a torsion-free coherent
sheaf E is (H, D)-twisted Gieseker semistable if for every F ⊂ E we have

χ
(
F ⊗OX (m H − D)

)
rk(F)

≤
χ
(
E ⊗OX (m H − D)

)
rk(E)

for all m� 0, where the Euler characteristic is computed formally via Riemann–
Roch; see [Matsuki and Wentworth 1997]. For any class v ∈ K0(X), there are
projective moduli spaces MH,D(v) of S-equivalence classes of (H, D)-twisted
Gieseker semistable sheaves with class v. If v = (1, 0,−n) is the Chern character
of an ideal sheaf of n points then MH,D(v)= X [n]. Note that if the irregularity of X
is nonzero, then it is crucial to fix the determinant.

Fix an (H, D)-slice in the stability manifold, and fix a vector v ∈ K0(X) with
positive rank. If β lies to the left of the vertical wall β = µH,D(v) for v, then for
α� 0 the moduli space coincides with a twisted Gieseker moduli space.
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Proposition 2.4 (the large volume limit [Bridgeland 2008; Maciocia 2014]). Fix
divisors (H, D) giving a slice in Stab(X). Let v ∈ K0(X) be a vector with positive
rank, and let β ∈ R be such that µH,D(v) > β. If E ∈Aβ has ch(E)= v then E is
σβ,α-semistable for all α� 0 if and only if E is an

(
H, D− 1

2 K X
)
-twisted Gieseker

semistable sheaf.
Moreover, in the quadrant of the (H, D)-slice left of the vertical wall there is a

largest semicircular wall for v, called the Gieseker wall. For all (β, α) between
this wall and the vertical wall, the moduli space Mσβ,α (v) coincides with the moduli
space MH,D−K X/2(v) of

(
H, D− 1

2 K X
)
-twisted Gieseker semistable sheaves.

We use these results as follows. Let v = (1, 0,−n) ∈ K0(X) be the vector for
the Hilbert scheme X [n], and let σ+ be a stability condition in the (H, D)-slice
lying above the Gieseker wall, so that Mσ+(v)

∼= X [n]. Let E/(X × X [n]) be the
universal ideal sheaf, and let σ0 be a stability condition on the Gieseker wall. By
the definition of the Gieseker wall, E is a family of σ0-semistable objects, so there
is an induced nef divisor Dσ0,E on X [n]. Furthermore, curves orthogonal to Dσ0,E
are understood in terms of destabilizing sequences along the wall, so it is possible
to test for extremality.

3. Gieseker walls and the nef cone

Fix an ample divisor H ∈ Pic(X) with H 2
= d and an antieffective divisor D. In

this section we study the nef divisor arising from the Gieseker wall (i.e., the largest
wall where some ideal sheaf is destabilized) in the slice of the stability manifold
given by the pair (H, D). We first compute the Gieseker wall, and then investigate
when the corresponding nef divisor is in fact extremal.

3A. Bounding higher rank walls. The main difficulty in computing extremal rays
of the nef cone is to show that a destabilizing subobject along the Gieseker wall
is a line bundle, and not some higher rank sheaf. We first prove a lemma which
generalizes Proposition 8.3 of [Coskun and Huizenga 2016] from X = P2 to an
arbitrary surface. We prove the result in slightly more generality than we will need
here as we expect it to be useful in future work.

Lemma 3.1. Let σ0 be a stability condition in the (H, D)-slice, and suppose

0→ F→ E→ G→ 0

is an exact sequence of σ0-semistable objects of the same σ0-slope, where E is
an (H, D)-twisted Gieseker semistable torsion-free sheaf. If the map F → E of
sheaves is not injective, then the radius ρW of the wall W defined by this sequence
satisfies

ρ2
W ≤

(min{rk(F)−1, rk(E)})2

2 rk(F)
1H,D(E).
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Proof. The proof is similar to the proof in [Coskun and Huizenga 2016] given in the
case of P2; we present it for completeness. The object F is a torsion-free sheaf by
the standard cohomology sequence and the fact that the heart of the t-structure in the
slice we are working in consists of objects which only have nonzero cohomology
sheaves in degrees 0 and −1. The exact sequence along W gives an exact sequence

0→ K → F→ E→ C→ 0

of sheaves of ranks k, f, e, c, respectively. By assumption, k, f, e > 0. Let (sW , 0)
be the center of W . As F is in the category Tβ whenever (β, α) is on W , we find
that µH,D(F)≥ sW + ρW , so

d f (sW + ρW )≤ d f µH,D(F)= chD
1 (F)·H = (chD

1 (K )+ chD
1 (E)− chD

1 (C))·H

= dkµH,D(K )+ deµH,D(E)− chD
1 (C)·H.

Similarly, K ∈ Fβ along W , so µH,D(K )≤ sW − ρW and

d f (sW + ρW )≤ dk(sW − ρW )+ deµH,D(E)− chD
1 (C)·H,

which gives

d(k+ f )ρW ≤ d(k− f )sW + deµH,D(E)− chD
1 (C)·H. (5)

We now wish to eliminate the term chD
1 (C)·H in inequality (5). If C is either 0 or

torsion, then chD
1 (C)·H ≥ 0 and −e = k− f , and we deduce

(k+ f )ρW ≤ (k− f )(sW −µH,D(E)). (6)

Suppose instead that C is not torsion. Since C is a quotient of the semistable sheaf E ,
we have µH,D(C) ≥ µH,D(E), so chD

1 (C) ·H = dcµH,D(C) ≥ dcµH,D(E). As
k− f = c− e, we find that inequality (6) also holds in this case.

Both sides of inequality (6) are positive, so squaring both sides gives

(k+ f )2ρ2
W ≤ (k− f )2(sW −µH,D(E))

2.

Formula (3) for ρ2
W shows this is equivalent to

(k+ f )2ρ2
W ≤ (k− f )2(ρ2

W + 21H,D(E)),

from which we obtain

ρ2
W ≤

(k− f )2

2k f
1H,D(E).

Since k = f − e+ c, we see that k ≥max{1, f − e}. By taking derivatives in k, we
see that (k− f )2/(2k f ) is decreasing for k+ f > 0, and so the maximum possible
value of the right-hand side must occur when k =max{1, f − e}. The denominator
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will be at least 2 f in this case, and the numerator is min{( f − 1)2, e2
}. The result

follows. �

For our present work we will only need the next consequence of Lemma 3.1,
which follows immediately from computing 1H,D(IZ ).

Corollary 3.2. With the hypotheses of Lemma 3.1, if E is an ideal sheaf IZ ∈ X [n]

and F has rank at least 2, then the radius of the corresponding wall satisfies

ρ2
W ≤

2nd + (H ·D)2− d D2

8d2 := %H,D,n.

The number %H,D,n therefore bounds the squares of the radii of higher rank walls
for X [n].

3B. Rank-1 walls and critical divisors. In the cases where we compute the Gieseker
wall, the ideal sheaf that is destabilized along the wall will be destabilized by a
rank-1 subobject. We first compute the numerical walls given by rank-1 subobjects.

Lemma 3.3. Consider a rank-1 torsion-free sheaf F = IZ ′(−L), where Z ′ is a
zero-dimensional scheme of length w and L is an effective divisor. In the (H, D)-
slice, the numerical wall W for X [n] where F has the same slope as an ideal IZ of
n points has center (sW , 0) given by

sW =−
2(n−w)+ L2

+ 2(D · L)
2(H · L)

.

Proof. This is an immediate consequence of (2) for the center of a wall. �

Recalling that walls for X [n] left of the vertical wall get larger as their centers
decrease, we deduce the following consequence.

Lemma 3.4. If the Gieseker wall in the (H, D)-slice is given by a rank-1 subobject,
then it is a line bundle OX (−L) for some effective divisor L.

Proof. Suppose some IZ ∈ X [n] is destabilized along the Gieseker wall W by a
sheaf of the form IZ ′(−L), where Z ′ is a nonempty zero-dimensional scheme and
L is effective. By Lemma 3.3, the numerical wall W ′ given by OX (−L) is strictly
larger than W . Since OX (−L) has the same µH,D-slope as IZ ′(−L), which is in
the categories along W , we find that OX (−L) is in at least some of the categories
along W ′. But then W ′ is an actual wall, since any ideal sheaf IZ where Z lies
on a curve C ∈ |L| is destabilized along it. This contradicts the fact that W is the
Gieseker wall. �

Less trivially, there is a further minimality condition automatically satisfied by a
line bundle OX (−L) which gives the Gieseker wall. We define the set of critical
effective divisors with respect to H and D by

CrDiv(H, D)= {−D} ∪ {L ∈ Pic(X) effective : H · L < H ·(−D)}.
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By [Hartshorne 1977, Exercise V.1.11], the set CrDiv(H, D)/∼ of critical divisors
modulo numerical equivalence is finite. Therefore, the set of numerical walls for
X [n] given by line bundles OX (−L) with L ∈ CrDiv(H, D) is also finite. Note that
the inequality H ·L < H ·(−D) is equivalent to the inequality µH,D(OX (−L)) > 0.
The next proposition demonstrates the importance of critical divisors.

Proposition 3.5. Assume 2n > D2, and suppose the subobject giving the Gieseker
wall for X [n] in the (H, D)-slice is a line bundle. Then the Gieseker wall is computed
by OX (−L), where L ∈ CrDiv(H, D) is chosen so that the numerical wall given by
OX (−L) is as large as possible.

Proof. First, consider the numerical wall W given by OX (D). By Lemma 3.3, the
center (sW , 0) has

sW =
2n− D2

2(H ·D)
< 0, (7)

since 2n > D2 and D is antieffective. Since µH,D(OX (D))=1H,D(OX (D))= 0,
formula (3) for the radius of W gives ρ2

W = s2
W . In particular, W is nonempty, and

OX (D) lies in at least some of the categories along W . Since D is antieffective,
there are exact sequences of the form

0→OX (D)→ IZ → IZ⊂C → 0,

where C ∈ |−D| and Z ⊂ C is a collection of n points. If no actual wall is larger
than W , it follows that W is an actual wall and it is the Gieseker wall.

Suppose the Gieseker wall is larger than W and computed by a line bundle
OX (−L) with L effective. Since W passes through the origin in the (β, α)-
plane, OX (−L) must lie in the category T0. Therefore µH,D(OX (−L)) > 0, and
L ∈ CrDiv(H, D).

Conversely, suppose L ∈ CrDiv(H, D) is chosen to maximize the wall W ′

given by OX (−L). Then no actual wall is larger than W ′. Since sW < 0 and
µH,D(OX (−L)) ≥ 0, we find that OX (−L) is in at least some of the categories
along W , and hence in at least some of the categories along W ′. We conclude that
W ′ is an actual wall, and therefore that it is the Gieseker wall. �

Combining Corollary 3.2 and Proposition 3.5 gives our primary tool to compute
the Gieseker wall.

Theorem 3.6. Assume 2n > D2, and let L ∈ CrDiv(H, D) be a critical divisor
such that the wall for X [n] given by OX (−L) is as large as possible. If this wall has
radius ρ satisfying ρ2

≥ %H,D,n , then it is the Gieseker wall.
Conversely, if the Gieseker wall has radius satisfying ρ2

≥ %H,D,n then it is
obtained in this way.
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While the theorem is our sharpest result, it is useful to lose some generality to
get a more explicit version. Since −D ∈ CrDiv(H, D), if the wall given by OX (D)
satisfies ρ2

≥ %H,D,n then the Gieseker wall is computed by Theorem 3.6. This
allows us to compute the Gieseker wall so long as n is large enough, depending
only on the intersection numbers of H and D.

Corollary 3.7. Let

ηH,D :=
(H ·D)2+ d D2

2d
.

If n ≥ ηH,D then the Gieseker wall is the largest wall given by a critical divisor.
Furthermore, if n > ηH,D then every IZ destabilized along the Gieseker wall fits

into an exact sequence

0→OX (−C)→ IZ → IZ⊂C → 0

for some curve C ∈ |L|, where L is a critical divisor computing the Gieseker wall.
If the critical divisor computing the Gieseker wall is unique, then OX (−C) and
IZ⊂C are the Jordan–Hölder factors of any IZ destabilized along the Gieseker wall.

Proof. Observe that the inequality n ≥ ηH,D automatically implies the inequality
2n > D2 needed to apply Theorem 3.6.

Let W be the wall for X [n] in the (H, D)-slice corresponding to OX (D). The
center (sW , 0) of W was computed in (7), and ρ2

W = s2
W . We find that ρ2

W ≥ %H,D,n
holds when n ≥ ηH,D , with strict inequality when n > ηH,D .

When n > ηH,D there can be no higher-rank destabilizing subobject of an IZ

destabilized along the Gieseker wall, so there is an exact sequence as claimed.
Furthermore, if there is only one critical divisor computing the wall, then there is a
unique destabilizing subobject along the wall, so the Jordan–Hölder filtration has
length two. �

3C. Classes of divisors. In this subsection we give an elementary computation
of the class of the divisor corresponding to a wall in a given slice of the stability
manifold. Similar results have been obtained by Liu [2015], but the result is critical
to our discussion so we include the proof. See [Bayer and Macrì 2014b, §4] for
more details on the definitions and results we use here.

Throughout this subsection, let v ∈ K0(X) be a vector such that the moduli
space MH,D(v) of (H, D)-Gieseker semistable sheaves admits a (quasi-)universal
family E which is unique up to equivalence (Hilbert schemes X [n] are examples
of such spaces). We also let σ = (Z ,A) be a stability condition in the closure
of the Gieseker chamber for v in the (H, D)-slice. Then there is a well-defined
corresponding divisor Dσ ∈ N 1(MH,D−K X/2(v)) which is independent of the choice
of E .
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Let (v,w)=χ(v·w) be the Euler pairing on Knum(X)R, and write v⊥⊂Knum(X)R
for the orthogonal complement with respect to this pairing. The correspondence
between stability conditions and divisor classes is understood in terms of the
Donaldson homomorphism

λ : v⊥→ N 1(MH,D−K X/2(v)).

Since the Euler pairing is nondegenerate, there is a unique vector wσ ∈ v⊥ such that

=

(
−

Z(w′)
Z(v)

)
= (w′,wσ ),

for all w′ ∈ Knum(X)R. Bayer and Macrì show that Dσ = λ(wσ ). In what follows,
we write vectors in Knum(X)R as (ch0, ch1, ch2).

Proposition 3.8. With the above assumptions, suppose σ lies on a numerical
wall W in the (H, D)-slice with center (sW , 0). Then wσ is a multiple of(

−1,− 1
2 K X + sW H + D,m

)
∈ v⊥,

where m is determined by the requirement wσ ∈ v⊥.
In particular, if X has irregularity 0 and v = (1, 0,−n) is the vector for X [n],

then the divisor Dσ is a multiple of

1
2 K [n]X − sW H [n]− D[n]− 1

2 B.

Remark 3.9. Suppose X has irregularity 0. Up to scale, the divisors induced by
stability conditions in the (H, D)-slice give a ray in N 1(X [n]) emanating from the
class H [n] ∈ Nef(X)⊂ Nef(X [n]). The particular ray is determined by the choice
of the twisting divisor D.

Proof of Proposition 3.8. Since σ is in the (H, D)-slice, write σ = σβ,α and
(Z ,A)= (Zβ,α,Aβ) for short. Put z=−1/Z(v)= u+ iv. We evaluate the identity

=(zZ(w′))= (w′,wσ )

defining wσ on various classes w′ to compute wσ .
Write the Chern character wσ = (r,C, d). Then

−v = =(zZ(0, 0, 1))= ((0, 0, 1),wσ )= r,

so r =−v. Next, for any curve class C ′,

(u+βv)(C ′ ·H)+ v(C ′ ·D)= =(zZ(0,C ′, 0))

= ((0,C ′, 0),wσ )= χ(0,−vC ′,C ′ ·C).
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By Riemann–Roch and adjunction,

χ(0,−vC ′,C ′ ·C)=−v
((
−

1
v
(C ′ ·C)+ 1

2
(C ′)2

)
−

1
2
(C ′)2− 1

2
(C ′ ·K X )

)
= C ′ ·C + v

2
(K X ·C ′),

so
C ′ ·C = (u+βv)(C ′ ·H)+ v(C ′ ·D)− v

2
(C ′ ·K X )

for every class C ′. Thus for any class C ′ with C ′ · H = 0, we have C ′ · C =
v(C ′ ·D)− 1

2v(C
′
·K X ); it follows that there is some number a with

C =−v
2

K X + aH + vD.

Considering C = H shows that a = u+βv. Therefore,

wσ =

(
−v,−

v

2
K X + (u+βv)H,m

)
,

where m is chosen such that wσ ∈ v⊥.
Finally, a straightforward calculation shows that

u
v
+β = νσ (v)+β = sW

holds for all (β, α) along W . The follow-up statement for Hilbert schemes follows
by computing the Donaldson homomorphism. �

3D. Dual curves. Suppose Dσ0 is the nef divisor corresponding to the Gieseker
wall for X [n] in the (H, D)-slice. Showing that Dσ0 is an extremal nef divisor
amounts to showing that there is some curve γ ⊂ X [n] with Dσ0 ·γ = 0. By the
positivity lemma, this happens when γ parametrizes objects of X [n] which are
generically S-equivalent with respect to σ0.

In every case where we computed the Gieseker wall, the wall can be given by a
destabilizing subobject which is a line bundle OX (−C) with C an effective curve.
If Z is a length-n subscheme of C , then there is a destabilizing sequence

0→OX (−C)→ IZ → IZ⊂C → 0.

If ext1(IZ⊂C ,OX (−C))≥ 2, then curves of objects of X [n] which are generically
S-equivalent with respect to σ0 are obtained by varying the extension class. We
obtain the following general result.

Lemma 3.10. Suppose the Gieseker wall for X [n] in the (H, D)-slice is computed
by the subobject OX (−C), where C is an effective curve class of arithmetic genus
pa(C). If n ≥ pa(C)+ 1, then the corresponding nef divisor Dσ0 is extremal.
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Proof. Bilinearity of the Euler characteristic χ(·,·) and Serre duality show that

χ(IZ⊂C ,OX (−C))= pa(C)− 1− n.

Therefore, once n ≥ pa(C)+ 1 we will have χ(IZ⊂C ,OX (−C))≤−2, and curves
orthogonal to Dσ0 can be constructed by varying the extension class. �

Combining Lemma 3.10 with our previous results on the computation of the
Gieseker wall gives us the following asymptotic result.

Theorem 3.11. Fix a slice (H, D) for Stab(X). There is some L ∈ CrDiv(H, D)
such that for all n� 0 the Gieseker wall is computed by OX (−L). Furthermore,
the corresponding nef divisor is extremal.

Proof. Recall that the set CrDiv(H, D)/∼ of critical divisors modulo numerical
equivalence is finite; say {L1, . . . , Lm} is a set of representatives. For 1≤ i ≤ m,
let (si (n), 0) be the center of the wall OX (−L i ) for X [n]. Then si (n) is a linear
function of n by Lemma 3.3, so there is some i with si (n)≤ s j (n) for all 1≤ j ≤m
and n� 0. Then by Corollary 3.7 the Gieseker wall is given by OX (−L i ). Again
increasing n if necessary, the divisor Dσ0 corresponding to the Gieseker wall is
extremal by Lemma 3.10. �

Remark 3.12. The requirement n ≥ pa(C)+ 1 in Lemma 3.10 is not typically
sharp. For example, if |C | contains a smooth curve we may as well assume C is
smooth. Then IZ⊂C is a line bundle on C , and

Ext1(IZ⊂C ,OX (−C))∼= H 0(OC(Z)).

Thus a g1
n on C gives a curve which is orthogonal to Dσ0 . The following fact from

Brill–Noether theory therefore provides curves on X [n] for smaller values on n.

Lemma 3.13 [Arbarello et al. 1985]. If C is smooth of genus g, then it has a g1
n for

any n ≥ d(g+ 2)/2e.

For specific surfaces, some curves in |C | may have highly special linear series
giving better constructions of curves on X [n].

4. Picard rank 1 examples

For the rest of the paper, we will apply the methods of Section 3 to compute
Nef(X [n]) for several interesting surfaces X . These applications form the heart of
the paper.

4A. Picard rank 1 in general. Suppose Pic(X)∼= ZH for some ample divisor H .
If we choose D =−aH , where a > 0 is the smallest positive integer such that aH
is effective, then CrDiv(H, D)= {−D}.
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Lemma 4.1. Suppose Pic(X) = ZH and aH is the minimal effective class. If
n ≥ (aH)2 = a2d , then the Gieseker wall for X [n] is the wall given by OX (−aH).

Proof. Apply Corollary 3.7 with D =−aH . �

Note that when n>a2d , additional information about the Jordan–Hölder filtration
can be obtained as in Corollary 3.7. We use formula (7) to see that the wall W
given by OX (−aH) has center (sW , 0) with

sW =
a
2
−

n
ad
.

Combining Lemmas 4.1 and 3.10 with Proposition 3.8, we have proved the following
general result.

Theorem 4.2. Suppose Pic X ∼= ZH and aH is the minimal effective class. If
n ≥ a2d then the divisor

1
2

K [n]X +

(a
2
+

n
ad

)
H [n]− 1

2
B (8)

is nef. Additionally, if n ≥ pa(aH)+ 1 then this divisor is extremal, so Nef(X [n]) is
spanned by this divisor and H [n]. An orthogonal curve is given by letting n points
move in a g1

n on a curve of class aH.

Remark 4.3. If Pic(X)=ZH and H is already effective, then a different argument
computes the Gieseker wall so long as 2n > d , improving the bound in Lemma 4.1.
However, fine information about the Jordan–Hölder filtration of a destabilized ideal
sheaf is not obtained. In fact, if n ≤ d then the destabilizing behavior can be
complicated. For instance, a scheme Z contained in the complete intersection of
two curves of class H will admit an interesting map from OX (−H)⊕2.

Proposition 4.4. Suppose Pic X = ZH and H is effective. If 2n > d, then the
Gieseker wall for X [n] in the (H,−H)-slice is the wall given by OX (−H). Thus
the divisor (8) with a = 1 is nef.

Proof. Let W be the numerical wall given by OX (−H). If no actual wall is larger
than W then, by the proof of Proposition 3.5, W is an actual wall, and hence the
Gieseker wall. If there is a destabilizing sequence

0→ F→ IZ → G→ 0

giving a wall W ′ larger than W , then F,G ∈A0 since W passes through the origin
in the (β, α)-plane. Fix α > 0 such that (0, α) lies on W ′. We have

H ·ch−H
1 (F)= =Z0,α(F)≥ 0 and H ·ch−H

1 (G)= =Z0,α(G)≥ 0.

Since d is the smallest intersection number of H with an integral divisor and

d = =Z0,α(IZ )= =Z0,α(F)+=Z0,α(G),
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we conclude that either =Z0,α(F) = 0 or =Z0,α(G) = 0. Thus either F or G has
infinite σ0,α-slope, contradicting the fact that (0, α) is on W ′. �

We now further relax the lower bound on n needed to guarantee the existence of
orthogonal curve classes in special cases.

4B. Surfaces in P3. By the Noether–Lefschetz theorem, a very general surface
X ⊂P3 of degree d ≥ 4 is smooth of Picard rank 1 and irregularity 0. Let H be the
hyperplane class and put D =−H . We have K X = (d − 4)H , so Proposition 4.4
shows that if 2n > d then the divisor(d

2
−

3
2
+

n
d

)
H [n]− 1

2
B

is nef. If C is any smooth hyperplane section then the projection from a point on C
gives a map of degree d − 1 to P1, so C carries a g1

n for any n ≥ d − 1. We have
proved the following result.

Proposition 4.5. Let X be a smooth degree-d hypersurface in P3 with Picard rank 1.
The divisor (d

2
−

3
2
+

n
d

)
H [n]− 1

2
B

on X [n] is nef if 2n > d. If n ≥ d − 1, then it is extremal, and together with H [n] it
spans Nef(X [n]).

Remark 4.6. The behavior of Nef(X [n]) for smaller n in Proposition 4.5 is more
mysterious. Even the cases d = 5 and n = 2, 3 are interesting.

Remark 4.7. The case d = 4 of Proposition 4.5 recovers a special case of [Bayer
and Macrì 2014b, Proposition 10.3] for K3 surfaces. The case d = 1 recovers the
computation of the nef cone of P2[n] [Arcara et al. 2013].

4C. Branched covers of P2. Next we consider cyclic branched covers of P2. Let
X be a very general cyclic degree-d cover of P2, branched along a degree-e curve.
Note that this means that d necessarily divides e. We can view these covers as
hypersurfaces in a weighted projective space, which gives us a Noether–Lefschetz
type theorem: Pic X = ZH , generated by the pullback H of the hyperplane class
on P2, provided that X has positive geometric genus. The canonical bundle of X is

K X =−3H + e
(d−1

d

)
H =

(e(d−1)
d
− 3

)
H.

Then X will have positive geometric genus if e ≥ 3d/(d − 1).
Setting D =−H , we see that if 2n > d then the divisor class(e(d−1)

2d
− 1+ n

d

)
H [n]− 1

2
B
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is nef by Proposition 4.4. The preimage of a line is a curve of class H , and it carries
a g1

d given by the map to P2. Therefore, the above divisor is extremal once n ≥ d .

Proposition 4.8. Let X be a very general degree-d cyclic cover of P2 ramified
along a degree-e curve, where d divides e and e ≥ 3d/(d − 1). The divisor(e(d−1)

2d
− 1+ n

d

)
H [n]− 1

2
B

on X [n] is nef if 2n > d. For n ≥ d , this class is extremal, and together with H [n] it
spans Nef(X [n]).

5. Del Pezzo surfaces of degree 1

Bertram and Coskun [2013] studied the birational geometry of X [n] when X is
a minimal rational surface or a del Pezzo surface. In particular, they completely
computed the nef cones of all these Hilbert schemes except in the case of a del Pezzo
surface of degree 1. The constructions they gave were classical: they produced nef
divisors from k-very ample line bundles, and dual curves by letting collections of
points move in linear pencils on special curves.

In this section, we will compute the nef cone of X [n], where X is a smooth del
Pezzo surface of degree 1. Then X ∼= Blp1,...,p8 P2 for distinct points p1, . . . , p8

with the property that−K X is ample (see [Manin 1974, Theorem 24.4] or [Beauville
1996, Exercise V.21.1]). This application exhibits the full strength of the methods
of Section 3.

5A. Notation and statement of results. Let H be the class of a line and let the 8
exceptional divisors over the pi be E1, . . . , E8, so Pic(X)∼=ZH⊕ZE1⊕· · ·⊕ZE8

and K X =−3H +
∑

i Ei . Recall that a (−1)-curve on X is a smooth rational curve
of self-intersection −1. It is simplest to describe the dual cone of effective curves.
We recommend reviewing Section 2A for notation.

Theorem 5.1. The cone of curves NE(X [n]) is spanned by all the classes E[n]
given by (−1)-curves E ⊂ X , the class of a curve contracted by the Hilbert–Chow
morphism, and the class F[n], where F ∈ |−K X | is an anticanonical curve.

The 240 (−1)-curves E on X are well-known. The possible classes are

(0; 1), (1; 12), (2; 15), (3; 2, 16), (4; 23, 15), (5; 26, 12), (6; 3, 27),

where, e.g., (4; 23, 15) denotes any class equivalent to

4H − 2E1− 2E2− 2E3− E4− E5− E6− E7− E8

under the natural action of S8 on Pic(X). The cone of curves NE(X) is spanned by
the classes of the (−1)-curves. The Weyl group action on Pic(X) acts transitively
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on (−1)-curve classes. It also acts transitively on systems of 8 pairwise disjoint
(−1)-curves; dually, it acts transitively on the extremal rays of the nef cone Nef(X).
We refer the reader to [Manin 1974, §26] for details.

Consider the divisor class (n− 1)(−K X )
[n]
−

1
2 B. If E is any (−1)-curve on X ,

then −K X ·E = 1, so

E[n] ·
(
(n− 1)(−K X )

[n]
−

1
2 B
)
= (n− 1)(−K X ·E)− (n− 1)= 0.

Let 3 ⊂ N 1(X [n]) be the cone spanned by divisors which are nonnegative on all
classes E[n] and curves contracted by the Hilbert–Chow morphism. It follows that
3⊃ Nef(X [n]) is spanned by Nef(X)⊂ Nef(X [n]) and the single additional class
(n− 1)(−K X )

[n]
−

1
2 B.

However, Nef(X [n])⊂3 is a proper subcone. Indeed, if F ∈ |−K X | is an anti-
canonical curve then by Riemann–Hurwitz F[n]·B= 2n, so F[n]·

(
(n−1)(−K X )

[n]
−

1
2 B
)
=−1. Let 3′ ⊂3 be the subcone of F[n]-nonnegative divisors. Taking duals,

we see that Theorem 5.1 is equivalent to the next result.

Theorem 5.2. The nef cone of X [n] is 3′.

To prove Theorem 5.2, we must show that all the extremal rays of 3′ are actually
nef. Suppose N ∈Nef(X) spans an extremal ray of Nef(X). Then the cone spanned
by N [n] and (n−1)(−K X )

[n]
−

1
2 B contains a single ray of F[n]-orthogonal divisors,

and this ray is an extremal ray of 3′. Conversely, due to our description of the
cone3, the extremal rays of3′ which are not in Nef(X) are all obtained in this way.

5B. Choosing a slice. More concretely, making use of the Weyl group action we
may as well assume our extremal nef class N ∈Nef(X) is H−E1. The corresponding
F[n]-orthogonal ray described in the previous paragraph is spanned by

(n− 1)(−K X )
[n]
+

1
2(H

[n]
− E [n]1 )− 1

2 B; (9)

our job is to show that this class is nef. We will prove this by exhibiting this divisor
as the nef divisor on X [n] corresponding to the Gieseker wall for a suitable choice
of slice of Stab(X).

To apply the methods of Section 3, it is convenient to choose our polarization to be

P =
(
n− 3

2

)
(−K X )+

1
2(H − E1)

(which depends on n!) and our antieffective class to be D = K X . Observe that P is
ample since it is the sum of an ample and a nef class. If we show that the Gieseker
wall W in the (P, K X )-slice has center (sW , 0) = (−1, 0), then Proposition 3.8
implies the divisor class (9) is nef.
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5C. Critical divisors. Our plan is to apply Corollary 3.7 to compute the Gieseker
wall in the (P, K X )-slice. We must first identify the set CrDiv(P, K X ) of critical
divisors.

Lemma 5.3. If n>2, then the set CrDiv(P, K X ) consists of−K X and the classes L
of (−1)-curves on X with L ·(H − E1)≤ 1.

When n = 2, the above classes are still critical. Additionally, the class H − E1 is
critical, as is any sum of two (−1)-curves L1, L2 with L i ·(H − E1)= 0.

Proof. Write 2P = A+ N , where A = (2n− 3)(−K X ) is ample and N = H − E1

is nef. Then A · (−K X ) = 2n− 3 and N · (−K X ) = 2, so an effective curve class
L 6= −K X is in CrDiv(P, K X ) if and only if L ·(2P) < 2n− 1.

First suppose n> 2, and let L ∈CrDiv(P, K X ). If L·(−K X )≥ 2, then L·(2P)≥
4n− 6> 2n− 1, so L is not critical. Therefore, L ·(−K X )= 1. Thus any curve of
class L is reduced and irreducible. By the Hodge index theorem,

L2
= L2
·(−K X )

2
≤ (L ·(−K X ))

2
= 1,

with equality if and only if L =−K X . If the inequality is strict, then by adjunction
we must have L2

=−1 and L is a (−1)-curve. Since L ·(2P) < 2n− 1, we further
have L ·N ≤ 1.

Suppose instead that n = 2 and L ∈ CrDiv(P, K X ). The cases L · (2P) ≤ 1
and L ·(2P)≥ 3 follow as in the previous case. The only other possibility is that
L · (−K X ) = 2 and L ·N = 0. Since L ·N = 0, the curve L is a sum of curves in
fibers of the projection X→ P1 given by |N |. This easily implies the result. �

The next application of Corollary 3.7 completes the proof of Theorems 5.1
and 5.2.

Proposition 5.4. The Gieseker wall for X [n] in the (P, K X )-slice has center (−1, 0),
and is given by the subobject OX (K X ). It coincides with the wall given by OX (−L),
where L is any (−1)-curve with L ·(H − E1)= 0.

Proof. By (7), the center of the wall for OX (K X ) is (sW , 0) with

sW =
2n− K 2

X

(2P)·K X
=−1.

A straightforward computation shows ηP,K X
< n for all n ≥ 2. Therefore, by

Corollary 3.7, the Gieseker wall is computed by a critical divisor.
We only need to verify that no other critical divisor gives a larger wall. Let

L ∈ CrDiv(P, K X ). By Lemma 3.3, the center of the wall given by OX (−L) lies
at the point (sL , 0), where

sL =−
2n+ L2

+ 2(K X · L)
(2P)· L

.
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If L is a (−1)-curve, then

sL =−
2n− 3
(2P)· L

=−
2n− 3

2n− 3+ L ·(H − E1)
≥−1,

with equality if and only if L ·(H − E1)= 0. This proves the result if n > 2.
To complete the proof when n = 2, we only need to consider the additional

critical classes mentioned in Lemma 5.3. For every such L ∈ CrDiv(P, K X ) we
have L ·K X =−2 and L2

≤ 0. Thus sL ≥ 0 for every such divisor. �
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Interpolation for restricted tangent bundles
of general curves

Eric Larson

Let q1, q2, . . . , qn ∈Pr be a general collection of points, and (C, p1, p2, . . . , pn)

a general marked curve of genus g. We determine when there exists a nondegener-
ate degree-d map f :C→Pr such that f (pi )= qi for all i . This is a consequence
of our main theorem, which states that the restricted tangent bundle f ∗TPr of a
general curve of genus g, equipped with a general degree-d map f to Pr, satisfies
the property of interpolation, i.e., that for a general effective divisor D of any
degree on C , either H 0( f ∗TPr (−D)) = 0 or H 1( f ∗TPr (−D)) = 0. We also
prove an analogous theorem for the twist f ∗TPr (−1).

1. Introduction

The goal of this paper is to answer the following basic question about incidence
conditions for curves.

Question 1.1. Fix a general marked curve (C, p1, p2, . . . , pn) of genus g, and n
general points q1, q2, . . . , qn ∈Pr . When does there exist a nondegenerate degree-d
map f : C→ Pr so that f (pi )= qi for all i?

(An analogous question when (C, p1, p2, . . . , pn) is allowed to vary in mod-
uli was recently answered in [Atanasov et al. 2016] for curves with nonspecial
hyperplane section.)

In order for there to exist any nondegenerate degree-d maps f : C → Pr, the
Brill–Noether theorem [Griffiths and Harris 1980] states that the Brill–Noether
number

ρ(d, g, r) := (r + 1)d − rg− r(r + 1)

must be nonnegative; so we assume this is the case for the remainder of the paper.
In this case, writing Mapd(C,Pr ) for the space of nondegenerate degree-d maps
C→ Pr, the Brill–Noether theorem additionally gives

dim Mapd(C,Pr )= ρ(d, g, r)+ dim Aut Pr
= (r + 1)d − rg+ r.

MSC2010: 14H99.
Keywords: restricted tangent bundle, interpolation.
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Thus, the answer to our main question can only be positive when

(r + 1)d − rg+ r − rn ≥ 0. (1)

Our main theorem will imply (as an immediate consequence) that, conversely, the
answer to our main question is positive when the above inequality holds. To state
the main theorem, we first need to make a definition.

Definition 1.2. We say that a vector bundle E on a curve C satisfies interpolation
if it is nonspecial (i.e., H 1(E) = 0), and for a general effective divisor D of any
degree d ≥ 0, either

H 0(E(−D))= 0 or H 1(E(−D))= 0.

For C reducible, we require that the above holds for an effective divisor D which
is general in some (not every) component of Symd C (for each d ≥ 0).

With this notation, we state our main result.

Theorem 1.3. Let C be a general curve of genus g, equipped with a general
nondegenerate map f : C→ Pr of degree d. Then f ∗TPr satisfies interpolation.

To see that this theorem implies a positive answer to the main question subject
to the inequality (1), we first note that by basic deformation theory, the map
Mapd(C,Pr )→ (Pr )n , defined via f 7→ ( f (pi ))

n
i=1, is smooth at f provided that

H 1( f ∗TPr (−p1−· · ·−pn))=0. Note that the left-hand side of (1) equals χ( f ∗TPr ).
Consequently, it suffices to show, for C a general curve of genus g, equipped with a
general nondegenerate map f :C→Pr, that H 1( f ∗TPr (−p1−· · ·− pn)) vanishes
whenever χ( f ∗TPr (−p1 − · · · − pn)) ≥ 0. But this is immediate provided that
f ∗TPr satisfies interpolation. We have thus shown the following corollary of our
main theorem.

Corollary 1.4. Fix a general marked curve (C, p1, p2, . . . , pn) of genus g, and
n general points q1, q2, . . . , qn ∈ Pr. There exists a nondegenerate degree-d map
f : C→ Pr such that f (pi )= qi for all i if and only if ρ(d, g, r)≥ 0 and

(r + 1)d − rg+ r − rn ≥ 0.

Additionally, we prove a similar theorem for the twist of the tangent bundle;
this answers a similar question, where d of the n points are constrained to lie on a
hyperplane.

Theorem 1.5. Let C be a general curve of genus g, equipped with a general
nondegenerate map f :C→Pr of degree d. Then f ∗TPr (−1) satisfies interpolation
if and only if

d − rg− 1≥ 0.
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To see the “only if” direction, first note that since C is nondegenerate, the restric-
tion map H 0(TPr (−1))→ H 0( f ∗TPr (−1)) is injective, so dim H 0( f ∗TPr (−1))≥
dim H 0(TPr (−1))=r+1. If d−rg−1<0, then χ( f ∗TPr (−1))=d−rg+r<r+1;
consequently H 1( f ∗TPr (−1)) 6=0, so f ∗TPr (−1) does not satisfy interpolation. For
the remainder of the paper, we will therefore assume d−rg−1≥ 0 in Theorem 1.5.
As before, Theorem 1.5 gives the “if” direction of the next result.

Corollary 1.6. Fix a general marked curve (C, p1, p2, . . . , pn) of genus g, and
n points q1, q2, . . . , qn ∈ Pr, which are general subject to the constraint that
q1, q2, . . . , qd lie on a hyperplane H ( for d ≤ n). There exists a nondegenerate
degree-d map f :C→Pr such that f (pi )= qi for all i if and only if ρ(d, g, r)≥ 0
and

(r + 1)d − rg+ r − rn ≥ 0 and d − rg− 1≥ 0.

For the “only if” direction, we first compute the dimension of the space of
degree-d maps Mapd

(
(C, p1 ∪ p2 ∪ · · · ∪ pd), (P

r , H)
)
, from C to Pr, which send

p1∪ p2∪· · ·∪ pd to H . Choose coordinates [x1 : x2 : · · · : xr+1] on Pr so H is given
by xr+1 = 0. Then any such map is given by r + 1 sections [s1 : s2 : · · · : sr : 1] of
OC(p1+p2+· · ·+pd), where we write sr+1=1∈H 0(OC)⊂H 0(OC(p1+· · ·+pd))

for the constant section. By taking the sections s1, s2, . . . , sr , we have identified
Mapd

(
(C, p1∪p2∪· · ·∪pd), (P

r , H)
)

as an open subset of H 0(OC(p1+· · ·+pd))
r ,

so its dimension is r(d+1−g). Therefore, in order for f 7→ ( f (pi ))
n
i=1 to dominate

H d
× (Pr )n−d , we must also have

r(d + 1− g)≥ (r − 1)d + r(n− d) ⇐⇒ (r + 1)d − rg+ r − rn ≥ 0.

In addition, f 7→ ( f (pi ))
d
i=1 must dominate H d . But the fibers of this map have

a free action of the (r + 1)-dimensional group StabH (Aut Pr ); we must therefore
also have

r(d + 1− g)≥ (r − 1)d + (r + 1) ⇐⇒ d − rg− 1≥ 0.

Remark 1.7. For k ≥ 2, the bundles f ∗TPr (−k) almost never satisfy interpolation.
Namely, in the setting of Theorem 1.3, the bundle f ∗TPr (−2) satisfies interpolation
if and only if either (g, r) = (0, 1) or (d, g, r) = (2, 0, 2); and f ∗TPr (−k) never
satisfies interpolation for k ≥ 3.

For r = 1, this can be seen by observing that f ∗TP1(−k)'OC(2− k) is a line
bundle, so it satisfies interpolation if and only if it is nonspecial (see Proposition 4.7
of [Atanasov et al. 2016]); as k ≥ 2, this only happens if k = 2 and C is rational
(g = 0).

In general, if f ∗TPr (−k) satisfies interpolation,

χ( f ∗TPr (−k))= (r + 1)d − rg+ r − krd ≥ 0.
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When r ≥ 2 and k ≥ 2, this is only satisfied for (d, g, r, k)= (2, 0, 2, 2); conversely,
one may easily check that f ∗TP2(−2) satisfies interpolation for f : P1

→ P2 a
general degree-2 map (for instance by combining Theorem 1.3 with Proposition 4.12
of [Atanasov et al. 2016]).

The remainder of the paper will be devoted to the proof of Theorem 1.3 and
Theorem 1.5 using inductive degeneration. In Section 2, we begin by explaining
how to use degeneration to approach the main theorems, and how to work with
the condition of interpolation on reducible curves. Then in Section 3, we prove
the main theorems for rational curves by inductively degenerating the curve C to a
union D ∪ L , where L is a 1-secant line to D. Finally in Section 4, we prove the
main theorems for arbitrary genus by degenerating the curve C to a union D ∪ R,
where R is a rational normal curve meeting D at 1≤ s ≤ r + 2 points.

2. Preliminaries

Lemma 2.1. The locus of f : C → Pr in Mg(P
r , d) for which f ∗TPr satisfies

interpolation is open, and likewise for f ∗TPr (−1). Moreover, every component of
these loci dominates Mg.

In particular, to prove Theorem 1.3 (respectively, Theorem 1.5) for curves of
degree d and genus g, it suffices to exhibit one, possibly singular, nondegenerate
f : C→ Pr of degree d and genus g, for which f ∗TPr (respectively, f ∗TPr (−1))
satisfies interpolation.

Proof. Since the vanishing of cohomology groups is an open condition, it follows
that interpolation is an open condition as well. (For a more careful proof, see
Theorem 5.8 of [Atanasov 2014].)

If f ∗TPr (respectively, f ∗TPr (−1)) satisfies interpolation, then in particular
H 1( f ∗TPr ) = 0 (respectively, H 1( f ∗TPr (−1)) = 0). Since H 1( f ∗TPr (−1)) = 0
implies H 1( f ∗TPr )= 0, we know either way that H 1( f ∗TPr )= 0. This completes
the proof as the obstruction to smoothness of Mg(P

r , d)→ Mg lies in H 1( f ∗TPr ).
�

In order to work with reducible curves, it will be helpful to introduce the following
somewhat more general variant on interpolation.

Definition 2.2. Let E be a rank n vector bundle over a curve C . We say that a
subspace of sections V ⊆ H 0(E) satisfies interpolation if E is nonspecial and, for
every d ≥ 0, there exists an effective Cartier divisor D of degree d such that

dim
(
V ∩ H 0(E(−D))

)
=max{0, dim V − dn}.

We now state for the reader the elementary properties of interpolation that we
shall need.
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Lemma 2.3 [Atanasov et al. 2016, Proposition 4.5]. A vector bundle E satisfies
interpolation if and only if its full space of sections V = H 0(E)⊆ H 0(E) satisfies
interpolation.

Proof sketch. The result follows by examining the long exact sequence

0→ H 0(E(−D))→ H 0(E)→ H 0(E|D)→ H 1(E(−D))→ H 1(E)= 0.

A complete proof is given at the location cited; see also Definition 4.1 in the same
reference. �

Lemma 2.4 [Atanasov et al. 2016, Proposition 8.1]. Let E be a vector bundle on
a reducible curve X ∪ Y, and D be an effective divisor on X disjoint from X ∩ Y.
Assume that

H 0(E|X (−D− X ∩ Y ))= 0.
Let

evX : H
0(E|X )→ H 0(E|X∩Y ), evY : H

0(E|Y )→ H 0(E|X∩Y )

denote the natural evaluation morphisms. Then E satisfies interpolation provided

V = ev−1
Y

(
evX

(
H 0(E|X (−D))

))
⊆ H 0(E|Y )

satisfies interpolation and has dimension χ(E|Y )+χ(E|X (−D− X ∩ Y )).

Proof sketch. As H 0(E|X (−D− X ∩Y ))= 0, restriction to Y gives an isomorphism
H 0(E(−D)) ' V. Also, the final dimension statement implies H 1(E(−D)) = 0.
Therefore E(−D), and hence E , satisfies interpolation. �

Lemma 2.5 [Atanasov 2014, Theorem 8.1 and Section 3]. Let E be a vector bun-
dle on an irreducible curve C , and p ∈ Csm be a general point. If E satisfies
interpolation, and 3⊆ E|p is a general subspace of any dimension, then

{σ ∈ H 0(E) : σ |p ∈3} ⊆ H 0(E)

satisfies interpolation and has dimension max{0, χ(E)− codim3}.

Proof sketch. Let n = rk E , and D be a general effective divisor of any degree d ≥ 0.
Since E satisfies interpolation,

dim H 0(E(−D))=max{0, χ(E)− dn},

dim H 0(E(−D− p))=max{0, χ(E)− dn− n}.

These inequalities imply the restriction map H 0(E(−D))→ E|p is either injec-
tive or surjective, which (since 3 is general) in turn implies the composition
H 0(E(−D))→ E|p→ E|p/3 is either injective or surjective. Together with the
first of the above equalities, this implies

dim{σ ∈ H 0(E(−D)) : σ |p ∈3} =max{0, χ(E)− codim3− dn}. �
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3. Rational curves

In this section, we prove Theorem 1.3 in the case g = 0.

Proposition 3.1. Let L ⊆ Pr be a line. Then TPr |L ' OL(2)⊕OL(1)r−1, where
the OL(2) summand comes from the inclusion TL ↪→ TPr |L ; in particular, TPr |L

and TPr |L(−1) satisfy interpolation.

Proof. The first assertion follows from the exact sequence

0→ TL 'OL(2)→ TPr |L → NL/Pr 'OL(1)r−1
→ 0.

(We have NL/Pr ' OL(1)r−1 since L is the complete intersection of r − 1 hyper-
planes.)

The second assertion follows from the first by inspection (or alternatively using
Proposition 3.11 of [Atanasov 2014]). �

Proposition 3.2. Let f :P1
→Pr be a general degree-d map (allowed to be degen-

erate if d < r ). Then f ∗TPr (−1), and consequently f ∗TPr , satisfies interpolation.

Proof. To show f ∗TPr (−1) satisfies interpolation, we argue by induction on the
degree d of f ; the base case d= 1 is given by Proposition 3.1. For the inductive step
d ≥ 2, we degenerate f :P1

→Pr to a map g : D∪p L→Pr from a two-component
reducible rational curve; write gD = g|D and gL = g|L . Assume that deg gD = d−1
and deg gL = 1. By Lemma 2.1, it suffices to show g∗TPr (−1) satisfies interpolation.
Write

evD : H
0(g∗DTPr (−1))→ H 0(TPr (−1)|p),

evL : H
0(g∗L TPr (−1))→ H 0(TPr (−1)|p)

for the natural evaluation morphisms. Pick a point x ∈ L r p. Then by Lemma 2.4,
it suffices to show that

V = ev−1
D

(
evL

(
H 0(g∗L TPr (−1)(−x))

))
⊆ H 0(g∗DTPr (−1))

satisfies interpolation and has dimension

χ(g∗DTPr (−1))+χ(g∗L TPr (−1)(−x − p))= χ(g∗DTPr (−1))− (r − 1).

Using the description of g∗L TPr from Proposition 3.1,

V = {σ ∈ H 0(g∗DTPr (−1)) : σ |p ∈ TL(−1)|p}.

Since TL(−1)|p⊆TPr (−1)|p is a general subspace of codimension r−1, Lemma 2.5
implies V satisfies interpolation and has dimension max{0, χ(g∗DTPr (−1))−(r−1)}.
It thus suffices to note that

χ(g∗DTPr (−1))− (r − 1)= d + 1≥ 0.
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By inspection (or alternatively using Proposition 4.11 of [Atanasov et al. 2016]),
interpolation for f ∗TPr (−1) implies interpolation for f ∗TPr . �

4. Curves of higher genus

Lemma 4.1. Let E be a vector bundle of rank n on a reducible nodal curve X ∪ Y,
such that X ∩ Y is a general collection of k points on X (relative to E|X ). Suppose
that E|X and E|Y satisfy interpolation. If χ(E|X ) ≡ 0 mod n and χ(E|X ) ≥ nk,
then E satisfies interpolation.

Proof. Let D be a general divisor on X (in particular disjoint from X ∩Y ) of degree
(χ(E|X )− nk)/n. Write

evX : H
0(E|X )→ H 0(E|X∩Y ), evY : H

0(E|Y )→ H 0(E|X∩Y )

for the natural evaluation morphisms, and let

V = ev−1
Y

(
evX

(
H 0(E|X (−D))

))
⊆ H 0(E|Y ).

Since E|X satisfies interpolation and χ(E|X (−D))= nk, we conclude evX is an
isomorphism when restricted to H 0(E|X (−D)). In particular,

H 0(E|X (−D− X ∩ Y ))= 0,

and V = H 0(E|Y ) is the full space of sections. Because E|Y satisfies interpolation,
we conclude V satisfies interpolation and has dimension

χ(E|Y )= χ(E|Y )+χ(E|X (−D− X ∩ Y )).

This implies, via Lemma 2.4, that E satisfies interpolation. �

Proof of Theorem 1.3. We argue by induction on g; the base case g = 0 is given by
Proposition 3.2. For the inductive step g ≥ 1, we let

(s, g′, d ′)=
{
(r + 2, g− r − 1, d − r) if g ≥ r + 1,
(g+ 1, 0, d − r) otherwise.

By construction, g′ ≥ 0 and 1≤ s ≤ r +2. Moreover, since ρ(d, g, r)≥ 0, we have
either ρ(d ′, g′, r)≥ 0, or g′ = 0 and d ′ ≥ 1; and in the second case d ′ ≥ s− 1.

We now degenerate f :C→Pr to a map g :D∪0P1
→Pr from a two-component

reducible curve; write gD = g|D and g
P1 = g|

P1 . By the above, we may take D to
be a general curve of genus g′, and 0 a collection of s points general on both D
and P1. We also take gD and g

P1 to be general maps of degrees d ′ and r respectively
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(composing with an automorphism of Pr so that gD(0)= g
P1(0)— which exists

since Aut Pr acts (r + 2)-transitively on points in linear general position; note that
s ≤ r + 2, and g

P1 is nondegenerate, while gD spans at least a Pmin(r,s−1)). By
Lemma 2.1, it suffices to show g∗TPr satisfies interpolation.

By induction (and direct application of Proposition 3.2 in the case g′ = 0 and
d ′ ≥ 1), we know g∗DTPr and g∗

P1 TPr satisfy interpolation. Moreover, χ(g∗
P1 TPr )=

r(r + 2) is a multiple of r which is at least rs. Lemma 4.1 thus yields the desired
conclusion. �

Proof of Theorem 1.5. We argue by induction on g; the base case g = 0 is given
by Proposition 3.2. For the inductive step g ≥ 1, we write g′ = g − 1 ≥ 0 and
d ′ = d − r . Since d − rg− 1 ≥ 0, we have d ′− rg′− 1 ≥ 0. This in turn implies
either ρ(d ′, g′, r)≥ 0, or g′ = 0 and d ′ ≥ 1.

We now degenerate f :C→Pr to a map g :D∪0P1
→Pr from a two-component

reducible curve; write gD = g|D and g
P1 = g|

P1 . By the above, we may take D to
be a general curve of genus g′, and 0 a collection of 2 points general on both D
and P1. We also take gD and g

P1 to be general maps of degrees d ′ and r respectively
(composing with an automorphism of Pr so that gD(0)= g

P1(0)— which exists
since Aut Pr acts 2-transitively). By Lemma 2.1, it suffices to show g∗TPr (−1)
satisfies interpolation.

By induction (and direct application of Proposition 3.2 in the case g′ = 0 and
d ′ ≥ 1), we know g∗DTPr (−1) and g∗

P1 TPr (−1) satisfy interpolation. Moreover,
χ(g∗

P1 TPr (−1))= 2r . Lemma 4.1 thus yields the desired conclusion. �
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