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# Conjugacy classes of special automorphisms of the affine spaces 

Jérémy Blanc

In the group of polynomial automorphisms of the plane, the conjugacy class of an element is closed if and only if the element is diagonalisable. In this article, we show that this does not hold for the group of special automorphisms, giving a first step in the direction of showing that this group is not simple, as an infinite-dimensional algebraic group.

## 1. Introduction

In this article, k will always denote an algebraically closed field. The conjugacy classes of the algebraic groups $\operatorname{GL}(n, k)$ and $\operatorname{SL}(n, k)$ are well known. In particular, the following observation is classical:

An element is diagonalisable if and only if its conjugacy class is Zariski-closed.
As observed in [Furter and Maubach 2010], the same holds for the group $\operatorname{Aut}\left(\mathbb{A}_{\mathbb{C}}^{2}\right)$ of complex polynomial automorphisms of the affine plane. Here, the topology corresponds to the topology of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ induced by families parametrised by algebraic varieties $A$, called morphisms $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ and corresponding to elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}[A]}^{n}\right)($ see Section 2A).

In fact, there is one easy direction in the result of [Furter and Maubach 2010], which corresponds to showing that if the conjugacy class is closed, then the element is diagonalisable. This works over any algebraically closed field k and follows from the following observation: If $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is an element that fixes the origin, the conjugation of $f$ by

$$
\left(x_{1}, \ldots, x_{n}\right) \longmapsto\left(\frac{1}{t} x_{1}, \ldots, \frac{1}{t} x_{n}\right)
$$
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yields an element of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}(t)}^{n}\right)$ whose value at $t=0$ is the linear part of $f$, which is an element of $\operatorname{GL}(n, k)$. Moreover elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ which do not have fixed points are easy to handle (these are conjugate to $\left(x_{1}, x_{2}\right) \mapsto\left(x_{1}+1, a x_{2}+P\left(x_{2}\right)\right)$ for some polynomial $P \in \mathrm{k}\left[x_{2}\right]$ and $\left.a \in \mathrm{k}^{*}\right)$.

In this article, we focus on the closed normal subgroup $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ of elements of Jacobian 1. We will show that the conjugacy classes of the two groups $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ and $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ have a very different behaviour.

We say that an element $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is dynamically regular if the extensions of $f$ and $f^{-1}$ to $\mathbb{P}_{\mathrm{k}}^{n}$ have disjoint indeterminacy loci (see Section 2B). We will also say that $f$ is algebraic if $\left\{\operatorname{deg}\left(f^{n}\right)\right\}_{n \in \mathbb{N}}$ is bounded. The dynamically regular elements are never algebraic, and in dimension 2, nonalgebraic elements are conjugate to dynamically regular elements (see Remark 4.3).

The first result that we obtain is to show that there is no degeneration of conjugates of dynamically regular elements in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, contrary to the case of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$.

Theorem 1.1. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be a dynamically regular element.
(1) If $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}((t)))}^{n}\right)$ is such that $\alpha f \alpha^{-1}$ has a value at $t=0$, then this value is conjugate to $f$ by $\alpha(0)$ in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ (in particular $\alpha$ is defined at $t=0$ ).
(2) For each integer $d$, the set $\left\{g f g^{-1} \mid g \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right), \operatorname{deg}(g) \leq d\right\}$ is closed.
(3) If $n=2$, the conjugacy class of $f$ in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is closed.
(4) If k is uncountable, the following holds: for each morphism $A \rightarrow \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, where $A$ is an algebraic variety, the preimage of the conjugacy class of $f$ contains the closure of each locally closed subset $B \subset A$ that it contains.

Remark 1.2. The proof of this result is given in Section 3. As we will show, part (1) implies the others.

In the notation of [Furter and Kraft $\geq$ 2016], assertion (4) can be reinterpreted by saying that the conjugacy class $C(f)$ of a dynamically regular element $f$ is weakly closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$.

In dimension 2, an easy consequence of Theorem 1.1 and of the Jung-van der Kulk theorem is the fact the conjugacy class of nonalgebraic elements of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is in fact closed, contrary to the case of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$. In fact, we can be much more precise: we describe in Section 4 the conjugacy classes of elements in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, and decide which ones are closed. In particular, we obtain the following complete description.

Theorem 1.3. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$. Then:
(1) If $f$ is diagonalisable, its conjugacy class is closed.
(2) If $f$ is algebraic but not diagonalisable, its conjugacy class is not closed. More precisely, there exists an element $F \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}[t]}^{2}\right)$ such that for each $t \neq 0$, $F(t) \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ is conjugate to $f$, and $F(0) \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is diagonalisable.
(3) If $f$ is not algebraic, its conjugacy class is closed.

Remark 1.4. Since the set $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ alg of algebraic elements of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is closed (Corollary 4.4), we can decompose $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ as an infinite union of disjoint closed sets, one being $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)_{\text {alg }}$ and the others being conjugacy classes of nonalgebraic elements. The group $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is however irreducible, by the simple observation made above.

Remark 1.5. Note that these results show that the group $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is more rigid than the $\operatorname{group} \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, in the sense that there are less possible degenerations of conjugates.

One can check, using the conjugations around fixed points as above, that every normal closed subgroup of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is either trivial, $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ or $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$. The interesting question is then to know whether $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ contains nontrivial closed normal subgroups (by [Furter and Lamy 2010], it contains many nontrivial normal subgroups which contain only nonalgebraic elements, and the identity).

The fact that the conjugacy classes of nonalgebraic elements are closed suggests that $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ could contain nontrivial closed normal subgroups. This text can then be viewed as a first step towards the study of the simplicity of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, viewed as an infinite-dimensional algebraic group (ind-group). In [Shafarevich 1966], it is claimed that this one is simple, but the proof contains serious gaps.

## 2. Preliminaries

As we said, in the sequel k will always be an algebraically closed field. We will sometimes also work on a general field (most of the time with an extension of k ), and will denote it by $K$.

In this section, we introduce the terminology and give some basic results (most of them classical, maybe in alternate formulations) on the topology of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ (Section 2A), the relation between the iterations of a map and the indeterminacy sets at infinity (Section 2B) and the families of automorphisms parametrised by formal series (Section 2C), that we will need in Sections 3 and 4.

## 2A. Topology on $\operatorname{Aut}\left(\mathbb{A}_{\mathbf{k}}^{\boldsymbol{n}}\right)$.

Notation 2.1. Let $R$ be any commutative unitary ring.
(1) We denote by $\operatorname{End}\left(\mathbb{A}_{R}^{n}\right)$ the set of algebraic endomorphisms of $\mathbb{A}_{R}^{n}$. An element $f \in \operatorname{End}\left(\mathbb{A}_{R}^{n}\right)$ is given by

$$
f:\left(x_{1}, \ldots, x_{n}\right) \longmapsto\left(f_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots, f_{n}\left(x_{1}, \ldots, x_{n}\right)\right)
$$

for some polynomials $f_{1}, \ldots, f_{n} \in R\left[x_{1}, \ldots, x_{n}\right]$. The degree of $f$ is by definition the maximal degree of the $f_{i}$, and we will use the notation

$$
f=\left(f_{1}, \ldots, f_{n}\right)
$$

This corresponds to a natural bijection $\operatorname{End}\left(\mathbb{A}_{R}^{n}\right) \rightarrow\left(R\left[x_{1}, \ldots, x_{n}\right]\right)^{n}$.
(2) The group $\operatorname{Aut}\left(\mathbb{A}_{R}^{n}\right)$ is equal to the group of automorphisms of $\mathbb{A}_{R}^{n}$, i.e., to the elements of $\operatorname{End}\left(\mathbb{A}_{R}^{n}\right)$ that admit an inverse in this set.
(3) For each $f \in \operatorname{End}\left(\mathbb{A}_{R}^{n}\right)$, we denote by

$$
\operatorname{Jac}(f)=\operatorname{det}\left(\frac{\partial f_{i}}{x_{j}}\right)_{i, j=1}^{n} \in R\left[x_{1}, \ldots, x_{n}\right]
$$

the Jacobian of $f$, and denote by $\operatorname{SAut}\left(\mathbb{A}_{R}^{n}\right)$, the normal subgroup of $\operatorname{Aut}\left(\mathbb{A}_{R}^{n}\right)$ given by $\left\{f \in \operatorname{Aut}\left(\mathbb{A}_{R}^{n}\right) \mid \operatorname{Jac}(f)=1\right\}$.
(4) We denote by $\operatorname{End}\left(\mathbb{A}_{R}^{n}\right)_{\leq d}$ and $\operatorname{Aut}\left(\mathbb{A}_{R}^{n}\right)_{\leq d}$ the subsets of $\operatorname{End}\left(\mathbb{A}_{R}^{n}\right)$ and $\operatorname{Aut}\left(\mathbb{A}_{R}^{n}\right)$ respectively, given by elements of degree $\leq d$.
Example 2.2. For each $p_{1} \in R\left[x_{1}\right], p_{2} \in R\left[x_{1}, x_{2}\right], \ldots, p_{n-1} \in R\left[x_{1}, \ldots, x_{n-1}\right]$ and $a_{1}, \ldots, a_{n} \in R^{*}$ the element

$$
\left(a_{1} x_{1}, a_{2} x_{2}+p_{1}, a_{3} x_{3}+p_{2}, \ldots, a_{n} x_{n}+p_{n-1}\right)
$$

belongs to $\operatorname{Aut}\left(\mathbb{A}_{R}^{n}\right)$. Such elements are usually called triangular, or de Jonquières.
Remark 2.3. Suppose that $R$ is a field $K$. Extending the scalars to an algebraically closed field, we observe that the Jacobian matrix of every element of $\operatorname{Aut}\left(\mathbb{A}_{K}^{n}\right)$ is invertible everywhere, $\operatorname{so} \operatorname{Jac}(f) \in K^{*}$. In particular,

$$
\operatorname{Aut}\left(\mathbb{A}_{K}^{n}\right) \subset\left\{f \in \operatorname{End}\left(\mathbb{A}_{K}^{n}\right) \mid \operatorname{Jac}(f) \in K^{*}\right\},
$$

and the equality, when $K$ is of characteristic zero, is the classical Jacobian conjecture, open for any $n \geq 2$.

If $Z$ is an algebraic variety defined over k , where k is algebraically closed as before, there is a natural way to endow the $\operatorname{group} \operatorname{Bir}(Z)$ of birational transformations of $Z$ with a topology (see for example [Demazure 1970; Serre 2010; Blanc 2010; Blanc and Furter 2013]). When restricted to the subgroup $\operatorname{Aut}(Z)$ of automorphisms, we obtain the following:

Definition 2.4. Let $A, Z$ be two algebraic varieties defined over k . We say that a morphism $f: A \rightarrow \operatorname{Aut}(Z)$ is a map given by an $A$-automorphism of $A \times Z$.

The Zariski topology on $\operatorname{Aut}(Z)$ is defined as follows: a set $F \subset \operatorname{Aut}(Z)$ is closed if and only if $f^{-1}(F) \subset A$ is closed for any algebraic variety $A$ and any morphism $f: A \rightarrow \operatorname{Aut}(Z)$.

Remark 2.5. When the group $\operatorname{Aut}(Z)$ has a natural structure of an algebraic group (for example when $Z=\mathbb{P}^{n}$ ), the topology defined above agrees with the classical topology of the algebraic group, and morphisms $A \rightarrow \operatorname{Aut}(Z)$ correspond to morphisms of algebraic varieties.

However, in general the group $\operatorname{Aut}(Z)$ is too big to be an algebraic variety, for instance for $Z=\mathbb{A}^{n}, n \geq 2$ (see Example 2.2).

We will observe (in Lemma 2.7 below) that this topology, when restricted to $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, gives the one introduced by Shafarevich in [Shafarevich 1966], i.e., the inductive limit topology given by the inclusion of affine algebraic varieties

$$
\operatorname{Aff}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)=\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq 1} \subset \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq 2} \subset \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq 3} \subset \cdots
$$

and corresponds in fact to an infinite-dimensional algebraic group. In order to do this, we recall how one obtains natural structures of affine varieties for $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ and $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$.
Lemma 2.6. Let us fix some integers $d, n \geq 1$, and see $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ as an affine space, via the bijection $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right) \rightarrow\left(\mathrm{k}\left[x_{1}, \ldots, x_{n}\right]_{\leq d}\right)^{n}$. Then, the following hold:
(1) $J_{\mathrm{k}^{*}}=\left\{f \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \mid \operatorname{Jac}(f) \in \mathrm{k}^{*}\right\}$ is locally closed in $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$, and inherits from it the structure of an affine variety.
(2) $J_{1}=\left\{f \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \mid \operatorname{Jac}(f)=1\right\}$ is closed in $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$.
(3) $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is a closed subset of $J_{\mathrm{k}^{*}}$.
(4) $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is a closed subset of $J_{1}$.

Proof. The Jacobian being a morphism End $\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \rightarrow \mathrm{k}\left[x_{1}, \ldots, x_{n}\right]_{\leq n(d-1)}$, the sets

$$
J_{k}=\left\{f \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \mid \operatorname{Jac}(f) \in \mathrm{k}\right\} \text { and } J_{1}
$$

are closed in $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ and are thus affine algebraic varieties. Since $J_{0}=$ $\left\{f \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \mid \operatorname{Jac}(f)=0\right\}$ is given by one equation in $J_{\mathrm{k}}$, the set $J_{\mathrm{k}^{*}}=J_{\mathrm{k}} \backslash J_{0}$ is affine (and locally closed in $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ ). This yields assertions (1) and (2).

In order to show (3) and (4), we define $W_{d}$ to be the set of nonzero $(n+1)$-tuples $\left(h_{0}, \ldots, h_{n}\right)$ of homogeneous polynomials $h_{i} \in \mathrm{k}\left[x_{0}, \ldots, x_{n}\right]$ of degree $d$, where $h_{0}=\mu x_{0}^{d}, \mu \in \mathrm{k}$, up to linear equivalence: $\left(h_{0}, \ldots, h_{n}\right) \sim\left(\lambda h_{0}, \ldots, \lambda h_{n}\right)$ for any $\lambda \in \mathrm{k}^{*}$. The equivalence class of $\left(h_{0}, \ldots, h_{n}\right)$ will be denoted by $\left[h_{0}: \cdots: h_{n}\right]$. Since the set of homogeneous polynomials of degree $d$ in $n+1$ variables is a k-vector space, this gives to $W_{d}$ a canonical projective space structure. We then denote by $B_{d} \subset W_{d}$ the hyperplane given by $h_{0}=0$ and obtain a canonical isomorphism of affine spaces

$$
\begin{aligned}
W_{d} \backslash B_{d} & \sim \\
{\left[x_{0}^{d}: h_{1}: \cdots: h_{n}\right] } & \left.\longmapsto\left(h_{1}\left(1, x_{1}^{n}\right)_{\leq d}, \ldots, x_{n}\right), \ldots, h_{n}\left(1, x_{1}, \ldots, x_{n}\right)\right) .
\end{aligned}
$$

We denote by $Y \subseteq W_{d^{n-1}} \times\left(W_{d} \backslash B_{d}\right)$ the set consisting of elements $(g, f)$, such that $h:=\left(g_{0}\left(f_{0}, \ldots, f_{n}\right), \ldots, g_{n}\left(f_{0}, \ldots, f_{n}\right)\right)$ is a multiple (maybe 0 ) of the identity, i.e., $h_{i} x_{j}=h_{j} x_{i}$ for all $i, j$. The description of $Y$ shows that it is closed in $W_{d^{n-1}} \times\left(W_{d} \backslash B_{d}\right)$. Since $W_{d^{n-1}}$ is a complete variety, the projection $p_{2}: W_{d^{n-1}} \times\left(W_{d} \backslash B_{d}\right) \rightarrow\left(W_{d} \backslash B_{d}\right)$ is a Zariski-closed morphism, so $p_{2}(Y)$ is closed in $\left(W_{d} \backslash B_{d}\right) \simeq \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$.

In order to show (3) and (4), we only need to show that $p_{2}(Y) \cap J_{\mathrm{k}^{*}}=\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$, which implies that $p_{2}(Y) \cap J_{1}=\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$. We then show both inclusions.
(i) If $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$, there exists $g \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d^{n-1}}$ such that $g \circ f=\mathrm{id}$ ([Bass et al. 1982, Theorem 1.5, page 292]). In consequence, we obtain $(g, f) \in Y$, so $f \in p_{2}(Y)$. The fact that $f$ belongs to $J_{\mathrm{k}^{*}}$ is given by Remark 2.3 , so $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \subseteq p_{2}(Y) \cap J_{\mathrm{k}^{*}}$.
(ii) Let $(g, f) \in Y$, with $f \in J_{\mathrm{k}^{*}}$. By definition of $Y$, the element $\left(g_{0}\left(f_{0}, \ldots, f_{n}\right)\right.$, $\left.\ldots, g_{n}\left(f_{0}, \ldots, f_{n}\right)\right)$ is a multiple of the identity. There exists some $j$ such that $g_{j} \neq 0$. The fact that $f \in J_{\mathrm{k}^{*}}$ implies that $f: \mathbb{A}_{\mathrm{k}}^{n} \rightarrow \mathbb{A}_{\mathrm{k}}^{n}$ is dominant. Hence, $g_{j}\left(f_{0}\left(1, x_{0}, \ldots, x_{n}\right), \ldots, f_{n}\left(1, x_{0}, \ldots, x_{n}\right)\right)$ is not equal to zero. This implies that $g \in \operatorname{End}\left(\mathbb{A}^{n-1}\right)_{\leq d^{n-1}}$ and that $g \circ f=$ id. Hence, $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$. This yields $p_{2}(Y) \cap J_{\mathrm{k}^{*}} \subseteq \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$.
Lemma 2.7. Let us fix some integers $d, n \geq 1$, and see $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ and $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ as affine varieties, via their inclusion in $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \simeq\left(\mathrm{k}\left[x_{1}, \ldots, x_{n}\right]_{\leq d}\right)^{n}($ see Lemma 2.6). Then, the following hold:
(1) Morphisms $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ correspond to elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}[A]}^{n}\right)$.
(2) For each k-algebraic variety $A$, the morphisms $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ that have image in $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ correspond to morphisms of algebraic varieties $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$.
(3) The set $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is closed in $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, and the restriction of the topology of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ on it yields the topology of its algebraic variety structure.
(4) A subset of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is closed if and only if its intersection with $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is closed, for each integer $d \geq 1$.

Moreover, everything works the same replacing Aut with SAut.
Proof. We do the proof with Aut, the same proof works replacing Aut with SAut. The map

$$
\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \times \mathbb{A}_{\mathrm{k}}^{n} \longrightarrow \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d} \times \mathbb{A}_{\mathrm{k}}^{n}, \quad(f, x) \longmapsto(f, f(x))
$$

is a morphism of algebraic varieties, so every morphism of algebraic varieties $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ yields an $A$-automorphism of $A \times \mathbb{A}_{\mathrm{k}}^{n}$, and thus a morphism $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ with image in $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$.

Conversely, let $f: A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be a morphism. By definition, this is given by an $A$-automorphism of $A \times \mathbb{A}_{\mathrm{k}}^{n}$. Composing with the projection $A \times \mathbb{A}_{\mathrm{k}}^{n} \rightarrow \mathbb{A}_{\mathrm{k}}^{n}$ and then
with the function $x_{i}$ on $\mathbb{A}_{\mathrm{k}}^{n}$, we obtain an element $f_{i} \in \mathrm{k}\left[A \times \mathbb{A}_{\mathrm{k}}^{n}\right]=\mathrm{k}[A]\left[x_{1}, \ldots, x_{n}\right]$. Hence, $\left(f_{1}, \ldots, f_{n}\right)$ is an element of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}[A]}^{n}\right)$. Such an element yields a morphism of algebraic varieties $A \rightarrow \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq m}$ for some $m \in \mathbb{N}$, having image in $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$. This yields (1) and (2). Assertion (3) also follows, after observing that the preimage of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq i}$ is a closed subset of $A$, for each $i \geq 0$.

It remains to show (4). Let $Y \subset \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be any subset. If $Y$ is closed in $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, then $Y \cap \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is $\operatorname{closed}\left(\operatorname{in~} \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)\right.$ or $\left.\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}\right)$ for each $d$, by (3). Suppose conversely that $Y \cap \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is closed for each $d$. In order to show that $Y$ is closed in $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, we take any morphism $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, and show that the preimage of $Y$ is closed. As we observed before, we can see this morphism as a morphism of algebraic varieties $A \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq m}$ for some $m$. Since $Y \cap \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq m}$ is closed, the preimage of $Y$ is closed.

2B. Dynamical properties and the behaviour at infinity. In the sequel, we fix a canonical open embedding $\mathbb{A}_{\mathrm{k}}^{n} \rightarrow \mathbb{P}_{\mathrm{k}}^{n}$ given by

$$
\left(x_{1}, \ldots, x_{n}\right) \longmapsto\left[1: x_{1}: \cdots: x_{n}\right]
$$

and denote by $H_{\infty} \subset \mathbb{P}_{\mathrm{k}}^{n}$ the complement $H_{\infty}=\mathbb{P}_{\mathrm{k}}^{n} \backslash \mathbb{A}_{\mathrm{k}}^{n}$, which is a hyperplane. Once this is fixed, we have a canonical extension of any element of $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ to a rational map $\mathbb{P}_{\mathrm{k}}^{n} \rightarrow \mathbb{P}_{\mathrm{k}}^{n}$. In particular, this yields inclusions

$$
\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right) \longrightarrow \operatorname{Bir}\left(\mathbb{A}_{\mathrm{k}}^{n}\right) \xrightarrow{\simeq} \operatorname{Bir}\left(\mathbb{P}_{\mathrm{k}}^{n}\right) .
$$

The automorphisms of degree 1 (affine automorphisms) correspond to those which extend to elements of $\operatorname{Aut}\left(\mathbb{P}_{\mathrm{k}}^{n}\right)$. The others extend to birational maps which are not automorphisms, and we can associate to them two sets, which are classical objects in dynamics (see for example [Sibony 1999; Guedj and Sibony 2002; Bisi 2008]):

Definition 2.8. For each $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ of degree $\geq 2$, we define $I_{f} \subset \mathbb{P}_{\mathrm{k}}^{n}$ to be the indeterminacy locus of the extension of $f$ to $\mathbb{P}_{\mathrm{k}}^{n}$, and $X_{f} \subset \mathbb{P}_{\mathrm{k}}^{n}$ to be the image of $H_{\infty} \backslash\left(I_{f}\right)$.

In order to see the sets $I_{f}, X_{f}$ explicitly, we use the following definition.
Definition 2.9. If $f=\left(f_{1}, \ldots, f_{n}\right) \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is an element of degree $d$ and $a_{i}$ is the homogeneous part of $f_{i}$ of degree $d$, for $i=1, \ldots, n$, we say that $\left(a_{1}, \ldots, a_{n}\right) \in$ $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is the highest homogeneous part of $f$.

Remark 2.10. If $\left(a_{1}, \ldots, a_{n}\right)$ is the highest homogeneous part of $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, the set $I_{f} \subset \mathbb{P}_{\mathrm{k}}^{n}$ is given by

$$
x_{0}=0, \quad a_{1}=\cdots=a_{n}=0
$$

and is a proper closed subset of the hyperplane at infinity $H_{\infty}$ (given by $x_{0}=0$ ).

Moreover, the set $X_{f}$ is equal to

$$
\left\{\left[0: a_{1}\left(x_{1}, \ldots, x_{n}\right): \cdots: a_{n}\left(x_{1}, \ldots, x_{n}\right)\right] \mid\left[0: x_{1}: \cdots: x_{n}\right] \in H_{\infty} \backslash I_{f}\right\}
$$

Remark 2.11 (regular terminology). In dynamics, the elements $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ such that $I_{f} \cap I_{f^{-1}}=\varnothing$ are called "regular" and elements such that $X_{f} \cap I_{f}=\varnothing$ are called "weakly regular" in [Guedj and Sibony 2002] or "quasiregular" in [Bisi 2008]. The use of this terminology in algebraic geometry can be confusing, because of the common use of the word regular for maps (in fact all elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ are morphisms, hence biregular). This is why we will say "dynamically regular" if $I_{f} \cap I_{f-1}=\varnothing$; we will not use the words "quasiregular" or "weakly regular".
Remark 2.12. Fixing the degree $d$, we obtain an algebraic variety $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{d}$. It follows from the definition that the set of dynamically regular elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{d}$ is an open subset (in general not dense). However, the set of dynamically regular elements of $\operatorname{Aut}\left(A_{\mathrm{k}}^{n}\right) \leq d$ (and thus of $\left.\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)\right)$ is not open in general. For $n=2$, this can be seen by taking for example

$$
f=\left(-x_{2}, x_{1}+x_{2}^{2}\right) \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right), \quad \alpha=\left(x_{1}+t x_{2}^{2}, x_{2}\right) \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}[t]}^{2}\right),
$$

and considering the family $\beta=\alpha f \alpha^{-1} \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}[t]}^{2}\right)$. Then, $\beta(t)$ is not dynamically regular for $t \in \mathrm{k}^{*}$ but $\beta(0)=f$ is dynamically regular.
Remark 2.13. If $n=2$, we find $X_{f}=I_{f^{-1}}$. Indeed, the extension of an element $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ of degree $>1$ is an element of $\operatorname{Bir}\left(\mathbb{P}_{\mathrm{k}}^{2}\right)$ which contracts the line at infinity onto one point $X_{f}$. The inverse of this birational map is then defined at any other point of $H_{\infty}$, so we find $X_{f}=I_{f^{-1}}$.

We now show that the degree of a composition is determined by the sets $I_{f}$ and $X_{f}$ defined above. The following results are classical in the world of dynamics, we recall the easy proofs for self-containedness.
Lemma 2.14. Let $f, g \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be of degree $\geq 2$. Then, the following are equivalent:
(1) $\operatorname{deg}(g f)=\operatorname{deg}(g) \cdot \operatorname{deg}(f)$.
(2) The set $X_{f}$ is not contained in $I_{g}$.

Moreover, if both conditions hold, then $X_{g f} \subset X_{g}$.
Proof. Denoting by $\left(a_{1}, \ldots, a_{n}\right)$ and $\left(b_{1}, \ldots, b_{n}\right)$ the highest homogeneous parts of $f$ and $g$ respectively, the equality $\operatorname{deg}(g f)=\operatorname{deg}(g) \cdot \operatorname{deg}(f)$ is equivalent to the fact that one of the polynomials

$$
b_{1}\left(a_{1}, \ldots, a_{n}\right), \ldots, b_{n}\left(a_{1}, \ldots, a_{n}\right)
$$

is not equal to zero.

By definition, the sets $I_{g}, X_{f} \subset H_{\infty}$ are given respectively by

$$
\begin{aligned}
I_{g} & =\left\{\left[0: y_{1}: \cdots: y_{n}\right] \in H_{\infty} \mid b_{1}\left(y_{1}, \ldots, y_{n}\right)=\cdots=b_{n}\left(y_{1}, \ldots, y_{n}\right)=0\right\}, \\
X_{f} & =\left\{\left[0: a_{1}\left(y_{1}, \ldots, y_{n}\right): \cdots: a_{n}\left(y_{1}, \ldots, y_{n}\right)\right] \mid\left[0: y_{1}: \cdots: y_{n}\right] \in H_{\infty} \backslash I_{f}\right\} .
\end{aligned}
$$

If $X_{f} \not \subset I_{g}$, then there exists a point $\left[0: y_{1}: \cdots: y_{n}\right] \in H_{\infty} \backslash I_{f}$ such that $\left[0: a_{1}\left(y_{1}, \ldots, y_{n}\right): \cdots: a_{n}\left(y_{1}, \ldots, y_{n}\right)\right] \notin I_{g}$, which corresponds to the existence of an index $i \in\{1, \ldots, n\}$ such that $b_{i}\left(a_{1}\left(y_{1}, \ldots, y_{n}\right), \ldots, a_{n}\left(y_{1}, \ldots, y_{n}\right)\right) \neq 0$. In particular, the polynomial $b_{i}\left(a_{1}, \ldots, a_{n}\right)$ is not zero, so $\operatorname{deg}(g f)=\operatorname{deg}(g) \operatorname{deg}(f)$.

Conversely, if $b_{i}\left(a_{1}, \ldots, a_{n}\right)$ is a nonzero polynomial, the open subset $U_{i} \subset H_{\infty}$ corresponding to the nonvanishing of this polynomial is nonempty. Intersecting this open set with $H_{\infty} \backslash I_{f}$ yields a nonempty open subset of points in $H_{\infty}$ which have image in $X_{f}$ and not in $I_{g}$.

Now that the equivalence between (1) and (2) is shown, we show that these imply that $X_{g f} \subset X_{g}$. Since $\operatorname{deg}(g f)=\operatorname{deg}(g) \operatorname{deg}(f)$, the homogeneous part of highest degree of $g f$ is $\left(b_{1}\left(a_{1}, \ldots, a_{n}\right), \ldots, b_{n}\left(a_{1}, \ldots, a_{n}\right)\right)$. This implies that the points of $X_{g f}$ are in the image by $g$ (or more precisely of its extension to $\mathbb{P}_{\mathrm{k}}^{n}$ ) of the set $X_{f} \backslash I_{g}$, and thus lie in $X_{g}$.
Corollary 2.15. Let $f, g \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be of degree $\geq 2$. Then, the following hold:
(1) $X_{f} \subset I_{f-1}$.
(2) If $I_{g} \cap I_{f^{-1}}=\varnothing$, then $\operatorname{deg}(g f)=\operatorname{deg}(g) \cdot \operatorname{deg}(f)$.
(3) $X_{f} \not \subset I_{f} \Leftrightarrow \operatorname{deg}\left(f^{2}\right)=\operatorname{deg}(f)^{2}$.

Proof. Since $\operatorname{deg}\left(f^{-1} f\right)<\operatorname{deg}\left(f^{-1}\right) \operatorname{deg}(f)$, part (1) follows from Lemma 2.14. If $I_{g} \cap I_{f^{-1}}=\varnothing$, then $X_{f} \not \subset I_{g}$ by (1), so the equality $\operatorname{deg}(g f)=\operatorname{deg}(g) \operatorname{deg}(f)$ follows again from Lemma 2.14. Part (3) corresponds to Lemma 2.14, in the case $f=g$.
Corollary 2.16. If $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is an element such that $X_{f} \cap I_{f}=\varnothing$, then

$$
\operatorname{deg}\left(f^{m}\right)=\operatorname{deg}(f)^{m} \quad \text { and } \quad X_{f^{m}} \subset X_{f}
$$

for each $m \geq 1$.
Proof. We prove the result by induction on $m$, the case $m=1$ being obvious. For $m \geq 2$, we use the facts that $X_{f} \cap I_{f}=\varnothing$ and $X_{f^{m-1}} \subset X_{f}$, which imply that $X_{f^{m-1}} \not \subset I_{f}$. Applying Lemma 2.14 to the composition $f \circ f^{m-1}$, we obtain that $\operatorname{deg}\left(f^{m}\right)=\operatorname{deg}\left(f^{m-1}\right) \operatorname{deg}(f)$, which is equal to $\operatorname{deg}(f)^{m}$ by the induction hypothesis, and also that $X_{f^{m}} \subset X_{f}$.

Restricting to dimension 2, we obtain the following result.
Corollary 2.17. Let $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ be of degree $\geq 1$. The following are equivalent:
(1) $I_{f} \neq I_{f-1}$;
(2) $I_{f} \cap I_{f-1}=\varnothing$;
(3) $\operatorname{deg}\left(f^{2}\right)=\operatorname{deg}(f)^{2}$;
(4) $\operatorname{deg}\left(f^{m}\right)=\operatorname{deg}(f)^{m}$ for each $m \geq 1$.

Proof. As we are in dimension 2, we have $X_{f}=I_{f^{-1}}$ and $X_{f^{-1}}=I_{f}$, which are two points of $H_{\infty}$, which can be distinct or not (see Remark 2.13).

The equality $\operatorname{deg}\left(f^{2}\right)=\operatorname{deg}(f)^{2}$ is equivalent to $X_{f} \not \subset I_{f}$ (Corollary 2.15), which is here equivalent to $I_{f-1} \neq I_{f}$ or $I_{f-1} \cap I_{f}=\varnothing$. Hence, (1), (2), and (3) are equivalent, and of course implied by (4). It remains to see that (2) corresponds to $X_{f} \cap I_{f}=\varnothing$, which implies that $\operatorname{deg}\left(f^{m}\right)=\operatorname{deg}(f)^{m}$ for each $m \geq 1$ by Corollary 2.16.

Remark 2.18. The most interesting implication of this corollary is $(3) \Rightarrow$ (4), i.e., that $\operatorname{deg}\left(f^{2}\right)=\operatorname{deg}(f)^{2}$ implies that $\operatorname{deg}\left(f^{m}\right)=\operatorname{deg}(f)^{m}$ for $m \geq 1$, a fact already observed by Jean-Philippe Furter [1999] (at least when $\operatorname{char}(\mathrm{k})=0$ ).

Looking at the proof, this result has no reason to be true in dimension $n \geq 3$, and is in fact false on the easiest nontrivial example, that we describe now.

Example 2.19. Let $f=\left(x_{1}+x_{2}^{2}, x_{2}+x_{3}^{2}, x_{3}\right) \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{3}\right)$, which has highest homogeneous part $a=\left(x_{2}^{2}, x_{3}^{2}, 0\right) \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{3}\right)$. Then,

$$
I_{f}=[0: 1: 0: 0], \quad X_{f}=\left\{\left[0: x_{1}: x_{2}: 0\right] \mid\left[x_{1}: x_{2}\right] \in \mathbb{P}^{1}\right\}
$$

Since $X_{f} \not \subset I_{f}$, we have $\operatorname{deg}\left(f^{2}\right)=\operatorname{deg}(f)^{2}=4$ and $X_{f^{2}} \subset X_{f}$. More precisely, the homogeneous part of $f^{2}$ is $a^{2}=\left(x_{3}^{4}, 0,0\right)$, so

$$
I_{f^{2}}=I_{f}=X_{f^{2}}=[0: 1: 0: 0] .
$$

In particular, $X_{f^{2}} \subset I_{f}$, $\operatorname{so} \operatorname{deg}\left(f^{3}\right)<\operatorname{deg}\left(f^{2}\right) \cdot \operatorname{deg}(f)$.
In fact, one easily checks with the formulas that $\operatorname{deg}\left(f^{n}\right) \leq 4$ for each $n$, and that $\operatorname{deg}\left(f^{n}\right)=4$ for each $n \geq 2$ if $\operatorname{char}(\mathrm{k})=0$. Indeed

$$
f^{n}=\left(x_{1}+n x_{2}^{2}+n(n-1) x_{2} x_{3}^{2}+\left(\sum_{i=1}^{n-1} i^{2}\right) x_{3}^{4}, x_{2}+n x_{3}^{2}, x_{3}\right),
$$

for each $n \geq 0$.
2C. Families of automorphisms and valuations. In the sequel, we will study families of elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, which correspond to elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}((t)))}^{n}\right)$.

It is then natural to use the valuation

$$
\nu: \mathrm{k}((t))\left[x_{1}, \ldots, x_{n}\right] \rightarrow \mathbb{Z} \cup\{-\infty\}
$$

associated to $t$. We define precisely this valuation here, as we will use it often afterwards.

Definition 2.20. Every element $f \in \mathrm{k}((t))\left[x_{1}, \ldots, x_{n}\right] \backslash\{0\}$ can be written as

$$
f=\sum_{k=m}^{\infty} a_{k} t^{k}
$$

where $m \in \mathbb{Z}, a_{i} \in \mathrm{k}\left[x_{1}, \ldots, x_{n}\right]$ for $i \geq m$, and $a_{m} \neq 0$. We then define $v(f)=m$. Choosing $\nu(0)=-\infty$, we obtain a valuation

$$
v: \mathrm{k}((t))\left[x_{1}, \ldots, x_{n}\right] \longrightarrow \mathbb{Z} \cup\{-\infty\}
$$

(1) If $v(f)=0$, we define $f(0)=a_{0}$.
(2) If $v(f)>0$, we define $f(0)=0$.
(3) If $v(f)<0$, we say that $f$ has a pole at $t=0$ and that $f(0)$ is not defined.

Definition 2.21. Let $f=\left(f_{1}, \ldots, f_{n}\right) \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}(t))}^{n}\right)$. We define

$$
\nu(f)=\min \left\{v\left(f_{i}\right) \mid i=1, \ldots, n\right\} .
$$

(1) If $v(f) \geq 0$, we say that $f$ is defined at the origin (or has a value), and define

$$
f(0)=\left(f_{1}(0), \ldots, f_{n}(0)\right),
$$

to be its value, which is an element of $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$.
(2) If $v(f)<0$, we say that $f$ has a pole at $t=0$, and say that $f(0)$ is not defined.

Remark 2.22. In the above definition, it is possible that the element $f(0)$ is defined, but does not belong to $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$. This is for example the case when one of the components becomes 0 , or for $f=\left(t x_{1}+x_{2}, x_{2}, \ldots, x_{n}\right)$. This phenomenon is however impossible for $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, as the following result shows.
Lemma 2.23. Let $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}((t)))}^{n}\right)$ be an element which has no pole at $t=0$.
Then, $\alpha^{-1}$ has no pole at $t=0$, and replacing $t$ with 0 yields two automorphisms $\beta, \gamma \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$,

$$
\beta=\alpha(0), \quad \gamma=\alpha^{-1}(0),
$$

such that $\beta \gamma=\mathrm{id}$.
Proof. Since $\alpha$ has no pole at $t=0$, it sends $(0, \ldots, 0) \in \mathbb{A}_{\mathrm{k}((t))}^{n}$ onto an element having coordinates in $\mathrm{k} \llbracket t \rrbracket$. We can thus replace $\alpha$ by its composition with a translation and assume that $\alpha$ (and thus $\alpha^{-1}$ ) fixes the origin. Its linear part is then equal to an element of $\operatorname{SL}(n, \mathrm{k} \llbracket t \rrbracket)$, whose inverse also belongs to $\operatorname{SL}(n, \mathrm{k} \llbracket t \rrbracket)$. Replacing with the composition by this inverse, we can assume that $\alpha$ has a trivial linear part. We denote by $\mathfrak{m}$ the ideal of $\mathrm{k}((t))\left[x_{1}, \ldots, x_{n}\right]$ generated by the $x_{i}$, and can then write

$$
\alpha=\left(f_{1}, \ldots, f_{n}\right)
$$

for some $f_{1}, \ldots, f_{n} \in \mathrm{k} \llbracket t \rrbracket\left[x_{1}, \ldots, x_{n}\right], f_{i} \equiv x_{i}\left(\bmod \mathfrak{m}^{2}\right)$. We write then

$$
\alpha^{-1}=\left(x_{1}+\sum_{i=2}^{d} g_{i, 1}, \ldots, x_{n}+\sum_{i=2}^{d_{2}} g_{i, n}\right)
$$

where the $g_{i, j} \in \mathrm{k}((t))\left[x_{1}, \ldots, x_{n}\right]$ are homogeneous polynomials of degree $i$ and $d_{2}$ is the degree of $g$. Assume for contradiction that one of the $g_{k, j}$ does not belong to $\mathrm{k} \llbracket t \rrbracket\left[x_{1}, \ldots, x_{n}\right]$, and choose $k$ to be minimal for this. Then, the $j$-th coordinate of $\alpha^{-1} \circ \alpha$ is equal to

$$
x_{j}=f_{j}+\sum_{i=2}^{d_{2}} g_{i, j}\left(f_{1}, \ldots, f_{n}\right),
$$

which implies that $\sum_{i=k}^{d} g_{i, j}\left(f_{1}, \ldots, f_{n}\right) \in \mathrm{k} \llbracket t \rrbracket\left[x_{1}, \ldots, x_{n}\right]$. But the part of degree $k$ of this sum is in fact equal to $g_{i, j}\left(x_{1}, \ldots, x_{n}\right)$, which does not belong to $\mathrm{k} \llbracket t \rrbracket\left[x_{1}, \ldots, x_{n}\right]$.

We have proved that $\alpha^{-1}$ does not have any pole at the origin. We then denote by $d_{1}, d_{2}$ the degrees of $\alpha$ and $\alpha^{-1}$ (which are the maximal degree of their components), and denote by $\operatorname{End}_{d_{i}}$ the set of endomorphisms of $\mathbb{A}^{n}$ of degree $\leq d_{i}$, which is naturally isomorphic to an affine space. Observe that ( $\alpha, \alpha^{-1}$ ) corresponds to a $\mathrm{k}((t))$-point of the algebraic variety

$$
\left\{(f, g) \in \operatorname{End}_{d_{1}} \times \operatorname{End}_{d_{1}} \mid f \circ g=\mathrm{id}\right\}
$$

Since neither $\alpha$ neither $\alpha^{-1}$ has a pole at $t=0$, all coefficients are defined at the origin. Replacing $t$ with 0 gives then the result.

Remark 2.24. The result of Lemma 2.23 can also be obtained from the fact that each $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ is closed in $\operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}($ Lemma 2.6).

We will apply a classical valuative result (Lemma 2.25 below), and recall the argument of the proof, given in [Furter 2009, §1.2] (the version that we need here is slightly more general, but the proof is analogous).

Lemma 2.25. Let $Y, Z$ be two quasiprojective k -algebraic varieties, let $\varphi: Y \rightarrow Z$ be a morphism and let $z \in Z$ be a (closed) point of $Z$. The following assertions are equivalent:
(1) The point $z$ belongs to the closure $\overline{\varphi(Y)}$ of the image.
(2) There is an irreducible k -curve $\Gamma$, a smooth closed point $p \in \Gamma$ and a rational map $\iota: \Gamma \rightarrow Y$ such that $\varphi \circ \iota: \Gamma \rightarrow Z$ is defined at $p$ and sends it onto $z$.
(3) There is a $\mathrm{k}((t))$-point $y \in Y(\mathrm{k}((t)))$ such that $\varphi(y) \in Z(\mathrm{k}((t)))$ has no pole at $t=0$ and $\varphi(y)(0)=z$.

Proof. (1) $\Rightarrow$ (2): Replacing $Y$ with one of its irreducible components, we can assume that $Y$ is irreducible. Putting $Z$ into a projective variety, we can assume that $Z$ is projective. Then, replacing $Z$ with $\overline{\varphi(Y)}$ we can assume that $\varphi$ is dominant. Since $\varphi(Y)$ is an irreducible constructible subset of $Z$, it contains a dense open subset $U$ of $Z$. If $Z$ is a point, then $\varphi(Y)=Z$, in which case (2) is obvious, so we can assume that $\operatorname{dim} Z \geq 1$, and can take a closed irreducible curve $C \subset Z$ containing $z$ and meeting $U$ (through every two points passes at least one irreducible closed curve, see [Mumford 1970, §II.6, Lemma, page 56]).

We then denote by $Y^{\prime} \subset Y$ an irreducible component of $\varphi^{-1}(C)$ such that the restriction of $\varphi$ yields a dominant morphism $Y^{\prime} \rightarrow C$. We choose two points $p_{1}, p_{2} \in Y^{\prime}$ such that $\varphi\left(p_{1}\right) \neq \varphi\left(p_{2}\right)$ and take an irreducible curve $\Gamma_{0} \subset Y^{\prime}$ passing through $p_{1}, p_{2}$ (using again the lemma from [Mumford 1970]). The restriction of $\varphi$ to $\Gamma_{0}$ yields a dominant morphism $\Gamma_{0} \rightarrow C$. We can take an open embedding $\nu: \Gamma_{0} \rightarrow \bar{\Gamma}_{0}$, where $\bar{\Gamma}_{0}$ is an irreducible projective, and denote by $\eta: \Gamma \rightarrow \bar{\Gamma}_{0}$ the normalisation. Then, $\varphi \circ v^{-1} \circ \eta$ yields a rational map $\Gamma \rightarrow C$, which is a surjective morphism. It remains to choose for $t: \Gamma \rightarrow \Gamma_{0} \subset Y^{\prime} \subset Y$ the rational map $v^{-1} \circ \eta$.
(2) $\Rightarrow$ (3): The rational maps $\Gamma \rightarrow Y \rightarrow Z$ correspond to field homomorphisms $\mathrm{k}(Z) \rightarrow \mathrm{k}(Y) \rightarrow \mathrm{k}(\Gamma)$, sending the local ring $\mathcal{O}_{z, Z}$ to $\mathcal{O}_{p, \Gamma}$.

Denote by $\widehat{\mathcal{O}}_{p, \Gamma}$ the completion of $\mathcal{O}_{p, \Gamma}$, with respect to its maximal ideal. Because $\mathcal{O}_{p, \Gamma}$ is a Noetherian regular local ring of dimension 1 with residue field k , its completion is a complete Noetherian regular local ring with the same properties, and by the Cohen theorem, it must be isomorphic to a ring of formal power series. The dimension being 1 , one has a k-isomorphism $\widehat{\mathcal{O}}_{p, \Gamma} \simeq \mathrm{k} \llbracket t \rrbracket$, which induces a field homomorphism $\mathrm{k}(\Gamma) \rightarrow \mathrm{k}((t))$.

The composition $\mathrm{k}(Y) \rightarrow \mathrm{k}(\Gamma) \rightarrow \mathrm{k}((t))$ corresponds to the $\mathrm{k}((t))$-point $y$ that we want, and its image corresponds to the composition $\mathrm{k}(Z) \rightarrow \mathrm{k}(Y) \rightarrow \mathrm{k}(\Gamma) \rightarrow \mathrm{k}((t))$.
(3) $\Rightarrow(1)$ : View $Z$ as a locally closed subset of $\mathbb{P}^{n}$ and take a polynomial equation $F \in \mathrm{k}\left[x_{0}, \ldots, x_{n}\right]$ that vanishes on $\varphi(Y)$. Since $\varphi(y)$ is a $\mathrm{k}((t))$-point of $\varphi(Y)$, we have $F(\varphi(y))=0$. Replacing $t$ with 0 we obtain $F(z)=0$. This shows that $z$ belongs to the closure of $Z$.

Corollary 2.26. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, let $d \geq 1$ be an integer and let $Y$ be the k algebraic variety $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right) \leq d$. The following assertions are equivalent:
(1) The set $\left\{g f g^{-1} \mid g \in Y\right\}$ is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$.
(2) If $\Gamma$ is an irreducible k -curve $\Gamma$ and $\iota: \Gamma \rightarrow Y$ is a rational map such that $\varphi \circ ८ \Gamma \rightarrow Z$ is defined at a smooth point $p \in \Gamma$, the image of $p$ belongs to $\left\{g g^{-1} \mid g \in Y\right\}$.
(3) If $\varphi \in Y(\mathrm{k}((t)))$ is an element that has poles at $t=0$ and $h=\varphi \varphi^{-1}$ has no poles at $t=0$, then $h(0)$ belongs to $\left\{g g^{-1} \mid g \in Y\right\}$.

Proof. The degree of the inverse of an element $g \in Y$ is at most $d^{n-1}$ (see [Bass et al. 1982, Theorem 1.5, page 292]). Hence, the map $Y \rightarrow \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ that sends $g$ onto $g f g^{-1}$ corresponds to a morphism of algebraic varieties $\varphi: Y \rightarrow \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq m}$ for some $m$. The result follows then from Lemma 2.25 applied to $\varphi$, and Lemma 2.7.

## 3. Conjugacy classes of dynamically regular automorphisms of $\mathbb{A}_{k}^{n}$

3A. Image at infinity of elements of $\operatorname{Aut}\left(\mathbb{A}_{\mathbf{k}((t)))}^{\boldsymbol{n}}\right)$. In Section 2B, we explained how the set $X_{f} \subset H_{\infty}$ is defined, for each element $f \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, by extending the map to $\mathbb{P}_{\mathrm{k}}^{n}$ and looking at the image of the hyperplane $H_{\infty}$ at infinity.

We now associate similarly a subset $X_{\alpha} \subset H_{\infty}$ to an element $\alpha \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}((t))}^{n}\right)$ which has a pole at $t=0$, by taking the limit of the image of $\alpha(t)$, when $t$ goes towards 0 . The formal definition of $X_{\alpha}$ is the following:

Definition 3.1. Let $\alpha \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}((t)))}^{n}\right)$ be an element of valuation $v(\alpha)=-m<0$, that we write

$$
\alpha=\left(\frac{1}{t^{m}} \alpha_{1}, \ldots, \frac{1}{t^{m}} \alpha_{n}\right)
$$

where $\alpha_{1}, \ldots, \alpha_{n} \in \mathrm{k} \llbracket t \rrbracket\left[x_{1}, \ldots, x_{n}\right]$ are such that

$$
\tilde{\alpha}=\left(\alpha_{1}(0), \ldots, \alpha_{n}(0)\right)=\left(\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{n}\right) \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right) \backslash\{0\}
$$

We then define
$X_{\alpha}=\left\{\left[0: \tilde{\alpha}_{1}\left(y_{1}, \ldots, y_{n}\right): \cdots: \tilde{\alpha}_{n}\left(y_{1}, \ldots, y_{n}\right)\right] \mid\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{A}_{\mathrm{k}}^{n} \backslash \tilde{\alpha}^{-1}(\{0\})\right\} \subset H_{\infty}$.
This definition can be geometrically understood:
Remark 3.2. In the above definition, $\alpha$ is not defined at $t=0$, but extending $\alpha$ to $\mathbb{P}^{n}$ we obtain the element of $\operatorname{Bir}\left(\mathbb{P}_{\mathrm{k}((t))}^{n}\right)$ given by

$$
\left[x_{0}: \cdots: x_{n}\right] \rightarrow\left[t^{m} x_{0}^{d}: F_{1}\left(x_{0}, \ldots, x_{n}, t\right): \cdots: F_{n}\left(x_{0}, \ldots, x_{n}, t\right)\right]
$$

where $d$ is the degree of $\alpha$ and each $F_{i}\left(x_{0}, \ldots, x_{n}, t\right) \in \mathrm{k} \llbracket t \rrbracket\left[x_{0}, \ldots, x_{n}\right]$ is the homogenisation of $\alpha_{i}$. This corresponds to a family of rational maps of $\mathbb{P}_{\mathrm{k}}^{n}$ parametrised by $t$, which has a value at $t=0$, corresponding to

$$
\left[x_{0}: \cdots: x_{n}\right] \rightarrow\left[0: F_{1}\left(x_{0}, \ldots, x_{n}, 0\right): \cdots: F_{n}\left(x_{0}, \ldots, x_{n}, 0\right)\right]
$$

The set $X_{\alpha} \subset H_{\infty}$ is then the image of this map by points of $\mathbb{A}_{\mathrm{k}}^{n}$ which are welldefined under this map.

Writing such a point as $\left[1: x_{1}: \cdots: x_{n}\right]$, its image by the extension of $\alpha$ is

$$
\begin{aligned}
& {\left[t^{m}: F_{1}\left(1, \ldots, x_{n}, t\right): \cdots: F_{n}\left(1, \ldots, x_{n}, t\right)\right]} \\
& \quad=\left[t^{m}: \alpha_{1}\left(x_{1}, \ldots, x_{n}, t\right): \cdots: \alpha_{n}\left(x_{1}, \ldots, x_{n}, t\right)\right]
\end{aligned}
$$

and corresponds to a curve in $\mathbb{P}^{n}$ whose point, when $t=0$, belongs to $X_{\alpha}$.
The set $X_{\alpha}$ corresponds then to the limit, viewed in $\mathbb{P}_{\mathrm{k}}^{n}$, of the image of points of $\mathbb{A}_{\mathrm{k}}^{n}$ under $\alpha(t)$ when $t$ goes towards 0 .

Proposition 3.3. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be an element of degree $d>1$, and let $\alpha \in$ $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}((t))}^{n}\right)$ be an element that has a pole at $t=0$. If

$$
X_{\alpha} \not \subset I_{f},
$$

then $\alpha^{-1} f \alpha$ has a pole at $t=0$.
Proof. We write

$$
f=\left(f_{1}, \ldots, f_{n}\right)
$$

for some $f_{1}, \ldots, f_{n} \in \mathrm{k}\left[x_{1}, \ldots, x_{n}\right]$ and denote by $\left(a_{1}, \ldots, a_{n}\right)$ the highest homogeneous part of $f$ (which is of degree $d$ ). In particular, the indeterminacy locus $I_{f} \subset \mathbb{P}_{\mathrm{k}}^{n}$ of the extension of $f$ to $\mathbb{P}_{\mathrm{k}}^{n}$ is given by

$$
x_{0}=0, \quad a_{1}=\cdots=a_{n}=0
$$

Because $\alpha$ has a pole at $t=0$, we have $v(\alpha)=-m<0$ and can write $\alpha=$ $\left(t^{-m} \alpha_{1}, \ldots, t^{-m} \alpha_{n}\right)$, where $\alpha_{1}, \ldots, \alpha_{n} \in \mathrm{k} \llbracket t \rrbracket\left[x_{1}, \ldots, x_{n}\right]$ are such that

$$
\tilde{\alpha}=\left(\alpha_{1}(0), \ldots, \alpha_{n}(0)\right)=\left(\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{n}\right) \in \operatorname{End}\left(\mathbb{A}_{\mathrm{k}}^{n}\right) \backslash\{0\}
$$

and so the subset $X_{\alpha} \subset H_{\infty}$ is described by

$$
X_{\alpha}=\left\{\left[0: \tilde{\alpha}_{1}\left(y_{1}, \ldots, y_{n}\right): \cdots: \tilde{\alpha}_{n}\left(y_{1}, \ldots, y_{n}\right)\right] \mid\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{A}_{\mathrm{k}}^{n} \backslash \tilde{\alpha}^{-1}(\{0\})\right\}
$$

The fact that $X_{\alpha}$ is not included in $I_{f}$ yields a point $\left(y_{1}, \ldots, y_{n}\right) \in \mathbb{A}_{\mathrm{k}}^{n} \backslash \tilde{\alpha}^{-1}(\{0\})$ and an integer $i \in\{1, \ldots, n\}$ such that

$$
a_{i}\left(\tilde{\alpha}_{1}\left(y_{1}, \ldots, y_{n}\right), \ldots, \tilde{\alpha}_{n}\left(y_{1}, \ldots, y_{n}\right)\right) \neq 0
$$

In particular, we have

$$
a_{i}\left(\tilde{\alpha}_{1}, \ldots, \tilde{\alpha}_{n}\right)=a_{i}\left(\alpha_{1}(0), \ldots, \alpha_{n}(0)\right) \in \mathrm{k}\left[x_{1}, \ldots, x_{n}\right] \backslash\{0\} .
$$

Thus $a_{i}\left(t^{-m} \alpha_{1}, \ldots, t^{-m} \alpha_{n}\right)=t^{-m d} a_{i}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ has valuation $-m d$, and hence $f \alpha$ has also valuation $-m d$.

It remains to show that this implies that $\beta=\alpha^{-1} f \alpha$ has a pole at $t=0$. Indeed, if $\beta$ had no pole, we would have $v(\alpha \beta) \geq v(\alpha)=-m$, which is impossible since $f \alpha=\alpha \beta$ and $\nu(f \alpha)=-m d$.

Corollary 3.4. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be a dynamically regular element.
(1) If $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}((t))}^{n}\right)$ is such that $g=\alpha^{-1} f \alpha$ has no pole at $t=0$, then $\alpha$ and $\alpha^{-1}$ have no pole at $t=0$. In particular, $g(0)$ is an element of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ that is conjugate to $f$.
(2) For each $d \geq 1$, the set $\left\{g f g^{-1} \mid g \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}\right\}$ is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$.

Proof. (1) We suppose that $\alpha$ has a pole at $t=0$, which is equivalent to the fact that $\alpha^{-1}$ has a pole at $t=0$ (Lemma 2.23), and show that $\alpha^{-1} f \alpha$ has a pole at $t=0$. If $X_{\alpha} \not \subset I_{f}$, this is given by Proposition 3.3. Otherwise, we have $X_{\alpha} \not \subset I_{f-1}$, (because $I_{f} \cap I_{f^{-1}}=\varnothing$ by hypothesis) and apply the proposition to $f^{-1}$. This implies that $\alpha f^{-1} \alpha^{-1}$ has a pole at $t=0$. Hence, $\alpha f \alpha^{-1}$ has also a pole at $t=0$ by Lemma 2.23.
(2) This follows from (1) and Corollary 2.26.

We obtain thus the following two results.
Proposition 3.5. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be a dynamically regular element having the following property: there exists a function $\tau: \mathbb{N} \rightarrow \mathbb{N}$ such that for each conjugate $g \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ of $f$, there exists $h \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ of degree $\leq \tau(\operatorname{deg}(g))$ such that $g=h f h^{-1}$.

Then, the conjugacy class of $f$ in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ is closed.
Proof. Let us denote by $C \subset \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ the conjugacy class of $f$ in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$. Note that $C$ is closed $\left(\operatorname{in} \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)\right)$ if and only if

$$
C_{d}=\{g \in C \mid \operatorname{deg}(g) \leq d\}
$$

is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ for each $d \in \mathbb{N}$.
By Corollary 3.4, the set

$$
C_{d}^{\prime}=\left\{h f h^{-1} \mid h \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}\right\}
$$

is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ for each $d$.
By hypothesis, we have $C_{d} \subset C_{\tau(d)}^{\prime}$ for each $d \in \mathbb{N}$, which implies that

$$
C_{d}=C_{\tau(d)}^{\prime} \cap \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}
$$

is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}$ for each $d$.
The additional hypothesis of Proposition 3.5 is fulfilled for all dynamically regular elements of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, so we obtain that the conjugacy classes of all dynamically regular elements of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ are closed:

Proposition 3.6. Let $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ be a dynamically regular element. Then:
(1) If $g \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is conjugate to $f$, there exists $h \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, such that

$$
g=h f h^{-1} \quad \text { and } \quad \operatorname{deg}(h)^{2} \leq \operatorname{deg}(g)
$$

(2) The conjugacy class of $f$ in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is closed.

Remark 3.7. The bound of (1) also exists for $\operatorname{Bir}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, but is much higher [Blanc and Cantat 2016].

Proof. Proposition 3.5 yields (1) $\Rightarrow(2)$, so we only need to prove (1).
Recall that, for each $g \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ of degree greater than one, $I_{g}=X_{g^{-1}}$ consists of one point (Remark 2.13).

Let $g=h f h^{-1}$ be an element of degree $d$. Replacing $h$ with $h f^{l}, l \in \mathbb{Z}$, we can assume that

$$
\operatorname{deg}(h) \leq \operatorname{deg}\left(h f^{l}\right), \quad \text { for each } l \in \mathbb{Z}
$$

We can also assume that $\operatorname{deg}(h) \geq 2$. This implies, since $\operatorname{deg}(h)<\operatorname{deg}(h f) \operatorname{deg}\left(f^{-1}\right)$, that $I_{f}=X_{f^{-1}}=I_{h f}$ (Lemma 2.14). Similarly, we have $\operatorname{deg}(h)<\operatorname{deg}\left(h f^{-1}\right) \operatorname{deg}(f)$, so $I_{f^{-1}}=X_{f}=I_{h f^{-1}}$.

Because the two points $I_{f}, I_{f^{-1}} \in H_{\infty}$ are distinct, we have $I_{h} \neq I_{f}$ or $I_{h} \neq I_{f^{-1}}$. If $I_{h} \neq I_{f}=I_{h f}$, we have $\operatorname{deg}\left(h f h^{-1}\right)=\operatorname{deg}(h f) \operatorname{deg}\left(h^{-1}\right) \geq \operatorname{deg}(h) \operatorname{deg}\left(h^{-1}\right)$. If $I_{h} \neq$ $I_{f^{-1}}=I_{h f^{-1}}$, we have $\operatorname{deg}\left(h f^{-1} h^{-1}\right)=\operatorname{deg}\left(h f^{-1}\right) \operatorname{deg}\left(h^{-1}\right) \geq \operatorname{deg}(h) \operatorname{deg}\left(h^{-1}\right)$.

The degree of an element of $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ and its inverse being the same, we find $\operatorname{deg}(g) \geq \operatorname{deg}(h)^{2}$.

Proof of Theorem 1.1. Part (1) and (2) correspond to the statements of Corollary 3.4. Part (3) is provided by Proposition 3.6.

It remains to show (4). For each $d \in \mathbb{N}$, the set

$$
C_{d}=\left\{g f g^{-1} \mid g \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)_{\leq d}\right\}
$$

is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$, and the conjugacy class of $f$ is the infinite union $C=\bigcup_{d} C_{d}$. Let $A$ be an algebraic variety, $F: A \rightarrow \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{n}\right)$ be a morphism, and let $B \subset A$ be a locally closed subset which is contained in $F^{-1}(C)$. Writing $B_{d}=F^{-1}\left(C_{d}\right)$, the set $B_{d}$ is closed in $B$ for each $d$ and $B=\bigcup_{d} B_{d}$. Since k is uncountable and $B_{d} \subset B_{d+1}$ for each $d$, we obtain $B=B_{m}$ for some integer $m$. Hence, $B$ is contained in $F^{-1}\left(C_{m}\right)$, which is closed in $A$, so the closure of $B$ in $A$ is also contained in $F^{-1}\left(C_{m}\right)$, and thus in $F^{-1}(C)$.

## 4. Conjugacy classes of elements in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$

4A. Overview of the Jung-van der Kulk theorem and its applications. For each field $K$, the Jung-van der Kulk theorem [Jung 1942; van der Kulk 1953] asserts that the group $\operatorname{Aut}\left(\mathbb{A}_{K}^{2}\right)$ is generated by the groups

$$
\begin{aligned}
\operatorname{Aff}\left(\mathbb{A}_{K}^{2}\right) & =\left\{\left(a x_{1}+b x_{2}+e, c x_{1}+d x_{2}+f\right) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \mathrm{GL}(2, K)\right., e, f \in K\right\} \\
\mathrm{J}\left(\mathbb{A}_{K}^{2}\right) & =\left\{\left(a x_{1}+P\left(x_{2}\right), b x_{2}+c\right) \mid a, b \in K^{*}, c \in K, P \in K\left[x_{2}\right]\right\}
\end{aligned}
$$

Multiplying the decomposition of an element of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ with homotheties we can assume that each one has determinant 1 . This implies that the group $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ is generated by the groups

$$
\begin{aligned}
\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) & =\left\{\left(a x_{1}+b x_{2}+e, c x_{1}+d x_{2}+f\right) \left\lvert\,\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \operatorname{SL}(2, K)\right., e, f \in K\right\} \\
\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) & =\left\{\left(a x_{1}+P\left(x_{2}\right), a^{-1} x_{2}+c\right) \mid a \in K^{*}, c \in K, P \in K\left[x_{2}\right]\right\}
\end{aligned}
$$

The Jung-van der Kulk theorem implies that we have an amalgamated product structure on $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$. It also yields the following classical result. We recall here the simple proof.
Lemma 4.1. Every element $f \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ is conjugate either to an element of $\mathrm{SJ}\left(\mathbb{A}_{K}^{2}\right)$ or to an element of the form

$$
f=a_{m} j_{m} \cdots a_{1} j_{1}
$$

where $m \geq 1$ and each $a_{i} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and each $j_{i} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$. Proof. We write $f$ as a product of elements of $A=\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ and $J=\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ :

$$
f=a_{m} j_{m} a_{m-1} \cdots a_{1} j_{1} a_{0}
$$

where each $a_{i} \in A$ and each $j_{i} \in J$. By merging elements we can moreover assume that $j_{i} \notin A$ for $i=1, \ldots, m$, and that $a_{i} \notin J$ for $i=1, \ldots, m-1$.

Suppose first that $m=0$, which implies that $f=a_{0} \in A$, so it extends to an element of $\operatorname{Aut}\left(\mathbb{P}_{K}^{2}\right)$. The action at infinity has a fixed point, and conjugating by an element of $\operatorname{SL}(2, K)$, we can assume that this point corresponds to $[0: 1: 0]$, which implies that $f$ preserves the pencil of lines through the point, so $f \in J$.

Suppose now that $m \geq 1$, which implies that $j_{1} \in J \backslash A$. We conjugate $f$ by $a_{0}$ and assume that $a_{0}=$ id. If $m=1$ and $a_{m}=a_{1} \in J$, then $f \in J$. If $m \geq 2$ and $a_{m} \in J$, we conjugate by $j_{1}$ and decrease $m$ by 1 . This reduces to the case $m \geq 1$, $a_{1}=\mathrm{id}, a_{m} \notin J$.
Remark 4.2. Elements of the form $f=a_{m} j_{m} \cdots a_{1} j_{1}$, where $m \geq 1$ and each $a_{i} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and each $j_{i} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ are usually called Hénon automorphisms. Note that each element $j_{i}$ satisfies $X_{j_{i}}=I_{j_{i}}=[0: 1: 0]$, and that each $a_{i}$ extends to an automorphism of $\mathbb{P}_{K}^{2}$ that moves [0:1:0]. By Lemma 2.14, this implies that

$$
\operatorname{deg}(f)=\prod_{i=1}^{m} \operatorname{deg}\left(j_{i}\right), \quad I_{f}=[0: 1: 0], \quad X_{f}=I_{f^{-1}}=a_{m}([0: 1: 0])
$$

In particular, $I_{f} \cap I_{f^{-1}}=\varnothing, \operatorname{deg}(f)>1$ and $\operatorname{deg}\left(f^{m}\right)=\operatorname{deg}(f)^{m}$ for each $m \geq 1$ (Corollary 2.17). Moreover, the conjugacy class of $f$ in $\operatorname{SAut}\left(\mathbb{A}_{\bar{K}}^{2}\right)$ is closed, where $\bar{K}$ is the algebraic closure of $K$ (Proposition 3.6).

Remark 4.3. Elements of $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ are algebraic since they are contained in an algebraic subgroup of $\operatorname{Aut}\left(\mathbb{A}_{K}^{2}\right)$ (or equivalently have a bounded degree sequence). Hénon automorphisms are not algebraic as their degree sequence is not bounded. Hence, Lemma 4.1 corresponds to saying that nonalgebraic elements are conjugate to Hénon automorphisms, and algebraic automorphisms to elements of $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$.

The following corollary follows from Lemma 4.1, and also holds (with the same proof) for $\operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$. This was already observed in [Furter 1999].

Corollary 4.4. (1) An element $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is algebraic if and only if

$$
\operatorname{deg}\left(f^{2}\right) \leq \operatorname{deg}(f)
$$

(2) The subset $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)_{\text {alg }}$ of algebraic elements of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is closed.

Proof. (1)(a) If $f$ is algebraic it is conjugate to an element $j \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ (Lemma 4.1, or more precisely Remark 4.3). We can thus write $f=\alpha^{-1} j \alpha$ where $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$. Then $\alpha=a_{1} j_{1} \cdots$, where each $a_{i} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and each $j_{i} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ (if $\alpha$ starts with an element of $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ we can merge this element with $j$ ). If $j \notin \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$, then $\operatorname{deg}(f)=\prod \operatorname{deg}\left(j_{i}\right)^{2} \operatorname{deg}(j)=\operatorname{deg}\left(\alpha^{-1}\right) \operatorname{deg}(j) \operatorname{deg}(\alpha)$ (see Remark 4.2) and thus

$$
\operatorname{deg}\left(f^{2}\right)=\operatorname{deg}\left(\alpha^{-1} j^{2} \alpha\right) \leq \operatorname{deg}\left(\alpha^{-1}\right) \operatorname{deg}\left(j^{2}\right) \operatorname{deg}(\alpha) \leq \operatorname{deg}(f)
$$

since $\operatorname{deg}\left(j^{2}\right) \leq \operatorname{deg}(j)$. If $j \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \cap \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, then we can replace $j$ with $a_{1}^{-1} j a_{1}$ and continue like this to obtain either the previous case or $f=\alpha^{-1} a \alpha$, where $a \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right), \alpha=j_{1} a_{1} \cdots$, each $a_{i} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and each $j_{i} \in$ $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$. We obtain similarly $\operatorname{deg}\left(f^{2}\right) \leq \operatorname{deg}(f)$.
(1)(b) If $f$ is not algebraic, then $f$ is conjugate to a Hénon map $h=a_{m} j_{m} \cdots a_{1} j_{1}$, where each $a_{i} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and each $j_{i} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ (Lemma 4.1, or more precisely Remark 4.3). Writing $f=\alpha^{-1} h \alpha$, where $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$, we can write as before $\alpha$ as a product of elements of $\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ and $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, replace $h$ if $\alpha$ starts with an element $j_{1}^{\prime} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ such that $j_{1} j_{1}^{\prime} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ or if it starts with an element $a_{1}^{\prime} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ such that $\left(a_{1}^{\prime}\right)^{-1} \alpha_{m} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and finish with a simplified writing where we can directly read that $\operatorname{deg}\left(f^{2}\right)>\operatorname{deg}(f)$.
(2) It follows from (1) that the set of algebraic elements of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)_{\leq d}$ is closed for each $d \geq 1$, which implies the second assertion.

4B. Conjugacy classes of elements of $\mathbf{S J}\left(\mathbb{A}_{\boldsymbol{K}}^{\mathbf{2}}\right)$. It is easy to decide whether two Hénon automorphisms are conjugate, using the amalgamated product structure. The writing of such an element is unique up to cycling permutation of the elements and up to inserting elements of $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right) \cap \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$. The classification of conjugacy classes of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ thus reduces to the study of elements of $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$.

Lemma 4.5. Let $f \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ be some element. After conjugation in this group, the element belongs to one of the following families:
(i) $\quad\left(a x_{1}, a^{-1} x_{2}\right)$,

$$
a \in K \backslash\{0,1\}
$$

(ii) $\quad\left(x_{1}+P\left(x_{2}\right), x_{2}\right)$,

$$
P \in K\left[x_{2}\right]
$$

(iii) $\quad\left(\zeta x_{1}+x_{2}^{m-1} P\left(x_{2}^{m}\right), \zeta^{-1} x_{2}\right)$,

$$
\zeta \in K \backslash\{0,1\}, \quad P \in K\left[x_{2}\right] \backslash\{0\}
$$

$$
\zeta \text { a primitive m-th root of unity, }
$$

$$
\text { (iv) }\left\{\begin{array}{l}
\left(x_{1}, x_{2}+1\right)  \tag{iv}\\
\left(x_{1}+x_{2}^{p-1} P\left(x_{2}^{p}\right), x_{2}+1\right)
\end{array}\right.
$$

$$
\operatorname{char}(K)=0
$$

$$
P \in K\left[x_{2}\right], \quad \operatorname{char}(K)=p
$$

Proof. An element $f \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ is equal to $\left(a x_{1}+P\left(x_{2}\right), a^{-1} x_{2}+c\right)$ for some $a \in K^{*}, c \in K, P \in K\left[x_{2}\right]$.

If $a \neq 1$, we conjugate by $\left(x_{1}, x_{2}+a c /(1-a)\right)$ and can assume that $c=0$. Conjugating by $\left(x_{1}-\lambda x_{2}^{n}, x_{2}\right)$ yields $\left(a x_{1}+P\left(x_{2}\right)+\lambda\left(a-a^{-n}\right) x_{2}^{n}, a^{-1} x_{2}\right)$. We can then kill the coefficient of degree $n$ of $P$, if $a \neq a^{-n}$. This gives (i) or (iii).

If $a=1$ and $c=0$, we get (ii). If $a=1$ and $c \neq 0$, we conjugate by $\left(c x_{1}, c^{-1} x_{2}\right)$ and can assume that $c=1$. Conjugating $\left(x_{1}+P\left(x_{2}\right), x_{2}+1\right)$ by $\left(x_{1}-\lambda x_{2}^{n+1}, x_{2}\right)$ yields $\left(x_{1}+P\left(x_{2}\right)+\lambda\left(x_{2}^{n+1}-\left(x_{2}+1\right)^{n+1}\right), x_{2}+1\right)$. We can thus kill the coefficient of degree $n$ if $n+1$ is not a multiple of $\operatorname{char}(K)$. This gives (iv).

The most complicated case corresponds to family (iv), in the case of a field of characteristic $p>0$. In order to describe the conjugacy classes in this family, we will need the following lemma.

Lemma 4.6. Let $K$ be a field of characteristic $p>0$. Let $V \subset K[x]$ be the subvector space given by

$$
V=\left\{x^{p-1} P\left(x^{p}\right) \mid P \in K[x]\right\}
$$

and let $\delta, N$ be the following $K$-linear maps

$$
\begin{aligned}
& \delta: K[x] \longrightarrow[x], \\
& N: K(x) \longmapsto F(x+1)-F(x) \\
& \longrightarrow K[x], \\
& F(x) \longmapsto F(x)+F(x+1)+\cdots+F(x+p-1)
\end{aligned}
$$

Then, $\operatorname{Im}(\delta)=\operatorname{Ker}(N)$ and $K[x]=V \oplus \operatorname{Im}(\delta)=V \oplus \operatorname{Ker}(N)$.
Proof. (1) We first show that $V+\operatorname{Im}(\delta)=K[x]$. This is the same argument as in Lemma 4.5(iv). We take any polynomial $P(x)=\sum_{j=1}^{l} a_{j} x^{j} \in K[x]$. If $P \notin V$, we can define $m$ to be the biggest integer such that $a_{m} \neq 0$ and $m+1 \not \equiv 0(\bmod p)$. Replacing $P$ with $\tilde{P}(x)=P(x)-\delta\left(a_{m} x^{m+1} /(m+1)\right)$, we kill the coefficient of $x^{m}$. Continuing this process until all coefficients $a_{i}$ with $i+1 \not \equiv 0(\bmod p)$ are zero, we obtain an element of $V$.
(2) We now show that $\operatorname{Ker}(N) \cap V=\{0\}$. Let $F(x)=\sum_{i=1}^{n} a_{i} x^{i p-1}$ be an element of $V$, and assume that $a_{n} \neq 0$. Since

$$
N(F(x))=\sum_{i=1}^{n} a_{i}\left(\sum_{k=0}^{p-1}(x+k)^{i p-1}\right),
$$

the coefficient of $x^{n p-p}$ of $N(F(x))$ is equal to

$$
a_{n}\binom{n p-1}{n p-p} \sum_{k=0}^{p-1} k^{p-1}=a_{n}\binom{n p-1}{n p-p}(p-1) \in K^{*} .
$$

This shows that $F \notin \operatorname{Ker}(N)$. Hence $V \cap \operatorname{Ker}(N)=\{0\}$.
(3) The inclusion $\operatorname{Im}(\delta) \subset \operatorname{Ker}(N)$ follows from the definition of $\delta$ and $N$, so we obtain $V \cap \operatorname{Im}(\delta)=\{0\}$ by (2). Moreover, since $\operatorname{Ker}(N)$ is contained in $\operatorname{Im}(\delta) \oplus V$ (by (1)) and $\operatorname{Ker}(N) \cap V=\{0\}$, we have $\operatorname{Im}(\delta)=\operatorname{Ker}(N)$.

Remark 4.7. The equality $\operatorname{Ker}(N) \cap V=\{0\}$ of Lemma 4.6 corresponds to the fact that an element of the form

$$
\left(x_{1}+x_{2}^{p-1} P\left(x_{2}^{p}\right), x_{2}+1\right),
$$

where $P \in K\left[x_{2}\right], \operatorname{char}(K)=p$ (family (iv)) is of order $p$ if and only if $P=0$. Indeed,

$$
\left(x_{1}+Q\left(x_{2}\right), x_{2}+1\right)^{p}=\left(x_{1}+Q\left(x_{2}\right)+\cdots+Q\left(x_{2}+p-1\right), x_{2}\right),
$$

for each $Q \in K\left[x_{2}\right]$.
We will also need the following lemma, which is a direct consequence of the amalgamated product structure of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$.
Lemma 4.8. Let $f \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, which is not conjugate to $\left(a x_{1}, a^{-1} x_{2}\right), a \in K^{*}$ or to $\left(x_{1}+1, x_{2}\right)$ or $\left(x_{1}, x_{2}+1\right)$ in the group $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$. Then, $f$ is conjugate to an element of $g \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ in the group $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ if and only if it is conjugate to $g$ in $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$.
Proof. We suppose that $g=\alpha f \alpha^{-1} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, for some $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$. We can write $\alpha$ as

$$
\alpha=j_{m+1} a_{m} j_{m} \cdots j_{2} a_{1} j_{1},
$$

where $m \geq 1$, each $j_{i} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, each $a_{i} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$, and such that $a_{i} \notin \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ for $i=1, \ldots, m, j_{i} \notin \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ for $i=2, \ldots, m-1$. Since $\alpha f \alpha^{-1} \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, the element $j_{1} f j_{1}^{-1}$ belongs to $\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \cap \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, and the same holds for the element $a_{1} j_{1} f j_{1}^{-1} a_{1}^{-1}$.

The fact that $f_{1}=j_{1} f j_{1}^{-1}$ and $f_{2}=a_{1} j_{1} f j_{1}^{-1} a_{1}^{-1}$ belong to $\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \cap \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ corresponds to the fact that both extend to automorphisms of $\mathbb{P}_{K}^{2}$ that fix the point $[0: 1: 0]$ at infinity. However, $a_{1} \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \backslash \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ so it extends to an
automorphism of $\mathbb{P}_{K}^{2}$, whose action at the infinity moves the point $[0: 1: 0]$. This implies that $f_{1}$ fixes at least two points at infinity. Conjugating by an element of $\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right) \cap \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ we can assume that these points are $[0: 1: 0]$ and $[0: 0: 1]$. This implies that $f_{1}=\left(a x_{1}+b, a^{-1} x_{2}+c\right)$, for some $(a, b, c) \in K^{*} \times K^{2}$. It remains to see that $f_{1}$ is conjugate to $\left(a x_{1}, a^{-1} x_{2}\right),\left(x_{1}+1, x_{2}\right)$ or $\left(x_{1}, x_{2}+1\right)$, in the group $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$. This is a straight-forward calculation, already done in the proof of Lemma 4.5.

Proposition 4.9 (Conjugacy classes of algebraic elements in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ ). Every algebraic element of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ is conjugate to one of the families (i)-(iv) of Lemma 4.5.

Apart from $\left(x_{1}, x_{2}+1\right)$, which is conjugate to $\left(x_{1}+1, x_{2}\right)$, no two elements of distinct families are conjugate in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$. Moreover, the conjugacy classes in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ within the families are as follows:
(i) $\left(a x_{1}, a^{-1} x_{1}\right) \sim\left(b x_{1}, b^{-1} x_{2}\right) \Longleftrightarrow a=b^{ \pm 1}$.
(ii) $\left(x_{1}+P\left(x_{2}\right), x_{2}\right) \sim\left(x_{1}+Q\left(x_{2}\right), x_{2}\right) \Longleftrightarrow Q\left(x_{2}\right)=a P\left(a x_{2}+b\right)$ for some $(a, b) \in K^{*} \times K$.
(iii) $\left(\zeta x_{1}+x_{2}^{m-1} P\left(x_{2}^{m}\right), \zeta^{-1} x_{2}\right)$ is conjugate to $\left(\zeta x_{1}+x_{2}^{m-1} a^{m} P\left(a x_{2}^{m}\right), \zeta^{-1} x_{2}\right)$ for each $a \in K^{*}$, but not to any other element of family (iii).
(iv) Two elements

$$
f=\left(x_{1}+x_{2}^{p-1} P\left(x_{2}^{p}\right), x_{2}+1\right), \quad g=\left(x_{1}+x_{2}^{p-1} Q\left(x_{2}^{p}\right), x_{2}+1\right)
$$

where $P, Q \in K\left[x_{2}\right]$, are conjugate if and only their $p$-th powers,

$$
f^{p}=\left(x_{1}+\tilde{P}\left(x_{2}\right), x_{2}\right), \quad g^{p}=\left(x_{1}+\tilde{Q}\left(x_{2}\right), x_{2}\right)
$$

where $\tilde{P}, \tilde{Q} \in K\left[x_{2}\right]$, satisfy $\tilde{Q}\left(x_{2}\right)=\tilde{P}\left(x_{2}+c\right)$ for some $c \in K$.
Proof. The first assertion follows from Lemma 4.1 (see Remark 4.3). It remains to describe the conjugacy classes in the families (i)-(iv). We first observe that if $\alpha \in \operatorname{SL}(2, K)$ is conjugate by $v \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ to an element $\beta \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ that fixes the origin, the derivative of the equation $\alpha \nu=\nu \beta$ at the origin yields $\alpha D_{v}(0)=D_{v}(0) D_{\beta}(0)$, so the derivative of $\beta$ at the origin is conjugate to $\alpha$ in $\operatorname{SL}(2, K)$. This shows that the families (i) and (ii) are disjoint, and gives the conjugacy classes in (i).

We now observe that two elements $f=\left(x_{1}+P\left(x_{2}\right), x_{2}\right)$ and $\left(x_{1}+Q\left(x_{2}\right), x_{2}\right)$ are conjugate in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ if and only if they are conjugate in $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$. This is given by Lemma 4.8, if $f$ or $g$ is not conjugate to $\left(x_{1}+1, x_{2}\right)$ or $\left(x_{1}, x_{2}\right)$ in $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, and is trivial in the remaining cases (when both $f$ and $g$ are conjugate to one of these two elements). It remains to observe that the conjugation of $f=\left(x_{1}+P\left(x_{2}\right), x_{2}\right)$ by
$\left(a x_{1}+R\left(x_{2}\right), a^{-1}\left(x_{2}-b\right)\right)$ yields $\left(x_{1}+a P\left(a x_{2}+b\right), x_{2}\right)$ to obtain the conjugacy classes in (ii).

An element $f=\left(\zeta x_{1}+x_{2}^{m-1} P\left(x_{2}^{m}\right), \zeta^{-1} x_{2}\right)$ in family (iii) satisfies

$$
f^{m}=\left(x_{1}+m x_{2}^{m-1} P\left(x_{2}^{m}\right), x_{2}\right) \neq\left(x_{1}, x_{2}\right) .
$$

Since $f^{m}$ belongs to family (ii), $f^{m}$ (and thus $f$ ) is not conjugate to an element of family (i). Moreover, $f$ is not conjugate to an element of family (ii) because $\zeta^{-1} \in K \backslash\{0,1\}$ is an eigenvalue of the action of $f^{*}$ on $K\left[x_{1}, x_{2}\right]$. By Lemma 4.8, $f$ is conjugate to another element $g$ of family (iii) in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ if and only if this conjugation holds in $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$. Looking at the second coordinate, we have to conjugate by $\alpha=\left(a x_{1}+R\left(x_{2}\right), a^{-1} x_{2}\right)$. This implies that $g=\left(\zeta x_{1}+x_{2}^{m-1} Q\left(x_{2}^{m}\right), \zeta^{-1} x_{2}\right)$ for some polynomial $Q$. Looking at $g^{m}=\alpha f^{m} \alpha^{-1}=\left(x_{1}+m a^{m} x_{2}^{m-1} P\left(\left(a x_{2}\right)^{m}\right), x_{2}\right)$, we obtain $Q\left(x_{2}^{m}\right)=a^{m} P\left(\left(a x_{2}\right)^{m}\right)$. This yields a necessary condition on $Q$, which is also sufficient, by choosing $R=0$.

It remains to study the last class (iv). The element ( $x_{1}, x_{2}+1$ ) is conjugate to $\left(x_{1}+1, x_{2}\right)$ by $\left(x_{2},-x_{1}\right)$. If $\operatorname{char}(K)=0$, there is no other element in the family. So we assume that $\operatorname{char}(K)=p>0$, and consider $f=\left(x_{1}+x_{2}^{p-1} P\left(x_{2}^{p}\right), x_{2}+1\right)$, for some polynomial $P \in K\left[x_{2}\right] \backslash\{0\}$. Because the action of $f^{*}$ on $K\left[x_{1}, x_{2}\right]$ has only eigenvalues equal to $1, f$ is not conjugate to any element of family (i) or (iii). Moreover, the fact that $P \neq 0$ implies that $f^{p}$ is not the identity (see Remark 4.7). Hence, $f$ is not conjugate to an element of family (ii).

We then take $g=\left(x_{1}+x_{2}^{p-1} Q\left(x_{2}^{p}\right), x_{2}+1\right)$, for some $Q \in K\left[x_{2}\right]$, write

$$
f^{p}=\left(x_{1}+\tilde{P}\left(x_{2}\right), x_{2}\right), \quad g^{p}=\left(x_{1}+\tilde{Q}\left(x_{2}\right), x_{2}\right),
$$

for some $\tilde{P}, \tilde{Q} \in K\left[x_{2}\right]$, and show that $f$ and $g$ are conjugate if and only if $\tilde{Q}\left(x_{2}\right)=\tilde{P}\left(x_{2}+c\right)$ for some $c \in K$. This will conclude the proof.

Suppose first that $f$ is conjugate to $g$. Lemma 4.8 yields the existence of $\alpha \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ such that $\alpha f \alpha^{-1}=g$. Looking at the second coordinate, we see that $\alpha=\left(x_{1}+R\left(x_{2}\right), x_{2}-c\right)$ for some $R \in K\left[x_{2}\right], c \in K$. Then, $\alpha f^{p} \alpha^{-1}=$ $\left(x_{1}+\tilde{P}\left(x_{2}+c\right), x_{2}\right)$, which implies that $\tilde{Q}\left(x_{2}\right)=\tilde{P}\left(x_{2}+c\right)$ as we wanted.

Conversely, suppose that $\tilde{Q}\left(x_{2}\right)=\tilde{P}\left(x_{2}+c\right)$ for some $c \in K$. We conjugate then $g$ with $\left(x_{1}, x_{2}+c\right)$; this changes maybe the polynomial $Q$, and replaces $\tilde{Q}$ with $\tilde{P}$. Hence, we can assume that $f^{p}=g^{p}$. This corresponds to the equality

$$
N\left(x_{2}^{p-1} P\left(x_{2}^{p}\right)\right)=N\left(x_{2}^{p-1} Q\left(x_{2}^{p}\right)\right),
$$

where $N: K\left[x_{2}\right] \rightarrow K\left[x_{2}\right]$ is the $K$-linear map that sends $f\left(x_{2}\right)$ to $f\left(x_{2}\right)+$ $f\left(x_{2}+1\right)+\cdots+f\left(x_{2}+p-1\right)$. The element $x_{2}^{p-1} Q\left(x_{2}^{p}\right)-x_{2}^{p-1} P\left(x_{2}^{p}\right)$ is an element of the kernel of $N$, and is thus equal to $R\left(x_{2}+1\right)-R\left(x_{2}\right)$ for some polynomial $R \in K\left[x_{2}\right]$ (Lemma 4.6). This corresponds to the fact that $f$ is conjugate to $g$ by $\alpha=\left(x_{1}+R\left(x_{2}\right), x_{2}\right)$.

4C. Degenerations between the four families of conjugacy classes. In the remaining part of the article, we show that every algebraic element of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ admits a degeneration of conjugates towards a diagonalisable element.

4C1. From family (ii) and (iii) to family (i). These are the easiest degenerations. Taking any $f \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ that belongs to family (ii) or (iii), and conjugating by diagonal elements of $\operatorname{SAut}\left(\mathbb{A}_{K(t)}^{2}\right)$ we obtain elements of $\operatorname{SAut}\left(\mathbb{A}_{K[t]}^{2}\right)$ which yield families of conjugates of $f$ that converge towards an element of family (i). Indeed, we have

$$
\begin{aligned}
\left(t x_{1}, t^{-1} x_{2}\right)\left(x_{1}+P\left(x_{2}\right), x_{2}\right)\left(t^{-1} x_{1}, t x_{2}\right) & =\left(x_{1}+t P\left(x_{2}\right), x_{2}\right), \\
\left(t x_{1}, t^{-1} x_{2}\right) f\left(t^{-1} x_{1}, t x_{2}\right) & =\left(\zeta x_{1}+t^{m} x_{2}^{m-1} P\left(t x_{2}^{m}\right), \zeta^{-1} x_{2}\right) .
\end{aligned}
$$

In particular, there is a diagonalisable element in the closure of the conjugacy class of any element of families (ii) and (iii), and thus of any algebraic element of $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$, if $\operatorname{char}(K)=0$.

4C2. Family (iv). The last family, when $\operatorname{char}(K)=p>0$, is the most interesting. The elements of this family are of the form $\left(x_{1}+Q\left(x_{2}\right), x_{2}+1\right)$, for some polynomial $Q \in K\left[x_{2}\right]$. Diagonal conjugations by $\left(t x_{1}, t^{-1} x_{2}\right)$ or $\left(t^{-1} x_{1}, t x_{2}\right)$ yield elements of $\operatorname{SAut}\left(\mathbb{A}_{K\left[t^{ \pm 1}\right]}^{2}\right)$ which do not have a value at $t=0$.

In the following proposition, we provide two explicit degenerations, typical to positive characteristic, to either $\left(x_{1}, x_{2}+1\right)$ or the identity.

Proposition 4.10. Assume that $\operatorname{char}(K)=p>0$ and let

$$
f=\left(x_{1}+Q\left(x_{2}\right), x_{2}+1\right)
$$

for some polynomial $Q \in K\left[x_{2}\right]$.
Then, there are two elements $F_{1}, F_{2} \in \operatorname{SAut}\left(\mathbb{A}_{K[t]}^{2}\right)$, which are conjugate to $f$ in $\operatorname{SAut}\left(\mathbb{A}_{K\left[t^{ \pm 1}\right]}^{2}\right)$, and have the following properties:
(1) For each $t \in K \backslash\{0\}, F_{1}(t), F_{2}(t) \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ are conjugate to $f$ in $\operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$.
(2) $F_{1}(0)=\left(x_{1}, x_{2}+1\right), \quad F_{2}(0)=\left(x_{1}, x_{2}\right)$.

Proof. If $Q=0$, we can choose $F_{1}(t)=f$ and $F_{2}(t)$ to be the conjugation of $f$ by $\left(t^{-1} x_{1}, t x_{2}\right) \in \operatorname{SAut}\left(\mathbb{A}_{K\left[t^{ \pm 1}\right]}^{2}\right)$.

We can thus assume that $Q \neq 0$, denote by $d \geq 0$ the degree of $Q$ and by $\mu \in K^{*}$ the coefficient of degree $d$. We then choose some integer $a \geq 1$ such that $q=p^{a}>d$, write $\lambda=1 / \mu^{q} \in K^{*}$, and define

$$
\alpha=\left(\frac{x_{1}}{t^{d}}, t^{d} x_{2}+\lambda x_{1}^{q}+\frac{1}{t}\right) \in \operatorname{SAut}\left(\mathbb{A}_{K\left[t, t^{-1}\right]}^{2}\right) .
$$

A direct computation yields
$\alpha^{-1} f \alpha$
$=\left(x_{1}+t^{d} Q\left(t^{d} x_{2}+\lambda x_{1}^{q}+\frac{1}{t}\right), x_{2}+\frac{1}{t^{d}}+\frac{\lambda x_{1}^{q}}{t^{d}}-\frac{\lambda}{t^{d}}\left(x_{1}+t^{d} Q\left(t^{d} x_{2}+\lambda x_{1}^{q}+\frac{1}{t}\right)\right)^{q}\right)$.
The definition of $d$ and $\mu$ implies that we can write

$$
Q\left(t^{d} x_{2}+\lambda x_{1}^{q}+\frac{1}{t}\right)=\frac{\mu}{t^{d}}+\frac{P}{t^{d-1}}
$$

for some $P \in K\left[x_{1}, x_{2}, t\right]$. This yields (remembering that $\lambda \mu^{q}=1$ ), the following equality
$\alpha^{-1} f \alpha=\left(x_{1}+\mu+t P, x_{2}+\frac{1}{t^{d}}-\frac{\lambda}{t^{d}}(\mu+t P)^{q}\right)=\left(x_{1}+\mu+t P, x_{2}-\lambda t^{q-d} P^{q}\right)$.
Because $q>d$, the value of this element of $\operatorname{SAut}\left(\mathbb{A}_{K[t]}^{2}\right)$ at $t=0$ is $\left(x_{1}+\mu, x_{2}\right)$. Conjugating $\alpha^{-1} f \alpha$ with $\left(-\mu x_{2}, \mu^{-1} x_{1}\right)$ yields thus $F_{1}$.

To get $F_{2}$, we recall that $\left(t x_{1}, t^{-1} x_{2}\right)\left(x_{1}+\mu, x_{2}\right)\left(t^{-1} x_{1}, t x_{2}\right)=\left(x_{1}+t \mu, x_{2}\right)$. We are then tempted to use $\left(t x_{1}, t^{-1} x_{2}\right) \alpha^{-1} f \alpha\left(t^{-1} x_{1}, t x_{2}\right)$, but this element has in general no value at $t=0$. We then choose $m>0$ and define $\beta$ to be

$$
\beta=\left(\frac{x_{1}}{t^{m d}}, t^{m d} x_{2}+\lambda x_{1}^{q}+\frac{1}{t^{m}}\right) \in \operatorname{SAut}\left(\mathbb{A}_{K\left[t, t^{-1}\right]}^{2}\right)
$$

Since $\beta$ is obtained from $\alpha$ by replacing $t$ with $t^{m}$, we obtain

$$
\beta^{-1} f \beta=\left(x_{1}+\mu+t^{m} P\left(x_{1}, x_{2}, t^{m}\right), x_{2}-\lambda t^{m(q-d)} P\left(x_{1}, x_{2}, t^{m}\right)^{q}\right) .
$$

We can now define $F_{2}(t)=\left(t x_{1}, t^{-1} x_{2}\right) \beta^{-1} f \beta\left(t^{-1} x_{1}, t x_{2}\right)$, which is equal to

$$
F_{2}(t)=\left(x_{1}+t \mu+t^{m+1} P\left(t^{-1} x_{1}, t x_{2}, t^{m}\right), x_{2}-\lambda t^{m(q-d)-1} P\left(t^{-1} x_{1}, t x_{2}, t^{m}\right)^{q}\right) .
$$

Choosing $m$ big enough, $F_{2}$ is defined at $t=0$ and $F_{2}(t)=\left(x_{1}, x_{2}\right)$.
4D. The diagonalisable elements. In order to finish the proof of Theorem 1.3 it remains to show that the conjugacy classes of diagonalisable elements is closed. This was shown in [Furter and Maubach 2010], for the group $\operatorname{Aut}\left(\mathbb{A}_{\mathbb{C}}^{2}\right)$, but with transcendental methods. In the case of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, we can however give a simple proof, that works for any algebraically closed field k .

The proof uses the following result, which follows from the amalgamated structure product.
Lemma 4.11. Let $K$ be any field, let $\mu \in K^{*}, f=\left(\mu x_{1}, \mu^{-1} x_{2}\right) \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$, and $g \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ be a conjugate of $f$ in this group. Then, there exists $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$ such that

$$
g=\alpha^{-1} f \alpha \quad \text { and } \quad \operatorname{deg} \alpha \leq \operatorname{deg} g
$$

Proof. We write $g=\alpha^{-1} f \alpha$ for some $\alpha \in \operatorname{SAut}\left(\mathbb{A}_{K}^{2}\right)$, and write $\alpha$ as a product of elements of $\operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ and $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, in a reduced way (no two consecutive elements belong to the same group). Note that $f$ is conjugate to $f^{-1}$ by $\left(x_{2},-x_{1}\right)$, so we can easily exchange $f$ with $f^{-1}$ if needed.

If $\alpha$ starts with an element $a \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$, then $a^{\prime}=a^{-1} j a \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$. If $a^{\prime}$ does not belong to $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, then $\operatorname{deg}(g)=\operatorname{deg}(\alpha) \operatorname{deg}\left(\alpha^{-1}\right)=\operatorname{deg}(\alpha)^{2}$ (the degree is the product of the Jonquières elements that occur, see Remark 4.2). If $a^{\prime}$ belongs to $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$, then it is conjugate to $f$ or $f^{-1}$ in $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ (Proposition 4.9), and we can thus replace $a$ with an element of $\operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$ and either decrease the length of $\alpha$ or it reduces to the case $\alpha \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$.

Suppose now that $\alpha$ starts with an element $j \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$. Replacing $j$ with $\rho j$, where $\rho$ is diagonal, we can assume that $j=\left(x_{1}+P\left(x_{2}\right), x_{2}+c\right)$, for some $P \in K\left[x_{2}\right]$ and $c \in K$, we thus obtain
$j^{\prime}=j^{-1} f j=\left(\mu x_{1}+P\left(x_{2}\right) \mu-P\left(x_{2}+c\left(\mu^{-1}-1\right)\right), \mu^{-1} x_{2}+c\left(\mu^{-1}-1\right)\right) \in \operatorname{SJ}\left(\mathbb{A}_{K}^{2}\right)$.
We have therefore $\operatorname{deg}\left(P\left(x_{2}\right)\right) \geq P\left(x_{2}\right) \mu-P\left(x_{2}+c\left(\mu^{-1}-1\right)\right)$, and if equality does not hold we can kill the highest coefficient of $P$ without changing $j^{\prime}=j^{-1} f j$. We reduce then to the case where $\operatorname{deg} j^{\prime}=\operatorname{deg} j$. If this degree is 1 , then $j \in \operatorname{SAff}\left(\mathbb{A}_{K}^{2}\right)$ and we can reduce the length of $\alpha$, or obtain $\operatorname{deg}(\alpha)=1$. The remaining case is when $\operatorname{deg} j^{\prime}=\operatorname{deg} j$. The result is then obtained if $\alpha=j$. Otherwise, $\alpha=j a_{1} j_{1} \cdots$ is a reduced writing, as well as $g=\cdots j_{1}^{-1} a_{1}^{-1} j^{\prime} a_{1} j_{1} \cdots$. We again find $\operatorname{deg} g \geq \operatorname{deg} \alpha$.

Proposition 4.12. Let $\mu \in \mathrm{k}^{*}, f=\left(\mu x_{1}, \mu^{-1} x_{2}\right) \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ and $d \geq 1$. The set

$$
C(f)=\left\{g f g^{-1} \mid g \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)\right\}=\left\{g f g^{-1} \mid g \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)\right\}
$$

is closed in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$.
Proof. The equality between the two sets is obvious: if $g \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, we have $g^{\prime}=g \tau \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ for some diagonal $\tau \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, so $g f g^{-1}=g^{\prime} f g^{\prime-1}$. We can moreover assume that $\mu \neq 1$, otherwise the result is trivial. We fix some integer $d \geq 1$, write $Z=\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)_{\leq d}$ and we will show that $C(f) \cap Z$ is closed in $Z$ (this gives the result by Lemma 2.7).

We consider the morphism of algebraic varieties $Z \rightarrow \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)_{\leq d^{2}}$ given by $g \mapsto g f g^{-1}$ and denote by $Y \subset \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)_{\leq d}$ the preimage of $Z$. This gives rise to a morphism $\varphi: Y \rightarrow Z$, whose image is equal to $C(f) \cap Z$ by Lemma 4.11. By Corollary 2.26, it suffices to take an irreducible k-curve $\Gamma$, a rational map $\iota: \Gamma \rightarrow Y$ such that $\hat{\varphi}=\varphi \circ \iota: \Gamma \rightarrow Z$ is defined at a smooth point $p \in \Gamma$, and to show that the image $g=\hat{\varphi}(p) \in Z$ belongs to $C(f)$.

Note that $\iota$ corresponds to an element $\alpha \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}(\Gamma)}^{2}\right)$, and that $\hat{\varphi}$ corresponds to the element $\alpha f \alpha^{-1} \in \operatorname{Aut}\left(\mathbb{A}_{\mathrm{k}(\Gamma)}^{2}\right)$, which is defined at $p$ and whose value at $p$
corresponds to $g$. Since the set of algebraic elements is closed (Corollary 4.4), the element $g$ is conjugate to an element of $\operatorname{SJ}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ (Remark 4.3). Looking at the actions on $\mathrm{k}(\Gamma)\left[x_{1}, x_{2}\right]$, we find that $f^{*}\left(x_{1}\right)=\mu x_{1}$ so $\left(\alpha f \alpha^{-1}\right)^{*}(v)=\mu v$, where $v=\left(\alpha^{-1}\right)^{*}\left(x_{1}\right) \in \mathrm{k}(\Gamma)\left[x_{1}, x_{2}\right]$. Replacing $v$ with $\lambda v$, where $\lambda \in \mathrm{k}(\Gamma)$, does not change the equation $\left(\alpha f \alpha^{-1}\right)^{*}(v)=\mu v$. We can therefore assume that $\alpha \in \mathcal{O}_{p}(\Gamma)\left[x_{1}, x_{2}\right]$ and that its value at $p$ is not zero. This shows that $\mu$ is also an eigenvalue of $g^{*}$. By Lemma 4.5, $g$ is conjugate in $\operatorname{SJ}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ to $\left(v x_{1}, v^{-1} x_{2}\right)$, for some $v \in \mathrm{k} \backslash\{0,1\}$, or to $\left(\zeta x_{1}+x_{2}^{m-1} P\left(x_{2}^{m}\right), \zeta^{-1} x_{2}\right)$ for some primitive $m$-th root of unity $\zeta$, and $P \in \mathrm{k}\left[x_{2}\right] \backslash\{0\}$, and $\mu$ belongs to the subgroup of $\left(\mathrm{k}^{*}, \cdot\right)$ generated by $v$ or by $\zeta$, respectively. Let us observe that the second case is not possible. Indeed, otherwise we would have $f^{m}=\mathrm{id}$, so $\left(\alpha f \alpha^{-1}\right)^{m}=\mathrm{id}$ and thus $g^{m}=\mathrm{id}$, which is not the case since $P \neq 0$. We can thus assume, after composing $\alpha$ with an element of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$, that $g=\left(v x_{1}, v^{-1} x_{2}\right)$ for some $v \in \mathrm{k} \backslash\{0,1\}$.

Denote by $U \subset \Gamma$ the dense open subset where $\iota$ is defined and where $\Gamma$ is smooth. Replacing $\Gamma$ with $U \cup\{p\}$, we can assume that $U=\Gamma \backslash\{p\}$ (if $p \in U$, the result is obvious), and thus that $\hat{\varphi}$ is a morphism $\hat{\varphi}: \Gamma \rightarrow Z$. Denote by $\kappa: \Gamma \rightarrow \mathbb{A}_{\mathrm{k}}^{2}$ the rational map given by $\kappa(u)=\iota(u)(0,0)$, when $u \in U$ (the image of the origin of $\mathbb{A}_{\mathrm{k}}^{2}$ ).

We now prove that $\kappa$ is defined at $p$. To do this, we define $F \subset \Gamma \times \mathbb{A}_{\mathrm{k}}^{2}$ to be the closed set $F=\left\{\left(c,\left(x_{1}, x_{2}\right)\right) \mid \hat{\varphi}(c)\left(x_{1}, x_{2}\right)=\left(x_{1}, x_{2}\right)\right\}$. Since $F$ is given by only two equations, each irreducible component of $F$ has dimension at least 1 . The intersection of $F$ with $u \times \mathbb{A}_{\mathrm{k}}^{2}$ yields one point, for each $u \in \Gamma$, hence the projection to $\Gamma$ yields an isomorphism $\pi: F \rightarrow \Gamma$ (because $\Gamma$ is smooth). The rational map $\Gamma \rightarrow F$ given by $u \mapsto(u, \kappa(u))$ corresponds to the identity, and is thus defined at $p$.

The map $\left(x_{1}, x_{2}\right) \mapsto\left(x_{1}, x_{2}\right)+\kappa(u)$ corresponds therefore to an element of $\operatorname{Aut}\left(\mathbb{A}_{\mathcal{O}(\Gamma)}^{2}\right)$, and replacing $\alpha$ with its composition by this one, we can assume that $\alpha$ fixes the origin. We obtain thus that the derivative of $\alpha f \alpha^{-1}$ at the origin is conjugate to $f$ by an element of $\operatorname{SL}(2, \mathrm{k})$, for each $u \in U$, so its eigenvalues are $\mu$ and $\mu^{-1}$, for any point of $U$. At the point $p$, we obtain $g=\left(v x_{1}, v^{-1} x_{2}\right)$, which implies that $v=\mu^{ \pm 1}$, so that $g$ and $f$ are conjugate in $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ as we wanted.
Proof of Theorem 1.3. By Lemma 4.1 and Remarks 4.2 and 4.3, an algebraic element of $\operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is conjugate to an element of $\operatorname{SJ}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ and a nonalgebraic element is conjugate to a Hénon automorphism, which is dynamically regular. In the latter case, the conjugacy class is closed by Theorem 1.1; this gives (3).

By Proposition 4.12, if $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is diagonalisable, its conjugacy class is closed.

If $f \in \operatorname{SAut}\left(\mathbb{A}_{\mathrm{k}}^{2}\right)$ is algebraic but not diagonalisable, it is conjugate to an element of the families (ii), (iii) or (iv) of Lemma 4.5. The existence of the degeneration
stated in (2) is given in Section 4C1 for families (ii), (iii) and in Proposition 4.10 for family (iv).
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# Inversion of adjunction for rational and Du Bois pairs 

Sándor J. Kovács and Karl Schwede


#### Abstract

We prove several results about the behavior of Du Bois singularities and Du Bois pairs in families. Some of these generalize existing statements about Du Bois singularities to the pair setting while others are new even in the nonpair setting. We also prove a new inversion of adjunction result for Du Bois and rational pairs. In the nonpair setting this asserts that if a family over a smooth base has a special fiber $X_{0}$ with Du Bois singularities and the general fiber has rational singularities, then the total space has rational singularities near $X_{0}$.


## 1. Introduction

Rational singularities have been the gold standard for "mild" singularities in algebraic geometry for several decades. Whenever a new class of varieties with singularities is discovered, the first question usually asked is whether or not the new varieties have rational singularities. A key reason for this is that varieties with rational singularities behave cohomologically as if they were smooth. However, for many purposes rational singularities are not broad enough. For instance, nodes are not rational singularities, and more generally, singularities appearing on stable varieties, that is, mild degenerations of smooth ones that are necessary to consider in order to compactify moduli spaces, are not always rational. The class of Du Bois (or DB) singularities is slightly more inclusive than rational singularities. Du Bois singularities behave cohomologically as if they had simple normal crossing singularities (i.e., a higher-dimensional version of nodes).

Recently, Kollár [2013] and Kovács [2011a] introduced the notions of rational and Du Bois pairs $(X, D)$ for a normal variety $X$ and a reduced divisor $D \subseteq X$. These notions are philosophically distinct from the singularities considered typically in the minimal model program since $(X, D)$ having rational (respectively Du

[^0]Bois) singularities does not generally imply that the ambient space $X$ has rational (respectively Du Bois) singularities [Kollár 2013, Remark 2.81(2)] (respectively Examples 2.10, 2.14, and [Graf and Kovács 2014]). Instead the singularities of ( $X, D$ ) measure the connection between the singularities of $X$ and $D$ (a notion obviously connected with problems related to inversion of adjunction). Furthermore, like Du Bois singularities, if ( $X, Z$ ) is a Du Bois pair then the ideal sheaf of $Z$ satisfies various Kodaira-type vanishing theorems, an observation which we hope will be useful in the future.

Even though a priori rational and Du Bois singularities are not part of the class one usually associates with the minimal model program, these singularities play important roles in both the minimal model program and moduli theory via the fact that (semi)log canonical singularities are Du Bois [Kovács et al. 2010; Kollár and Kovács 2010]. In addition, Du Bois singularities have played important roles in various other contexts recently. They are arguably the largest class of singularities for which we know that Kodaira vanishing holds [Patakfalvi 2015], they appear in proofs of extension and other vanishing theorems [Greb et al. 2011], positivity theorems [Schumacher 2012], categorical resolutions [Lunts 2012], log canonical compactifications [Hacon and Xu 2013] and many other results more directly related to the minimal model program.

It is now a basic tenet of the minimal model program that the right way to study singularities is via pairs; see [Kollár 1997; 2013]. This allows for more freedom in applications and makes inductive arguments easier. The same is true for rational and Du Bois singularities. The introduction of Du Bois pairs streamlined some existing proofs (see [Kollár 2013, Chapter 6]) and extended the realm of applications.

In this paper we extend several recent results on Du Bois singularities to the context of Du Bois pairs, notably the recent results on deformations of Du Bois singularities found in [Kovács and Schwede 2011a] and the requisite injectivity theorem, a result of Kollár and Kovács on the behavior of depth in Du Bois families, and the characterization of Cohen-Macaulay Du Bois singularities of [Kovács et al. 2010].

Furthermore, we prove a new inversion of adjunction statement for rational and Du Bois pairs. This statement is new even in the nonpair setting. Roughly speaking, in the nonpair setting it says that if $f: X \rightarrow B$ is a family over a smooth base such that the general fiber has rational singularities and the special fiber has Du Bois singularities, then $X$ has rational singularities in a neighborhood of the special fiber. See Theorem E below for the general statement.

We state each of these theorems below. We begin with the deformation statement.
Theorem A (Theorem 4.2). Let $X$ be a reduced scheme essentially of finite type over $\mathbb{C}, Z \subseteq X$ a reduced subscheme and $H$ a reduced effective Cartier divisor on $X$ that does not contain any component of $Z$. If $(H, Z \cap H)$ is a Du Bois pair, then $(X, Z)$ is a Du Bois pair near $H$.

Just as in the nonpair setting, to prove this we first show an injectivity theorem.
Theorem B (Theorem 3.2). Let $X$ be a reduced scheme over $\mathbb{C}$ and $Z \subseteq X a$ reduced subscheme. Then the natural map

$$
\Phi^{j}: \mathcal{E} \chi t_{O_{X}}^{j}\left(\underline{\Omega}_{X, Z}^{0}, \omega_{X}^{\dot{*}}\right) \hookrightarrow \mathcal{E} \chi t_{\theta_{X}}^{j}\left(\mathscr{I}_{Z}, \omega_{X}^{\dot{ }}\right)
$$

is injective for every $j \in \mathbb{Z}$.
Here $\mathcal{E} \chi t_{\hat{O}_{X}}^{j}\left(\left(_{-}, \omega_{X}^{\dot{*}}\right)\right.$ is shorthand to denote $\boldsymbol{h}^{j}\left(\mathcal{R} \mathcal{H o m}_{O_{X}}\left({ }_{-}, \omega_{X}^{\dot{*}}\right)\right)$.
We also generalize some of the results of [Kollár and Kovács 2010] for families to the context of Du Bois pairs.

Theorem C (Corollary 5.6). Let $f:(X, Z) \rightarrow B$ be a flat projective family with $\mathscr{O}_{Z}, \mathscr{I}_{Z}$ flat over $B$ as well. Assume that all the fiber pairs $\left(X_{b}, Z_{b}\right)$ are Du Bois. Assume also that B is connected and the generic fibers $\left(\mathscr{I}_{Z}\right)_{\mathrm{gen}}$ are Cohen-Macaulay. Then all the fibers $\left(\mathscr{I}_{Z}\right)_{b}$ are Cohen-Macaulay.

We have a multiplier ideal/module like characterization of Du Bois pairs.
Theorem $\mathbf{D}$ (Theorem 6.3). Let $X$ be a normal variety and $Z \subseteq X$ a divisor. Further, let $\pi: \widetilde{X} \rightarrow X$ be a log resolution of $(X, Z)$ with $E=\pi^{-1}(Z)_{\mathrm{red}} \vee \operatorname{exc}(\pi)$. If $\mathscr{I}_{Z}$ is Cohen-Macaulay then $(X, Z)$ is Du Bois if and only if

$$
\pi_{*} \omega_{\tilde{X}}(E) \simeq \omega_{X}(Z)
$$

All of the results above are used in the proof of our inversion of adjunction result.
Theorem E (Theorem 7.1). Let $f: X \rightarrow B$ be a flat projective geometrically integral family over a smooth connected base $B$ with $\operatorname{dim} B \geq 1, H=f^{-1}(0)$ the special fiber, and $D$ a reduced codimension-1 subscheme of $X$ which is flat over $B$. Assume that $\left(H,\left.D\right|_{H}\right)$ is a Du Bois pair and that $(X \backslash H, D \backslash H)$ is a rational pair. Then $(X, D)$ is a rational pair.

This last result is new even in the case $D=0$; see Corollary 7.8. In the special case when $X \backslash H$ is smooth and $D=0$, Theorem E follows from [Schwede 2007, Theorem 5.1].

Statements similar to Theorem E have been proved in many related situations. For instance, assume $D=0, X \backslash H$ is canonical and $H$ is semi-log canonical. Then it follows from inversion of adjunction that $X$ has canonical singularities, see [Kollár and Shepherd-Barron 1988, Theorem 5.1; Karu 2000, Theorem 2.5; Kawakita 2007]. A nonexhaustive list of some other related results includes [Fedder and Watanabe 1989, Proposition 2.13; Schwede 2009; Hacon 2014; Erickson 2014].

## 2. Definitions and basic properties

2A. Rational pairs. First we recall the notion of rational pairs defined by Kollár and Kovács, as described in [Kollár 2013, Chapter 2]. Note that a similar notion was defined by Schwede and Takagi [2008]. The two notions are closely related, but different. Their relationship is similar to how dlt singularities compare to klt singularities. Here we will discuss the former notion which in the dlt versus klt analogy corresponds to dlt.

In this subsection we work over an algebraically closed field $k$, although in the rest of the paper we restrict to working over the complex numbers.

Definition 2.1. Let $X$ be a normal variety and $D \subseteq X$ an integral Weil divisor on $X$. A log resolution $\left(Y, D_{Y}\right) \xrightarrow{\pi}(X, D)$ is a resolution of singularities such that $D_{Y}$ is the strict transform of $D$, and such that $\left(D_{Y}\right)_{\text {red }} \cup \operatorname{exc}(\pi)$ is a simple normal crossing divisor.

Definition 2.2. A reduced pair $(X, D)$ consists of a normal variety $X$ and a reduced divisor $D$ on $X$. For the definition of an snc pair, the strata of an snc pair and other normal crossing conditions please refer to [Kollár 2013, Definition 1.7].

One frequently wants log resolutions that do not blow up unnecessary centers. One good way to achieve this is with a thrifty resolution.

Definition 2.3 (thrifty resolution [Kollár 2013, Definition 2.79]). Let ( $X, D$ ) be a reduced pair. A thrifty resolution of $(X, D)$ is a resolution $\pi: Y \rightarrow X$ such that:
(a) $D_{Y}=\pi_{*}^{-1} D$ is a simple normal crossing divisor.
(b) $\pi$ is an isomorphism over the generic point of every stratum of the snc locus of $(X, D)$ and $\pi$ is an isomorphism at the generic point of every stratum of $\left(Y, D_{Y}\right)$.

Item (b) can also be replaced by:
(b') The exceptional set $E$ of $\pi$ does not contain any stratum of $\left(Y, D_{Y}\right)$ and $\pi(E)$ does not contain any stratum of the simple normal crossing locus of $(X, D)$.

We can now define rational pairs [Kollár 2013, Section 2.5].
Definition 2.4 (rational pairs). A reduced pair $(X, D)$ is called a rational pair if there exists a thrifty resolution $\pi:\left(Y, D_{Y}\right) \rightarrow(X, D)$ such that:
(i) $\mathscr{O}_{X}(-D) \simeq \pi_{*} \mathscr{O}_{Y}\left(-D_{Y}\right)$.
(ii) $R^{i} \pi_{*} \mathscr{O}_{Y}\left(-D_{Y}\right)=0$ for all $i>0$.
(iii) $\mathcal{R}^{i} \pi_{*} \omega_{Y}\left(D_{Y}\right)=0$ for all $i>0$.

If ( $X, D$ ) is a rational pair, and is in characteristic zero, then every thrifty resolution satisfies the properties (i), (ii), (iii) above [Kollár 2013, Corollary 2.86]. Even better though, property (iii) always holds in characteristic zero, as we point out below, whether or not $(X, D)$ is a rational pair.

Theorem 2.5. Assume that char $k=0$, and let $(X, D)$ be a reduced pair and $\pi:\left(Y, D_{Y}\right) \rightarrow(X, D)$ a thrifty resolution. Then $\mathcal{R}^{i} \pi_{*} \omega_{Y}\left(D_{Y}\right)=0$ for all $i>0$.
Proof. This follows from [Kollár 2013, Theorem 10.39].
Alternatively, one can prove Theorem 2.5 directly:
Claim 2.6. Let $\pi: E \rightarrow D$ be a proper birational map between reduced equidimensional $\mathbb{C}$-schemes of finite type such that $E$ is a simple normal crossing divisor in some smooth ambient space. Assume that $\pi$ is birational onto its image when restricted to every strata of $E$ (in particular, also each irreducible component of $E$ ). Then $\mathcal{R}^{i} \pi_{*} \omega_{E}=0$ for $i>0$.

Proof. We proceed by induction on $\operatorname{dim} D$ and the number of irreducible components of $E$, and note that the base case is simply Grauert-Riemenschneider vanishing [Grauert and Riemenschneider 1970]. Write $E=E_{0} \cup E^{\prime}$, where $E_{0}$ is an irreducible component of $E$ and $E^{\prime}$ denotes the remaining irreducible components. We have a short exact sequence

$$
0 \rightarrow \mathscr{O}_{E} \rightarrow \mathscr{O}_{E_{0}} \oplus \mathscr{O}_{E^{\prime}} \rightarrow \mathscr{O}_{E_{0} \cap E^{\prime}} \rightarrow 0 .
$$

Dualizing we obtain

$$
0 \rightarrow \omega_{E_{0}} \oplus \omega_{E^{\prime}} \rightarrow \omega_{E} \rightarrow \omega_{E_{0} \cap E^{\prime}} \rightarrow 0 .
$$

The intersection $E_{0} \cap E^{\prime}$ is a simple normal crossing divisor in the smooth ambient space $E_{0}$. It is also a union of strata of $E$ and hence $\pi$ is still birational when restricted to each strata of $E^{\prime} \cap E_{0}$. Applying $\mathcal{R}^{i} \pi_{*}$ and the inductive hypothesis to $E_{0}, E^{\prime}$ and $E_{0} \cap E^{\prime}$ proves the claim.
Alternative proof of Theorem 2.5. Push forward the short exact sequence

$$
0 \rightarrow \omega_{Y} \rightarrow \omega_{Y}\left(D_{Y}\right) \rightarrow \omega_{D_{Y}} \rightarrow 0
$$

via $\pi$ and apply the claim to $\omega_{D_{Y}}$ and $\omega_{Y}$. Note that the thrifty resolution hypothesis guarantees that $\pi$ is birational when restricted to any strata of $D_{Y}$ (since it is an isomorphism at the generic point of each strata).

This gives us the following criterion.
Proposition 2.7. Let $(X, D)$ be a reduced pair and $\pi:\left(Y, D_{Y}\right) \rightarrow(X, D)$ a thrifty resolution. Then $(X, D)$ is a rational pair if and only if

$$
\mathcal{R} \mathcal{H o m}_{\dot{O}_{X}}\left(\mathscr{O}_{X}(-D), \omega_{X}^{\cdot}\right) \simeq \mathcal{R} \pi_{*} \omega_{Y}\left(D_{Y}\right)[\operatorname{dim} X] \simeq \pi_{*} \omega_{Y}\left(D_{Y}\right)[\operatorname{dim} X]
$$

for some thrifty resolution. Furthermore, in characteristic zero the second isomorphism is automatic.
Proof. Observe that the conditions (i) and (ii) of Definition 2.4 are equivalent to the isomorphism $\mathcal{R} \pi_{*} \mathscr{O}_{Y}\left(-D_{Y}\right) \simeq \mathscr{O}_{X}(-D)$. Applying Grothendieck duality and condition (iii) to this isomorphism yields the statement. The characteristic zero statement is simply Theorem 2.5 .

2B. Notation. Throughout the rest of this paper, all schemes will be assumed to be Noetherian separated schemes and essentially ${ }^{1}$ of finite type over $\mathbb{C}$. Given divisors $D=\sum a_{i} D_{i}$ and $D^{\prime}=\sum b_{i} D_{i}$ on a normal variety (possibly allowing $a_{i}, b_{j}$ to be zero), we define

$$
D \vee D^{\prime}=\sum \max \left(a_{i}, b_{i}\right) D_{i} \quad \text { and } \quad D \wedge D^{\prime}=\sum \min \left(a_{i}, b_{i}\right) D_{i}
$$

Of course, if $D$ and $D^{\prime}$ have no common components then $D \vee D^{\prime}=D+D^{\prime}$ and $D \wedge D^{\prime}=0$. On a scheme $X$ essentially of finite type over $\mathbb{C}$, we use $\boldsymbol{D}\left(\__{-}\right)=$ $\mathcal{R} \mathcal{H} \boldsymbol{D}_{\dot{O}_{X}}\left({ }_{-}, \omega_{X}^{*}\right)$ to denote the Grothendieck duality functor.

2C. Du Bois pairs. The notion of Du Bois singularities is becoming more and more part of basic knowledge in higher-dimensional geometry. In particular, for the notion of the Deligne-Du Bois complex of a scheme of finite type over $\mathbb{C}$ and its degree zero associated graded complex, denoted by $\underline{\Omega}_{X}^{0}$, we refer the reader to [Kollár 2013, Section 6.1].

In contrast, the notion of Du Bois pairs is relatively new and so here we discuss some of its basic properties.

Given a (possibly nonreduced) subscheme $Z \subseteq X$ one has an induced map in $D_{\text {coh }}^{b}(X)$,

$$
\underline{\Omega}_{X}^{0} \rightarrow \underline{\Omega}_{Z}^{0}
$$

noting that by definition $\underline{\Omega}_{Z}^{0}=\underline{\Omega}_{Z_{\text {red }}}^{0}$. Then $\underline{\Omega}_{X, Z}^{0}$ is defined to be the object in the derived category making the following an exact triangle:

$$
\begin{equation*}
\underline{\Omega}_{X, Z}^{0} \rightarrow \underline{\Omega}_{X}^{0} \rightarrow \underline{\Omega}_{Z}^{0} \xrightarrow{+1} . \tag{2.7.1}
\end{equation*}
$$

If $\mathscr{I}_{Z}$ is the ideal sheaf of $Z$, then it is easy to see that there is a natural map $\mathscr{I}_{Z} \rightarrow \underline{\Omega}_{X, Z}^{0}$ [Kovács 2011a, Section 3.D].
Definition 2.8 [Kovács 2011a, Definition 3.13]. We say that $(X, Z)$ is a Du Bois pair (or simply a DB pair) if the above map $\mathscr{I}_{Z} \rightarrow \underline{\Omega}_{X, Z}^{0}$ is a quasi-isomorphism.

In the original definition of a Du Bois pair in [Kovács 2011a] it was assumed that $Z$ is reduced. As it turns out, this is not a necessary hypothesis.

[^1]Lemma 2.9. If $(X, Z)$ is a $D u$ Bois pair and $X$ is reduced, then $Z$ is reduced.
Proof. Note that $\underline{\Omega}_{Z}^{0}=\underline{\Omega}_{Z_{\text {red }}}^{0}$ and so $\underline{\Omega}_{X, Z}^{0} \simeq \underline{\Omega}_{X, Z_{\text {red }}}^{0}$. On the other hand, we also have an exact sequence,

where $X^{\mathrm{SN}}, Z_{\text {red }}^{\mathrm{SN}}$ are the seminormalizations of $X$ and $Z_{\text {red }}$ respectively, and the right two isomorphisms come from [Saito 2000]. Note that the scheme-theoretic image of $Z_{\text {red }}^{\mathrm{SN}}$ in $X^{\mathrm{SN}}$ is reduced. The fact that the left-most vertical map is an isomorphism implies that $\boldsymbol{h}^{0}\left(\underline{\Omega}_{X, Z}^{0}\right)$ is a radical ideal in $\mathscr{O}_{X^{\mathrm{SN}}}$. Since $(X, Z)$ is Du Bois, we see that $\boldsymbol{h}^{0}\left(\underline{\Omega}_{X, Z}^{0}\right)=\mathscr{I}_{Z \subseteq X}$ and hence $\mathscr{I}_{Z \subseteq X}$ is radical in $\mathscr{O}_{X}$ SN and hence also in $\mathscr{O}_{X}=\mathscr{O}_{X}$ red as desired.

Frequently we will take the Grothendieck dual of $\underline{\Omega}_{X, Z}^{0}$. Hence, following the notation of [Kovács and Schwede 2011a], we will write

$$
\begin{equation*}
\underline{\omega}_{X, Z}^{\bullet}:=\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}^{\bullet}\left(\underline{\Omega}_{X, Z}^{0}, \omega_{X}^{\bullet}\right) \tag{2.9.1}
\end{equation*}
$$

The reader is referred to [Kollár 2013, Section 6.1] for basic properties of Du Bois pairs. As mentioned in the introduction, this notion of pairs is somewhat different in flavor from the definition of $(X, Z)$ being log canonical or log terminal. Being a Du Bois pair is more a statement about the relationship between $X$ and $Z$, not an absolute statement about the singularities of $X$ or $Z$ separately. In particular, Examples 2.10 and 2.14 show that $(X, Z)$ being Du Bois does not imply that $X$ is Du Bois.

Example 2.10 (Du Bois pair whose ambient space is not Du Bois). Let $R$ denote the pullback of the diagram

where the nondotted arrows are induced in the obvious ways. It is easy to see that $R=k\left[x^{2}, x^{3}, y, y x\right]$. By construction $X=\operatorname{Spec} R$ is not Du Bois since it is not seminormal. However, we claim that the pair $\left(\operatorname{Spec} R, V\left(\langle y, y x\rangle_{R}\right)\right)$ is Du Bois.

Consider the following diagram:


The maps labeled $\beta$ and $\gamma$ are the seminormalizations but $\alpha$ is an isomorphism. On the other hand, we know that $\underline{\Omega}_{X}^{0}=\underline{\Omega}_{X^{\text {sn }}}^{0}$ in general since they have the same hyperresolution. Therefore, up to harmless identification of modules with sheaves on an affine scheme, we see $\underline{\Omega}_{\operatorname{Spec} R}^{0} \simeq k[x, y]$ and $\underline{\Omega}_{\text {Spec } k\left[x^{2}, x^{3}\right]}^{0} \simeq k[x]$ and so

$$
\langle y, y x\rangle_{R}=\langle y\rangle_{k[x, y]} \simeq \underline{\Omega}_{\operatorname{Sec} R, V\left(\langle y, y x\rangle_{R}\right)}^{0} .
$$

This proves that ( $\left.\operatorname{Spec} R, V\left(\langle y, y x\rangle_{R}\right)\right)$ is Du Bois and completes the example.
Next we will give an example of a normal Du Bois pair whose ambient space is not Du Bois. To this end we will use a criterion for a cone being a Du Bois pair. In order to do that we need to recall a definition [Kollár 2013, III.3.8].

Let $X$ be a projective scheme and $\mathscr{L}$ an ample line bundle on $X$. We will need the spectrum of the section ring of $\mathscr{L}$,

$$
C_{a}(X, \mathscr{L}):=\operatorname{Spec}_{k} \bigoplus_{p \geq 0} H^{0}\left(X, \mathscr{L}^{p}\right),
$$

which is also called the (generalized) ample cone over $X$ with conormal bundle $\mathscr{L}$. If no confusion is likely, in particular when $\mathscr{L}$ is fixed, we will use the shorthand of $C X:=C_{a}(X, \mathscr{L})$. Notice that for a subscheme $Z \subseteq X$ there is a natural map $\iota: C_{a}\left(Z,\left.\mathscr{L}\right|_{Z}\right) \rightarrow C_{a}(X, \mathscr{L})$ which is a closed embedding away from the vertex $P \in C X$. By a slight abuse of notation we will also use ( $C X, C Z$ ) to denote the pair $\left(C_{a}(X, \mathscr{L}), \iota\left(C_{a}\left(Z,\left.\mathscr{L}\right|_{Z}\right)\right)\right)$.

Now we are ready to state the needed Du Bois criterion.
Proposition 2.11 ([Graf and Kovács 2014], cf. [Ma 2015]). Let X be a smooth projective variety, $Z \subset X$ an snc divisor (possibly the empty set), and $\mathscr{L}$ an ample line bundle on $X$. Then $(C X, C Z)$ is a Du Bois pair if and only if

$$
H^{i}\left(X, \mathscr{L}^{m}(-Z)\right)=0
$$

for all $i, m>0$.
Proof. If $Z=\varnothing$, this follows from [Ma 2015, Theorem 4.4]. The general case works similarly. For a direct proof see [Graf and Kovács 2014, Theorem 2.5].

While the above is sufficient for our purposes, we also obtained independently a slightly different statement using similar methods.

Lemma 2.12 (Du Bois pairs for graded rings). Let $X$ be a projective variety with Du Bois singularities, $\mathscr{L}$ an ample line bundle and $D$ a reduced connected divisor on $X$. Assume that $D$ also has only Du Bois singularities. Form the corresponding section ring $S=\bigoplus_{i \geq 0} \Gamma\left(X, \mathscr{L}^{i}\right)$ and $I=\bigoplus_{i \geq 0} \Gamma\left(X, \mathscr{O}_{X}(-D) \otimes \mathscr{L}^{i}\right)$. Fix $\mathfrak{m}=S_{+}$ to be the irrelevant ideal. Set $Y=C X=\operatorname{Spec} S$ and $Z=C D=\operatorname{Spec}(S / I)$. If

$$
\begin{equation*}
H^{1}\left(X, \mathscr{O}_{X}(-D) \otimes \mathscr{L}^{i}\right)=0 \tag{2.12.1}
\end{equation*}
$$

for $i \geq 0$ so that $S / I \simeq \bigoplus_{i \geq 0} \Gamma\left(D,\left.\mathscr{L}^{i}\right|_{D}\right)$, then for all $i \geq 1$ we have

$$
\boldsymbol{h}^{i}\left(\underline{\Omega}_{Y, Z}^{0}\right) \simeq\left[H_{\mathfrak{m}}^{i+1}(I)\right]_{>0} .
$$

Again under hypothesis (2.12.1), we see immediately that $(Y, Z)$ is Du Bois if and only if $\left[H_{\mathfrak{m}}^{i}(I)\right]_{>0}=0$ for every $i>0$.

Proof. First observe that both $Y$ and $Z$ are seminormal since they are saturated section rings over seminormal schemes. L. Ma [2015, Equation (4.4.4) in the proof of Theorem 4.4] showed that

$$
\begin{equation*}
\boldsymbol{h}^{i}\left(\underline{\Omega}_{Y}^{0}\right) \simeq\left[H_{\mathfrak{m}}^{i+1}(S)\right]_{>0} \tag{2.12.2}
\end{equation*}
$$

for $i>0$. Likewise $\boldsymbol{h}^{i}\left(\underline{\Omega}_{Z}^{0}\right)=\left[H_{\mathfrak{m}}^{i+1}(S / I)\right]_{>0}$ for $i>0$. Now we analyze $\boldsymbol{h}^{i+j}\left(\mathcal{R} \Gamma_{\mathfrak{m}}\left(\underline{\Omega}_{Y}^{0}\right)\right)$ via a spectral sequence. Since $Y$ is Du Bois outside of the origin $V(\mathfrak{m})$, we see that $\boldsymbol{h}^{j}\left(\underline{\Omega}_{Y}^{0}\right)$ is supported only at the origin for $j>0$. It follows that the $E_{2}$-page of the spectral sequence

$$
H_{\mathfrak{m}}^{i}\left(\boldsymbol{h}^{j}\left(\underline{\Omega}_{Y}^{0}\right)\right) \Rightarrow \boldsymbol{h}^{i+j}\left(\mathcal{R} \Gamma_{\mathfrak{m}}\left(\underline{\Omega}_{Y}^{0}\right)\right)
$$

looks like

| $\boldsymbol{h}^{3}\left(\underline{\Omega}_{Y}^{0}\right)$ | 0 | 0 | 0 | 0 | $\ldots$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{h}^{2}\left(\underline{\Omega}_{Y}^{0}\right)$ | 0 | 0 | 0 | 0 | $\cdots$ |
| $\boldsymbol{h}^{1}\left(\underline{\Omega}_{Y}^{0}\right)$ | 0 | 0 | 0 | 0 | $\ldots$ |
| 0 | $H_{\mathfrak{m}}^{1}(S$ | $H_{\mathrm{m}}^{2}(S)$ | $H_{\mathrm{m}}^{3}(S)$ | $H_{\mathrm{m}}^{4}(S)$ |  |

Here we are using the fact that $S$ is seminormal, and so $\boldsymbol{h}^{0}\left(\underline{\Omega}_{Y}^{0}\right)=S$. It is not difficult to see that the unique nonzero map of the $(i-1)$-st page of this spectral sequence induces the isomorphism of (2.12.2), and so those unique nonzero maps
are injective. Thus the spectral sequence contains the data of a long exact sequence $0 \rightarrow H_{\mathfrak{m}}^{1}(S) \rightarrow \mathbb{H}_{\mathfrak{m}}^{1}\left(\underline{\Omega}_{Y}^{0}\right) \rightarrow \boldsymbol{h}^{1}\left(\underline{\Omega}_{Y}^{0}\right) \hookrightarrow H_{\mathfrak{m}}^{2}(S) \rightarrow \mathbb{H}_{\mathfrak{m}}^{2}\left(\underline{\Omega}_{Y}^{0}\right) \rightarrow \boldsymbol{h}^{2}\left(\underline{\Omega}_{Y}^{0}\right) \hookrightarrow H_{\mathfrak{m}}^{3}(S) \rightarrow \cdots$.

Hence $\mathbb{H}_{\mathfrak{m}}^{i}\left(\underline{\Omega}_{Y}^{0}\right)=\left[H_{\mathfrak{m}}^{i}(S)\right]_{\leq 0}$ for $i \geq 2$ and $\mathbb{H}_{\mathfrak{m}}^{1}\left(\underline{\Omega}_{Y}^{0}\right) \simeq H_{\mathfrak{m}}^{1}(S)$. Likewise $\mathbb{H}_{\mathfrak{m}}^{i}\left(\underline{\Omega}_{Z}^{0}\right)=$ $\left[H_{\mathfrak{m}}^{i}(S / I)\right]_{\leq 0}$ for $i \geq 2$ and $\mathbb{H}_{\mathfrak{m}}^{1}\left(\Omega_{Z}^{0}\right) \simeq H_{\mathfrak{m}}^{1}(S / I)$. Furthermore, since $Y$ and $Z$ are seminormal we see that $\boldsymbol{h}^{0}\left(\underline{\Omega}_{X, Z}^{0}\right)=I$ and so the same spectral sequence argument implies that we have a long exact sequence
$0 \rightarrow H_{\mathfrak{m}}^{1}(I) \rightarrow H_{\mathfrak{m}}^{1}\left(\underline{\Omega}_{Y, Z}^{0}\right) \rightarrow \boldsymbol{h}^{1}\left(\underline{\Omega}_{Y, Z}^{0}\right) \rightarrow H_{\mathfrak{m}}^{2}(I) \rightarrow 円_{\mathfrak{m}}^{2}\left(\underline{\Omega}_{Y, Z}^{0}\right) \rightarrow \boldsymbol{h}^{2}\left(\underline{\Omega}_{Y, Z}^{0}\right) \rightarrow H_{\mathfrak{m}}^{3}(I) \rightarrow \cdots$.
We still have the labeled surjectivities by the Matlis dual of Theorem 3.2, which we will prove later (we assume it for now). Thus it is enough to see that the maps above make the identification $\mathbb{H}_{\mathfrak{m}}^{i}\left(\Omega_{Y, Z}^{0}\right)=\left[H_{\mathfrak{m}}^{i}(I)\right]_{\leq 0}$ for $i \geq 2$.

We consider the diagram with distinguished triangles as rows


We will apply the functor $\mathcal{R} \Gamma_{\mathfrak{m}}\left(\_\right)$and take cohomology $i \geq 1$ to obtain


Note that $\gamma$ is the map we already identified as surjective above. It is easy to see that the vertical maps $\alpha, \beta, \delta$, and $\epsilon$ are the projections and so $[\alpha]_{\leq 0},[\beta]_{\leq 0},[\delta]_{\leq 0}$, and $[\epsilon]_{\leq 0}$ are isomorphisms. Thus $[\gamma]_{\leq 0}$ is also an isomorphism. But from the second row we see that $\mathbb{H}_{\mathfrak{m}}^{i}\left(\underline{\Omega}_{Y, Z}^{0}\right)$ is of nonpositive degree so that $\mathbb{H}_{\mathfrak{m}}^{i}\left(\underline{\Omega}_{Y, Z}^{0}\right)=\left[H_{\mathfrak{m}}^{i}(I)\right]_{\leq 0}$ for $i \geq 2$.

Remark 2.13. It would be natural to try to prove a common generalization of the (independently obtained) Proposition 2.11 and Lemma 2.12.

Example 2.14 (a normal Du Bois pair whose ambient space is not Du Bois). Let $W$ be an arbitrary smooth canonically polarized variety, that is, $W$ is smooth and projective and $\omega_{W}$ is ample. Further let $n>1$, and set $X=W \times \mathbb{P}^{n}$ and $\mathscr{L}=\pi_{1}^{*} \omega_{W} \otimes \pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(1)$. Finally, let $K \subseteq \mathbb{P}^{n}$ be a smooth hypersurface of degree
$n+1$, that is, $\mathscr{O}_{\mathbb{P}^{n}}(K) \simeq \omega_{\mathbb{P}^{n}}^{-1}$, and let $Z=W \times K$. We claim that, using the above notation, $(C X, C Z)$ is a Du Bois pair, while $C X$ itself is not. Note also that by construction $C X$ is normal.

Consider $H^{1}\left(X, \mathscr{O}_{X}(-Z) \otimes \mathscr{L}^{j}\right)$ for $j \geq 0$ and observe that $\mathscr{O}_{X}(-Z) \otimes \mathscr{L}^{j}=\pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-n-1) \otimes \pi_{1}^{*} \omega_{W}^{j} \otimes \pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(j)=\pi_{1}^{*} \omega_{W}^{j} \otimes \pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(j-n-1)$.

Now $H^{1}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(j-n-1)\right)=0$ for all $j \geq 0$ and $H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(j-n-1)\right)=0$ for $j \leq n$. But if $j>n \geq 1$, then $H^{1}\left(W, \omega_{W}^{j}\right)=0$ by Kodaira vanishing and so it follows by the Künneth formula that $H^{1}\left(X, \mathscr{O}_{X}(-Z) \otimes \mathscr{L}^{j}\right)=0$ for all $j \geq 0$, so the hypotheses of Lemma 2.12 are satisfied.

Let $r=\operatorname{dim} W$ and consider $H^{r}(X, \mathscr{L})$. By the Künneth formula

$$
H^{r}(X, \mathscr{L}) \supseteq H^{r}\left(W, \omega_{W}\right) \otimes H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(1)\right) \neq 0,
$$

and hence by Proposition $2.11 C X$ is not Du Bois.
On the other hand we have that

$$
\begin{equation*}
\mathscr{L}(-Z) \simeq \pi_{1}^{*} \omega_{W} \otimes \pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(1-n-1) \simeq \omega_{X} \otimes \pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(1) . \tag{2.14.1}
\end{equation*}
$$

Now observe that $H^{q}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(1-n-1)\right)=0$ for all $q \geq 0$, so, again by the Künneth formula, it follows that $H^{i}(X, \mathscr{L}(-Z))=0$ for all $i>0$.

In order to conclude that $(C X, C Z)$ is a Du Bois pair we need that

$$
H^{i}\left(X, \mathscr{L}^{m}(-Z)\right)=0 \quad \text { for all } i, m>0
$$

We just showed that $H^{i}(X, \mathscr{L}(-Z))=0$ for all $i>0$, which handles the $m=1$ case. If $m>1$ then $\mathscr{M}:=\mathscr{L}^{m-1} \otimes \pi_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(1)$ is ample on $X$ and by (2.14.1) and Kodaira vanishing we have that

$$
H^{i}\left(X, \mathscr{L}^{m}(-Z)\right)=H^{i}\left(X, \mathscr{L}(-Z) \otimes \mathscr{L}^{m-1}\right) \simeq H^{i}\left(X, \omega_{X} \otimes \mathscr{M}\right)=0
$$

and hence it follows from Proposition 2.11 that ( $C X, C Z$ ) is indeed a Du Bois pair.
We will find the following lemma useful; cf. [Esnault 1990; Schwede 2007].
Lemma 2.15. Assume that $(X, Z)$ is a pair with $Z \subseteq X$ reduced schemes. Assume further that $X \subseteq Y$ where $Y$ is smooth. Let $\pi: \widetilde{Y} \rightarrow Y$ be a log resolution of both $X$ and $Z$ in $Y$ and set $\bar{X}$ and $\bar{Z}$ to be the reduced preimages of $X$ and $Z$ in $\widetilde{Y}$ respectively. Then

$$
\underline{\Omega}_{X, Z}^{0} \simeq \mathcal{R} \pi_{*} \mathscr{I}_{\bar{Z} \subseteq \bar{X}}
$$

where $\mathscr{I}_{\bar{Z} \subseteq \bar{X}}$ is the ideal of $\bar{Z}$ in $\bar{X}$.

Proof. Consider the diagram


The vertical arrows $\beta$ and $\gamma$ are quasi-isomorphisms by [Kovács and Schwede 2011b, Theorem 6.4] (also see [Schwede 2007, Theorem 4.3]) since $\bar{X}$ and $\bar{Z}$ are snc and hence Du Bois. The second row of equalities also follows since $\bar{X}$ and $\bar{Z}$ are Du Bois. Then $\alpha$ is a quasi-isomorphism as well and hence the lemma follows.

There are some situations when a pair being Du Bois implies that the ambient space is also Du Bois. It is proved in [Graf and Kovács 2014] that this happens if $X$ is Gorenstein, but that $X$ being $\mathbb{Q}$-Gorenstein is not sufficient. Another simple situation in which this holds is the following.

Lemma 2.16. Let $X$ be a reduced $\mathbb{C}$-scheme essentially of finite type and $H$ a Cartier divisor. If $(X, H)$ is a Du Bois pair then $X$ (and hence H) is also Du Bois.

Proof. The statement is local and so we may assume that $X=\operatorname{Spec} R$ is affine. We know that $\mathscr{O}_{X}(-H) \rightarrow \underline{\Omega}_{X, H}^{0}$ is a quasi-isomorphism and thus so is $\mathscr{O}_{X} \rightarrow$ $\underline{\Omega}_{X, H}^{0} \otimes \mathscr{O}_{X}(H)$. We will show that this map factors through $\mathscr{O}_{X} \rightarrow \underline{\Omega}_{X}^{0}$, which will complete the proof by [Kovács 1999, Theorem 2.3].

Embed $X \subseteq Y$ as a smooth scheme and let $\pi: \widetilde{Y} \rightarrow Y$ be a simultaneous log resolution of $(Y, X)$ and $(Y, H)$ with $\bar{X}, \bar{H}$ the reduced total transforms of $X$ and $H$ respectively. Then $\underline{\Omega}_{X, H}^{0}=\mathcal{R} \pi_{*} \mathscr{I}_{\bar{H} \subseteq \bar{X}}$ by Lemma 2.15. Fix $X^{\prime}$ to be the components of $\bar{X}$ which are not also components of $\bar{H}$ and we see that $\mathscr{I}_{\bar{H} \subseteq \bar{X}} \simeq \mathscr{O}_{X^{\prime}}\left(-\left.\bar{H}\right|_{X^{\prime}}\right)$. Thus

$$
\underline{\Omega}_{X, H}^{0} \otimes \mathscr{O}_{X}(H) \simeq \mathfrak{R} \pi_{*} \mathscr{O}_{X^{\prime}}\left(\left.\left(\pi^{*} H-\bar{H}\right)\right|_{X^{\prime}}\right) .
$$

Since $\pi^{*} H-\bar{H}$ is effective, we obtain a map

$$
\underline{\Omega}_{X}^{0} \simeq \mathcal{R} \pi_{*} \mathscr{O}_{\bar{X}} \rightarrow \mathcal{R} \pi_{*} \mathscr{O}_{X^{\prime}} \rightarrow \mathcal{R} \pi_{*} \mathscr{O}_{X^{\prime}}\left(\left.\left(\pi^{*} H-\bar{H}\right)\right|_{X^{\prime}}\right) \simeq \underline{\Omega}_{X, H}^{0} \otimes \mathscr{O}_{X}(H) .
$$

This map obviously factors the quasi-isomorphism $\mathscr{O}_{X} \rightarrow \underline{\Omega}_{X, H}^{0} \otimes \mathscr{O}_{X}(H)$ and hence the proof is complete.

We recall properties of $\underline{\Omega}_{X, Z}^{0}$ that we will need later.
Lemma 2.17. Let $X$ be a scheme over $\mathbb{C}$ with $Z \subseteq X$ a closed subscheme and $j: U=X \backslash Z \hookrightarrow X$ the complement of $Z$. Then:
(a) If in addition $X$ is proper, then $H^{i}\left(X, \mathscr{I}_{Z}\right) \rightarrow \oiint^{i}\left(X, \underline{\Omega}_{X, Z}^{0}\right)$ is surjective for all $i \in \mathbb{Z}$ [Kovács 2011a, Corollary 4.2; Kollár 2013, Theorem 6.22].
(b) If $H$ is a general member of a basepoint-free linear system, then $\underline{\Omega}_{X, Z}^{0} \otimes \mathscr{O}_{H} \simeq$ $\underline{\Omega}_{H, H \cap Z}^{0}$ [Kovács 2011a, Proposition 3.18; Kollár 2013, Theorem 6.5(6)].
(c) If $X=U \cup V$ is a decomposition into closed subschemes and $Z \subseteq X$ is another closed subscheme, then we have a distinguished triangle

$$
\underline{\Omega}_{U \cup V, Z}^{0} \rightarrow \underline{\Omega}_{U, Z \cap U}^{0} \oplus \underline{\Omega}_{V, Z \cap V}^{0} \rightarrow \underline{\Omega}_{U \cap V, Z \cap U \cap V}^{0} \xrightarrow{+1}
$$

(cf. [Kollár 2013, Theorem 6.5(11)]).
(d) Let $X=U \cup V$ be a decomposition of $X$ into closed subschemes. Then

$$
\underline{\Omega}_{U \cup V, V}^{0} \simeq \underline{\Omega}_{U, U \cap V}^{0}
$$

(cf. [Kovács 2011a, Proposition 3.19; Kollár 2013, Theorem 6.17]).
Proof. Parts (a) and (b) follow from the references in their statements. For (c), the included reference only states the triangle in the case that $Z=\varnothing$. However, our more general version follows easily from the diagram

and the 9-lemma in triangulated categories [Kovács 2013, B.1].
For (d), consider the distinguished triangle

$$
\underline{\Omega}_{U U V}^{0} \longrightarrow \underline{\Omega}_{U}^{0} \oplus \underline{\Omega}_{V}^{0} \longrightarrow \underline{\Omega}_{U \cap V}^{0} \xrightarrow{+1}
$$

of part (c) with $Z=\varnothing$. Then [Kollár and Kovács 2010, Lemma 2.1] implies that the left vertical arrow of the following diagram is an isomorphism:


For more details see the proofs in the references and replace $\underline{\Omega}^{\times}$with $\underline{\Omega}^{0}$.
The next lemma constructs a natural exact triangle for Du Bois pairs.
Lemma 2.18. Let $X$ be a scheme and $W, Z \subseteq X$ subschemes. Then there is a distinguished triangle

$$
\underline{\Omega}_{X, W \cup Z}^{0} \rightarrow \underline{\Omega}_{X, Z}^{0} \rightarrow \underline{\Omega}_{W, Z \cap W}^{0} \xrightarrow{+1} .
$$

In particular, because there is also a short exact sequence

$$
0 \rightarrow \mathscr{I}_{W \cup Z \subseteq X} \rightarrow \mathscr{I}_{Z \subseteq X} \rightarrow \mathscr{I}_{Z \cap W \subseteq W} \rightarrow 0,
$$

if any two of $\{(X, W \cup Z),(X, Z),(W, Z \cap W)\}$ are Du Bois, so is the third.
Proof. We begin with a diagram of distinguished triangles as columns and rows (see [Kollár 2013, Theorem 6.5.11; Kovács 2013, Theorem B1]):


The horizontal maps in the second column of this diagram are each obtained by subtracting the canonical maps on each factor of the direct sum, hence the minus signs. The octahedral axiom implies that there exists a diagram of distinguished triangles,


We need to identify $K^{\bullet}$. Notice that the bottom row also fits into another diagram of distinguished triangles (see [Kovács 2013, Theorem B1]):


Hence $K^{\bullet} \simeq \underline{\Omega}_{W, Z \cap W}^{0}$ and the lemma follows.
Finally, note that being Du Bois is a direct generalization of being rational for pairs (see also Kollár 2013, Corollary 6.25).

Theorem 2.19 [Kovács 2011a, Corollary 5.6]. If $(X, D)$ is a rational pair then $(X, D)$ is also a Du Bois pair.

## 3. An injectivity theorem

A key ingredient of the proof that Du Bois singularities are deformation invariant was an injectivity theorem [Kovács and Schwede 2011a, Theorem 3.3]. In this section, we generalize that result to the context of pairs.

Lemma 3.1 (cf. [Kovács and Schwede 2011a, Lemma 3.1]). Let $X$ be a reduced scheme, $Z \subseteq X$ a reduced subscheme and $\mathscr{L}$ a semiample line bundle. Let $s \in \mathscr{L}^{n}$ be a general global section for some $n \gg 0$ and take the $n$-th root of this section (as in [Kollár and Mori 1998, Definition 2.50]):

$$
\eta: Y=\operatorname{Spec} \bigoplus_{i=0}^{n-1} \mathscr{L}^{-i} \rightarrow X
$$

Set $W=\eta^{-1}(Z)$ (with the induced scheme structure). Note that the restriction satisfies $\left.\eta\right|_{W}: W=\left.\mathbf{S p e c} \bigoplus_{i=0}^{n-1} \mathscr{L}^{-i}\right|_{Z} \rightarrow Z$. Then as before, writing $\eta_{*}=\mathcal{R} \eta_{*}$,

$$
\eta_{*} \underline{\Omega}_{Y, W}^{0} \simeq \underline{\Omega}_{X, Z}^{0} \otimes \eta_{*} \mathscr{O}_{Y} \simeq \bigoplus_{i=0}^{n-1}\left(\underline{\Omega}_{X, Z}^{0} \otimes \mathscr{L}^{-i}\right)
$$

and this direct sum is compatible with the decomposition $\eta_{*} \mathscr{O}_{Y}=\bigoplus_{i=0}^{n-1} \mathscr{L}^{-i}$.
Proof. Although not explicitly stated, it is easy to see that [Kovács and Schwede 2011a, Lemma 3.1] is functorial in that it is compatible with the map $Z \rightarrow X$. Then
by applying Lemma 2.17(b), the result follows from the diagram


Setting $\underline{\omega}_{X, Z}^{\bullet}=\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\underline{\Omega}_{X, Z}^{0}, \omega_{X}^{\bullet}\right)$ as in (2.9.1), we easily obtain the following.
Theorem 3.2. Let $X$ be a reduced scheme over $\mathbb{C}$ and $Z \subseteq X$ a reduced subscheme. Then the natural map

$$
\Phi^{j}: \boldsymbol{h}^{j}\left(\underline{\omega}_{X, Z}^{\cdot}\right) \hookrightarrow \boldsymbol{h}^{j}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{X}^{\cdot}\right)\right)
$$

is injective for every $j \in \mathbb{Z}$.
Proof. The proof is essentially the same as in [Kovács and Schwede 2011a, Theorem 3.3] so we only sketch it briefly. First, since the question is local and compatible with restricting to an open subset, we may assume that $X$ is projective with ample line bundle $\mathscr{L}$. It follows from taking a cyclic cover with respect to a general section of $\mathscr{L}^{n}$, for $n \gg 0$, and applying Lemmas 2.17(a) and 3.1 that

$$
H^{j}\left(X, \mathscr{I}_{Z} \otimes \bigoplus_{i=0}^{n-1} \mathscr{L}^{-i}\right) \rightarrow \oiint^{j}\left(X, \underline{\Omega}_{X, Z}^{0} \otimes \bigoplus_{i=0}^{n-1} \mathscr{L}^{-i}\right)
$$

surjects for all $j \geq 0$. Therefore $H^{j}\left(X, \mathscr{I}_{Z} \otimes \mathscr{L}^{-i}\right) \rightarrow \mathbb{H}^{j}\left(X, \underline{\Omega}_{X, Z}^{0} \otimes \mathscr{L}^{-i}\right)$ surjects for all $i, j \geq 0$.

By an application of Serre-Grothendieck duality we obtain an injection

$$
\begin{equation*}
\mathbb{H}^{j}\left(X, \underline{\omega}_{X, Z}^{\bullet} \otimes \mathscr{L}^{i}\right) \hookrightarrow \mathbb{H}^{j}\left(X, \mathcal{R} \mathcal{H} \operatorname{lom}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{X}^{\bullet}\right) \otimes \mathscr{L}^{i}\right) \tag{3.2.1}
\end{equation*}
$$

for all $i, j \geq 0$. But for $i \gg 0$, by Serre vanishing, we obtain that

$$
\begin{equation*}
H^{0}\left(X, \boldsymbol{h}^{j}\left(\underline{\omega}_{X, Z}^{\bullet}\right) \otimes \mathscr{L}^{i}\right) \hookrightarrow H^{0}\left(X, \boldsymbol{h}^{j}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{X}^{\bullet}\right)\right) \otimes \mathscr{L}^{i}\right) \tag{3.2.2}
\end{equation*}
$$

is injective as well (since the spectral sequence computing (3.2.1) degenerates). On the other hand, if $\boldsymbol{h}^{j}\left(\underline{\omega}_{X, Z}^{*}\right) \rightarrow \boldsymbol{h}^{j}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}, \omega_{X}^{\bullet}\right)\right)$ is not injective, then for some $i \gg 0$ neither is (3.2.2).

## 4. Deformation of Du Bois pairs

In [Kovács and Schwede 2011a, Corollary 4.2], we showed the following result: Let $f: X \rightarrow B$ be a flat proper family over a smooth curve $B$ with a fiber $X_{0}$, $0 \in B$, having Du Bois singularities. Then there is an open neighborhood $0 \in U \subseteq B$ such that the fibers $X_{u}$ have Du Bois singularities for $u \in U$. In this section, we
generalize this result to Du Bois pairs. We mimic our previous approach as much as possible.

First we need a lemma, which is presumably well known but for which we know no reference.

Lemma 4.1. Let $X$ be a reduced scheme and $Z \subseteq X$ a reduced subscheme with ideal sheaf $\mathscr{I}_{Z}$. Further, let $H \subseteq X$ be an effective Cartier divisor with ideal sheaf $\mathscr{I}_{H}$ such that $H$ does not contain any irreducible components of either $X$ or $Z$. Then

$$
\mathscr{I}_{H} \cap \mathscr{I}_{Z}=\mathscr{I}_{H} \cdot \mathscr{I}_{Z} .
$$

Proof. This is left as an exercise to the reader. Earlier versions of this paper, which are available on the arXiv, also contain a detailed proof.

Now we prove that if a special fiber supports a Du Bois pair, so does the total space near that fiber. Recall that effective Cartier divisors on a possibly nonnormal scheme are simply subschemes locally defined by a single non-zero-divisor near every point.

Theorem 4.2. Let $X$ be a reduced scheme essentially of finite type over $\mathbb{C}, Z \subseteq X$ a reduced subscheme and $H$ a reduced effective Cartier divisor on $X$ that does not contain any component of $Z$. If $(H, Z \cap H)$ is a Du Bois pair, then $(X, Z)$ is a Du Bois pair near H. It then follows (from Lemma 2.18) that $(X, Z \cup H)$ is Du Bois near $H$.

Proof. We follow very closely the proofs of [Kovács 2000, Theorem 3.2] and [Kovács and Schwede 2011a, Theorem 4.1], which are based on [Elkik 1978]. Choose a closed point $\mathfrak{q}$ of $X$ contained within $H$. It is sufficient to prove that $(X, Z)$ is Du Bois at $\mathfrak{q}$. Let $R$ denote the stalk $\mathscr{O}_{X, \mathfrak{q}}$ and replace $X$ by Spec $R$. Choose $f \in R$ to denote a defining equation of $H$ in $R$. Consider the following diagram, whose rows are distinguished triangles in $D_{\text {coh }}^{b}(X)$ :

where $A^{\bullet}$ is the term completing the second row to a distinguished triangle. We claim we have a map $\tau$ as above such that $\tau \circ \rho$ is a quasi-isomorphism. Certainly
we have a diagram with distinguished triangles for rows and columns

and the existence of $\tau$ follows immediately from the existence of $\kappa$ and $\mu$, whose existence follows from the proof of [Kovács and Schwede 2011a, Theorem 4.1]. Note that the assumptions imply that $\left.H\right|_{Z}=H \cap Z$ is a Cartier divisor on $Z$, so we may indeed use [Kovács and Schwede 2011a, Theorem 4.1] for both $X$ and $Z$. Since $I_{Z} /\left(f \cdot I_{Z}\right)=I_{Z} /\left((f) \cap I_{Z}\right)$ by Lemma 4.1 and because $(H, Z \cap H)$ is a Du Bois pair, we see $\tau \circ \rho$ is an isomorphism as claimed.

Next we apply the Grothendieck duality functor $\boldsymbol{D}\left({ }_{-}\right)=\mathcal{R} \operatorname{Hom}_{R}^{*}\left(\__{-}, \omega_{R}^{*}\right)$ to (4.2.1) and take cohomology, using $\boldsymbol{k}^{i}\left(\_\right)$as shorthand to denote $\boldsymbol{h}^{i}\left(\boldsymbol{D}\left(\_\right)\right)$:

where the $\Phi^{\bullet}$ are injective by Theorem 3.2 and $\gamma_{i}$, which was obtained from $\rho$, is surjective since $\tau \circ \rho$ is an isomorphism.

The proof now follows exactly as for the main theorem of [Kovács and Schwede 2011a], or dually of [Kovács 2000, Theorem 3.2]. Fix $z \in \boldsymbol{h}^{i-1}\left(\boldsymbol{D}\left(I_{Z}\right)\right)$. Pick $w \in \boldsymbol{h}^{i}\left(\boldsymbol{D}\left(A^{\bullet}\right)\right)$ such that $\alpha_{i}(z)=\gamma_{i}(w)$. Since $\delta_{i}\left(\alpha_{i}(z)\right)=0$ and $\Phi^{i}$ is injective, it follows that there exists a $u \in \boldsymbol{h}^{i-1}\left(\underline{\omega}_{X, Z}^{\cdot}\right)$ such that $\beta_{i}(u)=w$. Therefore, $\alpha_{i}\left(\Phi^{i-1}(u)\right)=\alpha_{i}(z)$ and so

$$
\begin{equation*}
z-\Phi^{i-1}(u) \in f \cdot \boldsymbol{h}^{i-1}\left(\boldsymbol{D}\left(I_{Z}\right)\right) \tag{4.2.2}
\end{equation*}
$$

Now, fix $E_{i-1}$ to be the cokernel of $\Phi^{i-1}$ and set $\bar{z} \in E_{i-1}$ to be the image of $z$. Equation (4.2.2) then guarantees that $\bar{z} \in f \cdot E_{i-1}$. The multiplication map $E_{i-1} \xrightarrow{\times f} E_{i-1}$ is then surjective and so Nakayama's lemma guarantees that $\Phi^{i-1}$ is
also surjective. Therefore $\underline{\omega}_{X, Z}^{*} \rightarrow \boldsymbol{D}\left(I_{Z}\right)$ is a quasi-isomorphism, which implies that $(X, Z)$ is a Du Bois pair.

Corollary 4.3. Let $f: X \rightarrow B$ be a flat proper family of varieties over a smooth one-dimensional scheme, B being essentially of finite type over $\mathbb{C}$ (for instance, a smooth curve). Further, let $Z \subseteq X$ be a subscheme such that no component of $Z$ is contained in any component of any fiber of $f$ and $b \in B$ a closed point such that $\left(X_{b}, Z_{b}\right)$ is a Du Bois pair. Then there exists a neighborhood $b \in U \subseteq B$ such that
(a) $(X, Z)$ is Du Bois over $U$, and
(b) the fibers $\left(X_{u}, Z_{u}\right)$ are Du Bois for all $u \in U$.

Proof. The non-Du Bois locus $T$ of $(X, Z)$ is closed, and since $f$ is proper, $f(T)$ is also closed. Hence (a) follows from Theorem 4.2 and by replacing $B$ with an open set, we may assume that ( $X, Z$ ) is Du Bois. Then the Bertini-type theorem Lemma 2.17(b) implies that (b) follows after possibly shrinking $U$.

Corollary 4.4. Let $f: X \rightarrow B$ be a flat proper family of varieties over a smooth scheme $B$ essentially of finite type over $\mathbb{C}$. Further let $Z \subseteq X$ be a subscheme which is also flat over $B$ and $b \in B$ a closed point such that $\left(X_{b}, Z_{b}\right)$ is a Du Bois pair. Then there exists a neighborhood $U \subseteq B, b \in U$, such that $(X, Z)$ is Du Bois over $U$.

Proof. We may assume that $B$ is affine and let $d=\operatorname{dim} B$. We first show that $(X, Z)$ itself is Du Bois in a neighborhood of $\left(X_{b}, Z_{b}\right)$. Let $H_{1}, \ldots, H_{d}$ be general smooth subschemes going through $b$ whose local defining equations generate the maximal ideal of $b$ (i.e., locally analytically they are coordinate hyperplanes). The pair $\left(X_{b}, Z_{b}\right)=\left(X_{H_{1} \cap H_{2} \cap \cdots \cap H_{d}}, Z_{H_{1} \cap H_{2} \cap \cdots \cap H_{d}}\right)$ is Du Bois by assumption, hence since $X_{b}=X_{H_{1} \cap \ldots \cap H_{d}}$ is a hypersurface in $X_{H_{2} \cap \ldots \cap H_{d}}$ it follows that the pair ( $X_{H_{2} \cap \ldots \cap H_{d}}, Z_{H_{2} \cap \ldots \cap H_{d}}$ ) is Du Bois in a neighborhood of $X_{b}$, by Corollary 4.3. Let $W_{1}$ denote the non-Du Bois locus of ( $X_{H_{2} \cap \ldots \cap H_{d}}, Z_{H_{2} \cap \ldots \cap H_{d}}$ ). Since $W_{1}$ is closed and $f$ is proper, we see that $f\left(W_{1}\right)$ is closed in $H_{2} \cap \cdots \cap H_{d}$ and doesn't contain $b$. Shrinking $B$ if necessary, we may assume that $W_{1}$ is empty. Next observe that $H_{2} \cap \cdots \cap H_{d}$ is a hypersurface in $H_{3} \cap \cdots \cap H_{d}$ and so again we see that ( $X_{H_{3} \cap \ldots \cap H_{d}}, Z_{H_{3} \cap \ldots \cap H_{d}}$ ) is Du Bois in a neighborhood of $X_{H_{2} \cap \ldots \cap H_{d}}$ by Corollary 4.3. Set $W_{2}$ to be the non-Du Bois locus of ( $X_{H_{3} \cap \ldots \cap H_{d}}, Z_{H_{3} \cap \ldots \cap H_{d}}$ ) and note that $f\left(W_{2}\right)$ does not intersect $H_{2} \cap \cdots \cap H_{d}$. We shrink $B$ again if necessary so that $W_{2}=\varnothing$. Iterating this procedure proves the statement.

In order to extend Corollary 4.3(b) to families over arbitrary-dimensional bases we need the following lemma.

Lemma 4.5. Let $f: X \rightarrow B$ be a flat proper family of varieties over a scheme $B$ essentially of finite type over $\mathbb{C}$. Further, let $Z \subseteq X$ be a subscheme which is also
flat over $B$ and assume that $(X, Z)$ is a Du Bois pair. Then

$$
V=\left\{b \in B \mid\left(X_{b}, Z_{b}\right) \text { is a Du Bois pair }\right\}
$$

is a constructible set in B. Furthermore, if B is smooth, then V is open.
Proof. We use induction on the dimension of $B$.
Let $\pi: B^{\prime} \rightarrow B$ be a resolution of singularities and consider the base change $f^{\prime}: X^{\prime}=X_{B^{\prime}} \rightarrow B^{\prime}$, assumed to be a flat proper family over $B^{\prime}$ and with $Z^{\prime}=Z_{B^{\prime}} \subseteq X^{\prime}$ a subscheme that is flat over $B^{\prime}$. Notice that all the fibers of $f^{\prime}: X^{\prime} \rightarrow B^{\prime}$ appear as fibers of $f: X \rightarrow B$ (up to harmless field extension), so $b^{\prime} \in V^{\prime}=\pi^{-1}(V) \subseteq B^{\prime}$ if and only if the fiber ( $X_{b^{\prime}}^{\prime}, Z_{b^{\prime}}^{\prime}$ ) is a Du Bois pair. It follows from Corollary 4.4 that by replacing $B^{\prime}$ with an open subset we may assume that $\left(X^{\prime}, Z^{\prime}\right)$ is a Du Bois pair. It also follows that it is enough to prove the statement over a smooth irreducible base. Indeed, that implies that $V^{\prime}$ is open in $B^{\prime}$ and hence $V=f\left(V^{\prime}\right)$ is constructible.

To simplify notation we will replace $B$ with $B^{\prime}$ and assume that $B$ is smooth and irreducible, but use the inductive hypothesis without these additional assumptions.

The Bertini-type statement Lemma 2.17(b) implies that, if $V \neq \varnothing$, there is a dense open subset $U \subseteq B$ contained in $V$. The case $\operatorname{dim} B=1$ follows immediately via the fact that in a curve any set containing a dense open set is itself open.

In general, it follows that $\operatorname{dim}(B \backslash U)<\operatorname{dim} B$ so by induction $V \backslash U$ is a constructible set in $B \backslash U$ and hence $V$ is constructible in $B$. In the case of a smooth base Corollary 4.4 implies that $V$ is stable under generalization and since we have just proved that it is constructible it follows that it is open.

Corollary 4.6. Let $f: X \rightarrow B$ be a flat proper family of varieties over a smooth scheme $B$ essentially of finite type over $\mathbb{C}$. Further let $Z \subseteq X$ be a subscheme which is also flat over $B$ and $b \in B$ a closed point such that $\left(X_{b}, Z_{b}\right)$ is a Du Bois pair. Then there exists a neighborhood $U \subseteq B, b \in U$, such that $\left(X_{u}, Z_{u}\right)$ is a Du Bois pair for all $u \in U$.

Proof. Observe that the non-Du Bois locus $W$ of $(X, Z)$ is closed in $X$ and since $f$ is proper, $f(W)$ is also closed in $B$. Note that $f(W)$ does not contain $b$ so it also does not contain the generic point of $B$. Hence by replacing $B$ by a neighborhood $U \subseteq B$ of $b \in B$, we may assume that $(X, Z)$ is Du Bois. Then the statement follows from Lemma 4.5.

Remark 4.7. One can recover special cases of inversion of adjunction for $\log$ canonicity [Kawakita 2007] easily from Theorem 4.2. For instance, let ( $X, D+H$ ) be a pair with $K_{X}, D$ and $H$ Cartier and assume that $\left(H,\left.D\right|_{H}\right)$ is slc or equivalently Du Bois [Kollár 2013]. Then ( $X, D+H$ ) is Du Bois or equivalently lc by Theorem 4.2.

## 5. Generalizing the Kollár-Kovács result to pairs

We recall Theorem 7.12 of [Kollár and Kovács 2010]. Let $f: X \rightarrow B$ be a flat projective family of varieties with Du Bois singularities. Then if $B$ is connected and the general fiber is Cohen-Macaulay, then all the fibers are Cohen-Macaulay.

We would like to generalize this to the context of Du Bois pairs, at least in the case when $Z$ is a divisor. We recommend the reader have a copy of [Kollár and Kovács 2010] available when reading this section as we refer to a number of lemmas therein. We begin by generalizing a result of Du Bois and Jarraud to pairs; cf. [Du Bois and Jarraud 1974; Du Bois 1981, théorème 4.6].

Theorem 5.1. Let $f: X \rightarrow B$ be a flat proper morphism between schemes of finite type over $\mathbb{C}$. Assume that $B$ is smooth and let $Z \subseteq X$ be a subscheme that is flat over B. Further assume that the geometric fibers $\left(X_{b}, Z_{b}\right) \rightarrow b$ are Du Bois. Then for all $i, \mathcal{R}^{i} f_{*} \mathscr{I}_{Z}$ is locally free of finite rank and compatible with base change; in other words $\left(\mathcal{R}^{i} f_{*} \mathscr{I}_{Z}\right)_{T} \simeq \mathcal{R}^{i} f_{*} \mathscr{I}_{Z_{T}}$ for any morphism $T \rightarrow B$.

Proof. For some $b \in B$, let $\mathfrak{m}$ be the maximal ideal of $\mathscr{O}_{B, b}$ and $S=S_{n}=$ $\operatorname{Spec} \mathscr{O}_{B, b} / \mathfrak{m}^{n+1}$ for $n \in \mathbb{N}$. Further, let $\mathscr{I}_{Z_{b}}$ and $\mathscr{I}_{Z_{S}}$ denote the ideal sheaves of $Z_{b}$ in $X_{b}$ and $Z_{S}$ in $X_{S}$, respectively. Consider the commutative diagram


Observe that $\lambda$ is an isomorphism since $X_{S}$ and $X_{b}$ have the same support. By [Kovács 2011a, Theorem 4.1], cf. [Kollár 2013, Theorem 6.8], $\gamma$ is surjective, so $\gamma \circ \lambda=\mu \circ \alpha$ is surjective and hence $\mu$ is surjective. By Serre's GAGA principle [Serre 1956], $\beta$ and $\delta$ are isomorphisms and hence $v$ is surjective. Finally, the statement follows by cohomology and base change [Grothendieck 1963, §7.7]. $\square$

Next we prove the analogue of the main flatness and base change result of Kollár and Kovács [2010, Theorem 7.9] for Du Bois pairs.

Theorem 5.2. Let $f: X \rightarrow B$ be a flat projective morphism between schemes of finite type over $\mathbb{C}$, and assume that $B$ is smooth. Let $Z \subseteq X$ be a closed subscheme
that is flat over B and $\mathscr{L}$ a relatively ample line bundle on $X$. Assume $(X, Z)$ is Du Bois. Then:
(a) The sheaves $\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\dot{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{*}\right)\right)$ are flat over $B$ for all $i$.
(b) The sheaves $f_{*}\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\dot{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right) \otimes \mathscr{L}^{q}\right)$ are locally free and compatible with arbitrary base change for all $i>0$ and $q \gg 0$.
(c) For any base change $\vartheta: T \rightarrow B$ and for all $i>0$,

$$
\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \operatorname{Hom}_{\mathscr{O}_{X}}^{\cdot}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)\right)_{T} \simeq \boldsymbol{h}^{-i}\left(\mathcal{R H o m}_{\mathscr{O}_{X_{T}}}\left(\mathscr{I}_{Z_{T}}, \omega_{f_{T}}\right)\right)
$$

Proof. We follow the proof of [Kollár and Kovács 2010, Theorem 7.9]. We may assume that $B=\operatorname{Spec} R$ is affine and hence that $\mathscr{L}^{m}$ is globally generated for $m \gg 0$. For such an $m \gg 0$, choose a general section $\sigma \in H^{0}\left(X, \mathscr{L}^{m}\right)$ and consider the cyclic cover induced by $\sigma$ :

$$
\mathscr{A}=\bigoplus_{j=0}^{m-1} \mathscr{L}^{-j} \simeq \bigoplus_{j=0}^{m-1} \mathscr{L}^{-j} t^{j} /\left(t^{m}-\sigma\right) .
$$

Set $h: Y=\operatorname{Spec}_{X} \mathscr{A} \rightarrow X$, and $Z_{Y}=h^{-1} Z$ with the induced reduced scheme structure. Then the geometric fibers of the composition $\left(Y, Z_{Y}\right) \rightarrow B$ are also Du Bois by [Kollár 2013, Corollary 6.21]. Note that by construction $\mathscr{I}_{Z_{Y}}=$ $\bigoplus_{j=0}^{m-1} \mathscr{I}_{Z} \otimes \mathscr{L}^{-j}$. Hence $\mathcal{R}^{i} h_{*} \mathscr{I}_{Z_{Y}}$ is locally free of finite rank and compatible with arbitrary base change by Theorem 5.1. It follows that the summands of these modules, the $\mathcal{R}^{i} f_{*}\left(\mathscr{I}_{Z} \otimes \mathscr{L}^{-j}\right)$, are also locally free and compatible with base change. Since we may choose $m$ arbitrarily large, this holds for all $j \in \mathbb{N}$. It follows immediately that $\mathcal{H o m}_{\mathscr{O}_{B}}\left(\mathcal{R}^{i} f_{*}\left(\mathscr{I}_{Z} \otimes \mathscr{L}^{-j}\right), \mathscr{O}_{B}\right)$ is also locally free and compatible with base change.

By Grothendieck duality and [Kollár and Kovács 2010, Lemma 7.3] (see the proof of Lemma 7.2 in that paper follows that

$$
\begin{aligned}
\mathcal{H o m}_{\mathscr{O}_{B}}\left(\mathcal{R}^{i} f_{*}\left(\mathscr{I}_{Z} \otimes \mathscr{L}^{-q}\right), \mathscr{O}_{B}\right) & \simeq f_{*} \boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet} \otimes \mathscr{L}^{q}\right)\right) \\
& \simeq f_{*}\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \operatorname{Hom}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right) \otimes \mathscr{L}^{q}\right)\right)
\end{aligned}
$$

and hence (b) is proven. Just as in [Kollár and Kovács 2010, Theorem 7.9], (a) follows from (b) by an argument similar to [Hartshorne 1977, Chapter III, Theorem 9.9].

Finally we prove (c). Since $f: X \rightarrow B$ is projective and $B$ is affine, we may factor $f$ as $X \xrightarrow{i} \mathbb{P}_{B}^{n} \xrightarrow{\pi} B$. It then suffices to show that

$$
\varrho^{-i}:\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{\mathbb{P}_{B}^{n}}}\left(\mathscr{I}_{Z}, \omega_{\pi}[n]\right)\right)\right)_{T} \rightarrow \boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{\mathbb{P}_{T}^{n}}}\left(\mathscr{I}_{Z_{T}}, \omega_{\pi}[n]\right)\right)
$$

is an isomorphism. As in [Kollár and Kovács 2010, Theorem 7.9], we proceed by descending induction on $i$ (the base case where $i \gg 0$ is obvious). We observe that $\mathscr{I}_{Z}$ is flat since so are $\mathscr{O}_{X}$ and $\mathscr{O}_{Z}$ and assume that $\varrho^{-(i+1)}$ is an isomorphism by induction. Since $\left.\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H}_{\text {om }}^{\boldsymbol{O}_{\mathbb{P}_{B}^{n}}} \mathscr{I}_{Z}, \omega_{\pi}[n]\right)\right)$ is flat, by (a), we may apply [Altman and Kleiman 1980, Theorem 1. ${ }^{B} 9$ ], which completes the proof.

The following is the analog of [Kollár and Kovács 2010, Theorem 7.11] for pairs.
Theorem 5.3. Let $f: X \rightarrow B$ be a flat projective morphism between schemes of finite type over $\mathbb{C}$. Assume that $B$ is smooth and let $Z \subseteq X$ be a subscheme that is flat over B. Let $x \in X$ be a closed point and let $b=f(x)$. Then $\mathscr{I}_{Z_{b}} \subseteq \mathscr{O}_{X_{b}}$ is $\mathrm{S}_{k}$ at $x$ if and only if

$$
\begin{equation*}
\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\dot{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)\right)_{y}=0 \tag{5.3.1}
\end{equation*}
$$

for $i<\min \left(k+\operatorname{dim}\left\{\overline{y\}}, \operatorname{dim}_{x} X\right)\right.$ and for all $y \in X_{b}$ such that $x \in\{\overline{y\}}$. In particular, $\mathscr{I}_{Z_{b}}$ is $\mathrm{S}_{k}$ if and only if (5.3.1) holds for $i<\min \left(k+\operatorname{dim}\{\bar{y}\}, \operatorname{dim}_{x} X\right)$ and for all $y \in X_{b}$ (not restricted to closed points).

First we prove a lemma.
Lemma 5.4. Let $X$ be a scheme that admits a dualizing complex $\omega_{X}^{*}$. Let $x \in X$ and let $\mathscr{F}$ be a coherent sheaf on $X$. Then $\mathscr{F}$ is $\mathrm{S}_{k}$ at $x \in X$ if and only if

$$
\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\dot{O}_{X}}\left(\mathscr{F}, \omega_{X}^{\dot{x}}\right)\right)\right)_{y}=0
$$

for $i<\min \left(k, \operatorname{dim} \mathscr{F}_{y}\right)+\operatorname{dim}\{\overline{y\}}$ and for all $y \in X$ such that $x \in\{\overline{y\}}$.
Proof. This is a consequence of local duality [Hartshorne 1966] and the cohomological criterion for depth; see for instance [Kovács 2011b, Proposition 3.2].
Proof of Theorem 5.3. By the lemma, $\mathscr{I}_{Z_{b}} \subseteq \mathscr{O}_{X_{b}}$ is $\mathrm{S}_{k}$ at $x$ if and only if

$$
\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X_{b}}}\left(\mathscr{I}_{Z_{b}}, \omega_{X_{b}}\right)\right)\right)_{y}=0
$$

for $i<\min \left(k, \operatorname{dim}\left(\mathscr{I}_{Z_{b}}\right)_{y}\right)+\operatorname{dim}\left\{\overline{y\}}=\min \left(k+\operatorname{dim}\left\{\overline{y\}}, \operatorname{dim}_{x} X\right)\right.\right.$ and for all $y \in X_{b}$ such that $x \in \overline{\{y\}}$. By Theorem 5.2,

$$
\begin{aligned}
\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\dot{O}_{X_{b}}}\left(\mathscr{I}_{Z_{b}}, \omega_{X_{b}}^{\cdot}\right)\right)\right)_{y} & \simeq\left(\left(\boldsymbol{h}^{-i}\left(\mathcal{R H o m}_{\mathscr{O}_{X}}^{\cdot}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)\right)_{b}\right)_{y} \\
& \simeq\left(\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)\right)_{y}\right)_{b} .
\end{aligned}
$$

But notice that the right side is zero if and only if $\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}^{\cdot}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)\right)_{y}$ is zero by Nakayama's lemma. This implies the desired statement.

Finally, we describe how the $S_{k}$ condition behaves for pairs in families where the fibers are Du Bois.

Theorem 5.5. Let $f:(X, Z) \rightarrow B$ be a flat projective family with $\mathscr{O}_{Z}$ (and hence $\left.\mathscr{I}_{Z}\right)$ flat over $B$ as well. Assume that all the fiber pairs $\left(X_{b}, Z_{b}\right)$ are Du Bois. Assume also that $B$ is connected and the generic fibers $\left(\mathscr{I}_{\mathrm{Z}}\right)_{\text {gen }}$ are $\mathrm{S}_{k}$. Then all the fibers $\left(\mathscr{I}_{Z}\right)_{b}$ are $\mathrm{S}_{k}$.

Proof. By working with one component of $B$ at a time, we may assume that $B$ is irreducible and hence that $X$ is equidimensional. If $\left(\mathscr{I}_{Z}\right)_{b} \simeq \mathscr{I}_{Z_{b}}$ (by flatness of $\mathscr{O}_{Z}$ ) is not $\mathrm{S}_{k}$ at some point $y \in X_{b}$, then by Theorem 5.3, $\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right) \neq 0$ near $y$ for some $i<\min (k+\operatorname{dim}\{\bar{y}\}, \operatorname{dim} X)$. Fix an irreducible component $W \subseteq \operatorname{supp}\left(\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}^{\bullet}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)\right)$ and observe that $\operatorname{dim} W_{b}$ is constant for $b \in B$ since $\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}^{\bullet}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)$ is flat by Theorem 5.2(a). However, in that case it follows that $\boldsymbol{h}^{-i}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}^{\bullet}\left(\mathscr{I}_{Z}, \omega_{f}^{\bullet}\right)\right)$ is nonzero near some point $\eta \in X_{\text {gen }}$ such that $\operatorname{dim}\{\bar{\eta}\}=\operatorname{dim}\left\{\overline{y\}}\right.$, which contradicts the assumption that the generic fiber is $\mathrm{S}_{k}$ by Theorem 5.3.

Corollary 5.6. Let $f:(X, Z) \rightarrow B$ be a flat projective family with $\mathscr{O}_{Z}$ (and hence $\left.\mathscr{I}_{Z}\right)$ flat over $B$ as well. Assume that all the fiber pairs $\left(X_{b}, Z_{b}\right)$ are Du Bois. Assume also that $B$ is connected and the generic fibers $\left(\mathscr{I}_{Z}\right)_{\text {gen }}$ are Cohen-Macaulay. Then all the fibers $\left(\mathscr{I}_{Z}\right)_{b}$ are Cohen-Macaulay.

At this point it is natural to ask the next question.
Question 5.7. Assume that $(X, Z)$ is a pair and that $H \subseteq X$ is a Cartier divisor such that $(H, Z \cap H)$ is a Du Bois pair. If $\left.\mathscr{I}_{Z}\right|_{X \backslash H}$ is Cohen-Macaulay, does it follow that $\mathscr{I}_{Z}$ is Cohen-Macaulay?

In the case that $Z=\varnothing$, the analogous result holds in characteristic $p>0$ for $F$-injective singularities by [Horiuchi et al. 2014, Appendix by K. Schwede and A. K. Singh].

## 6. Generalizing Kovács-Schwede-Smith to pairs

The goal of this section is to prove the analog of the main result of [Kovács et al. 2010] for pairs $(X, Z)$.

Lemma 6.1. Let $X$ be a normal d-dimensional variety, $Z \subsetneq X$ a reduced closed subscheme and $\Sigma \subsetneq X$ a codimension $\geq 2$ subset containing the singular locus of $X$. Let $\pi: \widetilde{X} \rightarrow X$ be a log resolution of $(X, \Sigma \cup Z)$ with $E=\pi^{-1}(\Sigma \cup Z)_{\mathrm{red}}$. Then
(a) $\underline{\Omega}_{X, \Sigma \cup Z}^{0} \simeq \mathcal{R} \pi_{*} \mathscr{O}_{X}(-E)$, and
(b) $\boldsymbol{h}^{-d}\left(\underline{\omega}_{X, Z}^{\cdot}\right) \simeq \pi_{*} \omega_{\widetilde{X}}(E)$.

Proof. First we claim that both $\mathcal{R} \pi_{*} \mathscr{O}_{\widetilde{X}}(-E)$ and $\pi_{*} \omega_{\widetilde{X}}(E)$ are independent of the choice of $\pi$. This was proved for $\mathcal{R} \pi_{*} \mathscr{O}_{\tilde{X}}(-E)$ on pages 67-68 in the proof of [Kovács and Schwede 2011b, Theorem 6.4] and for $\pi_{*} \omega_{\tilde{X}}(E)$ in [Kovács et al.

2010, Lemma 3.12]. Therefore we are free to choose $\pi$ and hence we may assume that it is an isomorphism outside of $\Sigma \cup Z$. We have the distinguished triangle

$$
\begin{gathered}
\underline{\Omega}_{X}^{0} \longrightarrow \mathcal{R} \pi_{*} \underline{\Omega}_{\tilde{X}}^{0} \oplus \underline{\Omega}_{\Sigma \cup Z}^{0} \longrightarrow \mathcal{R} \pi_{*} \underline{\Omega}_{E}^{0} \xrightarrow{+1} \\
\simeq \downarrow \mid \\
\simeq \downarrow \mid \\
\underline{\Omega}_{X}^{0} \longrightarrow \mathcal{R} \pi_{*} \mathscr{O}_{\tilde{X}} \oplus \underline{\Omega}_{\Sigma \cup Z}^{0} \longrightarrow \mathcal{R} \pi_{*} \mathscr{O}_{E} \longrightarrow+1
\end{gathered}
$$

The isomorphisms follow since $\widetilde{X}$ and $E$ are Du Bois. In the next diagram the first two rows are distinguished triangles by definition; see (2.7.1). The third row is simply the pushforward of a natural short exact sequence from $\widetilde{X}$. The previous diagram and [Kollár and Kovács 2010, Lemma 2.1] (or simply the octahedral axiom) imply that $\alpha$ below is an isomorphism. The other two isomorphisms again follow since $\widetilde{X}$ and $E$ are Du Bois. Note that the columns are not exact.


It follows that the dotted arrow, and hence its composition with $\alpha$, are also isomorphisms. This proves (a).

In order to prove (b), consider the map $\underline{\Omega}_{X, \Sigma \cup Z}^{0} \rightarrow \underline{\Omega}_{X, Z}^{0}$ obtained in


Now we have a distinguished triangle

$$
\begin{equation*}
\underline{\Omega}_{X, \Sigma \cup Z}^{0} \rightarrow \underline{\Omega}_{X, Z}^{0} \rightarrow C \cdot \xrightarrow{+1} . \tag{6.1.1}
\end{equation*}
$$

Claim 6.2. With the above notation, $0=\boldsymbol{h}^{-d}\left(\boldsymbol{D}\left(C^{\bullet}\right)\right)=\boldsymbol{h}^{-d+1}\left(\boldsymbol{D}\left(C^{\bullet}\right)\right)$.
Proof of claim. Consider the following diagram with distinguished triangles as rows
and columns:


It follows from [Kovács 2013, Theorem B.1] that $C^{\bullet} \simeq \underline{\Omega_{\Sigma \cup Z, Z}^{0}}$. On the other hand, by Lemma $2.17(\mathrm{~d}), \underline{\Omega}_{\Sigma \cup Z, Z}^{0} \simeq \underline{\Omega}_{\Sigma, \Sigma \cap Z}^{0}$ and hence $C^{\bullet} \simeq \underline{\Omega}_{\Sigma, \Sigma \cap Z}^{0}$.

Next recall that by Theorem 3.2 there exists a natural injective map

$$
\begin{equation*}
\boldsymbol{h}^{-j}\left(\boldsymbol{D}\left(\underline{\Omega}_{\Sigma, \Sigma \cap Z}^{0}\right)\right) \hookrightarrow \boldsymbol{h}^{-j}\left(\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{\Sigma}}\left(\mathscr{I}_{(\Sigma \cap Z) \subseteq \Sigma}, \omega_{\Sigma}^{\bullet}\right)\right) \tag{6.2.1}
\end{equation*}
$$

Since $\operatorname{dim} \Sigma \leq d-2$, the right hand side of (6.2.1) is zero for $j \geq d-1$, establishing the claim.

Grothendieck duality and part (a) imply that $\boldsymbol{h}^{-d}\left(\underline{\omega}_{X, \Sigma \cup Z}^{\bullet}\right) \simeq \pi_{*} \omega_{\widetilde{X}}(E)$ and it follows from Claim 6.2 that $\boldsymbol{h}^{-d}\left(\underline{\omega}_{X, \Sigma \cup Z}^{*}\right) \simeq \boldsymbol{h}^{-d}\left(\underline{\omega}_{X, Z}^{\bullet}\right)$, which in turn implies part (b).
Theorem 6.3. Let $X$ be a normal variety and $Z \subseteq X$ a divisor. Let $\pi: \widetilde{X} \rightarrow X$ be a $\log$ resolution of $(X, Z)$ with $E=\pi^{-1}(Z)_{\mathrm{red}} \vee \operatorname{exc}(\pi)$. If $\mathscr{I}_{Z}$ is Cohen-Macaulay, then $(X, Z)$ is $D u$ Bois if and only if

$$
\pi_{*} \omega_{\widetilde{X}}(E) \simeq \omega_{X}(Z)
$$

Proof. Since $\mathscr{I}_{Z}$ is Cohen-Macaulay, $\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{X}^{\bullet}\right) \simeq \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{X}\right)[\operatorname{dim} X]$ by the local dual of the local cohomology criterion for Cohen-Macaulayness. Because the map

$$
\begin{equation*}
\underline{\omega}_{X, Z}^{\bullet} \rightarrow \mathcal{R} \operatorname{Hom}_{\mathscr{O}_{X}}^{\dot{I}}\left(\mathscr{I}_{Z}, \omega_{X}^{\bullet}\right) \tag{6.3.1}
\end{equation*}
$$

is injective on cohomology by Theorem 3.2, it follows that $\boldsymbol{h}^{i}\left(\underline{\omega}_{X, Z}^{\cdot}\right)=0$ for $i \neq-\operatorname{dim} X$ and hence $(X, Z)$ is Du Bois if and only if

$$
\boldsymbol{h}^{-\operatorname{dim} X}\left(\underline{\omega}_{X, Z}^{\cdot}\right) \rightarrow \operatorname{Hom}_{\mathscr{O}_{X}}\left(\mathscr{I}_{Z}, \omega_{X}\right) \simeq \omega_{X}(Z)
$$

is an isomorphism. But $\boldsymbol{h}^{-\operatorname{dim} X}\left(\underline{\omega}_{X, Z}^{\cdot}\right) \simeq \pi_{*} \omega_{\tilde{X}}(E)$ by Lemma 6.1 , so the statement follows.

## 7. An inversion of adjunction for rational and Du Bois pairs

In this final section of the paper, we will prove the following theorem.
Theorem 7.1. Let $f: X \rightarrow B$ be a flat projective family with geometrically integral fibers over a smooth connected base $B, A \subseteq B$ a smooth closed subscheme containing no component of $B$ and $H=f^{-1}(A)=X \times_{B} A$ (with the induced scheme-theoretic structure). Let D be a reduced codimension-1 subscheme of $X$ which is flat over B. Assume that for every $s \in A,\left(X_{s}, D_{s}\right)$ is Du Bois and that ( $X \backslash H, D \backslash H$ ) is a rational pair. Then ( $X, D$ ) is a rational pair.

Remark 7.2. In the introduction, $A$ was assumed to be a closed point. This version is more general and more convenient for our proof.

Remark 7.3. The assumptions also imply the following auxiliary conditions:
(a) Since $X \rightarrow B$ has geometrically integral fibers and $H$ is obtained by base change with a smooth subscheme, $H$ is reduced.
(b) $\mathscr{I}_{D}$ is flat over $B$ and no component of $D$ contains a fiber of $f$. In particular $D$ and $H$ have no common components.
(c) As for any $s \in A, H_{s}=X_{s}$, it follows that $(H, D \cap H)$ is Du Bois by Corollary 4.4.
(d) $X \backslash H$ is normal by the definition of a rational pair.

Before embarking on proving the theorem, we will first prove several lemmas that show that our situation is simpler than it might first appear.

First we show that we may assume that $A$ is a divisor in $B$.
Lemma 7.4. In order to prove Theorem 7.1 it is sufficient to assume that $A$ is a smooth Cartier divisor in B.

Proof. The statement is local over the base so we may assume that $B$ is affine. Additionally, since we only need to work in a neighborhood of a point $a \in A$, we may assume that $(X, D)$ is Du Bois and all the fibers ( $X_{b}, D_{b}$ ) for all $b \in B$ are Du Bois by Corollaries 4.4 and 4.6. Choose a general hypersurface $G$ containing $A$ and note that since $A$ is smooth we may assume that $G$ is smooth. Then the hypotheses of the theorem are satisfied for $G$ replacing $A$ as well since $X \backslash f^{-1}(G) \subseteq X \backslash f^{-1}(A)$ and since we already assumed that all the fibers $\left(X_{b}, D_{b}\right)$ over all points $b \in B$ were Du Bois.

From this point forward, we will assume that $B$ is a smooth affine scheme, $A$ is a smooth hypersurface in $B$ and $H=f^{*} A$.

Lemma 7.5. Under the assumptions of Theorem 7.1, $X$ is normal and thus $D$ is also a divisor.

Proof. Since $H$ is reduced, every point $\eta \in H$ has depth at least $\min \left(1, \operatorname{dim} \mathscr{O}_{H, \eta}\right)$. Because $f: X \rightarrow B$ is flat, the local defining equation of $H$ is a regular element in $\mathscr{O}_{X}$, so any point $\eta \in X$ that lies in $H$ has depth at least $\min \left(2, \operatorname{dim} \mathscr{O}_{X, \eta}\right)$. Since $X \backslash H$ is normal it is $\mathrm{S}_{2}$ and so $X$ is $\mathrm{S}_{2}$ everywhere. Finally observe that $H$ is reduced, hence generically regular and $X \backslash H$ is $\mathrm{R}_{1}$. As $H$ is Cartier, this implies that $X$ is also $\mathrm{R}_{1}$ and therefore normal.

Now observe that the fact that $(H, D \cap H)$ is Du Bois (see Remark 7.3(b)) says something about the structure of $D$ on $X$.

Lemma 7.6. With notation as in Theorem 7.1, no stratum of the snc locus of $(X, D)$ can be contained inside $H$.

Proof. Assume to the contrary that there exists a stratum $Z$ of the snc locus of $(X, D)$ contained in $H$. Let $\eta$ be the generic point of $Z$. By assumption $\eta \in H$ and $(X, D)$ is snc at $\eta$, so $\mathscr{O}_{X, \eta}$ is a regular ring. Let $n=\operatorname{dim} \mathscr{O}_{X, \eta}$. Replace $X$ by Spec $\mathscr{O}_{X, \eta}$ and $H$ and $D$ by their pullbacks to this local scheme (in this step we lose projectivity, but we will not need that for now). Note that $D$ is now Cartier and in fact snc. Furthermore $D+H$ has $n+1$ irreducible components containing $\eta$, so $(X, D+H)$ cannot be Du Bois (or equivalently log canonical since $X$ is Gorenstein). But as we observed, $(H, D \cap H)$ is a Du Bois pair. Then by Theorem 4.2 again we see that $(X, D+H)$ is Du Bois as well. This is a contradiction.

Next we setup the notation for the proof of Theorem 7.1. Let $\Sigma$ denote the non-snc locus of $(X, D)$. Observe that as $X$ is normal and $D$ is a reduced divisor by Lemma 7.5, we have that $\operatorname{codim}_{X}(\Sigma) \geq 2$.

Additionally assume that $\pi: Y \rightarrow X$ is a $\log$ resolution of $(X, D \cup H \cup \Sigma)$ that simultaneously gives a thrifty resolution of $(X, D)$. To see that such a $\pi$ exists, first take a thrifty resolution $\left(U, D_{U}\right)$ of $(X, D)$ and then perform a $\log$ resolution of the scheme-theoretic preimages of $H$ and $\Sigma$ on $U$ (while keeping the strict transform $\left.D_{U} \mathrm{snc}\right)$. The result can be assumed to be a thrifty resolution of $(X, D)$ since the preimages of $\Sigma$ and $H$ do not contain any strata of ( $U, D_{U}$ ) by Lemma 7.6.

Set $\bar{H}$ and $\bar{D}$ to be the reduced total transforms of $H$ and $D$ respectively, set $D_{Y}$ to be the strict transform of $D$ and set $E$ to be $\left(\pi^{-1}(\Sigma)\right)_{\text {red }}$.

Proof of Theorem 7.1. Clearly $(X, D)$ is a Du Bois pair and all the fibers $\left(X_{b}, D_{b}\right)$ are Du Bois by Corollaries 4.4 and 4.6 (possibly after shrinking the base $B$ around $A$ ). By Corollary 5.6, we know that $\mathscr{O}_{X}(-D)$ is Cohen-Macaulay. Thus by the local dual version of the local cohomological criterion for Cohen-Macaulayness, $\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}^{\bullet}\left(\mathscr{O}_{X}(-D), \omega_{X}^{\bullet}\right)$ has cohomology only in one term. In particular,

$$
\begin{align*}
\mathcal{R} \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{O}_{X}(-D), \omega_{X}^{\bullet}\right) & \simeq \mathcal{H o m}_{\mathscr{O}_{X}}\left(\mathscr{O}_{X}(-D), \omega_{X}\right)[\operatorname{dim} X] \\
& \simeq \omega_{X}(D)[\operatorname{dim} X] \tag{7.6.1}
\end{align*}
$$

Therefore by Proposition 2.7 it suffices to show that $\omega_{X}(D) \simeq \pi_{*} \omega_{Y}\left(D_{Y}\right)$.
Next observe that $\left(H,\left.D\right|_{H}\right)$ is a Du Bois pair by Corollary 4.4 and hence by Lemma 2.18 we see that $(X, D \cup H)=(X, D+H)$ is a Du Bois pair.

Claim 7.7. With notation as above, $\pi_{*} \omega_{Y}\left(D_{Y} \vee \bar{H} \vee E\right) \simeq \pi_{*} \omega_{Y}\left(D_{Y}+\bar{H}\right)$.
Note that $D_{Y}+\bar{H}=D_{Y} \vee \bar{H}$ since the divisors have no common components. Proof of claim. The containment $\supseteq$ is obvious since $D$ and $H$ do not share a component (see Remark 7.3(a)), so choose $f \in \pi_{*} \omega_{Y}\left(D_{Y} \vee \bar{H} \vee E\right)$. We observe that

$$
\operatorname{div}_{Y}(f)+K_{Y}+D_{Y} \vee \bar{H} \vee E=\operatorname{div}_{Y}(f)+K_{Y}+D_{Y}+\bar{H} \vee E \geq 0
$$

Working on $U=Y \backslash \bar{H}=\pi^{-1}(X \backslash H)$ we see that $\operatorname{div}_{U}(f)+K_{U}+\left.D_{Y}\right|_{U}+\left.E\right|_{U} \geq 0$. But since $(X \backslash H, D \backslash H)$ is a rational pair,

$$
\pi_{*} \omega_{U}\left(\left.D_{Y}\right|_{U}\right)=\pi_{*} \omega_{U}\left(\left.D_{Y}\right|_{U}+E\right)=\omega_{X \backslash H}\left(\left.D\right|_{X \backslash H}\right)
$$

so $\operatorname{div}_{U}(f)+K_{U}+\left.D_{Y}\right|_{U}+\left.E\right|_{U} \geq 0$ is equivalent to $\operatorname{div}_{U}(f)+K_{U}+\left.D_{Y}\right|_{U} \geq 0$. Because the components of $E$ that lie over $H$ are also components of $\bar{H}$, it follows that $\operatorname{div}_{Y}(f)+K_{Y}+D_{Y}+\bar{H} \geq 0$, proving the claim.

By Lemma 6.1 we see that $\boldsymbol{h}^{-\operatorname{dim} X}\left(\underline{\omega}_{X, D+H}^{*}\right) \simeq \pi_{*} \omega_{Y}\left(D_{Y} \vee \bar{H} \vee E\right)$, which agrees with $\pi_{*} \omega_{Y}\left(D_{Y}+\bar{H}\right)$ by the claim. Since $(X, D+H)$ is a Du Bois pair, $\boldsymbol{h}^{-\operatorname{dim} X}\left(\underline{\omega}_{X, D+H}^{\cdot}\right) \simeq \omega_{X}(D+H)$ and so in conclusion we have that

$$
\omega_{X}(D+H) \simeq \pi_{*} \omega_{Y}\left(D_{Y}+\bar{H}\right)
$$

Twisting both sides by $-H$ and using the projection formula we see that

$$
\omega_{X}(D) \simeq \pi_{*} \omega_{Y}\left(D_{Y}-\left(\pi^{*} H-\bar{H}\right)\right) \subseteq \pi_{*} \omega_{Y}\left(D_{Y}\right)
$$

since $\pi^{*} H-\bar{H}$ is effective. But $\pi_{*} \omega_{Y}\left(D_{Y}\right) \subseteq \omega_{X}(D)$ for any normal pair $(X, D)$ and so $\omega_{X}(D) \simeq \pi_{*} \omega_{Y}\left(D_{Y}\right)$ as desired.

Setting $D=0$ we obtain the following.
Corollary 7.8. Let $f: X \rightarrow B$ be a flat projective family over a smooth base $B$ and $H=f^{-1}(0)$ a special fiber. Assume that $H$ has Du Bois singularities and that $X \backslash H$ has rational singularities. Then $X$ has rational singularities.

There is a variant of our inversion of adjunction theorem that we would also like to prove (even in the $D=0$ case).

Conjecture 7.9. Assume $(X, D)$ is a pair with $D$ a reduced Weil divisor. Further assume that $H$ is a Cartier divisor on $X$, not having any components in common with $D$, such that $(H, D \cap H)$ is $D u$ Bois and such that $(X \backslash H, D \backslash H)$ is a rational pair. Then $(X, D)$ is a rational pair.

The only place where our proof above does not work in this situation is when we prove that $\mathscr{O}_{X}(-D)$ is Cohen-Macaulay. In particular, to accomplish this generalization, we would simply need a version of Corollary 5.6 that is not tied to a projective or proper family. What is missing is exactly a positive answer to Question 5.7.
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# Hochschild cohomology commutes with adic completion 

Liran Shaul

For a flat commutative $\mathbb{k}$-algebra $A$ such that the enveloping algebra $A \otimes_{\mathfrak{k}} A$ is noetherian, given a finitely generated bimodule $M$, we show that the adic completion of the Hochschild cohomology module $\mathrm{HH}^{n}(A / \mathbb{k}, M)$ is naturally isomorphic to $\operatorname{HH}^{n}(\hat{A} / \mathbb{k}, \hat{M})$. To show this, we make a detailed study of derived completion as a functor $\mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{A})$ over a nonnoetherian ring $A$, prove a flat base change result for weakly proregular ideals, and prove that Hochschild cohomology and analytic Hochschild cohomology of complete noetherian local rings are isomorphic, answering a question of Buchweitz and Flenner. Our results make it possible for the first time to compute the Hochschild cohomology of $\mathbb{k} \llbracket t_{1}, \ldots, t_{n} \rrbracket$ over any noetherian ring $\mathbb{k}$, and open the door for a theory of Hochschild cohomology over formal schemes.
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All rings in this paper are assumed to be commutative and unital.

## Introduction

Hochschild cohomology [1945] has been the prominent cohomology theory for associative algebras since its introduction. In commutative algebra and algebraic geometry, its importance was first demonstrated by the celebrated theorem of

[^2]Hochschild, Kostant and Rosenberg. See [Ionescu 2001] for a survey of the use of Hochschild cohomology in commutative algebra.

The aim of this paper is to initiate the study of Hochschild cohomology in the category of adic rings. Adic rings, the affine pieces of the theory of formal schemes, are by definition commutative noetherian rings $A$ which are $\mathfrak{a}$-adically complete with respect to some ideal $\mathfrak{a} \subseteq A$. In the survey just cited, Ionescu states:

In our survey no results about Hochschild cohomology of a topological algebra w[ere] mentioned. This is because this kind of results is missing completely.
As far as we know, little has changed regarding this statement since then. One of the main difficulties in developing such a theory can be already observed in the most simple example of an adic ring: Let $\mathbb{k}$ be a field of characteristic 0 , and let $A=\mathbb{k} \llbracket t \rrbracket$. The construction of Hochschild cohomology involves the enveloping algebra of $A$. But even in this simple case, the enveloping algebra $\mathbb{k} \llbracket t \rrbracket \otimes_{\mathbb{k}} \mathbb{k} \llbracket t \rrbracket$ is a nonnoetherian ring of infinite Krull dimension, so it is very difficult to do homological algebra over it. Passing to the completion of this enveloping algebra, one obtains the much more manageable completed tensor product

However, from a homological point of view, this step is highly nontrivial, as it involves the ring map from $\mathbb{k} \llbracket t \rrbracket \otimes_{\mathbb{k}} \mathbb{k} \llbracket t \downarrow$ to its completion. Completions of nonnoetherian rings are in general poorly behaved (for instance, they need not be flat). In this paper we develop the homological tools needed to overcome this difficulty, and use them to study the Hochschild cohomology of such adic algebras.

Here is a more detailed description of the content of this paper. First, in Section 1 we review some preliminaries on Hochschild cohomology and about the derived torsion and derived completion functors. In particular, we recall the notion of a weakly proregular ideal in a commutative ring. Weak proregularity is the right condition in order for the derived torsion and derived completion functors to possess good behavior.

In Section 2, we prove that in most enveloping algebras of adic rings occurring in nature, the ideal of definition of the adic topology is weakly proregular. This result also has interesting implications in derived algebraic geometry of formal schemes. See Corollary 2.9.

Given a (not necessarily noetherian) ring $A$ and a weakly proregular ideal $\mathfrak{a} \subseteq A$, we study in Section 3 the derived functors of the functors

$$
\hat{\Gamma}_{\mathfrak{a}}(M):=\underline{\longrightarrow} \operatorname{Hom}_{A}\left(A / \mathfrak{a}^{n}, M\right): \operatorname{Mod} A \rightarrow \operatorname{Mod} \hat{A}
$$

and

$$
\hat{\Lambda}_{\mathfrak{a}}(M):=\underset{\leftrightarrows}{\lim } A / \mathfrak{a}^{n} \otimes_{A} M: \operatorname{Mod} A \rightarrow \operatorname{Mod} \hat{A},
$$

where $\hat{A}$ is the $\mathfrak{a}$-adic completion of $A$. To cope with the possible lack of flatness of the completion map $A \rightarrow \hat{A}$, we use DG-homological algebra techniques. From the results of this section, we deduce the following generalized Greenlees-May duality:

Corollary 3.9. Let $A$ be a commutative ring, let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal, and let $M, N \in \mathrm{D}(\operatorname{Mod} A)$. Then there are isomorphisms

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}\left(\mathrm{R}_{\operatorname{Hom}_{A}(M, N)}\right) \cong \mathrm{R}_{\operatorname{Hom}_{A}\left(\mathrm{R} \hat{\Gamma}_{\mathfrak{a}}(M), N\right) \cong \mathrm{R} \operatorname{Hom}_{A}\left(M, \mathrm{~L} \hat{\Lambda}_{\mathfrak{a}}(N)\right)}
$$

of functors

$$
\mathrm{D}(\operatorname{Mod} A) \times \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{A}) .
$$

Using the results of Sections 2 and 3, the main results of this paper are obtained in Section 4. First, in Theorem 4.1 we provide formulas which describe the effect of applying the derived completion functor to the Hochschild cohomology complex of a not necessarily adic algebra. The next major result reduces the problem of computing the Hochschild cohomology of an adic algebra to a problem over noetherian rings:

Corollary 4.3. Let $\mathbb{k}$ be a commutative ring, and let $A$ be a flat noetherian $\mathbb{k}$ algebra. Assume $\mathfrak{a} \subseteq A$ is an ideal, such that $A$ is $\mathfrak{a}$-adically complete, and such that $A / \mathfrak{a}$ is essentially of finite type over $\mathfrak{k}$. Let $I:=\mathfrak{a} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}$, and set $A \hat{\otimes}_{\mathfrak{k}} A:=\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)$. Then for any $M \in \operatorname{Mod} A \otimes_{\mathfrak{k}} A$ which is I-adically complete (for example, any $\mathfrak{a}$-adically complete $A$-module, or more particularly, any finitely generated A-module), there is a functorial isomorphism

$$
\operatorname{R~}_{\operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}(A, M) \cong \mathrm{R}^{\left(\operatorname{Hom}_{A \hat{\otimes}_{k} A}\right.}(A, M)}
$$

in $\mathrm{D}(\operatorname{Mod} A)$, and the ring $A \hat{\otimes}_{k} A$ is noetherian.
Using the results of [Buchweitz and Flenner 2006], as a corollary of this result, we are able to prove in Corollary 4.5 that Hochschild cohomology and analytic Hochschild cohomology of complete noetherian local algebras coincide, answering a question of Buchweitz and Flenner. Finally, Section 4 ends with a theorem which proves the result mentioned in the title of the paper. More precisely, we show:
Theorem 4.13. Let $\mathfrak{k}$ be a commutative ring, and let $A$ be a flat noetherian $\mathbb{k}_{k}$-algebra such that $A \otimes_{\mathfrak{k}} A$ is noetherian. Let $\mathfrak{a} \subseteq A$ be an ideal, and let $M$ be a finitely generated $\left(A \otimes_{\mathfrak{k}} A\right)$-module. Then for any $n \in \mathbb{N}$, there is a functorial isomorphism

$$
\Lambda_{\mathfrak{a}}\left(\operatorname{Ext}_{A \otimes_{\mathfrak{k}} A}^{n}(A, M)\right) \cong \operatorname{Ext}_{\hat{A} \otimes_{\mathbb{k}} \hat{A}}^{n}(\hat{A}, \hat{M})
$$

If, moreover, either
(1) $\mathbb{k}$ is a field, or
(2) A is projective over $\mathfrak{k}, \mathfrak{a}$ is a maximal ideal, and $M$ is a finitely generated A-module,
then there is also a functorial isomorphism

$$
\Lambda_{\mathfrak{a}}\left(\mathrm{HH}^{n}(A / \mathbb{k}, M)\right) \cong \mathrm{HH}^{n}(\hat{A} / \mathbb{k}, \hat{M})
$$

In the short and final Section 5, we briefly discuss analogous results for Hochschild homology.
Warning. Contrary to the convention in many papers in the field, unless stated otherwise, we do not assume that rings are noetherian.

## 1. Preliminaries on completion, torsion and Hochschild cohomology

Given a commutative ring $A$, we denote by $\operatorname{Mod} A$ the abelian category of $A$-modules, and by $\mathrm{D}(\operatorname{Mod} A)$ its (unbounded) derived category. If $A$ is noetherian, we will denote by $\mathrm{D}_{\mathrm{f}}(\operatorname{Mod} A)$ the triangulated subcategory made of complexes with finitely generated cohomologies. We will freely use resolutions of unbounded complexes, following [Spaltenstein 1988].

Completion and torsion. References for the material in this section are [Alonso Tarrío et al. 1997; 1999; Greenlees and May 1992; Porta et al. 2014b; 2015; Schenzel 2003; Simon 1990; Yekutieli 2011]. See [Porta et al. 2014b, Remark 7.14] for a brief discussion on the history of this material. Let $A$ be a commutative ring, and let $\mathfrak{a} \subseteq A$ be a finitely generated ideal. The $\mathfrak{a}$-torsion functor $\Gamma_{\mathfrak{a}}(-): \operatorname{Mod} A \rightarrow \operatorname{Mod} A$ is defined by

$$
\Gamma_{\mathfrak{a}}(M):=\underset{\longrightarrow}{\lim } \operatorname{Hom}_{A}\left(A / \mathfrak{a}^{n}, M\right) .
$$

This functor is a left exact additive functor. We denote its (total) right derived functor by $\mathrm{R} \Gamma_{\mathfrak{a}}: \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} A)$. It is computed using K-injective resolutions. See [Brodmann and Sharp 2013] for a detailed study of the $\mathfrak{a}$-torsion functor and its derived functor in the noetherian case. More important in this paper is the $\mathfrak{a}$-adic completion functor, defined by

$$
\Lambda_{\mathfrak{a}}(-): \operatorname{Mod} A \rightarrow \operatorname{Mod} A, \quad \Lambda_{\mathfrak{a}}(M):=\underset{\leftrightarrows}{\lim } A / \mathfrak{a}^{n} \otimes_{A} M .
$$

This functor is additive, but in general is neither left exact nor right exact (even when $A$ is noetherian; see [Yekutieli 2011, Example 3.20]). It does however preserve surjections. We denote by $\mathrm{L} \Lambda_{\mathfrak{a}}: \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} A)$ its left derived functor. By [Alonso Tarrío et al. 1997, Section 1], it can be computed using K-flat resolutions. Both of the functors $\Gamma_{\mathfrak{a}}(-), \Lambda_{\mathfrak{a}}(-)$ are idempotent [Yekutieli 2011, Corollary 3.6].

For any ring $A$, the $A$-module $\Lambda_{\mathfrak{a}}(A)$ has the structure of a commutative $A$-algebra, called the completion of $A$. If $A$ is noetherian then $\Lambda_{\mathfrak{a}}(A)$ is flat over $A$, but if $A$ is not noetherian this does not always holds. For example, if $A$ is any countable
ring which is not coherent, then the completion map $A[x] \rightarrow A \llbracket x \rrbracket$ is not flat [Stacks 2005-, Tag 0AL8]. The ring $\Lambda_{\mathfrak{a}}(A)$ is noetherian if and only if the ring $A / \mathfrak{a}$ is noetherian [Stacks 2005-, Tag 05 GH ]. If $A$ is noetherian and $M$ is a finitely generated $A$-module, then there is an isomorphism of functors $\Lambda_{\mathfrak{a}}(M) \cong$ $\Lambda_{\mathfrak{a}}(A) \otimes_{A} M$, so in particular in that case, $\Lambda_{\mathfrak{a}}(-)$ is exact on the category of finitely generated $A$-modules [Stacks 2005-, Tag 00 MB ]. We will sometimes denote by $\hat{A}$ the $A$-algebra $\Lambda_{\mathfrak{a}}(A)$ and by $\hat{M}$ the $A$-module $\Lambda_{\mathfrak{a}}(M)$. For any ring $A$, the $A$-modules $\Gamma_{\mathfrak{a}}(M)$ and $\Lambda_{\mathfrak{a}}(M)$ carry naturally the structure of $\hat{A}$-modules, and so one may view the $\mathfrak{a}$-torsion and $\mathfrak{a}$-completion functors as functors $\operatorname{Mod} A \rightarrow \operatorname{Mod} \hat{A}$. Section 3 is dedicated to a study of the functors obtained from this observation.

Given a ring $A$, and an element $\mathfrak{a} \in A$, the infinite dual Koszul complex associated to it is

$$
\mathrm{K}_{\infty}^{\vee}(A ;(a)):=\left(\cdots \rightarrow 0 \rightarrow A \rightarrow A\left[a^{-1}\right] \rightarrow 0 \rightarrow \cdots\right)
$$

concentrated in degrees 0,1 . If $\left(a_{1}, \ldots, a_{n}\right)$ is a finite sequence of elements in $A$, then the infinite dual Koszul complex associated to it is

$$
\mathrm{K}_{\infty}^{\vee}\left(A ;\left(a_{1}, \ldots, a_{n}\right)\right):=\mathrm{K}_{\infty}^{\vee}\left(A ;\left(a_{1}\right)\right) \otimes_{A} \cdots \otimes_{A} \mathrm{~K}_{\infty}^{\vee}\left(A ;\left(a_{n}\right)\right)
$$

It is a bounded complex of flat $A$-modules. Given an ideal $\mathfrak{a} \subseteq A$, and a finite sequence $\boldsymbol{a}$ of elements of $A$ that generate $\mathfrak{a}$, by [Porta et al. 2014b, Corollary 4.26], there is a morphism of functors

$$
\mathrm{R} \Gamma_{\mathfrak{a}}(-) \rightarrow \mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A}-
$$

The sequence $\boldsymbol{a}$ is called weakly proregular if this morphism is an isomorphism of functors. This notion is actually independent of $\boldsymbol{a}$, and depends only on the ideal $\mathfrak{a}$ generated by it [Schenzel 2003, Lemma 3.3]. Hence, we say a finitely generated ideal $\mathfrak{a}$ is weakly proregular if some (or, equivalently, any) finite sequence that generates it is weakly proregular. In a noetherian ring, any ideal and any finite sequence are weakly proregular, but there are examples of finitely generated (even principal) ideals in nonnoetherian rings which are not weakly proregular.

Given a ring $A$ and a finite sequence $\boldsymbol{a}$ of elements of $A$, the infinite dual Koszul complex has an explicit free resolution, called the telescope complex and denoted by $\operatorname{Tel}(A ; \boldsymbol{a})$. This resolution is a bounded complex of countably generated free $A$-modules [Porta et al. 2014b, Lemma 5.7]. In particular, if the ideal $\mathfrak{a}$ generated by $\boldsymbol{a}$ is weakly proregular, then there is also an isomorphism of functors

$$
\mathrm{R} \Gamma_{\mathfrak{a}}(-) \cong \operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A}-
$$

Moreover, in this case, by [Porta et al. 2014b, Corollary 5.25], there is also an isomorphism of functors

$$
\mathrm{L} \Lambda_{\mathfrak{a}}(-) \cong \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}),-)
$$

It follows that if $A$ is a commutative ring, and $\mathfrak{a}$ is a weakly proregular ideal, then both of the functors $\mathrm{R} \Gamma_{\mathfrak{a}}, \mathrm{L} \Lambda_{\mathfrak{a}}$ have finite cohomological dimension, and there is a bifunctorial isomorphism, the Greenlees-May duality,

$$
\mathrm{R} \operatorname{Hom}_{A}\left(\mathrm{R} \Gamma_{\mathfrak{a}}(M), N\right) \cong \mathrm{R}_{\operatorname{Hom}_{A}}\left(M, \mathrm{~L} \Lambda_{\mathfrak{a}}(N)\right)
$$

for any $M, N \in \mathrm{D}(\operatorname{Mod} A)$.
Both the infinite dual Koszul complex and the telescope complex enjoy the following base change property: if $A$ is a ring, $\boldsymbol{a}$ is a finite sequence of elements in $A$, $A \rightarrow B$ is a ring map, and $\boldsymbol{b}$ is the image of $\boldsymbol{a}$ under this map, then there are isomorphisms

$$
\mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} B \cong \mathrm{~K}_{\infty}^{\vee}(B ; \boldsymbol{b}), \quad \operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} B \cong \operatorname{Tel}(B ; \boldsymbol{b})
$$

of complexes of $B$-modules.
For any complex $M \in \mathrm{D}(\operatorname{Mod} A)$, there are canonical maps

$$
\begin{equation*}
\mathrm{R} \Gamma_{\mathfrak{a}}(M) \rightarrow M, \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
M \rightarrow \mathrm{~L} \Lambda_{\mathfrak{a}}(M) \tag{1.2}
\end{equation*}
$$

The complex $M$ is called cohomologically $\mathfrak{a}$-torsion (resp. cohomologically $\mathfrak{a}$ adically complete) if the map (1.1) (resp. (1.2)) is an isomorphism. If $\mathfrak{a}$ is weakly proregular then the functors $R \Gamma_{\mathfrak{a}}$ and $\mathrm{L} \Lambda_{\mathfrak{a}}$ are idempotent [Porta et al. 2014b, Corollary 4.30, Proposition 7.10] and it follows that in this case the collection of all cohomologically $\mathfrak{a}$-torsion (resp. cohomologically $\mathfrak{a}$-adically complete) complexes is a triangulated subcategory of $\mathrm{D}(\operatorname{Mod} A)$ which is equal to the essential image of the functor $\mathrm{R} \Gamma_{\mathfrak{a}}$ (resp. $\mathrm{L} \Lambda_{\mathfrak{a}}$ ). Moreover, by [Porta et al. 2014b, Theorem 7.11], in this case these categories are equivalent (the Matlis-Greenlees-May equivalence).

Hochschild cohomology. Let $\mathbb{k}$ be a commutative ring, and let $A$ be a commutative ${ }^{k}$-algebra. We let

$$
A^{\otimes_{k}^{n}}:=\underbrace{A \otimes_{\mathfrak{k}} \cdots \otimes_{k} A}_{n},
$$

and denote by $\mathcal{B}$ the bar resolution

$$
\cdots \rightarrow A^{\otimes_{\mathrm{k}}^{n}} \rightarrow \cdots \rightarrow A^{\otimes_{\mathrm{k}}^{2}} \rightarrow A \rightarrow 0 .
$$

Given an $A$-bimodule $M$, the $n$-th Hochschild cohomology module of $A$ over $\mathbb{k}$ with coefficients in $M$ is given by

$$
\operatorname{HH}^{n}(A / \mathbb{k}, M):=H^{n} \operatorname{Hom}_{A \otimes_{\mathbb{k}} A}(\mathcal{B}, M) .
$$

See [Cartan and Eilenberg 1956, Chapter IX], [Loday 1998, Chapter 1] and [Weibel 1994, Chapter 9] for more details on this classical construction. If $A$ is projective
(resp. flat) over $\mathfrak{k}$, then $\mathcal{B}$ is a projective (resp. flat) resolution of $A$ over the enveloping algebra $A \otimes_{\mathfrak{k}} A$. Hence, in the projective case, the natural map

$$
\operatorname{HH}^{n}(A / \mathbb{k}, M) \rightarrow \operatorname{Ext}_{A \otimes_{k} A}^{n}(A, M)
$$

is an isomorphism. When $A$ is only flat over $\mathbb{k}$, but not necessarily projective, this map might fail in general to be an isomorphism. Nevertheless, the modules on the right-hand side are interesting on their own, and are sometimes referred to in the literature as the derived Hochschild (or Shukla) cohomology modules of $A$ over $\mathfrak{k}$. In this paper we will focus mostly on these modules ${ }^{1}$ and, a bit more generally, on the complex $\mathrm{R} \mathrm{Hom}_{A \otimes_{k} A}(A, M)$. Somewhat imprecisely, we will refer to

$$
\mathrm{RHom}_{A \otimes_{\mathfrak{k}} A}(A, M)
$$

as the Hochschild complex of $A$ with coefficients in $M$ even when $A$ is only flat over $\mathbb{k}$. We will however use the notation $\mathrm{HH}^{n}(A / \mathbb{k}, M)$ to denote only the classical Hochschild cohomology modules.

## 2. Weak proregularity and flat base change

Let $\mathbb{k}$ be a base commutative ring, and let $A, B$ be two flat $\mathbb{k}$-algebras. Assume that $A$ and $B$ are equipped with adic topologies, generated by finitely generated ideals $\mathfrak{a} \subseteq A$ and $\mathfrak{b} \subseteq B$. In that case, the tensor product $A \otimes_{\mathfrak{k}} B$ is also naturally equipped with an adic topology. It is generated by the finitely generated ideal $\mathfrak{a} \otimes_{\mathfrak{k}} B+A \otimes_{\mathfrak{k}} \mathfrak{b} \subseteq A \otimes_{\mathfrak{k}} B$. The aim of this section is to discuss the question of when this ideal is weakly proregular. We allow $A$ to be different from $B$, although we will only use the case $A=B$ in the rest of the paper.

Recall that a ring $\mathbb{k}$ is called absolutely flat (or Von Neumann regular) if every $\mathbb{k}$-module is flat. Over such rings, the above question is easy:
Proposition 2.1. Let $\mathfrak{k}$ be an absolutely flat ring. Let $A, B$ be two $\mathbb{k}$-algebras, and let $\mathfrak{a} \subseteq A$ and $\mathfrak{b} \subseteq B$ be weakly proregular ideals. Then the ideal

$$
\mathfrak{a} \otimes_{\mathfrak{k}} B+A \otimes_{\mathfrak{k}} \mathfrak{b} \subseteq A \otimes_{\mathfrak{k}} B
$$

is weakly proregular.
Proof. In the case where $\mathbb{k}$ is a field, and $A$ and $B$ are noetherian and complete with respect to the adic topology, this is shown in [Porta et al. 2014b, Example 4.35], and the proof there remains true under the above assumptions.
Remark 2.2. Assume $A$ is a ring, $\mathfrak{a} \subseteq A$ is a weakly proregular ideal, $B$ is a flat $A$-algebra, and $\mathfrak{b}=\mathfrak{a} \cdot B$. Then by [Alonso Tarrío et al. 1997, Example 3.0(B)], the ideal $\mathfrak{b}$ is also weakly proregular.

[^3]Recall that if $A$ is a noetherian ring, with $\mathfrak{a} \subseteq A$ an ideal, and if $I$ is an injective $A$-module, then $\Gamma_{\mathfrak{a}}(I)$ is also an injective $A$-module (for example, by [Hartshorne 1977, Lemma 3.2]). We now state and prove a weaker form of this fact in the case when $A$ is not necessarily noetherian, but $\Lambda_{\mathfrak{a}}(A)$ is.

If $A$ is a ring, with $\mathfrak{a} \subseteq A$ a finitely generated ideal, and if $M$ is an $A$-module, then $M$ is called $\mathfrak{a}$-flasque if, for each $k>0$, we have $\mathrm{H}_{\mathfrak{a}}^{k}(M)=0$, where $\mathrm{H}_{\mathfrak{a}}^{k}(M):=$ $\mathrm{H}^{k}\left(\mathrm{R} \Gamma_{\mathfrak{a}}(M)\right)$. Any injective module is $\mathfrak{a}$-flasque. If $M$ is $\mathfrak{a}$-flasque, then the canonical morphism $\Gamma_{\mathfrak{a}}(M) \rightarrow \mathrm{R} \Gamma_{\mathfrak{a}}(M)$ is an isomorphism. By [Brodmann and Sharp 2013, Theorem 3.4.10], the direct limit of $\mathfrak{a}$-flasque modules is $\mathfrak{a}$-flasque.

Lemma 2.3. Let $A$ be a ring, and let $\mathfrak{a}, \mathfrak{b} \subseteq A$ be two finitely generated ideals. Suppose that the ring $\hat{A}=\Lambda_{\mathfrak{a}}(A)$ is noetherian. Let $\hat{\mathfrak{b}}=\mathfrak{b} \hat{A}$. Then for any injective A-module I, the $\hat{A}$-module $\hat{\Gamma}_{\mathfrak{a}} I$ is $\hat{\mathfrak{b}}$-flasque.

Proof. Let $A_{j}=A / \mathfrak{a}^{j+1}$. Since $\mathfrak{a}$ is finitely generated, there is an isomorphism $A_{j} \cong \hat{A} /(\mathfrak{a} \hat{A})^{j+1}$. Note that, by assumption, $A_{j}$ is noetherian. Let $\hat{\mathfrak{b}}_{j}$ be the image of $\hat{\mathfrak{b}}$ in $A_{j}$. Let $I_{j}=\operatorname{Hom}_{A}\left(A_{j}, I\right)$. Then $\hat{\Gamma}_{\mathfrak{a}} I=\underline{\lim } I_{j}$, so it is enough to show that $I_{j}$ is $\hat{\boldsymbol{b}}$-flasque. Note also that $I_{j}$ is an injective $\overrightarrow{A_{j}}$-module. Let $k>0$, let $\hat{\boldsymbol{b}}$ be a finite sequence generating $\hat{\mathfrak{b}}$, and let $\boldsymbol{b}_{j}$ be its image in $A_{j}$. Since $\hat{A}$ is noetherian, $\hat{\mathfrak{b}}$ is weakly proregular, so that

$$
H_{\hat{\mathfrak{b}}}^{k}\left(I_{j}\right) \cong H^{k}\left(\mathrm{~K}_{\infty}^{\vee}(\hat{A} ; \hat{\boldsymbol{b}}) \otimes_{\hat{A}} I_{j}\right) \cong H^{k}\left(\mathrm{~K}_{\infty}^{\vee}\left(A_{j} ; \boldsymbol{b}_{j}\right) \otimes_{A_{j}} I_{j}\right) \cong H_{\hat{\mathfrak{b}}_{j}}^{k}\left(I_{j}\right),
$$

where the last isomorphism follows from the fact that $A_{j}$ is noetherian, so that $\hat{\mathfrak{b}}_{j}$ is weakly proregular. Since $I_{j}$ is injective over $A_{j}$, it follows that $H_{\hat{\mathfrak{b}}_{j}}^{k}\left(I_{j}\right)=0$ for all $k>0$, which proves the claim.

Proposition 2.4. Let $A$ be a commutative ring, and let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal such that $\Lambda_{\mathfrak{a}}(A)$ is noetherian. Let $\mathfrak{b} \subseteq A$ be an ideal containing $\mathfrak{a}$. Then $\mathfrak{b}$ is also weakly proregular.

Proof. We keep the notation of Lemma 2.3. It is clear that $A / \mathfrak{b}$ is noetherian. Let $\boldsymbol{a}$ be a finite sequence generating $\mathfrak{a}$, and let $\boldsymbol{b}$ be a finite sequence generating $\mathfrak{b}$. Let $I$ be an injective $A$-module. By [Schenzel 2003, Theorem 1.1], it is enough to show that

$$
H^{k}\left(\operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} I\right)=0
$$

for all $k \neq 0$.
Since $\mathfrak{a} \subseteq \mathfrak{b}$, the ideal generated by the concatenated sequence $(\boldsymbol{a}, \boldsymbol{b})$ is equal to the ideal generated by $\boldsymbol{b}$, so there is a homotopy equivalence $\operatorname{Tel}(A ;(\boldsymbol{a}, \boldsymbol{b})) \cong \operatorname{Tel}(A ; \boldsymbol{b})$. Hence, there is an isomorphism

$$
\operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} I \cong \operatorname{Tel}(A ;(\boldsymbol{a}, \boldsymbol{b})) \otimes_{A} I \cong \operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} \operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} I
$$

in $\mathrm{D}(\operatorname{Mod} A)$. Since $\boldsymbol{a}$ is a weakly proregular sequence, $I$ is an injective $A$-module, and $\operatorname{Tel}(A ; \boldsymbol{b})$ is a bounded complex of flat modules, the latter is isomorphic in $\mathrm{D}(\operatorname{Mod} A)$ to

$$
\operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} \Gamma_{\mathfrak{a}} I
$$

Thus, it is enough to show that all the cohomologies (except the zeroth) of the complex of $A$-modules $\operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} \Gamma_{\mathfrak{a}} I$ vanish. Let

$$
\operatorname{Rest}_{\hat{A} / A}: \mathrm{D}(\operatorname{Mod} \hat{A}) \rightarrow \mathrm{D}(\operatorname{Mod} A)
$$

be the forgetful functor, and let $\hat{\boldsymbol{b}}$ be the image of the sequence $\boldsymbol{b}$ in $\hat{A}$. Consider the complex

$$
\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{b}}) \otimes_{\hat{A}} \hat{\Gamma}_{\mathfrak{a}} I \in \mathrm{D}(\operatorname{Mod} \hat{A}) .
$$

We claim that

$$
\begin{equation*}
\operatorname{Rest}_{\hat{A} / A}\left(\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{b}}) \otimes_{\hat{A}} \hat{\Gamma}_{\mathfrak{a}} I\right)=\operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} \Gamma_{\mathfrak{a}} I . \tag{2.5}
\end{equation*}
$$

Indeed, by the base change property of the telescope complex, we have an isomorphism

$$
\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{b}}) \otimes_{\hat{A}} \hat{\Gamma}_{\mathfrak{a}} I \cong \operatorname{Tel}(A ; \boldsymbol{b}) \otimes_{A} \hat{\Gamma}_{\mathfrak{a}} I
$$

of complexes in $\mathrm{D}(\operatorname{Mod} \hat{A})$. So using the fact that

$$
\operatorname{Rest}_{\hat{A} / A}\left(\hat{\Gamma}_{\mathfrak{a}} I\right)=\Gamma_{\mathfrak{a}} I
$$

we obtain (2.5). Since for a complex $M \in \mathrm{D}(\operatorname{Mod} \hat{A})$ we have

$$
H^{k}(M)=0 \quad \text { if and only if } \quad H^{k}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right)=0,
$$

it is enough to show that $H^{k}\left(\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{b}}) \otimes_{\hat{A}} \hat{\Gamma}_{\mathfrak{a}} I\right)=0$ for all $k \neq 0$. By weak proregularity of the sequence $\hat{\boldsymbol{b}}$, there is an isomorphism

$$
\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{b}}) \otimes_{\hat{A}} \hat{\Gamma}_{\mathfrak{a}} I \cong \mathrm{R} \Gamma_{\hat{\mathfrak{b}}} \hat{\Gamma}_{\mathfrak{a}} I
$$

in $\mathrm{D}(\operatorname{Mod} \hat{A})$. By Lemma 2.3, this is isomorphic in $\mathrm{D}(\operatorname{Mod} \hat{A})$ to $\Gamma_{\hat{\mathfrak{b}}} \hat{\Gamma}_{\mathfrak{a}} I$. Since this complex is clearly concentrated in degree zero, it follows that all of its cohomologies except the zeroth vanish, which proves the result.

Here is the main result of this section:
Theorem 2.6. Let $\mathfrak{k}$ be a commutative ring, let $A$ be a flat noetherian $\mathbb{k}$-algebra, and let $\mathfrak{a} \subseteq A$ be an ideal such that $A / \mathfrak{a}$ is essentially of finite type over $\mathbb{k}$. Let $B$ be a flat noetherian $\mathfrak{k}$-algebra, and let $\mathfrak{b} \subseteq B$ be an ideal. Then the ideal

$$
I:=\mathfrak{a} \otimes_{\mathfrak{k}} B+A \otimes_{\mathfrak{k}} \mathfrak{b} \subseteq A \otimes_{\mathfrak{k}} B
$$

is weakly proregular.

Proof. According to Remark 2.2, the ideal $I_{1}:=\mathfrak{a} \otimes_{\mathfrak{k}} B \subseteq A \otimes_{\mathfrak{k}} B$ is weakly proregular. Since $B$ is flat over $\mathfrak{k}$, we have $\left(A \otimes_{\mathfrak{k}} B\right) / I_{1} \cong A / \mathfrak{a} \otimes_{\mathfrak{k}} B$, and as $A / \mathfrak{a}$ is essentially of finite type over $\mathbb{k}$, it follows that $\left(A \otimes_{\mathfrak{k}} B\right) / I_{1}$ is noetherian. Hence, $\Lambda_{I_{1}}\left(A \otimes_{\mathfrak{k}} B\right)$ is also noetherian. Since $I_{1} \subseteq I$, the result follows from Proposition 2.4.
Remark 2.7. The assumption that $A$ is noetherian in the above result can be relaxed: it is enough to assume that $\mathfrak{a}$ is weakly proregular. It is an open problem to the author if the above result remains true without the assumption that $A / \mathfrak{a}$ is essentially of finite type over $\mathbb{k}$ (as in Proposition 2.1).
Remark 2.8. Let $\mathbb{k}$ be a commutative ring, and let $A, B$ be two commutative noetherian $\mathbb{k}$-algebras which are adically complete with respect to ideals $\mathfrak{a} \subseteq A$, $\mathfrak{b} \subseteq B$. In this situation, Grothendieck and Dieudonné [1960, Section 10.7] defined the fiber product of the two affine formal schemes $\operatorname{Spf} A, \operatorname{Spf} B$ over $\mathbb{k}$ to be the formal spectrum of the ring $\Lambda_{\mathfrak{a} \otimes_{\mathfrak{k}} B+A \otimes_{\mathfrak{k}} \mathfrak{b}}\left(A \otimes_{\mathfrak{k}} B\right)$.

Now, we switch to the point of view of derived algebraic geometry, and assume that $A$ and $B$ are flat over $\mathbb{k}$. Forgetting the adic structure on $A, B$, the flatness assumption ensures that, in this situation, the usual fiber product $\operatorname{Spec}\left(A \otimes_{\mathfrak{k}} B\right)$ of the schemes $\operatorname{Spec}(A)$ and $\operatorname{Spec}(B)$ coincides with their derived fiber product. Returning to the adic situation, Lurie defined [2011, Section 4.2] a notion of a derived completion of an ( $E_{\infty}$ ) ring, and showed [2011, Section 4.3] that if the ring is noetherian then its derived completion coincides with its ordinary completion. Recently, using our [Porta et al. 2014a, Theorem 4.2], it was shown in [Braunling et al. 2015, Proposition 5.4] that if $R$ is any commutative ring, and if $I \subseteq R$ is a weakly proregular ideal, then the derived $I$-completion of $R$ coincides with its ordinary $I$-adic completion. Hence, the results of this section imply the following:
Corollary 2.9. Let $\mathbb{k}$ be a commutative ring, and let $A, B$ be noetherian flat $\mathbb{k}$-algebras which are adically complete with respect to ideals $\mathfrak{a} \subseteq A, \mathfrak{b} \subseteq B$. Assume further that either $\mathbb{k}$ is an absolutely flat ring (e.g., a field) or that $A / \mathfrak{a}$ is essentially of finite type over $\mathfrak{k}$. Then the derived fiber product of the formal schemes $\operatorname{Spf} A, \operatorname{Spf} B$ over $\mathbb{k}$ is equal to the formal spectrum of $\Lambda_{\mathfrak{a} \otimes_{\mathfrak{k}} B+A \otimes_{\mathfrak{k}} \mathfrak{b}}\left(A \otimes_{\mathfrak{k}} B\right)$.

## 3. The functors $\mathbf{R} \hat{\boldsymbol{\Gamma}}_{\mathfrak{a}}, \mathbf{L} \hat{\boldsymbol{\Lambda}}_{\mathfrak{a}}$

Let $A$ be a commutative ring, let $\mathfrak{a} \subseteq A$ be a finitely generated ideal, and let $\hat{A}$ be the $\mathfrak{a}$-adic completion of $A$. For any $A$-module $M$, the $A$-modules $\Gamma_{\mathfrak{a}}(M)$ and $\Lambda_{\mathfrak{a}}(M)$ carry naturally $\hat{A}$-module structures, and one obtains additive functors $\hat{\Gamma}_{\mathfrak{a}}, \hat{\Lambda}_{\mathfrak{a}}: \operatorname{Mod} A \rightarrow \operatorname{Mod} \hat{A}$, defined by the same formulas as $\Gamma_{\mathfrak{a}}$ and $\Lambda_{\mathfrak{a}}$. These functors have derived functors $\mathrm{R} \hat{\Gamma}_{\mathfrak{a}}, \mathrm{L} \hat{\Lambda}_{\mathfrak{a}}: \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{A})$, calculated using K-injective and K-flat resolutions, respectively. This section is dedicated to a study of these functors.

Keeping an eye towards the main goal of this text, we must avoid assuming that $A$ is noetherian. Hence, we do not know if the completion map $A \rightarrow \hat{A}$ is flat. We overcome this issue by using DG-algebras, which will be assumed to be (graded-) commutative. We refer the reader to [Avramov 1998; Keller 1994; Mac Lane 1963; Yekutieli 2016] for information about DG-algebras and their derived categories. For a DG-algebra $A$, we denote by DGMod $A$ the category of DG-modules over $A$, and by $\mathrm{D}(\operatorname{DGMod} A)$ the derived category over $A$.

We shall need the following well known result from DG-homological algebra:
Proposition 3.1. Let $A \rightarrow B$ be a quasiisomorphism between two commutative DG-algebras, and let

$$
\operatorname{Rest}_{B / A}: \mathrm{D}(\operatorname{DGMod} B) \rightarrow \mathrm{D}(\operatorname{DGMod} A)
$$

be the forgetful functor.
(1) There is an isomorphism

$$
1_{\mathrm{D}(\mathrm{DGMod} B)} \cong B \otimes_{A}^{\mathrm{L}} \operatorname{Rest}_{B / A}(-)
$$

of functors $\mathrm{D}(\mathrm{DGMod} B) \rightarrow \mathrm{D}(\operatorname{DGMod} B)$.
(2) There is an isomorphism

$$
1_{\mathrm{D}(\mathrm{DGMod} B)} \cong \mathrm{R}_{\operatorname{Hom}_{A}}\left(B, \operatorname{Rest}_{B / A}(-)\right)
$$

of functors $\mathrm{D}(\mathrm{DGMod} B) \rightarrow \mathrm{D}(\operatorname{DGMod} B)$.
Proof. Part (1) follows immediately from [Stacks 2005-, Tag 09S6], or [Yekutieli 2016, Proposition 2.5(1)], while part (2) follows immediately from [Shaul 2016, Lemma 2.2], or [Yekutieli 2016, Proposition 2.5(2)].

As far as we know, the next results are new even in the case where $A$ is noetherian. In the noetherian case, one does not need DG-algebras in the proof of the next result.

Theorem 3.2. Let $A$ be a commutative ring, let $\mathfrak{a} \subseteq A$ be a finitely generated ideal, and let $\boldsymbol{a}$ be a finite sequence that generates $\mathfrak{a}$. Assume that $\mathfrak{a}$ is weakly proregular. Then there is an isomorphism of functors

$$
\mathrm{R} \hat{\Gamma}_{\mathfrak{a}}(-) \cong \hat{A} \otimes_{A}^{\mathrm{L}}\left(\mathrm{~K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A}-\right)
$$

Proof. Set $\hat{A}:=\Lambda_{\mathfrak{a}}(A)$. Consider the completion map $A \rightarrow \hat{A}$. Since $A$ is not necessarily noetherian, this map might fail to be flat, so let $A \xrightarrow{f} \tilde{A} \xrightarrow{g} \hat{A}$ be a K-flat DG-algebra resolution of $A \rightarrow \hat{A}$. That is, $f: A \rightarrow \tilde{A}$ is a K-flat DG-algebra map, $g: \tilde{A} \rightarrow \hat{A}$ is a quasiisomorphism of DG-algebras, and $g \circ f$ is equal to the completion map $A \rightarrow \hat{A}$. We denote by
$\operatorname{Rest}_{\hat{A} / \tilde{A}}: \mathrm{D}(\operatorname{Mod} \hat{A}) \rightarrow \mathrm{D}(\mathrm{DGMod} \tilde{A})$ and $\quad \operatorname{Rest}_{\tilde{A} / A}: \mathrm{D}(\mathrm{DGMod} \tilde{A}) \rightarrow \mathrm{D}(\operatorname{Mod} A)$
the corresponding forgetful functors. Set

$$
\mathrm{R} \tilde{\Gamma}_{\mathfrak{a}}(-):=\operatorname{Rest}_{\hat{A} / \tilde{A}} \circ \mathrm{R} \hat{\Gamma}_{\mathfrak{a}}(-): \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{DGMod} \tilde{A})
$$

Let $M \in \mathrm{D}(\operatorname{Mod} A)$. Let $P \rightarrow M$ be a K-flat resolution of $M$, and let $M \rightarrow I$ be a Kinjective resolution of $M$. The map $f: A \rightarrow \tilde{A}$ induces a map $1_{P} \otimes_{A} f: P \rightarrow P \otimes_{A} \tilde{A}$. Let $P \otimes_{A} \tilde{A} \rightarrow J$ be a K-injective resolution of $P \otimes_{A} \tilde{A}$ over $\tilde{A}$. Because $f$ is flat, $J$ is also a K-injective resolution of $P \otimes_{A} \tilde{A}$ over $A$. There is a unique map $\phi: I \rightarrow J$ in $\mathrm{K}(\operatorname{Mod} A)$, which makes the diagram

commutative, and it induces a map $\Gamma_{\mathfrak{a}}(\phi): \Gamma_{\mathfrak{a}}(I) \rightarrow \Gamma_{\mathfrak{a}}(J)$. Our goal is to show that $\Gamma_{\mathfrak{a}}(\phi)$ is a quasiisomorphism. The morphism of functors

$$
\alpha(-): \Gamma_{\mathfrak{a}}(-) \rightarrow \mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A}-
$$

that was constructed in [Porta et al. 2014b, Equation (4.19)], and the map $\phi$ induce the commutative diagram


Because $\boldsymbol{a}$ is weakly proregular, the two vertical maps are quasiisomorphisms. We claim that the bottom horizontal map is also a quasiisomorphism. To see this, consider the following commutative diagram in $\mathrm{K}(\operatorname{Mod} A)$ :

$\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} P \otimes_{A}{ }^{\vee} \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), A) \xrightarrow{10} \operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} P \otimes_{A} \hat{A}$

The top square in this diagram is induced from the square (3.3), the middle square is induced from the quasiisomorphism

$$
\operatorname{Tel}(A ; \boldsymbol{a}) \rightarrow \mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}),
$$

and the bottom square is induced from the commutative diagram [Porta et al. 2014b, Equation (5.26)]. By [Porta et al. 2014b, Corollary 5.23], $\operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), A) \rightarrow \hat{A}$ is a quasiisomorphism. Since $\operatorname{Tel}(A ; \boldsymbol{a})$ and $P$ are both K-flat, it follows that (10) is a quasiisomorphism. K-flatness of $P$ also implies that (9) is a quasiisomorphism. The map (7), which is induced by the map $A \rightarrow \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), A)$ is a quasiisomorphism by [Alonso Tarrío et al. 1997, Corollary after Theorem (0.3)*] (or the proof of [Porta et al. 2014b, Lemma 7.6]). Hence, the map (5) is also a quasiisomorphism. It is clear that (6) and (8) are quasiisomorphisms, so that (3) is also a quasiisomorphism. As (2) and (4) are also quasiisomorphisms, we deduce that (1) is a quasiisomorphism. Returning to the commutative diagram (3.4), we deduce that the map

$$
\Gamma_{\mathfrak{a}}(\phi): \Gamma_{\mathfrak{a}}(I) \rightarrow \Gamma_{\mathfrak{a}}(J)
$$

is a quasiisomorphism.
There are functorial isomorphisms in $\mathrm{D}(\mathrm{DGMod} \tilde{A})$ :

$$
\operatorname{R} \tilde{\Gamma}_{\mathfrak{a}}(M)=\operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\operatorname{R} \hat{\Gamma}_{\mathfrak{a}}(M)\right) \cong \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Gamma}_{\mathfrak{a}}(I)\right)
$$

Since the map $\Gamma_{\mathfrak{a}}(\phi): \Gamma_{\mathfrak{a}}(I) \rightarrow \Gamma_{\mathfrak{a}}(J)$ is a quasiisomorphism, it follows that

$$
\operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Gamma}_{\mathfrak{a}}(\phi)\right): \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Gamma}_{\mathfrak{a}}(I)\right) \rightarrow \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Gamma}_{\mathfrak{a}}(J)\right)
$$

is also a quasiisomorphism. The DG $\tilde{A}$-module $\operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Gamma}_{\mathfrak{a}}(J)\right)$ is a sub-DG-module of $J$, and the inclusion map induces a map

$$
\begin{equation*}
\operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Gamma}_{\mathfrak{a}}(J)\right) \rightarrow \mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} J \tag{3.5}
\end{equation*}
$$

Applying the forgetful functor $\operatorname{Rest}_{\tilde{A} / A}$ to the map in (3.5) yields the quasiisomorphism

$$
\Gamma_{\mathfrak{a}}(J) \cong \mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} J,
$$

so that the map in (3.5) is also a quasiisomorphism. Hence,

$$
\mathrm{R} \tilde{\Gamma}_{\mathfrak{a}}(M) \cong \mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} J \cong \mathrm{~K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} M \otimes_{A} \tilde{A}
$$

By Proposition 3.1, there is an isomorphism of functors

$$
1_{\mathrm{D}(\mathrm{DGMod} \hat{A})} \cong \hat{A} \otimes_{\tilde{A}}^{\mathrm{L}} \operatorname{Rest}_{\hat{A} / \tilde{A}}(-) .
$$

Hence,

$$
\mathrm{R} \hat{\Gamma}_{\mathfrak{a}}(-) \cong \hat{A} \otimes_{\tilde{A}}^{\mathrm{L}} \mathrm{R} \tilde{\Gamma}_{\mathfrak{a}}(-)
$$

which implies that

$$
\mathrm{R} \hat{\Gamma}_{\mathfrak{a}}(M) \cong \hat{A} \otimes_{A}^{\mathrm{L}}\left(\mathrm{~K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} M\right)
$$

Dually, we have the next result for the $\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}$ functor. Note however that, in this case, even if $A$ is noetherian, we have to use DG-algebra resolutions, because $\hat{A}$ is almost never projective over $A$ (see, for example, [Buchweitz and Flenner 2006, Theorem 2.1]).

Theorem 3.6. Let $A$ be a commutative ring, let $\mathfrak{a} \subseteq A$ be a finitely generated ideal, and let $\boldsymbol{a}$ be a finite sequence that generates $\mathfrak{a}$. Assume that $\mathfrak{a}$ is weakly proregular. Then there is an isomorphism of functors

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}(-) \cong \operatorname{R~}_{\operatorname{Hom}_{A}}\left(\hat{A} \otimes_{A} \operatorname{Tel}(A ; \boldsymbol{a}),-\right)
$$

Proof. We use notation as in the proof of Theorem 3.2. Let $A \xrightarrow{f} \tilde{A} \xrightarrow{g} \hat{A}$ be a K-projective DG-algebra resolution of $A \rightarrow \hat{A}$, and set

$$
\mathrm{L} \tilde{\Lambda}_{\mathfrak{a}}(-):=\operatorname{Rest}_{\hat{A} / \tilde{A}} \circ \mathrm{~L} \hat{\Lambda}_{\mathfrak{a}}(-): \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{DGMod} \tilde{A})
$$

Let $M \in \mathrm{D}(\operatorname{Mod} A)$. Let $P \rightarrow M$ be a K-projective resolution, and let $M \rightarrow I$ be a Kinjective resolution. The map $f: A \rightarrow \tilde{A}$ induces a map $\operatorname{Hom}_{A}(f, 1): \operatorname{Hom}_{A}(\tilde{A}, I) \rightarrow I$. Let $Q \rightarrow \operatorname{Hom}_{A}(\tilde{A}, I)$ be a K-projective resolution of $\operatorname{Hom}_{A}(\tilde{A}, I)$ over $\tilde{A}$. There is a unique $\operatorname{map} \phi: Q \rightarrow P$ in $\mathrm{K}(\operatorname{Mod} A)$ making the diagram

commutative. The morphism of functors

$$
\beta(-): \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}),-) \rightarrow \Lambda_{\mathfrak{a}}(-)
$$

that was constructed in [Porta et al. 2014b, Definition 5.16] and the map $\phi: Q \rightarrow P$ induce a commutative diagram

and, because of weak proregularity of $\boldsymbol{a}$, the two vertical maps in this diagram are quasiisomorphisms. We will show that the bottom horizontal map is also a quasiisomorphism, which will imply that the top horizontal map is a quasiisomorphism.

To see this, consider the commutative diagram

in $\mathrm{K}(\operatorname{Mod} A)$, where we have set $T:=\operatorname{Tel}(A ; \boldsymbol{a})$. The top square of this diagram is induced from the square (3.7), while the bottom square is induced from the commutative diagram of [Porta et al. 2014b, Equation (5.26)]. Weak proregularity of $\boldsymbol{a}$ implies that the map (6) is a quasiisomorphism. The fact that $I$ is K-injective and that $\operatorname{Tel}(A ; \boldsymbol{a})$ is K-projective implies that (5) is a quasiisomorphism. The hom-tensor adjunction and [Alonso Tarrío et al. 1997, Corollary after Theorem (0.3)*] (or the proof of [Porta et al. 2014b, Lemma 7.6]) shows that (7) is also a quasiisomorphism. Hence, (4) is a quasiisomorphism. As (2) and (3) are clearly quasiisomorphisms, we deduce that (1) is a quasiisomorphism. Returning to the commutative diagram (3.8), we deduce that the map

$$
\Lambda_{\mathfrak{a}}(\phi): \Lambda_{\mathfrak{a}}(Q) \rightarrow \Lambda_{\mathfrak{a}}(P)
$$

is a quasiisomorphism.
There are functorial isomorphisms

$$
\mathrm{L} \tilde{\Lambda}_{\mathfrak{a}}(M)=\operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\mathrm{~L} \hat{\Lambda}_{\mathfrak{a}}(M)\right) \cong \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Lambda}_{\mathfrak{a}}(P)\right)
$$

in $\mathrm{D}(\operatorname{DGMod} \tilde{A})$, and since the $\operatorname{map} \Lambda_{\mathfrak{a}}(\phi): \Lambda_{\mathfrak{a}}(Q) \rightarrow \Lambda_{\mathfrak{a}}(P)$ is a quasiisomorphism, it follows that the map

$$
\operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Lambda}_{\mathfrak{a}}(\phi)\right): \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Lambda}_{\mathfrak{a}}(Q)\right) \rightarrow \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Lambda}_{\mathfrak{a}}(P)\right)
$$

is also a quasiisomorphism. By [Porta et al. 2014b, Corollary 5.23], there is an $A$-linear quasiisomorphism

$$
\beta_{Q}: \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), Q) \rightarrow \Lambda_{\mathfrak{a}}(Q),
$$

and it is easy to verify that the same construction gives rise to an $\tilde{A}$-linear quasiisomorphism

$$
\operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), Q) \rightarrow \operatorname{Rest}_{\hat{A} / \tilde{A}}\left(\hat{\Lambda}_{\mathfrak{a}}(Q)\right)
$$

Hence, there are isomorphisms of functors

$$
\begin{aligned}
\mathrm{L} \tilde{\Lambda}_{\mathfrak{a}}(M) & \cong \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), Q) \\
& \cong \operatorname{Hom}_{A}\left(\operatorname{Tel}(A ; \boldsymbol{a}), \operatorname{Hom}_{A}(\tilde{A}, I)\right) \\
& \cong \operatorname{R~}_{\operatorname{Hom}_{A}}\left(\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \tilde{A}, M\right)
\end{aligned}
$$

By Proposition 3.1, there is an isomorphism of functors

$$
1_{\mathrm{D}(\mathrm{DGMod} \hat{A})} \cong \operatorname{R~}_{\operatorname{Hom}_{\tilde{A}}\left(\hat{A}, \operatorname{Rest}_{\hat{A} / \tilde{A}}(-)\right) . . . ~}
$$

Hence,

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}(-) \cong \operatorname{R~}_{\operatorname{Hom}_{\tilde{A}}\left(\hat{A}, \mathrm{~L} \tilde{\Lambda}_{\mathfrak{a}}(-)\right), ~}^{\text {and }}
$$

which implies that

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}(M) \cong \operatorname{R~}_{\operatorname{Hom}_{A}}\left(\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \hat{A}, M\right)
$$

Corollary 3.9. Let $A$ be a commutative ring, let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal, and let $M, N \in \mathrm{D}(\operatorname{Mod} A)$. Then there are isomorphisms

of functors

$$
\mathrm{D}(\operatorname{Mod} A) \times \mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{A})
$$

Proof. Let $\boldsymbol{a}$ be a finite sequence that generates $\mathfrak{a}$. The hom-tensor adjunction and the quasiisomorphism $\mathrm{K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \cong \operatorname{Tel}(A ; \boldsymbol{a})$ show that there are bifunctorial isomorphisms
$\operatorname{R~}_{\operatorname{Hom}}^{A}\left(\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \hat{A}, \operatorname{R~}_{\operatorname{Hom}_{A}(M, N)}\right) \cong \operatorname{RHom}_{A}\left(\mathrm{~K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} \hat{A} \otimes_{A}^{\mathrm{L}} M, N\right)$ and
$R \operatorname{Hom}_{A}\left(\mathrm{~K}_{\infty}^{\vee}(A ; \boldsymbol{a}) \otimes_{A} \hat{A} \otimes_{A}^{\mathrm{L}} M, N\right) \cong \operatorname{RHom}_{A}\left(M, \operatorname{RHom}_{A}\left(\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \hat{A}, N\right)\right)$, so the result follows from Theorems 3.2 and 3.6.
Remark 3.10. If $A=\hat{A}$, then the above corollary collapses to the Greenlees-May duality (see [Alonso Tarrío et al. 1997, Theorem (0.3)], or [Porta et al. 2014b, Theorem 7.12]).

The next two corollaries will be applied in the next section to study relations between the derived completion functor and Hochschild cohomology.
Corollary 3.11. Let $A$ be a commutative ring, and let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal. Given a ring map $\hat{A} \rightarrow B$, and a complex $M \in \mathrm{D}(\operatorname{Mod} B)$, there is an isomorphism

$$
\operatorname{R~}_{\operatorname{Hom}_{A}}\left(M, \mathrm{~L} \Lambda_{\mathfrak{a}}(-)\right) \cong \operatorname{R~}_{\hat{A}}\left(M, \mathrm{~L} \hat{\Lambda}_{\mathfrak{a}}(-)\right)
$$

of functors

$$
\mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} B)
$$

Proof. Let $\boldsymbol{a}$ be a finite sequence that generates $\mathfrak{a}$. Let $N \in \mathrm{D}(\operatorname{Mod} A)$. By Theorem 3.6, there is an isomorphism of functors

$$
\operatorname{RHom}_{\hat{A}}\left(M, \mathrm{~L} \hat{\Lambda}_{\mathfrak{a}}(N)\right) \cong \operatorname{R~}_{\operatorname{Hom}_{\hat{A}}}\left(M, \operatorname{R~Hom}_{A}\left(\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \hat{A}, N\right)\right)
$$

Applying the hom-tensor adjunction twice, we get an isomorphism
$\operatorname{RHom}_{\hat{A}}\left(M, \operatorname{RHom}_{A}\left(\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \hat{A}, N\right)\right) \cong \operatorname{RHom}_{A}\left(M, \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), N)\right)$, which proves the claim.

Corollary 3.12. Let $A$ be a commutative ring, and let $B$ be a commutative A-algebra. Let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal, let $\mathfrak{b}=\mathfrak{a} \cdot B$, and assume that $\mathfrak{b}$ is also weakly proregular. Then there is an isomorphism

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{b}} \mathrm{R} \operatorname{Hom}_{A}(B,-) \cong \mathrm{R} \operatorname{Hom}_{A}\left(\hat{B}, \mathrm{~L} \Lambda_{\mathfrak{a}}(-)\right)
$$

of functors

$$
\mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{B})
$$

where $\hat{B}:=\Lambda_{\mathfrak{b}}(B)$.
Proof. Let $\boldsymbol{a}$ be a finite sequence that generates $\mathfrak{a}$, and let $\boldsymbol{b}$ be its image in $B$. By Theorem 3.6, given $M \in \mathrm{D}(\operatorname{Mod} A)$, there is a functorial isomorphism
so, by the derived hom-tensor adjunction,

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{b}} \mathrm{R} \operatorname{Hom}_{A}(B, M) \cong \mathrm{R}_{\operatorname{Hom}_{A}}\left(\hat{B} \otimes_{B} \operatorname{Tel}(B ; \boldsymbol{b}), M\right)
$$

By the base change property of the telescope complex, we have

$$
\operatorname{Tel}(B ; \boldsymbol{b}) \cong B \otimes_{A} \operatorname{Tel}(A ; \boldsymbol{a})
$$

so that

Hence, using adjunction again, and the fact that $\mathfrak{a}$ is weakly proregular, we obtain the result.

Dually to these two corollaries, we have the following results which will apply to the study of Hochschild homology. We omit the very similar proofs.

Corollary 3.13. Let $A$ be a commutative ring, and let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal. Given a ring map $\hat{A} \rightarrow B$, and a complex $M \in \mathrm{D}(\operatorname{Mod} B)$, there is an isomorphism

$$
M \otimes_{A}^{\mathrm{L}} \mathrm{R} \Gamma_{\mathfrak{a}}(-) \cong M \otimes_{\hat{A}}^{\mathrm{L}} \mathrm{R} \hat{\Gamma}_{\mathfrak{a}}(-)
$$

of functors

$$
\mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} B)
$$

Corollary 3.14. Let A be a commutative ring, and let B be a commutative $A$-algebra. Let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal, let $\mathfrak{b}=\mathfrak{a} \cdot B$, and assume that $\mathfrak{b}$ is also weakly proregular. Then there is an isomorphism

$$
\left.\mathrm{R} \hat{\Gamma}_{\mathfrak{b}}\left(B \otimes_{A}^{\mathrm{L}}-\right) \cong \hat{B} \otimes_{A}^{\mathrm{L}} \mathrm{R} \Gamma_{\mathfrak{a}}(-)\right)
$$

of functors

$$
\mathrm{D}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{B}),
$$

where $\hat{B}:=\Lambda_{\mathfrak{b}}(B)$.

## 4. Hochschild cohomology and derived completion

We now turn to the main theme of this paper: relations between adic completion (and its derived functor) and Hochschild cohomology. The results of this section rely heavily on the tools developed in the previous sections.

Our first result describes the effect of applying the derived completion functor to the Hochschild cohomology complex in a rather general situation. We will later specialize further to obtain more explicit results.

Theorem 4.1. Let $\mathfrak{k}$ be a commutative ring, let $A$ be a flat noetherian $\mathbb{k}$-algebra, and let $\mathfrak{a} \subseteq A$ be an ideal. Assume further that at least one of the following holds:
(1) The ring $\mathfrak{k}$ is an absolutely flat ring (e.g., a field).
(2) The ring $A / \mathfrak{a}$ is essentially of finite type over $\mathbb{k}$.
(3) The ideal $I:=\mathfrak{a} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a} \subseteq A \otimes_{\mathfrak{k}} A$ is weakly proregular.

Set $\hat{A}:=\Lambda_{\mathfrak{a}}(A)$ and $A \hat{\otimes}_{\mathfrak{k}} A:=\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)$. Then there are isomorphisms
$\mathrm{L} \hat{\Lambda}_{\mathfrak{a}} \mathrm{R} \operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}(A,-) \cong \mathrm{R} \operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}\left(\hat{A}, \mathrm{~L} \Lambda_{I}(-)\right) \cong \mathrm{R}_{\operatorname{Hom}_{A \hat{\otimes}_{k} A}\left(\hat{A}, \mathrm{~L} \hat{\Lambda}_{I}(-)\right)}$ of functors

$$
\mathrm{D}\left(\operatorname{Mod} A \otimes_{\mathfrak{k}} A\right) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{A})
$$

Proof. If $\mathfrak{k}$ is absolutely flat, then $I$ is weakly proregular by Proposition 2.1 , while if $A / \mathfrak{a}$ is essentially of finite type over $\mathfrak{k}$, then $I$ is weakly proregular by Theorem 2.6. Since the image of $I$ in $A$ is equal to $\mathfrak{a}$, and since $A$ being noetherian implies that
$\mathfrak{a}$ is weakly proregular, given $M \in \mathrm{D}\left(\operatorname{Mod} A \otimes_{\mathfrak{k}} A\right)$, by Corollary 3.12 , there is a functorial isomorphism

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}} \mathrm{R} \operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}(A, M) \cong \operatorname{R~}_{\operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}\left(\hat{A}, \mathrm{~L} \Lambda_{I}(M)\right) .}
$$

Note that, considered as an $\left(A \otimes_{\mathfrak{k}} A\right)$-module, the $I$-adic completion of $A$ is equal to $\hat{A}$. Hence, we may apply Corollary 3.11, and deduce that there is a functorial isomorphism

$$
\mathrm{R}_{\operatorname{Hom}_{A \otimes_{k} A} A}\left(\hat{A}, \mathrm{~L} \Lambda_{I}(M)\right) \cong \mathrm{R}_{\operatorname{Hom}_{A \hat{\otimes}_{\mathfrak{k}} A}\left(\hat{A}, \mathrm{~L} \hat{\Lambda}_{I}(M)\right)}
$$

in $\mathrm{D}(\operatorname{Mod} \hat{A})$. This proves the result.
The next lemma might seem trivial at first glance. However, the possible lack of flatness of the completion map makes it a little more difficult.

Lemma 4.2. Let A be a commutative ring, and let $\mathfrak{a} \subseteq A$ be a weakly proregular ideal. Assume that $\hat{A}:=\Lambda_{\mathfrak{a}}(A)$ is noetherian, and let $M \in \operatorname{Mod} \hat{A}$ be an $\mathfrak{a}$-adically complete A-module. Let

$$
\operatorname{Rest}_{\hat{A} / A}: \mathrm{D}(\operatorname{Mod} \hat{A}) \rightarrow \mathrm{D}(\operatorname{Mod} A)
$$

be the forgetful functor. Then there is a functorial isomorphism

$$
\mathrm{L} \Lambda_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right) \cong \operatorname{Rest}_{\hat{A} / A}(M)
$$

in $\mathrm{D}(\operatorname{Mod} A)$, and a functorial isomorphism

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right) \cong M
$$

in $\mathrm{D}(\operatorname{Mod} \hat{A})$.
Proof. Let $\boldsymbol{a}$ be a finite sequence that generates $\mathfrak{a}$, and let $\hat{\boldsymbol{a}}$ be its image in $\hat{A}$. Since $\hat{A}$ is noetherian and $M$ is $\mathfrak{a}$-adically complete, it follows from [Porta et al. 2015, Theorem 1.21 ] that $M$ is cohomologically $\mathfrak{a} \hat{A}$-adically complete, so there is an isomorphism

$$
M \cong \operatorname{R~}_{\operatorname{Hom}_{\hat{A}}}(\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{a}}), M) .
$$

The base change property of the telescope complex implies that $\operatorname{Tel}(A ; \boldsymbol{a}) \otimes_{A} \hat{A} \cong$ $\operatorname{Tel}(\hat{A} ; \hat{\boldsymbol{a}})$. Using this fact and the hom-tensor adjunction, we deduce that

$$
\operatorname{Rest}_{\hat{A} / A}(M) \cong \operatorname{RHom}_{A}\left(\operatorname{Tel}(A ; \boldsymbol{a}), \operatorname{Rest}_{\hat{A} / A}(M)\right),
$$

so that

$$
\operatorname{L}_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right) \cong \operatorname{Rest}_{\hat{A} / A}(M)
$$

Note that

$$
\operatorname{Rest}_{\hat{A} / A}\left(\operatorname{L}_{\Lambda_{\mathfrak{a}}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right)\right) \cong \operatorname{L}_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right) \cong \operatorname{Rest}_{\hat{A} / A}(M)
$$

Hence, the complex of $\hat{A}$-modules

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right)
$$

is concentrated in degree 0 . Letting $P \rightarrow \operatorname{Rest}_{\hat{A} / A}(M)$ be a projective resolution, we deduce that the map

$$
\hat{\Lambda}_{\mathfrak{a}}(P) \rightarrow \hat{\Lambda}_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right) \cong M
$$

is an $\hat{A}$-linear quasiisomorphism, so the result follows from the fact that

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}}\left(\operatorname{Rest}_{\hat{A} / A}(M)\right) \cong \hat{\Lambda}_{\mathfrak{a}}(P)
$$

Using this lemma, and as a first corollary of Theorem 4.1, we obtain the next result which reduces the problem of computing the Hochschild cohomology of an adically complete ring to a problem over noetherian rings.
Corollary 4.3. Let $\mathbb{k}$ be a commutative ring, and let $A$ be a flat noetherian $\mathbb{k}_{k}$-algebra. Assume $\mathfrak{a} \subseteq A$ is an ideal such that $A$ is $\mathfrak{a}$-adically complete, and such that $A / \mathfrak{a}$ is essentially of finite type over $\mathfrak{k}$. Let $I=\mathfrak{a} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}$, and set $A \hat{\otimes}_{\mathfrak{k}} A:=\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)$. Then for any $M \in \operatorname{Mod} A \otimes_{\mathfrak{k}} A$ which is I-adically complete (for example, any $\mathfrak{a}$-adically complete $A$-module, or, more particularly, any finitely generated A-module), there is a functorial isomorphism

$$
\operatorname{RHom}_{A \otimes_{\mathfrak{k}} A}(A, M) \cong \operatorname{RHom}_{A \hat{\otimes}_{\mathfrak{k}} A}(A, M)
$$

in $\mathrm{D}(\operatorname{Mod} A)$, and the ring $A \hat{\otimes}_{\mathbb{k}} A$ is noetherian.
Proof. That $A \hat{\otimes}_{\mathfrak{k}} A$ is noetherian follows from the fact that $\left(A \otimes_{\mathfrak{k}} A\right) / I \cong A / \mathfrak{a} \otimes_{\mathbb{k}} A / \mathfrak{a}$ is noetherian, and $I$ is finitely generated. Since $A=\hat{A}$, according to Theorem 4.1, there is a functorial isomorphism

$$
\operatorname{RHom}_{A \otimes_{\mathfrak{k}} A}\left(A, \mathrm{~L} \Lambda_{I}(M)\right) \cong \operatorname{RHom}_{A \hat{\otimes}_{k} A}\left(A, \mathrm{~L} \hat{\Lambda}_{I}(M)\right)
$$

By Lemma 4.2, we have

$$
\mathrm{L} \Lambda_{I}(M) \cong M \quad \text { in } \mathrm{D}\left(\operatorname{Mod} A \otimes_{\mathfrak{k}} A\right)
$$

and

$$
\mathrm{L} \hat{\Lambda}_{I}(M) \cong M \quad \text { in } \mathrm{D}\left(\operatorname{Mod} A \hat{\otimes}_{\mathfrak{k}} A\right)
$$

Using these two facts, we obtain the functorial isomorphism

$$
\operatorname{RHom}_{A \otimes_{\mathfrak{k}} A}(A, M) \cong \mathrm{R}_{\operatorname{Hom}_{A \hat{\otimes}_{k} A}(A, M)}
$$

Remark 4.4. In [Buchweitz and Flenner 2006, Section 3, page 113], the authors defined the analytic Hochschild cohomology and discussed its relation to ordinary Hochschild cohomology. The setup there is as follows: $\left(A, \mathfrak{m}_{A}\right)$ and $\left(B, \mathfrak{m}_{B}\right)$ are two complete noetherian local rings, and there is a flat local map $A \rightarrow B$ such that
the induced map $A / \mathfrak{m}_{A} \rightarrow B / \mathfrak{m}_{B}$ is an isomorphism. In this situation, the authors defined the analytic bar resolution $\hat{\mathcal{B}}$ by replacing $B^{\otimes_{A}^{n}}$ with its completion with respect to the maximal ideal $\operatorname{ker}\left(B^{\otimes_{A}^{n}} \rightarrow B / \mathfrak{m}_{B}\right)$ in the ordinary bar resolution. Using this complex, the authors defined the analytic Hochschild cohomology by

$$
\widehat{\mathrm{HH}}^{n}(B / A, M):=H^{n} \operatorname{Hom}_{B \hat{\otimes}_{A} B}(\hat{\mathcal{B}}, M),
$$

observed that there is a canonical map

$$
\widehat{\mathrm{HH}}^{n}(B / A, M) \rightarrow \mathrm{HH}^{n}(B / A, M),
$$

and asked if these modules are isomorphic. Using Corollary 4.3 and the results of [Buchweitz and Flenner 2006], we may now obtain a positive answer to this question:
Corollary 4.5. Let $\left(A, \mathfrak{m}_{A}\right) \rightarrow\left(B, \mathfrak{m}_{B}\right)$ be a flat local homomorphism of complete noetherian local rings such that the induced map of residue fields $A / \mathfrak{m}_{A} \rightarrow B / \mathfrak{m}_{B}$ is an isomorphism. Then for any $\mathfrak{m}_{B}$-adically complete $B$-module $M$ (in particular, for any finitely generated $B$-module $M$ ), there is a natural B-module isomorphism

$$
\widehat{\mathrm{HH}}^{n}(B / A, M) \cong \mathrm{HH}^{n}(B / A, M) .
$$

Proof. Note that $M$ is $\operatorname{ker}\left(B \otimes_{A} B \rightarrow B / \mathfrak{m}_{B}\right)$-adically complete, so by [Buchweitz and Flenner 2006, Proposition 3.1], the natural map

$$
\operatorname{HH}^{n}(B / A, M) \rightarrow \operatorname{Ext}_{B \otimes_{A} B}^{n}(B, M)
$$

is an isomorphism. Similarly, by [Buchweitz and Flenner 2006, Proposition 3.2], the natural map

$$
\widehat{\mathrm{HH}}^{n}(B / A, M) \rightarrow \operatorname{Ext}_{B \hat{\otimes}_{A} B}^{n}(B, M)
$$

is an isomorphism. Finally, by Corollary 4.3, there is a natural isomorphism

$$
\operatorname{Ext}_{B \otimes_{A} B}^{n}(B, M) \cong \operatorname{Ext}_{B \hat{\otimes}_{A} B}^{n}(B, M),
$$

so the result follows.
Our next goal is to give the complex appearing in Theorem 4.1 a description in terms of the Hochschild complex of the ring $\hat{A}$. First we need a lemma.

Lemma 4.6. Let $\mathbb{k}$ be a commutative ring, let $A$ be a flat noetherian $\mathbb{k}$-algebra, and let $\mathfrak{a} \subseteq A$ be an ideal. Let

$$
I:=\mathfrak{a} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a} \subseteq A \otimes_{\mathfrak{k}} A,
$$

let $\hat{\mathfrak{a}}:=\mathfrak{a} \cdot \Lambda_{\mathfrak{a}}(A)$, and let

$$
J=\hat{\mathfrak{a}} \otimes_{\mathfrak{k}} \hat{A}+\hat{A} \otimes_{\mathfrak{k}} \hat{\mathfrak{a}}=I \cdot\left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right) \subseteq \hat{A} \otimes_{\mathfrak{k}} \hat{A} .
$$

If $\tau_{A}: A \rightarrow \hat{A}$ is the completion map, then the ring map

$$
\Lambda_{I}\left(\tau_{A} \otimes_{k} \tau_{A}\right): \Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right) \rightarrow \Lambda_{J}\left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right)
$$

is an isomorphism.
Proof. Notice that for each $n$ we have

$$
I^{n}=\sum_{i=0}^{n} \mathfrak{a}^{i} \otimes \mathfrak{a}^{n-i},
$$

where we have set $\mathfrak{a}^{0}=A$. Hence,

$$
\mathfrak{a}^{2 n} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}^{2 n} \subseteq I^{2 n} \subseteq \mathfrak{a}^{n} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}^{n}
$$

It follows that the two sequences of ideals $\left\{I^{n}\right\}$ and $\left\{\mathfrak{a}^{n} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}^{n}\right\}$ are cofinal in each other, so that

$$
\underset{\leftrightarrows}{\lim }\left(A \otimes_{\mathfrak{k}} A\right) / I^{n} \cong \lim _{\leftrightarrows}\left(A \otimes_{\mathfrak{k}} A\right) /\left(\mathfrak{a}^{n} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}^{n}\right) \cong \lim _{\leftrightarrows} A / \mathfrak{a}^{n} \otimes_{\mathfrak{k}} A / \mathfrak{a}^{n} .
$$

Since $A$ is noetherian, $\hat{A}$ is flat over $A$, so it is also flat over $\mathfrak{k}$. Hence, in the exact same manner,

$$
\lim \left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right) / J^{n} \cong \lim _{\leftrightarrows} \hat{A} /(\hat{\mathfrak{a}})^{n} \otimes_{\mathfrak{k}} A /(\hat{\mathfrak{a}})^{n}
$$

Hence, the result follows from the fact that $\hat{A} /(\hat{\mathfrak{a}})^{n} \cong A / \mathfrak{a}^{n}$, and from the observation that the maps $\Lambda_{I}\left(\tau_{A} \otimes_{k} \tau_{A}\right)$ and

$$
\varliminf_{\leftrightarrows}^{\lim }\left(\left(\tau_{A} \otimes_{k} \tau_{A}\right) /\left(\mathfrak{a}^{n} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a}^{n}\right)\right)
$$

are equal.
Remark 4.7. In the notation of the above lemma, note that composing the completion map

$$
\hat{A} \otimes_{\mathfrak{k}} \hat{A} \rightarrow \Lambda_{J}\left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right)
$$

with the isomorphism

$$
\Lambda_{J}\left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right) \rightarrow \Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)
$$

we obtain a ring map

$$
\hat{A} \otimes_{\mathfrak{k}} \hat{A} \rightarrow \Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)
$$

Using this map, given $M \in \operatorname{Mod}\left(A \otimes_{\mathfrak{k}} A\right)$, we will be able to regard

$$
\hat{\Lambda}_{I}(M) \in \operatorname{Mod}\left(\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)\right)
$$

as an $\left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right)$-module which is $J$-adically complete.

We may now refine Theorem 4.1, and present the derived completion of the Hochschild cohomology complex as a Hochschild cohomology complex over the completion:

Theorem 4.8. Let $\mathbb{k}$ be a commutative ring, and let $A$ be a flat noetherian $\mathbb{k}_{k}$-algebra such that $A \otimes_{\mathfrak{k}} A$ is noetherian. Let $\mathfrak{a} \subseteq A$ be an ideal, and let $M$ be a finitely generated $\left(A \otimes_{\mathfrak{k}} A\right)$-module. Set

$$
I:=\mathfrak{a} \otimes_{\mathbb{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a} \subseteq A \otimes_{\mathfrak{k}} A
$$

Then there is a functorial isomorphism
in $\mathrm{D}(\operatorname{Mod} \hat{A})$, where $\hat{A}:=\hat{\Lambda}_{\mathfrak{a}}(A)$ and $\hat{M}:=\hat{\Lambda}_{I}(M)$.
Proof. Set $A \hat{\otimes}_{\mathfrak{k}} A:=\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)$. By assumption, $A \otimes_{\mathfrak{k}} A$ is noetherian, so $I$ is weakly proregular. According to Theorem 4.1, there is a functorial isomorphism

Because $A \otimes_{\mathfrak{k}} A$ is noetherian and $M$ is a finitely generated module, it follows that

$$
\mathrm{L} \hat{\Lambda}_{I}(M) \cong \hat{\Lambda}_{I}(M)=\hat{M}
$$

in $\mathrm{D}\left(\operatorname{Mod} A \hat{\otimes}_{\mathfrak{k}} A\right)$. Hence, by Lemma 4.6, there is a functorial isomorphism
in $\mathrm{D}(\operatorname{Mod} \hat{A})$. Let $\hat{\mathfrak{a}}:=\mathfrak{a} \cdot \hat{A} \subseteq \hat{A}$. Since $A$ is noetherian, the map $A \rightarrow \hat{A}$ is flat, so the map $A \otimes_{k} A \rightarrow \hat{A} \otimes_{k} \hat{A}$ is also flat. Hence, by Remark 2.2, the ideal $J:=I \cdot\left(\hat{A} \otimes_{\mathbb{k}} \hat{A}\right)=\hat{\mathfrak{a}} \otimes_{\mathfrak{k}} \hat{A}+\hat{A} \otimes_{\mathfrak{k}} \hat{\mathfrak{a}}$ is weakly proregular.

Because $A \otimes_{\mathfrak{k}} A$ is noetherian, its completion $\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)$ is also noetherian, so, again by Lemma 4.6, the ring $\Lambda_{J}\left(\hat{A} \otimes_{\mathfrak{k}} \hat{A}\right)$ is noetherian. Hence, by Lemma 4.2, $\mathrm{L} \Lambda_{J}(\hat{M}) \cong \mathrm{L} \hat{\Lambda}_{J}(\hat{M}) \cong \hat{M}$. Applying Theorem 4.1 to the ring $\hat{A}$, we have a functorial isomorphism

Composing this isomorphism with the isomorphisms of (4.9) and (4.10), we obtain the result.

Our final goal in this section is to show that when taking cohomology in the above theorem, derived completion may be replaced with ordinary completion. The next simple lemma is needed for the proof of Proposition 4.12.

Lemma 4.11. Let $A$ be a noetherian ring, let $P$ be a bounded complex of free A-modules, and let $M$ be a finitely generated $A$-module. Then the canonical map

$$
\operatorname{Hom}_{A}(P, A) \otimes_{A} M \rightarrow \operatorname{Hom}_{A}(P, M)
$$

is an isomorphism of complexes.
Proof. It is enough to show this in the case where $P$ is a single free $A$-module. In that case, note that $\operatorname{Hom}_{A}(P, A)$ is a direct product of copies of $A$, and since $A$ is noetherian this is a flat $A$-module. Thus, both of the functors $\operatorname{Hom}_{A}(P, A) \otimes_{A}-$ and $\operatorname{Hom}_{A}(P,-)$ are exact, and if $M$ is a finitely generated free $A$-module, then the canonical map $\operatorname{Hom}_{A}(P, A) \otimes_{A} M \rightarrow \operatorname{Hom}_{A}(P, M)$ is obviously an isomorphism. Hence, the result of the lemma follows from the standard finite presentation trick. $\square$

In the case where $M$ is bounded above, the next proposition is [Frankild 2003, Proposition 2.7]. We, however, wish to apply this result to the Hochschild complex which is bounded below, so we give a proof that works for complexes without any boundedness condition.

Proposition 4.12. Let $A$ be a noetherian ring, and let $\mathfrak{a} \subseteq A$ be an ideal. Then there is an isomorphism

$$
\mathrm{L} \Lambda_{\mathfrak{a}}(M) \cong \hat{A} \otimes_{A} M
$$

of functors

$$
\mathrm{D}_{\mathrm{f}}(\operatorname{Mod} A) \rightarrow \mathrm{D}(\operatorname{Mod} A) .
$$

Proof. There is a sequence of morphisms of functors

$$
\hat{A} \otimes_{A} M \cong \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), A) \otimes_{A} M \rightarrow \operatorname{Hom}_{A}(\operatorname{Tel}(A ; \boldsymbol{a}), M) \cong \mathrm{L} \Lambda_{\mathfrak{a}}(M) .
$$

Because $A$ is assumed to be noetherian, $\hat{A}$ is flat over $A$. Hence, both $\mathrm{L} \Lambda_{\mathfrak{a}}(-)$ and $-\otimes_{A} \hat{A}$ are functors of finite cohomological dimension. Thus, by [Hartshorne 1966, Proposition I.7.1], it is enough to show that the above morphism is an isomorphism in the case where $M$ is a finitely generated $A$-module, and this follows from Lemma 4.11.

Here is the result promised in the title of this paper:
Theorem 4.13. Let $\mathfrak{k}$ be a commutative ring, and let $A$ be a flat noetherian $\mathbb{k}_{\mathfrak{k}}$-algebra such that $A \otimes_{\mathfrak{k}} A$ is noetherian. Let $\mathfrak{a} \subseteq A$ be an ideal, and let $M$ be a finitely generated $\left(A \otimes_{k} A\right)$-module. Then for any $n \in \mathbb{N}$, there is a functorial isomorphism

$$
\Lambda_{\mathfrak{a}}\left(\operatorname{Ext}_{A \otimes_{\mathfrak{k} A} A}^{n}(A, M)\right) \cong \operatorname{Ext}_{\hat{A} \otimes_{\mathfrak{k}} \hat{A}}^{n}(\hat{A}, \hat{M}) .
$$

If, moreover, either
(1) $\mathbb{k}$ is a field, or
(2) A is projective over $\mathfrak{k}, \mathfrak{a}$ is a maximal ideal, and $M$ is a finitely generated A-module,
then there is also a functorial isomorphism

$$
\Lambda_{\mathfrak{a}}\left(\mathrm{HH}^{n}(A / \mathbb{k}, M)\right) \cong \mathrm{HH}^{n}(\hat{A} / \mathbb{k}, \hat{M})
$$

Proof. The assumptions of the theorem ensure that

$$
\mathrm{R}_{\operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}(A, M) \in \mathrm{D}_{\mathrm{f}}(\operatorname{Mod} A),}
$$

so since $A$ is noetherian, we have a functorial isomorphism

$$
\Lambda_{\mathfrak{a}}\left(\operatorname{Ext}_{A \otimes_{k} A}^{n}(A, M)\right) \cong \hat{A} \otimes_{A} H^{n}\left(\operatorname{RHom}_{A \otimes_{\mathfrak{k}} A}(A, M)\right)
$$

Flatness of $\hat{A}$ over $A$ implies (for example, by [Porta et al. 2014b, Corollary 2.12]) that there is a natural isomorphism

$$
\hat{A} \otimes_{A} H^{n}\left(\operatorname{R~Hom}_{A \otimes_{k} A}(A, M)\right) \cong H^{n}\left(\hat{A} \otimes_{A} \mathrm{R}_{\left.\operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}(A, M)\right) .}\right.
$$

Hence, by Proposition 4.12, it is enough to compute the $n$-th cohomology of the complex

$$
\mathrm{L} \Lambda_{\mathfrak{a}}\left(\mathrm{R} \operatorname{Hom}_{A \otimes_{\mathfrak{k}} A}(A, M)\right)
$$

Letting

$$
\operatorname{Rest}_{\hat{A} / A}: \mathrm{D}(\operatorname{Mod} \hat{A}) \rightarrow \mathrm{D}(\operatorname{Mod} A)
$$

be the forgetful functor, the above complex is equal to

$$
\operatorname{Rest}_{\hat{A} / A} \circ \mathrm{~L} \hat{\Lambda}_{\mathfrak{a}}\left(\mathrm{RHom}_{A \otimes_{\mathfrak{k}} A}(A, M)\right)
$$

By Theorem 4.8, there is a functorial isomorphism

$$
\mathrm{L} \hat{\Lambda}_{\mathfrak{a}} \mathrm{R} \operatorname{Hom}_{A \otimes_{k} A}(A, M) \cong \mathrm{R}_{\operatorname{Hom}_{\hat{A} \otimes_{\mathfrak{k}} \hat{A}}(\hat{A}, \hat{M})}
$$

in $\mathrm{D}(\operatorname{Mod} \hat{A})$, so applying the forgetful functor we obtain an $A$-linear natural isomorphism

$$
\Lambda_{\mathfrak{a}}\left(\operatorname{Ext}_{A \otimes_{\mathfrak{k}} A}^{n}(A, M)\right) \cong \operatorname{Ext}_{\hat{A} \otimes_{\mathfrak{k}} \hat{A}}^{n}(\hat{A}, \hat{M})
$$

(Actually, any $A$-linear map between $\hat{A}$-modules is automatically $\hat{A}$-linear, so this isomorphism is even an isomorphism of $\hat{A}$-modules.) This establishes the first claim of the theorem. If $k$ is a field then the second claim obviously follows from the first one. Assume now that $A$ is projective over $\mathfrak{k}$, that $\mathfrak{a}$ is a maximal ideal, and that $M$ is a finitely generated $A$-module. Let $\phi$ be the composition of the diagonal map $\hat{A} \otimes_{\mathfrak{k}} \hat{A} \rightarrow \hat{A}$ with the map $\hat{A} \rightarrow \hat{A} / \mathfrak{a} \hat{A}$. Then $m=\operatorname{ker}(\phi) \subseteq \hat{A} \otimes_{\mathbb{k}} \hat{A}$ is a maximal
ideal, and the image of $m$ in $\hat{A}$ is equal to $\mathfrak{a} \hat{A}$. Hence $\hat{M}$ is $m$-adically complete, so by [Buchweitz and Flenner 2006, Proposition 3.1] the canonical map

$$
\mathrm{HH}^{n}(\hat{A} / \mathbb{k}, \hat{M}) \rightarrow \operatorname{Ext}_{\hat{A} \otimes_{k} \hat{A}}^{n}(\hat{A}, \hat{M})
$$

is an isomorphism. This proves the second claim.
The above result allows us to compute the Hochschild cohomology of power series rings, which is new as far as we know.
Example 4.14. Let $\mathbb{k}$ be a noetherian ring. Let $A=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right], \mathfrak{a}=\left(x_{1}, \ldots, x_{n}\right)$, and $M=A$. Note that $A$ is projective over $\mathbb{k}$, and that $\Lambda_{\mathfrak{a}}(A)=\mathbb{k} \llbracket x_{1}, \ldots, x_{n} \rrbracket$. Hence, by the above theorem, we have

$$
\operatorname{Ext}_{\hat{A} \otimes_{\mathfrak{k}} \hat{A}}^{i}(\hat{A}, \hat{A}) \cong \Lambda_{\mathfrak{a}}\left(\mathrm{HH}^{i}\left(\mathbb{k}\left[x_{1}, \ldots, x_{n}\right] / \mathbb{k}, \mathbb{k}\left[x_{1}, \ldots, x_{n}\right]\right)\right) .
$$

By the Hochschild-Kostant-Rosenberg theorem, the right-hand side is equal to

$$
\Lambda_{\mathfrak{a}} \wedge^{i}\left(\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]^{n}\right),
$$

so we have an isomorphism

$$
\operatorname{Exx}_{\hat{A} \otimes_{\mathbb{k}} \hat{A}}^{i}(\hat{A}, \hat{A}) \cong \wedge^{i}\left(\mathbb{K} \llbracket x_{1}, \ldots, x_{n} \rrbracket^{n}\right)
$$

If, moreover, $\mathbb{k}$ is a field, we obtain that

$$
\mathrm{HH}^{i}\left(\mathbb{k} \llbracket x_{1}, \ldots, x_{n} \rrbracket / \mathbb{k}, \mathbb{k} \llbracket x_{1}, \ldots, x_{n} \rrbracket\right) \cong \wedge^{i}\left(\mathbb{K} \llbracket x_{1}, \ldots, x_{n} \rrbracket^{n}\right) .
$$

We remark that one can also use Corollary 4.3 to make this calculation.
Example 4.15. Let $A$ be a noetherian ring, and let $\mathfrak{a} \subseteq A$ be an ideal. Then, by Theorem 4.8, we have

$$
\operatorname{RHom}_{\hat{A} \otimes_{A} \hat{A}}(\hat{A}, \hat{A}) \cong \mathrm{L} \hat{\Lambda}_{\mathfrak{a}} \mathrm{R} \operatorname{Hom}_{A}(A, A)=\hat{A} .
$$

Assume now that $\mathfrak{a}$ is a maximal ideal. Then, by Theorem 4.13,

$$
\mathrm{HH}^{n}(\hat{A} / A, \hat{A})=0
$$

for all $n \neq 0$, and $\operatorname{HH}^{0}(\hat{A} / A, \hat{A})=\hat{A}$. Specializing to the case where $A=\mathbb{Z}$, and $\mathfrak{a}=(p)$ for some prime number $p$, we have computed the absolute Hochschild cohomology of the ring of $p$-adic integers $\mathbb{Z}_{p}$.

Remark 4.16. The above examples are both particular cases of an adic Hochschild-Kostant-Rosenberg theorem which applies for any formally smooth adic algebra $A$ such that $A / \mathfrak{a}$ is essentially of finite type over $\mathbb{k}$. This can be shown using Corollary 4.3 and by studying the local structure of the completed diagonal $\operatorname{ker}\left(A \hat{\otimes}_{\mathfrak{k}} A \rightarrow A\right)$. A full proof of this will appear elsewhere.

## 5. Hochschild homology and derived torsion

In this short and final section we discuss relations between Hochschild homology and the derived torsion functor.

Theorem 5.1. Let $\mathbb{k}$ be a commutative ring, let $A$ be a flat noetherian $\mathbb{k}$-algebra, and let $\mathfrak{a} \subseteq A$ be an ideal. Assume further that at least one of the following holds:
(1) The ring $\mathbb{k}$ is an absolutely flat ring (e.g., a field).
(2) $A / \mathfrak{a}$ is essentially of finite type over $\mathbb{k}$.
(3) The ideal $I:=\mathfrak{a} \otimes_{\mathfrak{k}} A+A \otimes_{\mathfrak{k}} \mathfrak{a} \subseteq A \otimes_{\mathfrak{k}} A$ is weakly proregular.

Set $\hat{A}:=\Lambda_{\mathfrak{a}}(A)$ and $A \hat{\otimes}_{\mathfrak{k}} A:=\Lambda_{I}\left(A \otimes_{\mathfrak{k}} A\right)$. Then there are isomorphisms

$$
\mathrm{R} \hat{\Gamma}_{\mathfrak{a}}\left(A \otimes_{A \otimes_{k} A}^{\mathrm{L}}-\right) \cong \hat{A} \otimes_{A \otimes_{k} A}^{\mathrm{L}} \mathrm{R} \Gamma_{I}(-) \cong \hat{A} \otimes_{A \hat{\otimes}_{k} A}^{\mathrm{L}} \mathrm{R} \hat{\Gamma}_{I}(-)
$$

of functors

$$
\mathrm{D}\left(\operatorname{Mod} A \otimes_{\mathfrak{k}} A\right) \rightarrow \mathrm{D}(\operatorname{Mod} \hat{A})
$$

Proof. As in the proof of Theorem 4.1, the first two conditions imply the third one, so we may assume $I$ is weakly proregular. The first isomorphism then follows from Corollary 3.14, while the second isomorphism follows from Corollary 3.13.

Remark 5.2. In view of Theorem 4.13, it is natural to ask if Hochschild homology also commutes with adic completion. Here, the answer is false, even in simple situations. Indeed, let $\mathbb{k}$ be a field of characteristic 0 , let $A=\mathbb{k}[x]$, and let $\mathfrak{a}=(x)$. Then

$$
\mathrm{HH}_{1}(A / \mathbb{k}, A) \cong A
$$

so that $\Lambda_{\mathfrak{a}}\left(\mathrm{HH}_{1}(A / \mathbb{k}, A)\right) \cong \mathbb{k} \llbracket x \rrbracket$. On the other hand, $\mathrm{HH}_{1}(\hat{A} / \mathbb{k}, \hat{A}) \cong \Omega_{\mathbb{k} \llbracket x \rrbracket / \mathbb{k}}^{1}$ is an infinitely generated $\mathbb{k} \llbracket x \rrbracket$-module.

Remark 5.3. As an alternative to the badly behaved Hochschild homology of commutative adic algebras, Hübl [1989] developed a theory of adic Hochschild homology by studying the cohomologies of the functor

$$
A \otimes_{A \hat{\otimes}_{\mathfrak{k}} A}^{\mathrm{L}}-
$$

As our Corollary 4.3 shows, in the case of Hochschild cohomology, usual Hochschild cohomology coincides with adic Hochschild cohomology, but by the previous remark we see that for Hochschild homology this is not the case.
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# Bifurcations, intersections, and heights 

Laura DeMarco


#### Abstract

We prove the equivalence of dynamical stability, preperiodicity, and canonical height 0 , for algebraic families of rational maps $f_{t}: \mathbb{P}^{1}(\mathbb{C}) \rightarrow \mathbb{P}^{1}(\mathbb{C})$, parameterized by $t$ in a quasiprojective complex variety. We use this to prove one implication in the if-and-only-if statement of a certain conjecture on unlikely intersections in the moduli space of rational maps (see "Special curves and postcritically finite polynomials", Forum Math. Pi 1 (2013), e3). We present the conjecture here in a more general form.


## 1. Introduction

Let $f: V \times \mathbb{P}^{1}(\mathbb{C}) \rightarrow \mathbb{P}^{1}(\mathbb{C})$ be an algebraic family of rational maps of degree $d \geq 2$. That is, $V$ is an irreducible quasiprojective complex variety, and $f$ is a morphism such that $f_{t}:=f(t, \cdot): \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ has degree $d$ for all $t \in V$. Fix a morphism $a: V \rightarrow \mathbb{P}^{1}$, which we view as a marked point on $\mathbb{P}^{1}$. When $V$ is a curve, we will alternatively view $f$ as a rational function defined over the function field $k=\mathbb{C}(V)$, with $a \in \mathbb{P}^{1}(k)$. In this article, we study the relation between dynamical stability of the pair $(f, a)$, preperiodicity of the point $a$, and the canonical height of $a$ (defined over the field $k$ ). In the final section, we present the general form of a conjecture on density of "special points" in this setting of dynamics on $\mathbb{P}^{1}$ (which includes as a special case some known statements about points on elliptic curves) see Conjecture 6.1; compare [Baker and DeMarco 2013, Conjecture 1.10]. We finish the article with the proof of one part of the conjecture, as an application of this study of stability in algebraic families.

Stability. The pair $(f, a)$ is said to be stable if the sequence of iterates

$$
\left\{t \mapsto f_{t}^{n}(a(t))\right\}_{n \geq 1}
$$

forms a normal family on $V$. (Recall that a family of holomorphic maps is normal if it is precompact in the topology of uniform convergence on compact subsets; i.e., any sequence contains a locally uniformly convergent subsequence.) The pair ( $f, a$ ) is preperiodic if there exist integers $m>n \geq 0$ such that $f_{t}^{m}(a(t))=f_{t}^{n}(a(t))$ for

[^4]all $t \in V$. The pair $(f, a)$ is isotrivial if there exists a branched cover $W \rightarrow V$ and an algebraic family of Möbius transformations $M: W \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ such that $M_{t} \circ f_{t} \circ M_{t}^{-1}: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ and $M_{t}(a(t)) \in \mathbb{P}^{1}$ are independent of $t$.

It is immediate from the definitions that either preperiodicity or isotriviality will imply stability. In this article, we prove the converse:
Theorem 1.1. Let $f$ be an algebraic family of rational maps of degree $d \geq 2$, and let a be a marked point. Suppose $(f, a)$ is stable. Then either $(f, a)$ is isotrivial or it is preperiodic.

This is a generalization of [Dujardin and Favre 2008, Theorem 2.5], which itself extends [McMullen 1987, Theorem 2.2], treating the case where $a$ is a critical point of $f$. In the study of complex dynamics, it is well known that a holomorphic family $f: X \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$, for $X$ any complex manifold, is dynamically stable if and only if the pair $(f, c)$ is stable for all critical points $c$ of $f$ [Lyubich 1983; Mañé et al. 1983; McMullen 1994, Chapter 4]. For nonisotrivial algebraic families $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$, McMullen [1987, Lemma 2.1] proved that dynamical stability on all of $V$ implies that all critical points are preperiodic. Combining this with Thurston's rigidity theorem, he concluded that a nonisotrivial stable family must be a family of flexible Lattès maps (i.e., covered by an endomorphism of a nonisotrivial family of elliptic curves).

Canonical height. One step in the proof of Theorem 1.1 provides an elementary geometric proof of Baker's theorem [2009, Theorem 1.6] on the finiteness of rational points with small height, for the canonical height $\hat{h}_{f}$ associated to the function field $\mathbb{C}(V)$, when the variety $V$ has dimension 1 . In fact, we obtain his statement under the weaker hypothesis that $f$ is not isotrivial over $k=\mathbb{C}(V)$ (rather than assuming $f$ is nonisotrivial over any extension of $k$ ); see [Baker 2009, Remark 1.7(i)]. The map $f$ is isotrivial over $k=\mathbb{C}(V)$ if there exists an algebraic family of Möbius transformations $M: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ such that $M_{t} \circ f_{t} \circ M_{t}^{-1}$ is independent of $t$.

Theorem 1.2. Suppose $f$ is a rational function defined over the function field $k=\mathbb{C}(V)$, of degree $\geq 2$, and assume that $V$ has dimension 1 . Let $\hat{h}_{f}$ be the canonical height of $f$. If $f$ is not isotrivial over $k$, then there exists $a b>0$ such that the set $\left\{a \in \mathbb{P}^{1}(k): \hat{h}_{f}(a)<b\right\}$ is finite.
Remark 1.3. Theorem 1.2 contains as a special case the corresponding result about rational points on an elliptic curve $E$ over $k$, equipped with the NéronTate height, generally attributed to Lang and Néron [1959]; see [Silverman 1994, Theorem III.5.4] for a proof. It was a step in proving the Mordell-Weil theorem for function fields. (To treat this case, we project $E$ to $\mathbb{P}^{1}$ and let $f$ be the rational function induced by multiplication-by-2 on $E$.) In this setting, one can say more: the set of points in $\mathbb{P}^{1}(k)$ with height $<b$ that lift to rational points in $E(k)$ is
finite for all $b>0$; see [Baker 2009, Theorem B.9], where this is deduced from the conclusion of Theorem 1.2.

The canonical height $\hat{h}_{f}$ was introduced in [Call and Silverman 1993], and it satisfies $\hat{h}_{f}(f(a))=d \hat{h}_{f}(a)$ when $f$ has degree $d$. So Theorem 1.2 implies that rational points of height 0 are preperiodic unless $f$ is isotrivial over $k$. This was proved for polynomials $f$ in [Benedetto 2005]. When $k$ is a number field, this was observed in [Call and Silverman 1993], and the conclusion of Theorem 1.2 holds for all $b>0$. In the function field setting, the conclusion of Theorem 1.2 cannot hold for all $b>0$, since, for example, the union of all constant points $a \in \mathbb{P}^{1}(\mathbb{C})$ will form an infinite set of bounded canonical height for any $f$. On page 1040, we provide explicit examples of functions $f$ for which we compute the sharp bound $b$ and the total number of rational preperiodic points. Also, note that examples do exist of rational functions $f \in k(z)$ that are isotrivial but not isotrivial over $k=\mathbb{C}(V)$. A necessary condition is a nontrivial automorphism group of $f$; see Example 2.2.

Combining Theorem 1.1 with Theorem 1.2, we have:
Theorem 1.4. Suppose $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is a nonisotrivial algebraic family of rational maps, where $V$ has dimension 1 . Let $\hat{h}_{f}: \mathbb{P}^{1}(\bar{k}) \rightarrow \mathbb{R}$ be a canonical height of $f$, defined over the function field $k=\mathbb{C}(V)$. For each $a \in \mathbb{P}^{1}(\bar{k})$, the following are equivalent:
(1) The pair $(f, a)$ is stable.
(2) $\hat{h}_{f}(a)=0$.
(3) $(f, a)$ is preperiodic.

Moreover, the set $\left\{a \in \mathbb{P}^{1}(k):(f, a)\right.$ is stable $\}$ is finite.
Application to intersection theory. Combining Theorem 1.1 with Montel's theorem on normal families, we obtain another argument for the "easy" implication of the Masser-Zannier theorems [2010; 2012] on anomalous torsion for elliptic curves.
Proposition 1.5. Suppose that $E$ is any nonisotrivial elliptic curve defined over a function field $k=\mathbb{C}(V)$, where $V$ has dimension 1 , and let $P$ be a point of $E(k)$. Then the set of $t \in V$ for which the point $P_{t}$ is torsion on $E_{t}$ is infinite.

The harder part of the Masser-Zannier theorems is the following statement: if two points $P$ and $Q$ in $E(k)$ are independent on $E$ and neither is torsion, meaning that they do not satisfy a relation of the form $m P+n Q=0$ with integers $m$ and $n$ not both zero, then the set of $t \in V$ for which $P_{t}$ and $Q_{t}$ are both torsion on $E_{t}$ is finite. (In [DeMarco et al. 2016], we gave a dynamical proof of this harder implication for the Legendre family $E_{t}$.)

The theorems of [Masser and Zannier 2012], followed by a series of analogous results in the dynamical setting (e.g., [Baker and DeMarco 2011; Ghioca et al.

2013; 2015; DeMarco et al. 2015]), led to the development of a general conjecture about rational maps and marked points - addressing a question first posed by Umberto Zannier, but also encompassing a case of intrinsic dynamical interest, where the marked points are the critical points of the map. A precise statement of this conjecture appears as Conjecture 6.1 in Section 6. In [Baker and DeMarco 2013], we formulated the conjecture in the setting of marked critical points; an error in one of our definitions is corrected here (Remark 6.3). In this article, we use Theorem 1.1 to give a proof of one implication of the more general statement of Conjecture 6.1. This implication reduces to proving the following statement.

Every algebraic family $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ induces a (regular) projection $V \rightarrow \mathrm{M}_{d}$ from the parameter space to the moduli space $\mathrm{M}_{d}$ of conformal conjugacy classes of maps. We say the family $f$ has dimension $N$ in moduli if the image of $V$ under this projection has dimension $N$ in $\mathrm{M}_{d}$. Since $V$ is irreducible, $f$ has dimension 0 in moduli if and only if $f$ is isotrivial.
Theorem 1.6. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$, of dimension $N>0$ in moduli. Let $a_{1}, \ldots, a_{k}$, with $k \leq N$, be any marked points. Then the set

$$
S\left(a_{1}, \ldots, a_{k}\right)=\bigcap_{i=1}^{k}\left\{t \in V: a_{i}(t) \text { is preperiodic for } f_{t}\right\}
$$

is Zariski-dense in $V$.
Remark 1.7. Conjecture 6.1 asserts that the set $S\left(a_{1}, \ldots, a_{k}\right)$ with $k>N$ will be Zariski-dense if and only if at most $N$ of the points $a_{1}, \ldots, a_{k}$ are dynamically "independent" on $V$.

Idea of the proof of Theorem 1.1. The proofs of [McMullen 1987, Theorem 2.2] and [Dujardin and Favre 2008, Theorem 2.5] use crucially that the point is critical. The first ingredient of our proof is similar to their proofs, building upon the fact that there are only finitely many nonconstant morphisms from a quasiprojective algebraic curve $V$ to $\mathbb{P}^{1} \backslash\{0,1, \infty\}$. This leads to the proof of Theorem 1.2. As a special case of Theorem 1.2, we have:
Proposition 1.8. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$, and assume that $V$ has complex dimension 1. Fix a marked point $a: V \rightarrow \mathbb{P}^{1}$, and define $g_{n}: V \rightarrow \mathbb{P}^{1}$ by $g_{n}(t)=f_{t}^{n}(a(t))$. If $f$ is not isotrivial, and if the degrees of $\left\{g_{n}\right\}$ are bounded, then there exist integers $m>n \geq 0$ such that

$$
f_{t}^{m}(a(t))=f_{t}^{n}(a(t)) \quad \text { for all } t \in V
$$

Remark 1.9. If $f$ is isotrivial, then the degrees of $g_{n}(t)=f_{t}^{n}(a(t))$ are bounded if and only if the pair $(f, a)$ is isotrivial. (See Proposition 2.3.)

For Theorem 1.1, it suffices to treat the case where $V$ has complex dimension 1 and so is a finitely punctured Riemann surface. Then each $g_{n}(t)=f_{t}^{n}(a(t))$ extends to a holomorphic map on the compactification of $V$. In light of Proposition 1.8, it remains to prove that stability on $V$ implies the degrees of $\left\{g_{n}\right\}$ are bounded.

The second ingredient of the proof is a study of normality and escape rates near the punctures of $V$. The arguments given in Section 3 are inspired by the methods of [DeMarco et al. 2015] and [DeMarco et al. 2016].

From a geometric point of view, the idea to show that the degrees of $\left\{g_{n}\right\}$ are bounded is as follows. Let $X$ denote (the normalization of) a compactification of $V$. Under iteration, one would typically expect that $\operatorname{deg} g_{n} \approx d \operatorname{deg} g_{n-1}$, where $d=\operatorname{deg} f$. Viewing $g_{n}$ as a curve in $X \times \mathbb{P}^{1}$ (by identifying the function with its graph), the expected degree growth fails when the graph of $g_{n}$ passes through the indeterminacy points of $(t, z) \mapsto\left(t, f_{t}(z)\right)$ and thus its image contains "vertical components" over the punctures of $V$. Lemma 3.3 shows that the multiplicity of the vertical component in the image of any curve is uniformly bounded by some integer $q$. On the other hand, normality on $V$ implies that the graphs of $g_{n}$ are converging over compact subsets of $V$. Therefore, if deg $g_{n} \rightarrow \infty$, the graph of $g_{n}$ must be fluctuating wildly near the punctures of $V$ when $n$ is large (Lemma 4.1). But this fluctuation is controlled by Proposition 3.1.

## 2. Isotriviality and Theorem 1.2

Throughout this section, we assume that $V$ is an irreducible quasiprojective complex variety of dimension 1 ; i.e., $V$ is obtained from a compact Riemann surface by removing finitely many points. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$. We prove Theorem 1.2. We also prove Proposition 2.3, to provide a characterization of isotriviality which is used in the proof of Theorem 1.1; it is not needed for the proof of Theorem 1.2.

Isotrivial maps. By definition, $f$ is isotrivial if there exists a family $\left\{M_{t}\right\}$ of Möbius transformations, regular over a branched cover $p: W \rightarrow V$, such that $M_{t} \circ f_{p(t)} \circ M_{t}^{-1}$ is constant in $t$. For a marked point $a: V \rightarrow \mathbb{P}^{1}$, the pair $(f, a)$ is isotrivial if, in addition, the function $M_{t}(a(p(t)))$ is constant on $W$. (Note that this is well defined, even if the family $M_{t}$ is not uniquely determined.) The map $f$ (or the pair $(f, a)$ ) is isotrivial over $k=\mathbb{C}(V)$ if $M$ can be chosen to be an algebraic family that is regular on $V$.

Lemma 2.1. Let $V$ have dimension 1. If $(f, a)$ is isotrivial, and if $\left\{a, f(a), f^{2}(a)\right\}$ is a set of three distinct functions on $V$, then $(f, a)$ is isotrivial over $k$.

Proof. Suppose $(f, a)$ is isotrivial. Let $M: W \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of Möbius transformations, with branched cover $p: W \rightarrow V$, such that $R=$
$M_{w} \circ f_{p(w)} \circ M_{w}^{-1}: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ and $b=M_{w}(a(p(w)))$ are independent of $w \in W$. By removing finitely many points from $V$, we may assume that $p: W \rightarrow V$ is a covering map.

Fix a basepoint $t_{0} \in V$ and choose a point $w_{0} \in p^{-1}\left(t_{0}\right)$. The choices of basepoint determine a representation

$$
\rho_{f}: \pi_{1}\left(V, t_{0}\right) \rightarrow \operatorname{Aut}\left(f_{t_{0}}\right) \subset \operatorname{PSL}_{2}(\mathbb{C})
$$

that is trivial if and only if $(f, a)$ is isotrivial over $k$. Indeed, choose any $\gamma \in \pi_{1}\left(V, t_{0}\right)$ and let $\eta:[0,1] \rightarrow W$ be a lift of $\gamma$ with $\eta(0)=w_{0}$. Write $w_{t}$ for $\eta(t)$. Then the equality $f_{p\left(w_{0}\right)}=f_{p\left(w_{1}\right)}=f_{t_{0}}$ and isotriviality imply that $M_{w_{0}} f_{t_{0}} M_{w_{0}}^{-1}=M_{w_{1}} f_{t_{0}} M_{w_{1}}^{-1}$, so $\rho_{f}(\gamma):=M_{w_{1}}^{-1} M_{w_{0}}$ is an automorphism of $f_{t_{0}}$. The triviality of $\rho_{f}$ is equivalent to the statement that $M_{w_{0}}=M_{w_{1}}$ for all such paths, so that $M$ descends to a regular map $M: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$.

Now choose the basepoint $t_{0}$ so that $\left\{a\left(t_{0}\right), f_{t_{0}}\left(a\left(t_{0}\right)\right), f_{t_{0}}^{2}\left(a\left(t_{0}\right)\right)\right\}$ are three distinct points in $\mathbb{P}^{1}$. Fix any $\gamma \in \pi_{1}\left(V, t_{0}\right)$. For each $n \geq 0$, we have

$$
\begin{aligned}
\rho_{f}(\gamma)\left(f_{t_{0}}^{n}\left(a\left(t_{0}\right)\right)\right) & =f_{t_{0}}^{n}\left(\rho_{f}(\gamma)\left(a\left(t_{0}\right)\right)\right)=f_{t_{0}}^{n} M_{w_{1}}^{-1} M_{w_{0}}\left(a\left(p\left(w_{0}\right)\right)\right) \\
& =f_{t_{0}}^{n} M_{w_{1}}^{-1}(b)=f_{t_{0}}^{n}\left(a\left(p\left(w_{1}\right)\right)=f_{t_{0}}^{n}\left(a\left(t_{0}\right)\right),\right.
\end{aligned}
$$

so the full orbit of $a\left(t_{0}\right)$ under $f_{t_{0}}$ lies in the fixed set of $\rho_{f}(\gamma)$. By the assumption on $a$ we deduce that $\rho_{f}(\gamma)$ is the identity. Therefore, $(f, a)$ is isotrivial over $k$.
Example 2.2. Consider the rational function $f_{1}(z)=z+1 / z$ or the cubic polynomial $P_{1}(z)=z^{3}-3 z$. Both of these functions have $z \mapsto-z$ as an automorphism. Conjugating by $M_{t}(z)=t z$ and setting $s=t^{2}$, we see that the families

$$
f_{s}(z)=z+\frac{1}{s z} \quad \text { and } \quad P_{s}(z)=s z^{3}-3 z
$$

are isotrivial over a degree-2 extension of $k=\mathbb{C}(s)$. On the other hand, neither $f$ nor $P$ is isotrivial over $k$. This can be seen by computing the critical points ( $= \pm \sqrt{1 / s}$ in both examples), and observing that the critical points are interchanged by a nontrivial loop in $V=\mathbb{C} \backslash\{0\}$.
Proposition 2.3. Suppose $V$ has dimension 1 and $f$ is isotrivial. Let $a: V \rightarrow \mathbb{P}^{1}$ be any marked point. The following are equivalent:
(1) The pair $(f, a)$ is isotrivial.
(2) The pair $(f, a)$ is stable.
(3) The degrees of $g_{n}(t)=f_{t}^{n}(a(t))$ are bounded.

Proof. Since $f$ is isotrivial, there exist a finite branched cover $p: W \rightarrow V$, an algebraic family of Möbius transformations $M: W \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$, and a map $R: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ such that $M_{t} \circ f_{p(t)} \circ M_{t}^{-1}=R$ for all $t \in W$. Set $s=p(t)$.

If the pair $(f, a)$ is isotrivial, then $b=M_{t}(a(s))$ is also independent of $t$, so the degrees of $g_{n}(t)=f_{s}^{n}(a(s))=M_{t}^{-1}\left(R^{n}(b)\right)$ are clearly bounded. Thus (1) implies (3). In addition, note that any sequence in the set $\left\{R^{n}(b)\right\}_{n \geq 1} \subset \mathbb{P}^{1}$ has a convergent subsequence. This implies the normality of $\left\{M_{t}^{-1}\left(R^{n}(b)\right)\right\}_{n \geq 1}$ on $W$ which in turn implies the normality of $\left\{f_{t}^{n}(a(t))\right\}_{n}$ on $V$. Thus (1) implies (2).

Now suppose that $(f, a)$ is not isotrivial, so that $b(t)=M_{t}(a(s))$ is nonconstant on $W$. We observe first that the degrees of $\left\{g_{n}\right\}$ must be unbounded, showing that (3) implies (1). Indeed, since $b$ is nonconstant, it extends to a surjective map of finite degree from a compactification $\bar{W}$ to $\mathbb{P}^{1}$. Choose any point $z_{0} \in \mathbb{P}^{1}$ which is nonexceptional for $R$, that is, such that the set of preimages $R^{-n}\left(z_{0}\right)$ is growing in cardinality as $n \rightarrow \infty$. For any $D>0$, choose $n$ so that the size of the set $R^{-n}\left(z_{0}\right)$ is larger than $D$. Then there is a set $P \subset \bar{W}$ of cardinality $|P| \geq D$ such that $b(t)$ is in $R^{-n}\left(z_{0}\right)$ for all $t \in P$. Then $R^{n}(b(t))=z_{0}$ for all $t \in P$. Taking $D$ as large as desired, this shows that the degrees of $\left\{t \mapsto R^{n}(b(t))\right\}_{n}$ are unbounded. This in turn implies that the degrees of $g_{n}(t)=M_{t}^{-1}\left(R^{n}(b(t))\right)$ are unbounded.

Continuing to assume that $(f, a)$ is not isotrivial, we also see that $b(t)=M_{t}(a(s))$ has only finitely many critical points in $W$ and the image $b(W)$ omits at most finitely many points in $\mathbb{P}^{1}$. The map $R$ has infinitely many repelling cycles in its Julia set, so there must exist a $t_{0} \in W$ such that $b^{\prime}\left(t_{0}\right) \neq 0$ and $b\left(t_{0}\right)$ is a repelling periodic point of $R$ for all $t \in P$. It follows that the sequence of derivatives $\left.\frac{\partial}{\partial t} R^{n}(b(t))\right|_{t=t_{0}}$ is unbounded; so the sequence $\left\{R^{n}(b(t))=M_{t}\left(f_{s}^{n}(a(s))\right)\right\}_{n}$ cannot be a normal family on all of $W$. Therefore, $\left\{g_{n}\right\}_{n}$ also fails to be normal, and so we have proved that (2) implies (1).

Finiteness of nonconstant maps. As in the proofs of Theorem 2.2 (and specifically Proposition 4.3) in [McMullen 1987] and of Theorem 2.5 in [Dujardin and Favre 2008], we will need the following statement for our proof of Theorem 1.2.

Lemma 2.4. Let $\Lambda$ be any quasiprojective, complex algebraic curve. There are only finitely many nonconstant holomorphic maps from $\Lambda$ to the triply punctured sphere $\mathbb{P}^{1} \backslash\{0,1, \infty\}$. The bound depends only on the Euler characteristic $\chi(\Lambda)$.

Proof. Any holomorphic map $h: \Lambda \rightarrow \mathbb{P}^{1} \backslash\{0,1, \infty\}$ extends to a meromorphic function on a (smooth) compactification $X$ of $\Lambda$. From Riemann-Hurwitz, the degree of $h$ is bounded by the Euler characteristic $-\chi(\Lambda)$. Any meromorphic function on $X$ is determined by its zeros, poles, and ones; indeed, the ratio of two functions $h_{1}$ and $h_{2}$ with the same zeros and poles must be constant on $X$, and if $h_{1}(x)=1=h_{2}(x)$ for some $x$, then $h_{1} \equiv h_{2}$. Thus, there are only finitely many combinatorial possibilities for $h$.

Proof of Theorem 1.2. Let $d=\operatorname{deg} f \geq 2$. The canonical height $\hat{h}_{f}(a)$ computes the growth rate of the degrees of $t \mapsto f_{t}^{n}(a(t))$ as $n \rightarrow \infty$. Precisely, each $a \in \mathbb{P}^{1}(\bar{k})$
determines a meromorphic function $W \rightarrow \mathbb{P}^{1}$ on a branched cover $p_{a}: W \rightarrow V$, where the topological degree of $p_{a}$ coincides with the algebraic degree of the field extension $k(a)$ over $k$. The canonical height is computed as

$$
\hat{h}_{f}(a)=\frac{1}{\operatorname{deg} p_{a}} \lim _{n \rightarrow \infty} \frac{1}{d^{n}} \operatorname{deg} g_{n}
$$

for the maps $g_{n}: W \rightarrow \mathbb{P}^{1}$ defined by $g_{n}(s)=f_{p_{a}(s)}^{n}(a(s))$. This height function $\hat{h}_{f}$ is characterized by two conditions [Call and Silverman 1993, Theorem 1.1]:
(1) The difference $\left|\hat{h}_{f}(a)-\operatorname{deg} a / \operatorname{deg} p_{a}\right|$ is uniformly bounded on $\mathbb{P}^{1}(\bar{k})$.
(2) $\hat{h}_{f}(f(a))=d \hat{h}_{f}(a)$ for all $a \in \mathbb{P}^{1}(\bar{k})$.

In particular, the degrees of $\left\{g_{n}\right\}$ are growing to infinity if and only if the canonical height of $a$ is positive.

Suppose there is a sequence of rational points $a_{m} \in \mathbb{P}^{1}(k), m \geq 1$, such that

$$
1>\hat{h}_{f}\left(a_{m}\right) \rightarrow 0
$$

as $m \rightarrow \infty$. For each point $a \in \mathbb{P}^{1}(k)$, the length of the orbit of $a$ is defined to be the cardinality of the set $\left\{f^{n}(a): n \geq 0\right\}$ in $\mathbb{P}^{1}(k)$. Suppose further that only finitely many of the $a_{m}$ have infinite orbit, and that the finite orbit lengths are uniformly bounded. In this case, all but finitely many of the $a_{m}$ satisfy a finite number of equations of the form $f^{n}(a)=f^{\ell}(a)$ with $n \neq \ell$; thus the set $\left\{a_{m}\right\}$ will be finite. If this holds for any such sequence, then the theorem is proved.

We can assume, therefore, that the orbit lengths of the $a_{m}$ are tending to infinity with $m$ or are equal to infinity for all $m$.

From property (1) of the height function, there exists a degree $D$ such that $\operatorname{deg} a \geq D$ with $a \in \mathbb{P}^{1}(k)$ implies $\hat{h}_{f}(a) \geq 1$. For each $m$, choose an integer $N_{m} \geq 0$ so that the orbit of $a_{m}$ has length greater than $N_{m}$ and so that

$$
\operatorname{deg} f^{i}\left(a_{m}\right) \leq D
$$

for all $i \leq N_{m}$. Property (2) of the height function and the condition $\hat{h}_{f}\left(a_{m}\right) \rightarrow 0$ imply that we may take $N_{m} \rightarrow \infty$ as $m \rightarrow \infty$. We will deduce that $f$ must be isotrivial over $k$.

Suppose now that $f_{t}$ has at least three distinct fixed points for general $t \in V$. Remove the finitely many parameters in $V$ where these three fixed points have collisions. Then there exists a branched cover $p: W \rightarrow V$ and an algebraic family of Möbius transformations $M: W \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ such that

$$
R_{t}=M_{t} \circ f_{p(t)} \circ M_{t}^{-1}
$$

has its fixed points at $0,1, \infty$ for all $t \in W$.

Set $b_{m}(t)=M_{t}\left(a_{m}(p(t))\right)$ for each $m$, so that $R^{i}\left(b_{m}\right)=M\left(f^{i}\left(a_{m}\right)\right)$ for all iterates. The uniform bound of $D$ on the degrees of $\bigcup_{m}\left\{f^{i}\left(a_{m}\right): i \leq N_{m}\right\}$ implies that there is a uniform bound of $D^{\prime}$ on the degrees of $\bigcup_{m}\left\{R^{i}\left(b_{m}\right): i \leq N_{m}\right\}$. For each point $b_{m}$, we define

$$
\begin{aligned}
S_{0, m}(n) & =\left\{t \in W: R_{t}^{n}\left(b_{m}(t)\right)=0\right\} \\
S_{1, m}(n) & =\left\{t \in W: R_{t}^{n}\left(b_{m}(t)\right)=1\right\}, \\
S_{\infty, m}(n) & =\left\{t \in W: R_{t}^{n}\left(b_{m}(t)\right)=\infty\right\} .
\end{aligned}
$$

Since $\{0,1, \infty\}$ are fixed points of $R_{t}$ for all $t$, we have

$$
S_{0, m}(n) \subset S_{0, m}(n+1)
$$

for all $m$ and all $n$; similarly for $S_{1, m}(n)$ and $S_{\infty, m}(n)$. Let

$$
S_{m}=S_{0, m}\left(N_{m}\right) \cup S_{1, m}\left(N_{m}\right) \cup S_{\infty, m}\left(N_{m}\right) .
$$

For each $m$ and each $n \leq N_{m}$, the iterate $R^{n}\left(b_{m}\right)$ determines a holomorphic map

$$
W \backslash S_{m} \longrightarrow \mathbb{P}^{1} \backslash\{0,1, \infty\} .
$$

By construction, the degree of $R^{N_{m}}\left(b_{m}\right)$ is bounded by $D^{\prime}$, so we have $\left|S_{m}\right| \leq 3 D^{\prime}$ for all $m$. Therefore, there is a uniform bound $B$ (independent of $m$ ) on the number of nonconstant maps from $W \backslash S_{m}$ to the triply punctured sphere $\mathbb{P}^{1} \backslash\{0,1, \infty\}$ (Lemma 2.4). In other words, for each $m$, at most $B$ of the first $N_{m}$ iterates of $b_{m}$ are nonconstant. Therefore, since $N_{m} \rightarrow \infty$, there exists an $m_{0}$ such that $b_{m_{0}}$ has at least $2 d+2$ consecutive iterates that are constant and distinct.

Lemma 2.5. Suppose $A$ and $B$ are rational functions of degree $d$ such that we have $A\left(x_{i}\right)=B\left(x_{i}\right)$ for a sequence of $2 d+1$ distinct points $x_{1}, \ldots, x_{2 d+1}$. Then $A=B$.

Proof. By postcomposing $A$ and $B$ with a Möbius transformation, we may assume that the values $A\left(x_{i}\right)$ and $B\left(x_{i}\right)$ are finite for each $i$. Consider the difference $F=A-B$. Then $F$ is a rational function of degree $\leq 2 d$. But $F$ vanishes in at least $2 d+1$ distinct points, so $F \equiv 0$.

Set $x_{i}=R^{i}\left(b_{m_{0}}\right)$ for the consecutive indices $i$ for which $x_{i}$ is constant in $t$. Then $R_{t}\left(x_{i}\right)=x_{i+1}$ for all $t$ along a set of $2 d+1$ distinct points $x_{i} \in \mathbb{P}^{1}(\mathbb{C})$. Applying Lemma 2.5, we conclude that the rational function $R_{t}$ of degree $d$ is independent of $t$. In other words, $f$ is isotrivial.

It remains to show that $f$ is in fact isotrivial over $k$, but this follows from Lemma 2.1. Indeed, for the point $b_{m_{0}}$ in the preceding paragraph, we had $x_{i}=R^{i}\left(b_{m_{0}}\right)$ independent of $t$. In other words, the pair $\left(f, f^{i}\left(a_{m_{0}}\right)\right)$ is isotrivial. In addition, the orbit length of $f^{i}\left(a_{m_{0}}\right)$ is at least $2 d+1 \geq 3$. Lemma 2.1 states that the pair $\left(f, f^{i}\left(a_{m_{0}}\right)\right.$ ) must be isotrivial over $k$, so $f$ itself is isotrivial over $k$.

Finally, suppose that $f_{t}$ has only 1 or 2 fixed points, generally in $V$. For a general parameter $t_{0}$, choose a forward-invariant set of fixed points and preimages, consisting of at least three distinct points. Pass to a branched cover $W \rightarrow V$ on which these points can be marked holomorphically, excluding the finitely many points where collisions occur. For each of these three points, we define the sets $S_{i, m}(n)$ as above. If the $i$-th point is mapped to the $j$-th point by $f_{t}$, then $S_{i}(n) \subset S_{j}(n+1)$ for all $n$. The rest of the proof goes through exactly the same. This completes the proof of Theorem 1.2.

Two examples: computing canonical height and the number of rational preperiodic points. Consider $Q_{t}(z)=z^{2}+t$, the family of quadratic polynomials. This family defines a nonisotrivial rational function $Q$ over the function field $k=\mathbb{C}(t)$. There is a unique point in $\mathbb{P}^{1}(k)$ with finite orbit for $Q$, namely the point $a=\infty$. Indeed, writing $a(t)=a_{1}(t) / a_{2}(t)$ for $a \in \mathbb{P}^{1}(k) \backslash\{\infty\}$, we can compute explicitly that

$$
\operatorname{deg}(Q(a))= \begin{cases}2 \operatorname{deg} a & \text { if } \operatorname{deg} a_{1}>\operatorname{deg} a_{2} \\ 2 \operatorname{deg} a+1 & \text { if } \operatorname{deg} a_{1} \leq \operatorname{deg} a_{2}\end{cases}
$$

In both cases, the image $Q(a)$ will satisfy the hypothesis of the first case. Inductively then, we have $\operatorname{deg} Q^{n}(a)=2^{n-1} \operatorname{deg} Q(a)$. Consequently, the largest possible $b$ in the statement of Theorem 1.2 is $b=\frac{1}{2}$, since the set $\left\{a \in \mathbb{P}^{1}(k): \hat{h}_{Q}(a)=\frac{1}{2}\right\}$ is precisely the constant points $a \in \mathbb{C}$, while

$$
\left|\left\{a \in \mathbb{P}^{1}(k): \hat{h}_{Q}(a)<\frac{1}{2}\right\}\right|=1 .
$$

As a second example, consider the family of flexible Lattès maps,

$$
L_{t}(z)=\frac{\left(z^{2}-t\right)^{2}}{4 z(z-1)(z-t)},
$$

defining a nonisotrivial $L$ over the field $k=\mathbb{C}(t)$. This family is the quotient of the endomorphism $P \mapsto P+P$ on the Legendre family of elliptic curves $E_{t}=\left\{y^{2}=x(x-1)(x-t)\right\}$. (See also the beginning of Section 5, where this is discussed further.) For this example, Proposition 1.4 of [DeMarco et al. 2016] shows there are exactly 4 rational preperiodic points, namely $\{0,1, t, \infty\}$. We also explicitly computed the height of any starting point $a \in \mathbb{P}^{1}(k)$ in Proposition 3.1 of the same work. The constant points $a \in \mathbb{C} \backslash\{0,1\}$ form an infinite set of points of canonical height $\frac{1}{2}$, while

$$
\left|\left\{a \in \mathbb{P}^{1}(k): \hat{h}_{L}(a)<\frac{1}{2}\right\}\right|=4 .
$$

Again, $b=\frac{1}{2}$ is the largest possible constant in the statement of Theorem 1.2.

## 3. Escape rate at a degenerate parameter

In this section, we construct a "good" escape-rate function associated to a pair of holomorphic maps $f: \mathbb{D}^{*} \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ and $a: \mathbb{D}^{*} \rightarrow \mathbb{P}^{1}$, on the punctured unit disk $\mathbb{D}^{*}=\{t \in \mathbb{C}: 0<|t|<1\}$. The construction follows that of [DeMarco et al. 2015; 2016]. I am indebted to Hexi Ye for his assistance in the proof of Proposition 3.1.

The setting. Throughout this section, we work in homogeneous coordinates on $\mathbb{P}^{1}$. We assume we are given a family of homogeneous polynomial maps

$$
F_{t}: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2}
$$

of degree $d \geq 2$, parameterized by $t \in \mathbb{D}=\{t \in \mathbb{C}:|t|<1\}$, such that the coefficients of $F_{t}$ are holomorphic in $t$. Each $F_{t}$ is given by a pair of homogeneous polynomials ( $P_{t}, Q_{t}$ ), and we define $\operatorname{Res}\left(F_{t}\right)$ to be the homogeneous resultant of the polynomials $P_{t}$ and $Q_{t}$. Recall that the resultant is a polynomial function of the coefficients of $F_{t}$, vanishing if and only if $P_{t}$ and $Q_{t}$ share a root in $\mathbb{P}^{1}$. See [Silverman 2007, §2.4] for more information. We assume further that $\operatorname{Res}\left(F_{t}\right)=0$ if and only if $t=0$, and also that at least one coefficient of $F_{0}$ is nonzero.

We use the norm

$$
\left\|\left(z_{1}, z_{2}\right)\right\|=\max \left\{\left|z_{1}\right|,\left|z_{2}\right|\right\} \quad \text { on } \mathbb{C}^{2} .
$$

The escape-rate function. Let $A: \mathbb{D} \rightarrow \mathbb{C}^{2} \backslash\{(0,0)\}$ be any holomorphic map. Write $A_{t}$ for $A(t)$.

For each $n \geq 0$, the iterate $F_{t}^{n}\left(A_{t}\right)$ is a pair of holomorphic functions in $t$; we define

$$
a_{n}=\operatorname{ord}_{t=0} F_{t}^{n}\left(A_{t}\right)
$$

to be the minimum of the order of vanishing of the two coordinate functions at $t=0$; so $a_{0}=0$ and $a_{n}$ is a nonnegative integer for all $n \geq 1$. Set

$$
F_{n}(t)=t^{-a_{n}} F_{t}^{n}\left(A_{t}\right)
$$

so that $F_{n}$ is a holomorphic map from $\mathbb{D}$ to $\mathbb{C}^{2} \backslash\{(0,0)\}$ for each $n$. Our main goal in this section is to prove the following statement.

Proposition 3.1. The functions

$$
G_{n}(t)=\frac{1}{d^{n}} \log \left\|F_{n}(t)\right\|
$$

converge locally uniformly on the punctured disk $\mathbb{D}^{*}$ to a continuous function $G$ satisfying

$$
G(t)=o(\log |t|) \quad \text { as } t \rightarrow 0 .
$$

Remark 3.2. In [DeMarco et al. 2015; 2016], we used explicit expressions for $F_{t}$ to deduce that the function $G$ was continuous at $t=0$ for our examples. It remains an interesting open question to determine necessary and sufficient conditions for the functions $G_{n}$ to converge uniformly to a continuous function $G$ on a neighborhood of $t=0$.

Order of vanishing. Let $F_{t}$ and $\operatorname{Res}\left(F_{t}\right)$ be defined as in page 1041.
Lemma 3.3. Let $q=\operatorname{ord}_{t=0} \operatorname{Res}\left(F_{t}\right)$. There are constants $0<\alpha<1<\beta$ and $\delta>0$ such that

$$
\alpha|t|^{q} \leq \frac{\left\|F_{t}\left(z_{1}, z_{2}\right)\right\|}{\left\|\left(z_{1}, z_{2}\right)\right\|^{d}} \leq \beta
$$

for all $\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2} \backslash\{(0,0)\}$ and $0<|t|<\delta$.
Proof. The statement of Lemma 3.3 is essentially the content of [Baker and Rumely 2010, Lemma 10.1], letting $k$ be the field of Laurent series in $t$, equipped with the nonarchimedean valuation measuring the order of vanishing at $t=0$. But to obtain our estimate with the Euclidean norm, we work directly with their proof.

By the homogeneity of $F_{t}$, it suffices to prove the estimate assuming $\left\|\left(z_{1}, z_{2}\right)\right\|=1$ with either $z_{1}=1$ or $z_{2}=1$. The upper bound is immediate from the presentation of $F$, with bounded coefficients on compact subsets of $\mathbb{D}$.

Write $F=\left(F_{1}(x, y), F_{2}(x, y)\right)$. The resultant $\operatorname{Res}(F)$ is a nonzero element of the valuation ring $\mathcal{O}_{k}=\left\{z \in k: \operatorname{ord}_{t=0} z \geq 0\right\}$. From basic properties of the resultant (e.g., [Silverman 2007, Proposition 2.13]), there exist polynomials $g_{1}, g_{2}, h_{1}, h_{2} \in$ $\mathcal{O}_{k}[x, y]$ such that

$$
\begin{equation*}
g_{1}(x, y) F_{1}(x, y)+g_{2}(x, y) F_{2}(x, y)=\operatorname{Res}(F) x^{2 d-1} \tag{3-1}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{1}(x, y) F_{1}(x, y)+h_{2}(x, y) F_{2}(x, y)=\operatorname{Res}(F) y^{2 d-1} \tag{3-2}
\end{equation*}
$$

Setting $x=1$, equation (3-1) shows that

$$
\min \left\{\operatorname{ord} F_{1}\left(1, z_{2}\right), \text { ord } F_{2}\left(1, z_{2}\right)\right\} \leq q
$$

for any choice of $z_{2} \in \mathcal{O}_{k}$. In fact, taking

$$
M=2 \max \left\{\sup \left\{\left|g_{1}(1, y)\right|:|t| \leq \frac{1}{2},|y| \leq 1\right\}, \sup \left\{\left|g_{2}(1, y)\right|:|t| \leq \frac{1}{2},|y| \leq 1\right\}\right\}
$$

we may find $\alpha_{1}>0$ and $0<\delta_{1}<\frac{1}{2}$ such that

$$
\min \left\{\inf \left\{\left|F_{1}\left(1, z_{2}\right)\right|:\left|z_{2}\right| \leq 1\right\}, \inf \left\{\left|F_{2}(1, y)\right|:\left|z_{2}\right| \leq 1\right\}\right\} \geq|\operatorname{Res}(F)| / M \geq \alpha_{1}|t|^{q}
$$

for all $|t|<\delta_{1}$.
Similarly, setting $y=1$ in equation (3-2), we may define the analogous $\alpha_{2}$ and $\delta_{2}$ to estimate $F_{1}\left(z_{1}, 1\right)$ and $F_{2}\left(z_{1}, 1\right)$ for any $\left|z_{1}\right| \leq 1$; the conclusion follows by setting $\alpha=\min \left\{\alpha_{1}, \alpha_{2}\right\}$ and $\delta=\min \left\{\delta_{1}, \delta_{2}\right\}$.

Proof of Proposition 3.1. It is a standard convergence argument in complex dynamics that the functions $d^{-n} \log \left\|F_{t}^{n}\left(A_{t}\right)\right\|$ converge locally uniformly in the region where $\operatorname{Res}\left(F_{t}\right) \neq 0$, exactly as in [Hubbard and Papadopol 1994], [Fornæss and Sibony 1994], or [Branner and Hubbard 1988]. To see that the functions $G_{n}$ converge locally uniformly on $\mathbb{D}^{*}$, we must look at the growth of the orders $\left\{a_{n}\right\}$ as $n \rightarrow \infty$. From the definition of $a_{n}$, we have $a_{0}=0$ and

$$
\begin{equation*}
a_{n+1}=d a_{n}+\operatorname{ord}_{t=0} F_{t}\left(F_{n}(t)\right) \tag{3-3}
\end{equation*}
$$

for all $n$. Hence by Lemma 3.3, noting that $z=F_{n}(t)$ has norm bounded away from both 0 and $\infty$ as $t \rightarrow 0$, we find that

$$
0 \leq k_{n+1}:=a_{n+1}-d \cdot a_{n} \leq q
$$

Consequently, the sequence $a_{n} / d^{n}=\sum_{i=1}^{n} k_{i} / d^{i}$ has a finite limit. In particular, we may conclude that the sequence

$$
G_{n}(t)=\frac{1}{d^{n}} \log \left\|F_{n}(t)\right\|=\frac{1}{d^{n}} \log \left\|F_{t}^{n}\left(A_{t}\right)\right\|-\frac{a_{n}}{d^{n}} \log |t|
$$

converges locally uniformly (to $G(t)$ ) in the punctured unit disk.
To show that $G(t)=o(\log |t|)$ it suffices to show that, for any $\varepsilon>0$, there is a constant $C$ and a $\delta>0$ such that

$$
|G(t)| \leq \varepsilon|\log | t| |+C
$$

for all $t$ in the disk of radius $\delta$.
Fix a positive integer $N$, and define

$$
b_{n}:=\operatorname{ord}_{t=0} F_{t}^{n-N}\left(F_{N}(t)\right)
$$

for $n \geq N$, so that $b_{N}=0$ and

$$
0 \leq \ell_{n+1}:=b_{n+1}-d \cdot b_{n} \leq q
$$

by Lemma 3.3. In particular, we have

$$
\frac{b_{n}}{d^{n}}=\sum_{i=N+1}^{n} \frac{\ell_{i}}{d^{i}} \leq \sum_{i=N+1}^{\infty} \frac{q}{d^{i}}
$$

for all $n>N$. By increasing $N$ if necessary, we can assume that

$$
\sum_{i=N+1}^{\infty} \frac{q}{d^{i}}<\varepsilon
$$

Therefore (recalling the constants $0<\alpha<1$ and $\delta>0$ from Lemma 3.3),

$$
\begin{aligned}
& \frac{1}{d^{n}} \log \left\|F_{n}(t)\right\|+\frac{b_{n}}{d^{n}} \log |t| \\
& \quad=\frac{1}{d^{n}} \log \left\|F_{t}^{n-N}\left(F_{N}(t)\right)\right\| \\
& \left.\quad=\sum_{i=1}^{n-N}\left(\frac{1}{d^{i+N}} \log \left\|F_{t}^{i}\left(F_{N}(t)\right)\right\|-\frac{1}{d^{i+N-1}} \log \left\|F_{t}^{i-1}\left(F_{N}(t)\right)\right\|\right)+\frac{1}{d^{N}} \log \| F_{N}(t)\right) \| \\
& \left.\quad=\sum_{i=1}^{n-N} \frac{1}{d^{i+N}} \log \frac{\left\|F_{t}^{i}\left(F_{N}(t)\right)\right\|}{\left\|F_{t}^{i-1}\left(F_{N}(t)\right)\right\|^{d}}+\frac{1}{d^{N}} \log \| F_{N}(t)\right) \| \\
& \left.\quad \geq \sum_{i=1}^{n-N} \frac{1}{d^{i+N}}\left(\log |t|^{q}+\log \alpha\right)+\frac{1}{d^{N}} \log \| F_{N}(t)\right) \| \\
& \left.\quad \geq \varepsilon \log |t|+\frac{1}{d^{N}} \log \| F_{N}(t)\right) \|+\sum_{i=N}^{\infty} \frac{1}{d^{i}} \log \alpha
\end{aligned}
$$

Let $\left.C=\sup \mid \log \| F_{N}(t)\right) \| / d^{N} \mid$ for $t$ in the disk of radius $\frac{1}{2}$. Then $\frac{1}{d^{n}} \log \left\|F_{n}(t)\right\| \geq \varepsilon \log |t|-C+\sum_{i=N}^{\infty} \frac{1}{d^{i}} \log \alpha-\frac{b_{n}}{d^{n}} \log |t| \geq \varepsilon \log |t|-C+\sum_{i=N}^{\infty} \frac{1}{d^{i}} \log \alpha$, for all $|t|<\delta$ and all $n \geq N$.

For the reverse estimate, we have

$$
\begin{aligned}
\frac{1}{d^{n}} \log \left\|F_{n}(t)\right\|+\frac{b_{n}}{d^{n}} \log |t| & \left.=\sum_{i=1}^{n-N} \frac{1}{d^{i+N}} \log \frac{\left\|F_{t}^{i}\left(F_{N}(t)\right)\right\|}{\left\|F_{t}^{i-1}\left(F_{N}(t)\right)\right\|^{d}}+\frac{1}{d^{N}} \log \| F_{N}(t)\right) \| \\
& \left.\leq \sum_{i=N}^{\infty} \frac{1}{d^{i}} \log \beta+\frac{1}{d^{N}} \log \| F_{N}(t)\right) \|
\end{aligned}
$$

where $\beta>1$ is the constant from Lemma 3.3. With the same $C$ as above, we conclude that

$$
\frac{1}{d^{n}} \log \left\|F_{n}(t)\right\| \leq-\frac{b_{n}}{d^{n}} \log |t|+\sum_{i=N}^{\infty} \frac{1}{d^{i}} \log \beta+C \leq-\varepsilon \log |t|+\sum_{i=N}^{\infty} \frac{1}{d^{i}} \log \beta+C
$$

for all $|t|<\delta$ and all $n \geq N$. Passing to the limit as $n \rightarrow \infty$, we conclude that $G(t)=o(\log |t|)$ for $t$ near 0 . This concludes the proof of Proposition 3.1.

Stability. We now gather some consequences of Proposition 3.1 that will be used in the proof of Theorem 1.1. Let $F_{t}$ be given as on page 1041, so it induces a family of rational maps $f$ of degree $d$, parameterized by the punctured disk $\mathbb{D}^{*}$. Let $a: \mathbb{D} \rightarrow \mathbb{P}^{1}$ be a holomorphic map with a holomorphic lift $A: \mathbb{D} \rightarrow \mathbb{C}^{2} \backslash\{(0,0)\}$.

We define the functions $F_{n}$ and $G_{n}$ as on page 1041, with

$$
G(t)=\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log \left\|F_{n}(t)\right\|
$$

Recall that the pair $(f, a)$ is stable on $\mathbb{D}^{*}$ if the sequence of holomorphic functions $\left\{g_{n}(t):=f_{t}^{n}(a(t))\right\}$ forms a normal family on $\mathbb{D}^{*}$.

Corollary 3.4. Suppose the pair $(f, a)$ is stable on the punctured disk $\mathbb{D}^{*}$. Then there exists a choice of holomorphic lift $A: \mathbb{D} \rightarrow \mathbb{C}^{2} \backslash\{(0,0)\}$ of a such that $G \equiv 0$.

Proof. Stability of $(f, a)$ on $\mathbb{D}^{*}$ implies that $G$ is harmonic where $t \neq 0$ for any choice of holomorphic lift $A$ of $a$ [DeMarco 2003, Theorem 9.1]. Indeed, take a subsequence of $\left\{g_{n}\right\}$ that converges uniformly on a small neighborhood $U$ in $\mathbb{D}^{*}$ to a holomorphic map $h$ into $\mathbb{P}^{1}$. Shrinking $U$ if necessary, we may select the norm on $\mathbb{C}^{2}$ so that $\log \|s(\cdot)\|$ is harmonic on a region containing the image $h(U)$ in $\mathbb{P}^{1}$, where $s$ is any holomorphic section of $\mathbb{C}^{2} \backslash\{(0,0)\} \rightarrow \mathbb{P}^{1}$. Then the corresponding subsequence of the harmonic functions $G_{n}$ are converging uniformly to a harmonic limit.

Fix a choice of $A: \mathbb{D} \rightarrow \mathbb{C}^{2} \backslash\{(0,0)\}$, and construct the escape-rate function $G$. The bound on $G$ from Proposition 3.1 implies that $G$ extends to a harmonic function on the entire disk. Indeed, by a standard argument in complex analysis, we fix a small disk of radius $r$ and let $h$ be the unique harmonic function on this disk with $h=G$ on the boundary circle. For each $\varepsilon>0$, consider

$$
u_{\varepsilon}(t)=G(t)-h(t)+\varepsilon \log |t|
$$

for $t$ in the punctured disk. The function $u_{\varepsilon}$ extends to an upper-semicontinuous function, setting $u_{\varepsilon}(0)=-\infty$, and so $u_{\varepsilon}$ is subharmonic on the disk because it satisfies the sub-mean-value property. Thus, $u_{\varepsilon} \leq \varepsilon \log r$ on the disk by the maximum principle. Letting $\varepsilon \rightarrow 0$, we deduce that $G \leq h$ on the punctured disk. Applying the same reasoning to

$$
v_{\varepsilon}(t)=h(t)-G(t)+\varepsilon \log |t|
$$

we obtain the reverse inequality, that $h \leq G$, and therefore, $h=G$.
The harmonic function $G$ can now be expressed locally as Re $\eta$ for a holomorphic function $\eta$ on $\mathbb{D}$. Now replace $A_{t}$ with $\tilde{A}_{t}=e^{-\eta(t)} A_{t}$. Then

$$
F_{t}^{n}\left(\tilde{A}_{t}\right)=e^{-d^{n} \eta(t)} F_{t}^{n}\left(A_{t}\right)
$$

so the order of vanishing at $t=0$ is unchanged. We obtain a new escape-rate function

$$
\begin{aligned}
\tilde{G}(t) & =\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log \left\|t^{-a_{n}} F_{t}^{n}\left(\tilde{A}_{t}\right)\right\|=\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log \left\|t^{-a_{n}} e^{-d^{n} \eta(t)} F_{t}^{n}\left(A_{t}\right)\right\| \\
& =\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log \left\|e^{-d^{n} \eta(t)} F_{n}(t)\right\|=G(t)+\log \left|e^{-\eta}\right|=G(t)-G(t) \equiv 0,
\end{aligned}
$$

completing the proof of the corollary.

Lemma 3.5. Suppose that $G \equiv 0$. The functions $\left\{F_{n}(t)=t^{-a_{n}} F_{t}^{n}\left(A_{t}\right)\right\}$ are uniformly bounded in $\mathbb{C}^{2} \backslash\{(0,0)\}$ on compact subsets of $\mathbb{D}^{*}$.
Proof. Recall that the "usual" escape rate of $F_{t}$ is defined by

$$
G_{F_{t}}(z)=\lim _{n \rightarrow \infty} \frac{1}{d^{n}} \log \left\|F_{t}^{n}(z)\right\|
$$

for $z$ in $\mathbb{C}^{2}$. The local uniform convergence of the limit (on $\mathbb{D}^{*} \times \mathbb{C}^{2} \backslash\{(0,0)\}$ ) implies that $G_{F_{t}}(z)$ is continuous as a function of $(t, z)$; it is proper in $z \in \mathbb{C}^{2} \backslash\{(0,0)\}$, since the function satisfies

$$
G_{F_{t}}(\alpha z)=G_{F_{t}}(z)+\log |\alpha|
$$

for all $\alpha \in \mathbb{C}^{*}$ and all $(t, z)$. So our desired result follows if we can show that, for each compact subset $K$ of $\mathbb{D}^{*}$, there exist constants $-\infty<c<C<\infty$ such that

$$
c \leq G_{F_{t}}\left(F_{n}(t)\right) \leq C
$$

for all $n$ and all $t \in K$.
Indeed, note that $G(t)=0$ implies that $G_{F_{t}}\left(A_{t}\right)=\eta \log |t|$ for

$$
\eta=\lim \frac{a_{n}}{d^{n}}=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \frac{k_{i}}{d^{i}}
$$

as in the proof of Proposition 3.1, with $0 \leq k_{i} \leq q$ for all $i$. Therefore,

$$
\begin{aligned}
G_{F_{t}}\left(F_{n}(t)\right) & =d^{n} G_{F_{t}}\left(A_{t}\right)-a_{n} \log |t|=\left(d^{n} \eta-a_{n}\right) \log |t| \\
& =\left(\sum_{i=n+1}^{\infty} \frac{k_{i}}{d^{i-n}}\right) \log |t| \geq\left(\sum_{i=0}^{\infty} \frac{q}{d^{i}}\right) \log |t| .
\end{aligned}
$$

On the other hand, the sequence $a_{n} / d^{n}$ increases to $\eta$, so $\left(d^{n} \eta-a_{n}\right) \log |t| \leq 0$ for all $n$ and all $t \in \mathbb{D}^{*}$; therefore, $G_{F_{t}}\left(F_{n}(t)\right) \leq 0$ for all $t$ and all $n$.

## 4. Proof of Theorem 1.1

Let $f$ be an algebraic family of rational maps of degree $d \geq 2$, parameterized by the irreducible quasiprojective complex variety $V$. Let $a: V \rightarrow \mathbb{P}^{1}$ be a marked point. In this section, we prove Theorem 1.1.

It suffices to prove the theorem when $V$ is one-dimensional. For, if $t_{0}$ is any parameter in $V$ at which $a\left(t_{0}\right)$ is not preperiodic, taking any one-dimensional slice through $t_{0}$ on which $(f, a)$ is not isotrivial, we conclude that $(f, a)$ will not be stable on this slice. Therefore, the family of iterates cannot be normal on all of $V$.

If $f$ is isotrivial, then the result follows immediately from Proposition 2.3. If $f$ is not isotrivial and if the degrees of $g_{n}(t):=f_{t}^{n}(a(t))$ are bounded, then the conclusion follows immediately from Proposition 1.8.

For the rest of the proof, assume that the degrees of $\left\{g_{n}\right\}$ are unbounded. Suppose also that $(f, a)$ is stable and $f$ is not isotrivial. We will derive a contradiction.

Let $C$ denote the normalization of a compactification of $V$, so that we may view $f$ as a family defined over the punctured Riemann surface $C \backslash\left\{x_{1}, \ldots, x_{n}\right\}$. The stability of $(f, a)$ implies that $\left\{g_{n}\right\}$ is normal on $V$. As such, there exists a subsequence $\left\{g_{n_{k}}\right\}$ with unbounded degree that converges locally uniformly on $V$ to a holomorphic function $h: V \rightarrow \mathbb{P}^{1}$. Note that $h$ might have finite degree or it may have essential singularities at the punctures $x_{i}$ of $V$. In either case, we find:

Lemma 4.1. There exists a puncture of $V$ such that, for any neighborhood $U$ of this puncture, and for any point $b \in \mathbb{P}^{1}$ (with at most one exception), the cardinality of $g_{n_{k}}^{-1}(b) \cap U$ (counted with multiplicities) is unbounded as $n_{k} \rightarrow \infty$.

Proof. We apply the argument principle. Fix any $b \in \mathbb{P}^{1}$ such that $h \not \equiv b$. Choose coordinates on $\mathbb{P}^{1}$ such that $b=0$ and $h \not \equiv \infty$. Choose a small loop $\gamma_{j}$ around each puncture $x_{j}$ of $V$ on which $h$ has no zeros or poles.

Consider the integral

$$
N\left(\gamma_{j}\right)=\frac{1}{2 \pi i} \int_{\gamma_{j}} \frac{h^{\prime}}{h} \in \mathbb{Z}
$$

computing the winding number of the loop $h \circ \gamma_{j}$ around the origin. By uniform convergence of $g_{n_{k}} \rightarrow h$ on $\gamma_{j}$, and since $g_{n_{k}}$ is meromorphic, the number $N\left(\gamma_{j}\right)$ is equal to the difference between the number of zeros and number of poles of $g_{n_{k}}$ inside the circle for all $n_{k}$ sufficiently large. But since $\operatorname{deg} g_{n_{k}} \rightarrow \infty$ and the functions converge uniformly to $h$ outside these small loops, the actual count of zeros and poles must be growing to infinity inside one of these circles.

Fix a puncture $x_{i}$ of $V$ satisfying the condition of Lemma 4.1. Choose local coordinate $t$ on $C$ on a small disk $D$ around the puncture $x_{i}$ of $V$. Choose coordinates on $\mathbb{P}^{1}$ such that the conclusion of Lemma 4.1 holds for $b=0$ and $b=\infty$. Let $B$ be a small annulus in the disk $D$ of the form

$$
B=\left\{r_{0}<|t|<r_{1}\right\}
$$

with $0<2 r_{0}<r_{1}-r_{0}<1$. Passing to a further subsequence if necessary, let

$$
\kappa\left(n_{k}\right)=\min \left\{\left|g_{n_{k}}^{-1}(0) \cap D_{r_{0}}\right|,\left|g_{n_{k}}^{-1}(\infty) \cap D_{r_{0}}\right|\right\}
$$

so that $\kappa\left(n_{k}\right) \rightarrow \infty$ with $n_{k}$.
As in Section 3, choose a homogeneous polynomial lift $F_{t}$ of $f_{t}$ to $\mathbb{C}^{2}$, normalized so that the coefficients of $F_{t}$ are holomorphic in $t$ and not all 0 at $t=0$. By Proposition 3.1 and Corollary 3.4, we may choose a holomorphic lift $A$ of $a$ with values in $\mathbb{C}^{2} \backslash\{(0,0)\}$ such that the escape-rate function $G$ satisfies $G(t) \equiv 0$. From Lemma 3.5, we deduce that the sequence $\left\{F_{n}(t)\right\}$ is uniformly bounded - away
from $(0,0)$ and $\infty$ - on the closed annulus $\bar{B}=\left\{r_{0} \leq|t| \leq r_{1}\right\}$. In other words, there exist constants $0<c \leq C<\infty$ such that

$$
c \leq\left\|F_{n}(t)\right\| \leq C
$$

for all $n$ and all $t \in B$.
Write

$$
F_{n_{k}}(t)=\left(P_{n_{k}}(t) R_{n_{k}}(t), Q_{n_{k}}(t) S_{n_{k}}(t)\right)
$$

for holomorphic $P_{n_{k}}, R_{n_{k}}, Q_{n_{k}}, S_{n_{k}}$ where $P_{n_{k}}, Q_{n_{k}} \approx t^{\kappa\left(n_{k}\right)}$ on the disk $D$. More precisely, there exist factors

$$
P_{n_{k}}(t)=\prod_{i=1}^{\kappa\left(n_{k}\right)}\left(t-t_{i}\right) \quad \text { and } \quad Q_{n_{k}}(t)=\prod_{i=1}^{\kappa\left(n_{k}\right)}\left(t-s_{i}\right)
$$

for two disjoint sets of roots $\left\{t_{i}\right\}$ and $\left\{s_{j}\right\}$ contained in the small disk $D_{r_{0}}$. Note that

$$
\left|P_{n_{k}}(t)\right|,\left|Q_{n_{k}}(t)\right| \leq\left(2 r_{0}\right)^{\kappa\left(n_{k}\right)}
$$

for $|t|=r_{0}$, and

$$
\left|P_{n_{k}}(t)\right|,\left|Q_{n_{k}}(t)\right| \geq\left(r_{1}-r_{0}\right)^{\kappa\left(n_{k}\right)}
$$

for $|t|=r_{1}$. The uniform bounds on $F_{n}(t)$ imply that

$$
\left|R_{n_{k}}(t)\right|,\left|S_{n_{k}}(t)\right| \leq \frac{C}{\left(r_{1}-r_{0}\right)^{\kappa\left(n_{k}\right)}}
$$

on the circle $|t|=r_{1}$ and

$$
\max \left\{\left|R_{n_{k}}(t)\right|,\left|S_{n_{k}}(t)\right|\right\} \geq \frac{c}{\left(2 r_{0}\right)^{\kappa\left(n_{k}\right)}}
$$

for each $t$ on the circle $|t|=r_{0}$ and all $n_{k}$. But $\kappa\left(n_{k}\right) \rightarrow \infty$ with $n_{k}$ and $2 r_{0}<r_{1}-r_{0}$, so for large $n_{k}$ these estimates will violate the maximum principle applied to the holomorphic function $P_{n_{k}}^{\prime}$ or $Q_{n_{k}}^{\prime}$.

The contradiction obtained shows that if $(f, a)$ is stable on $V$ with $f$ not isotrivial, then the degrees of $\left\{g_{n}\right\}$ must be bounded, returning us to the setting treated by Proposition 1.8. This completes the proof of Theorem 1.1.

## 5. Density of intersections

In this section, we prove Proposition 1.5 and Theorem 1.6.
Elliptic curves. We begin by explaining the connection between Proposition 1.5 and the theme of this article. Let $E_{t}$ be a family of smooth elliptic curves, parameterized by a quasiprojective algebraic curve $V$. The equivalence relation $x \sim-x$ on $E_{t}$ induces a projection to $\mathbb{P}^{1}$. Via this projection, the multiplication-by-2 map on $E_{t}$ descends to a rational function $f_{t}$ on $\mathbb{P}^{1}$ of degree 4 , called a Lattès map. (A formula
for the resulting $f_{t}$ is shown for the Legendre family $E_{t}$ at the bottom of page 1040, defined there as $L_{t}$.) The family $f_{t}$ is nonisotrivial if and only if the family $E_{t}$ is nonisotrivial. A point $P_{t} \in E_{t}$ projects to a preperiodic point for $f_{t}$ if and only if $P_{t}$ is torsion.

In Theorem 1.2, we also refer to the canonical height function: by its definition, the Néron-Tate height on an elliptic curve is equal to $\frac{1}{2}$ times the canonical height for the associated multiplication-by- 2 Lattès map. Therefore, height 0 on the elliptic curve coincides with height 0 for the rational function.

Proof of Proposition 1.5. Let $E$ be a nonisotrivial elliptic curve defined over a function field $k=\mathbb{C}(X)$ for an irreducible complex algebraic curve $X$. We view $E$ as a family $E_{t}$ of smooth elliptic curves, for all but finitely many $t \in X$; alternatively, we view $E$ as a complex surface, equipped with an elliptic fibration $E \rightarrow X$. Fix $P \in E(k)$. Then $P$ determines a section $P: X \rightarrow E$. Composing this section $P$ with the degree-two quotient from each $E_{t}, t \in X$, to $\mathbb{P}^{1}$, we obtain a marked point $a_{P}: X \rightarrow \mathbb{P}^{1}$ and a nonisotrivial algebraic family of Lattès maps $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ on a Zariski-open subset $V \subset X$.

From Theorem 1.1, we know that the pair $\left(f, a_{P}\right)$ is stable if and only if the pair ( $f, a_{P}$ ) is preperiodic. So either $a_{P}(t)$ is preperiodic for $f_{t}$ for all $t \in V$ (in which case $P$ is torsion on $E / k$ ), or the pair $\left(f, a_{P}\right)$ is not stable.

In this way, the proposition is a consequence of the following statement, which is a direct application of Montel's theorem on normal families; see, e.g., [Milnor 2006] for background on Montel's theorem.

Given a pair $(f, a)$, the stable set $\Omega(f, a) \subset V$ is the largest open set on which $\left\{t \mapsto f_{t}^{n}(a(t))\right\}$ forms a normal family. The bifurcation locus $B(f, a) \subset V$ is the complement of $\Omega(f, a)$ in $V$.

Proposition 5.1. Suppose $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is an algebraic family of rational maps of degree $d \geq 2$. Let $a: V \rightarrow \mathbb{P}^{1}$ be a marked point, and suppose that the bifurcation locus $B(f, a)$ is nonempty. Then for each open $U \subset V$ intersecting $B(f, a)$, there are infinitely many $t \in U$ where $a(t)$ is preperiodic to a repelling cycle of $f_{t}$.

Proof. Fix an open set $U$ having nonempty intersection with $B(f, a)$. Choose a point $t_{0}$ in $B(f, a) \cap U$. Choose three distinct repelling periodic points $z_{1}\left(t_{0}\right)$, $z_{2}\left(t_{0}\right), z_{3}\left(t_{0}\right)$ of $f_{t_{0}}$ that are not in the forward orbit of $a\left(t_{0}\right)$. Shrinking $U$ if necessary, the implicit function theorem implies that these periodic points can be holomorphically parameterized by $t \in U$. By Montel's theorem, the failure of normality of $\left\{t \mapsto f_{t}^{n}(a(t))\right\}$ on $U$ implies that there exists a parameter $t_{1} \in U$ and an integer $n_{1}>0$ such that $f_{t_{1}}^{n_{1}}\left(a\left(t_{1}\right)\right)$ is an element of the set $\left\{z_{1}\left(t_{1}\right), z_{2}\left(t_{1}\right), z_{3}\left(t_{1}\right)\right\}$. In particular, $a\left(t_{1}\right)$ is preperiodic for $f_{t_{1}}$. Shrinking the neighborhood $U$, we may find infinitely many such parameters.

Remark 5.2. In [DeMarco et al. 2016], we studied the distribution of the parameters $t \in X$ for which a marked point $P_{t} \in E_{t}$ is torsion, with $E_{t}$ the Legendre family of elliptic curves. The set of such parameters is dense in the parameter space (in the usual analytic topology).

Proof of Theorem 1.6. By hypothesis, the family $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ has dimension $N$ in moduli; this means that the image of the induced projection $V \rightarrow \mathrm{M}_{d}$ to the moduli space of rational maps has dimension $N$.

To prove Zariski density, we need to show that, for any algebraic subvariety $Y \subset V$ (possibly reducible), the complement $\Lambda=V \backslash Y$ contains a parameter $t$ at which all points $a_{1}(t), \ldots, a_{k}(t)$ are preperiodic. Note that $\Lambda$ is itself an irreducible, quasiprojective complex algebraic variety, so that $f: \Lambda \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is again an algebraic family of rational maps, of dimension $N$ in moduli.

Consider the marked point $a_{1}$. Since $f$ projects to an $N$-dimensional family in the moduli space, with $N>0$, it follows that ( $f, a_{1}$ ) is not isotrivial on $\Lambda$. By Theorem 1.1, the pair $\left(f, a_{1}\right)$ is either preperiodic or it fails to be stable on $\Lambda$. If ( $f, a_{1}$ ) is preperiodic, we set $\Lambda_{1}=\Lambda$. If $\left(f, a_{1}\right)$ is unstable, then Proposition 5.1 shows that there exists a parameter $t_{1} \in \Lambda$ where $a_{1}\left(t_{1}\right)$ is preperiodic to a repelling cycle of $f_{t_{1}}$. If $a_{1}$ satisfies the equation $f^{n_{1}}\left(a_{1}\right)=f^{m_{1}}\left(a_{1}\right)$ at the parameter $t_{1}$, we define $\Lambda_{1} \subset \Lambda$ to be an irreducible component of the subvariety defined by the equation $f_{t}^{n_{1}}\left(a_{1}(t)\right)=f_{t}^{m_{1}}\left(a_{1}(t)\right)$ that contains $t_{1}$. Then $\Lambda_{1}$ is a nonempty quasiprojective variety, of codimension 1 in $\Lambda$. Furthermore, since the cycle persists under perturbation, the condition defining $\Lambda_{1}$ will also cut out a codimension-1 subvariety in the moduli space. In other words, $\Lambda_{1}$ must project to a family of dimension $N-1$ in the moduli space. By construction, $\left(f, a_{1}\right)$ is preperiodic on $\Lambda_{1}$.

We continue inductively. Fix $1 \leq i<k$. Suppose $\Lambda_{i}$ is a quasiprojective subvariety of dimension $\geq N-i$ in moduli on which $\left(f, a_{1}\right), \ldots,\left(f, a_{i}\right)$ are preperiodic. Since $N-i>N-k \geq 0$, the pair ( $f, a_{i+1}$ ) is not isotrivial on $\Lambda_{i}$. As above, we combine Theorem 1.1 with Proposition 5.1 to find a parameter $t_{i+1} \in \Lambda_{i}$ where $a_{i+1}$ is preperiodic. We define $\Lambda_{i+1} \subset \Lambda_{i}$ so that ( $f, a_{i+1}$ ) is preperiodic on $\Lambda_{i+1}$, and the family $f: \Lambda_{i+1} \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ has dimension at least $N-i-1$ in moduli. In conclusion, all of the points $\left(f, a_{1}\right), \ldots,\left(f, a_{k}\right)$ are preperiodic on $\Lambda_{k}$, and $\Lambda_{k}$ has dimension at least $N-k \geq 0$ in moduli. In particular, $\Lambda_{k}$ is nonempty, and the theorem is proved.

## 6. A conjecture on intersections and dynamical relations

We conclude this article with a revised statement of the conjecture from [Baker and DeMarco 2013] on "unlikely intersections" and density of "special points"and we provide the proof of one implication, as an application of Theorem 1.1. Specifically, we look at algebraic families $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ of dimension $N>0$
in moduli. We prove that if an $(N+1)$-tuple of marked points is dynamically related, then the set of parameters $t \in V$ where they are simultaneously preperiodic is Zariski-dense in $V$. We conclude the article with an explanation of how this implies one implication of [Baker and DeMarco 2013, Conjecture 1.10].

Density of special points. In [Baker and DeMarco 2013, Conjecture 1.10], we formulated a conjecture about the arrangement of postcritically finite maps ("special points") in the moduli space of rational maps of degree $d \geq 2$. It was presented as a dynamical analog of the André-Oort conjecture in arithmetic geometry, with the aim of characterizing the "special subvarieties" of the moduli space, meaning the algebraic families $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ with a Zariski-dense subset of postcritically finite maps. Roughly speaking, the special subvarieties should be those that are defined by (a general notion of) critical orbit relations. We proved special cases of the conjecture, for certain families of polynomial maps, and we sketched the proof of one implication in the general case.

If we formulate the conjecture to handle arbitrary marked points, not only critical points, then the statement encompasses recent results about elliptic curves, as in the work of Masser and Zannier (and therefore has overlap with the Pink and Zilber conjectures); see [Masser and Zannier 2012] and the references therein. Evidence towards the more general result is given by [Baker and DeMarco 2013, Theorem 1.3] and the results of [Ghioca et al. 2013; 2015]. Conjecture 6.1 presented here is, therefore, more than just an analogy with statements in arithmetic geometry.

Let $V$ be an irreducible, quasiprojective complex algebraic variety, and let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$. For a collection of $n$ marked points $a_{1}, \ldots, a_{n}: V \rightarrow \mathbb{P}^{1}$, we define

$$
S\left(a_{1}, \ldots, a_{n}\right)=\bigcap_{i=1}^{n}\left\{t \in V: a_{i}(t) \text { is preperiodic for } f_{t}\right\} .
$$

We say the marked points $a_{1}, \ldots, a_{n}$ are coincident along $V$ if there exists a marked point $a_{i}$ and a Zariski-open subset $V^{\prime} \subset V$ such that

$$
S\left(a_{1}, \ldots, a_{n}\right) \cap V^{\prime}=S\left(a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right) \cap V^{\prime} .
$$

In other words, if $\left\{a_{1}(t), \ldots, a_{i-1}(t), a_{i+1}(t), \ldots, a_{n}(t)\right\}$ are all preperiodic for $f_{t}$ at a parameter $t \in V^{\prime}$, then the remaining point $a_{i}(t)$ must also be preperiodic for $f_{t}$. For example, if a pair $(f, a)$ is preperiodic on $V$, then any collection of points $\left\{a_{1}, \ldots, a_{n}\right\}$ containing $a$ will be coincident.

A stronger notion than coincidence is that of the dynamical relation, requiring an $f$-invariant algebraic relation between the points $\left\{a_{1}, \ldots, a_{n}\right\}$. A formal definition is given below.

Conjecture 6.1. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be an algebraic family of rational maps of degree $d \geq 2$, of dimension $N>0$ in moduli. Let $a_{0}, \ldots, a_{N}$ be any collection of $N+1$ marked points. The following are equivalent:
(1) The set $S\left(a_{0}, \ldots, a_{N}\right)$ is Zariski-dense in $V$.
(2) The points $a_{0}, \ldots, a_{N}$ are coincident along $V$.
(3) The points $a_{0}, \ldots, a_{N}$ are dynamically related along $V$.

Theorem 6.2. We have $(3) \Longrightarrow(2)$ and $(2) \Longrightarrow(1)$ in Conjecture 6.1.
The implication (3) $\Rightarrow$ (2) will be a formal consequence of the definitions, while $(2) \Longrightarrow(1)$ is presented below as an application of Theorem 1.1. The remaining challenge is to show that (1) implies (3). We expect that $(1) \Rightarrow(2)$ should be a consequence of "arithmetic equidistribution" as in the proofs of [Baker and DeMarco 2011; 2013; Ghioca et al. 2013; 2015; DeMarco et al. 2016] when $V$ is a curve.

Dynamical relations. The basic example of a dynamical relation between two marked points $a, b: V \rightarrow \mathbb{P}^{1}$ is an orbit relation: the existence of integers $n, m$ such that

$$
f_{t}^{n}(a(t))=f_{t}^{m}(b(t))
$$

for all $t \in V$. To allow for complicated symmetries, we will say that $N$ marked points $a_{1}, \ldots, a_{N}$ are dynamically related along $V$ if there exists a (possibly reducible) algebraic subvariety

$$
X \subset\left(\mathbb{P}^{1}\right)^{N}
$$

defined over the function field $k=\mathbb{C}(V)$, such that three conditions are satisfied:
(R1) $\left(a_{1}, \ldots, a_{N}\right) \in X$.
$(\mathrm{R} 2)$ (invariance) $F(X) \subset X$, where $F=(f, f, \ldots, f):\left(\mathbb{P}^{1}\right)^{N} \rightarrow\left(\mathbb{P}^{1}\right)^{N}$.
(R3) (nondegeneracy) There exists an $i \in\{1, \ldots, N\}$ and a Zariski-open subset $V^{\prime} \subset V$ such that the projection from the specialization $X_{t}$ to the $i$-th coordinate hyperplane in $\left(\mathbb{P}_{\mathbb{C}}^{1}\right)^{N}$ is a finite map for all $t \in V^{\prime}$.

Remark 6.3. In [Baker and DeMarco 2013], after stating Conjecture 1.10, we offhandedly remarked that one implication of the conjecture "follows easily from an argument mimicking the proof of Proposition 2.6 and the following observation". The proof of Theorem 1.6 in this article is the argument we had in mind, mimicking [Baker and DeMarco 2013, Proposition 2.6], but the stated "observation" was not formulated correctly. The inclusion of condition (R3) and the argument in the proof of Theorem 6.2 on the next page are an attempt to correct that error.

To illustrate the dynamical relation, observe that any $N$ points $a_{1}, \ldots, a_{N}$ are dynamically related if one of the pairs $\left(f, a_{i}\right)$ is preperiodic. Indeed, if $a_{i}$ satisfies
$f_{t}^{n}\left(a_{i}(t)\right)=f_{t}^{m}\left(a_{i}(t)\right)$ for all $t \in V$, for some pair of integers $n \neq m \geq 0$, then we could take $X$ to be the hypersurface

$$
\left\{x \in\left(\mathbb{P}^{1}\right)^{N}: f^{n}\left(x_{i}\right)=f^{m}\left(x_{i}\right)\right\}
$$

defined over the field $k=\mathbb{C}(V)$. As a nontrivial example, we look at the relation arising in the Masser-Zannier theorems [2012]. Let $f_{[k]}$ be the Lattès map induced from multiplication by $k \in \mathbb{N}$ on a nonisotrivial elliptic curve $E$ over $k=\mathbb{C}(V)$. Let $a_{p}, a_{q}$ be the projections to $\mathbb{P}^{1}$ of two points $p$ and $q$ in $E(k)$. The linear relation $n \cdot p=m \cdot q$ between points $p$ and $q$ on $E$, for integers $n$ and $m$, translates into a dynamical relation in $\left(\mathbb{P}^{1}\right)^{2}$ defined by

$$
f_{[n]}\left(x_{1}\right)=f_{[m]}\left(x_{2}\right) .
$$

This relation satisfies condition (R2) for $F=\left(f_{[k]}, f_{[k]}\right)$ because all Lattès maps descended from the same elliptic curve must commute.

Since the writing of [Baker and DeMarco 2013], we have learned about the results in [Medvedev 2007] which significantly simplify the form of possible dynamical relations. In particular, Medvedev has shown that the varieties $X$ satisfying condition (R2) should depend nontrivially on only two input variables. In other words, the rational function $f: \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ will be disintegrated in the sense of [Medvedev and Scanlon 2014, Definition 2.20]; see the first theorem in the introduction of the same paper, treating the case where $f$ is a polynomial. An affirmative answer to the following question would provide a further refinement - and simplification - to the notion of dynamical relation, extending the results of [Medvedev and Scanlon 2014] beyond the polynomial setting. (The work of Medvedev and Scanlon relied on Ritt's decomposition theory [1922] for polynomials; the analogous decomposition theory for rational functions is not completely understood.)

Question 6.4. Assume that $f$ is not isotrivial, and suppose that points $a_{1}, \ldots, a_{N}$ are dynamically related. Does there always exist a pair of indices $i, j$ (allowing possibly $i=j$ ) such that the point $\left(a_{1}, \ldots, a_{N}\right)$ satisfies a relation of the form

$$
\begin{equation*}
A\left(x_{i}\right)=B\left(x_{j}\right), \tag{6-1}
\end{equation*}
$$

where $A, B \in k(z)$ are nonconstant rational functions that commute with an iterate of $f$ ?

Hypersurfaces in $\left(\mathbb{P}^{1}\right)^{N}$ defined by relations of the form (6-1) satisfy condition (R2) in the definition of the dynamical relation because $f$ commutes with $A$ and $B$; they satisfy condition (R3) taking either coordinate $i$ or $j$.

Proof of Theorem 6.2. We begin by proving (3) $\Rightarrow$ (2); namely, that a dynamical relation among the points $a_{0}, \ldots, a_{N}$ implies that the points are coincident. This
follows from the definition of dynamical relation, and it does not depend on the number of points.

Lemma 6.5. Let $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ be any algebraic family of rational maps. Suppose marked points $a_{0}, a_{1}, \ldots, a_{n}$ are dynamically related along $V$. Then the points $a_{0}, \ldots, a_{n}$ are coincident along $V$.

Proof. Let $X$ denote the $(f, \ldots, f)$-invariant subvariety in $\left(\mathbb{P}^{1}\right)^{n+1}$ for the point $\left(a_{1}, \ldots, a_{n}\right)$, given in the definition of the dynamical relation. Suppose the points are labeled so that $x_{0}$ is the coordinate satisfying condition (R3). Then the projection from $X_{t}$ to $\left(\mathbb{P}_{\mathbb{C}}^{1}\right)^{n}$, forgetting the 0 -th coordinate, is finite, for all $t$ in the Zariski-open subset $V^{\prime} \subset V$.

Now let $t_{0}$ be any parameter in $V^{\prime}$ at which $a_{1}\left(t_{0}\right), \ldots, a_{n}\left(t_{0}\right)$ are preperiodic for $f_{t_{0}}$. The point $a_{0}\left(t_{0}\right)$ must lie in the fiber of $X_{t_{0}} \rightarrow\left(\mathbb{P}^{1}\right)^{N}$ over $\left(a_{1}\left(t_{0}\right), \ldots, a_{n}\left(t_{0}\right)\right)$. Invariance of $X$ implies the invariance of $X_{t_{0}}$, so that $f_{t_{0}}^{m}\left(a_{0}\left(t_{0}\right)\right)$ lies in the fiber over $\left(f^{m}\left(a_{1}\left(t_{0}\right)\right), \ldots, f^{m}\left(a_{N}\left(t_{0}\right)\right)\right)$ for all $m \geq 1$. The preperiodicity of the points guarantees that there are only finitely many points in the base in the orbit of ( $\left.a_{1}\left(t_{0}\right), \ldots, a_{n}\left(t_{0}\right)\right)$, so the orbit of $a_{0}\left(t_{0}\right)$ must be contained in a finite set. In other words, $a_{0}\left(t_{0}\right)$ is preperiodic. This completes the proof.

Now assume (2), that the given points $a_{0}, \ldots, a_{N}$ are coincident. Assume the points are labeled so that $a_{0}$ is the dependent point, in the sense that

$$
S\left(a_{0}, \ldots, a_{N}\right) \cap V^{\prime}=S\left(a_{1}, \ldots, a_{N}\right) \cap V^{\prime}
$$

for some Zariski-open subset $V^{\prime} \subset V$. Since $V$ has dimension $N$ in moduli, Theorem 1.6 tells us that the set $S\left(a_{1}, \ldots, a_{N}\right)$ is Zariski-dense in $V$. Therefore, so is $S\left(a_{0}, \ldots, a_{N}\right)$, and the implication $(2) \Rightarrow(1)$ is proved.

Proof of one implication of [Baker and DeMarco 2013, Conjecture 1.10]. Suppose that $f: V \times \mathbb{P}^{1} \rightarrow \mathbb{P}^{1}$ is an algebraic family of rational maps of degree $d \geq 2$ and dimension $N>0$ in moduli. We assume that all $2 d-2$ critical points of $f$ are marked. Conjecture 1.10 of [Baker and DeMarco 2013] states: the map $f_{t}$ is postcritically finite for a Zariski-dense set of $t \in V$ if and only if there are at most $N$ dynamically independent critical points.

Let $c_{1}, \ldots, c_{2 d-2}$ denote the marked critical points. Assume that $f$ has at most $N$ dynamically independent critical points; in other words, given any $n>N$ marked critical points $c_{i_{1}}, \ldots, c_{i_{n}}$, there is a dynamical relation among them.

Note that $S\left(c_{1}, \ldots, c_{2 d-2}\right)$ is precisely the set of parameters $t$ for which $f_{t}$ is postcritically finite. Applying Lemma 6.5 repeatedly, and reordering the points as needed, there exists a Zariski-open subset $V^{\prime} \subset V$ such that

$$
S\left(c_{1}, \ldots, c_{2 d-2}\right) \cap V^{\prime}=S\left(c_{1}, \ldots, c_{2 d-3}\right) \cap V^{\prime}=\cdots=S\left(c_{1}, \ldots, c_{N}\right) \cap V^{\prime}
$$

From Theorem 1.6, we know that $S\left(c_{1}, \ldots, c_{N}\right)$ is Zariski-dense in $V$. This proves that the postcritically finite maps form a Zariski-dense subset of $V$.
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## 1. Introduction

Classes of singularities defined using Frobenius - F-purity, Frobenius splitting, and the various variants of F-regularity - have played a central role in commutative algebra and algebraic geometry over the past forty years. The goal of this paper is a systematic study of these F-singularities in the novel, but increasingly important non-Noetherian setting of valuation rings.

[^5]Let $R$ be a commutative ring of prime characteristic $p$. The Frobenius map is the ring homomorphism $R \xrightarrow{F} R$ sending each element to its $p$-th power. While simple enough, the Frobenius map reveals deep structural properties of a Noetherian ring of prime characteristic, and is a powerful tool for proving theorems for rings containing an arbitrary field (or varieties, say, over $\mathbb{C}$ ) by standard reduction to characteristic $p$ techniques. Theories such as Frobenius splitting [Mehta and Ramanathan 1985] and tight closure [Hochster and Huneke 1990] are well-developed in the Noetherian setting, often under the additional assumption that the Frobenius map is finite. Since classically most motivating problems were inspired by algebraic geometry and representation theory, these assumptions seemed natural and not very restrictive. Now, however, good reasons are emerging to study F-singularities in certain nonNoetherian settings as well.

One such setting is cluster algebras [Fomin and Zelevinsky 2002]. An upper cluster algebra over $\mathbb{F}_{p}$ need not be Noetherian, but recently it was shown that it is always Frobenius split, and indeed, admits a "cluster canonical" Frobenius splitting [Benito et al. 2015]. Likewise valuation rings are enjoying a resurgence of popularity despite rarely being Noetherian, with renewed interest in non-Archimedean geometry [Conrad 2008], the development of tropical geometry [Gubler et al. 2016], and the valuative tree [Favre and Jonsson 2004], to name just a few examples, as well as fresh uses in higher dimensional birational geometry (e.g., [Cutkosky 2004; Fernández de Bobadilla and Pereira 2012; Boucksom 2014]).

For a Noetherian ring $R$, the Frobenius map is flat if and only if $R$ is regular, by a famous theorem of Kunz [1969]. As we observe in Theorem 3.1, the Frobenius map is always flat for a valuation ring. So in some sense, a valuation ring of characteristic $p$ might be interpreted as a "non-Noetherian regular ring."

On the other hand, some valuation rings are decidedly more like the local rings of smooth points on varieties than others. For example, for a variety $X$ (over, say, an algebraically closed field of characteristic $p$ ), the Frobenius map is always finite. For valuation rings of the function field of $X$, however, we show that the Frobenius is finite if and only the valuation is Abhyankar; see Theorem 5.1. In particular, for discrete valuations, finiteness of Frobenius is equivalent to the valuation being divisorial - that is, given by the order of vanishing along a prime divisor on some birational model. Abhyankar valuations might be considered the geometrically most interesting ones (see [Ein et al. 2003]), so it is fitting that their valuation rings behave the most like the rings of smooth points on a variety. Indeed, recently, the local uniformization problem for Abhyankar valuations was settled in positive characteristic [Knaf and Kuhlmann 2005].

One can weaken the demand that Frobenius is flat and instead require only that the Frobenius map is pure (see Section 2.5). Hochster and Roberts observed that this condition, which they dubbed $F$-purity, is often sufficient for controlling
singularities of a Noetherian local ring, an observation at the heart of their famous theorem on the Cohen-Macaulayness of invariant rings [Hochster and Roberts 1976; 1974]. We show in Corollary 3.3 that any valuation ring of characteristic $p$ is F-pure. Purity of a map is equivalent to its splitting under suitable finiteness hypotheses, but at least for valuation rings (which rarely satisfy said hypotheses), the purity of Frobenius seems to be better behaved and more straightforward than its splitting. Example 4.5 .1 shows that not all valuation rings are Frobenius split, even in the Noetherian case.

Frobenius splitting has well known deep local and global consequences for algebraic varieties. In the local case, Frobenius splitting has been said to be a "characteristic $p$ analog" of log canonical singularities for complex varieties, whereas related properties correspond to other singularities in the minimal model program [Hara and Watanabe 2002; Schwede 2009b; Smith 1997; Takagi 2008]. For projective varieties, Frobenius splitting is related to positivity of the anticanonical bundle; see [Brion and Kumar 2005; Mehta and Ramanathan 1985; Smith 2000; Schwede and Smith 2010]. Although valuation rings are always F-pure, the question of their Frobenius splitting is subtle. Abhyankar valuations in function fields are Frobenius split (Theorem 5.1), but a discrete valuation ring is Frobenius split if and only if it is excellent in the sense of Grothendieck (Corollary 4.2.2). Along the way, we prove a simple characterization of the finiteness of Frobenius for a Noetherian domain in terms of excellence, which gives a large class of Noetherian domains in which Frobenius splitting implies excellence; see Section 2.6 for details.

Closely related to F-purity and Frobenius splitting are the various variants of F-regularity. Strong F-regularity was introduced by Hochster and Huneke [1989] as a proxy for weak F-regularity - the property that all ideals are tightly closed because it is easily shown to pass to localizations. Whether or not a weakly F-regular ring remains so after localization is a long standing open question in tight closure theory, as is the equivalence of weak F-regularity and strong F-regularity. Strong F-regularity has found many applications beyond tight closure, and is closely related to Ramanathan's notion of "Frobenius split along a divisor" [Ramanathan 1991; Smith 2000]. A smattering of applications might include [Aberbach and Leuschke 2003; Benito et al. 2015; Blickle 2008; Brion and Kumar 2005; Gongyo et al. 2015; Hacon and Xu 2015; Patakfalvi 2014; Schwede and Tucker 2012; Schwede 2009a; Schwede and Smith 2010; Smith and Van den Bergh 1997; Smith and Zhang 2015; Smith 2000].

Traditionally, strong F-regularity has been defined only for Noetherian rings in which Frobenius is finite. To clarify the situation for valuation rings, we introduce a new definition which we call $F$-pure regularity (see Definition 6.1.1) requiring purity rather than splitting of certain maps. We show that F-pure regularity is better suited for arbitrary rings, but equivalent to strong F-regularity under the standard finiteness
hypotheses; it also agrees with another generalization of strong F-regularity proposed by Hochster [2007] (using tight closure) in the local Noetherian case. Likewise, we show that F-pure regularity is a natural and straightforward generalization of strong F-regularity, satisfying many expected properties - for example, regular rings are F-pure regular. Returning to valuation rings, in Theorem 6.5 .1 we characterize F-pure regular valuation rings as precisely those that are Noetherian.

Finally, in Section 6.6, we compare our generalization of strong F-regularity with the obvious competing generalization, in which the standard definition in terms of splitting certain maps is naively extended without assuming any finiteness conditions. To avoid confusion, ${ }^{1}$ we call this split F-regularity. We characterize split F-regular valuation rings (at least in a certain large class of fields) as precisely those that are Frobenius split, or equivalently excellent; see Corollary 6.6.3. But we also point out that there are regular local rings that fail to be split F-regular, so perhaps split F-regularity is not a reasonable notion of "singularity."

## 2. Preliminaries

Throughout this paper, all rings are assumed to be commutative, and of prime characteristic $p$ unless explicitly stated otherwise. By a local ring, we mean a ring with a unique maximal ideal, not necessarily Noetherian.
2.1. Valuation rings. We recall some basic facts and definitions about valuation rings (of arbitrary characteristic), while fixing notation. See [Bourbaki 1989, Chapter VI] or [Matsumura 1989, Chapter 4] for proofs and details.

The symbol $\Gamma$ denotes an ordered abelian group. Recall that such an abelian group is torsion free. The rational rank of $\Gamma$, denoted rat. rank $\Gamma$, is the dimension of the $\mathbb{Q}$-vector space $\mathbb{Q} \otimes_{\mathbb{Z}} \Gamma$.

Let $K$ be a field. A valuation on $K$ is a homomorphism

$$
v: K^{\times} \rightarrow \Gamma
$$

from the group of units of $K$, satisfying

$$
v(x+y) \geq \min \{v(x), v(y)\}
$$

for all $x, y \in K^{\times}$. We say that $v$ is defined over a subfield $k$ of $K$, or that $v$ is a valuation on $K / k$, if $v$ takes the value 0 on elements of $k$.

There is no loss of generality in assuming that $v$ is surjective, in which case we say $\Gamma$ (or $\Gamma_{v}$ ) is the value group of $v$. Two valuations $v_{1}$ and $v_{2}$ on $K$ are said to

[^6]be equivalent if there is an order preserving isomorphism of their value groups identifying $v_{1}(x)$ and $v_{2}(x)$ for all $x \in K^{\times}$. Throughout this paper, we identify equivalent valuations.

The valuation ring of $v$ is the subring $R_{v} \subseteq K$ consisting of all elements $x \in K^{\times}$ such that $v(x) \geq 0$ (together with the zero element of $K$ ). Two valuations on a field $K$ are equivalent if and only if they determine the same valuation ring. Hence a valuation ring of $K$ is essentially the same thing as an equivalence class of valuations on $K$.

The valuation ring of $v$ is local, with maximal ideal $m_{v}$ consisting of elements of strictly positive values (and zero). The residue field $R_{v} / m_{v}$ is denoted $\kappa(v)$. If $v$ is a valuation over $k$, then both $R_{v}$ and $\kappa(v)$ are $k$-algebras.

A valuation ring $V$ of $K$ can be characterized directly, without reference to a valuation, as a subring with the property that for every $x \in K$, either $x \in V$ or $x^{-1} \in V$. The valuation ring $V$ uniquely determines a valuation $v$ on $K$ (up to equivalence), whose valuation ring in turn recovers $V$. Indeed, it is easy to see that the set of ideals of a valuation ring is totally ordered by inclusion, so the set of principal ideals $\Gamma^{+}$forms a monoid under multiplication, ordered by $(f) \leq(g)$ whenever $f$ divides $g$. Thus, $\Gamma$ can be taken to be the ordered abelian group generated by the principal ideals, and the valuation $v: K^{\times} \rightarrow \Gamma$ is induced by the monoid map sending each nonzero $x \in V$ to the ideal generated by $x$. Clearly, the valuation ring of $v$ is $V$. See [Matsumura 1989, Chapter 4].
2.2. Extension of valuations. Consider an extension of fields $K \subseteq L$. By definition, a valuation $w$ on $L$ is an extension of a valuation $v$ on $K$ if the restriction of $w$ to the subfield $K$ is $v$. Equivalently, $w$ extends $v$ if $R_{w}$ dominates $R_{v}$, meaning that $R_{v}=R_{w} \cap K$ with $m_{w} \cap R_{v}=m_{v}$. In this case, there is an induced map of residue fields

$$
\kappa(v) \hookrightarrow \kappa(w)
$$

The residue degree of $w$ over $v$, denoted by $f(w / v)$, is the degree of the residue field extension $\kappa(v) \hookrightarrow \kappa(w)$.

If $w$ extends $v$, there is a natural injection of ordered groups $\Gamma_{v} \hookrightarrow \Gamma_{w}$, since $\Gamma_{v}$ is the image of $w$ restricted to the subset $K$. The ramification index of $w$ over $v$, denoted by $e(w / v)$, is the index of $\Gamma_{v}$ in $\Gamma_{w}$.

If $K \hookrightarrow L$ is a finite extension, then both the ramification index $e(w / v)$ and the residue degree $f(w / v)$ are finite. Indeed, if $K \subseteq L$ is a degree $n$ extension, then

$$
\begin{equation*}
e(w / v) f(w / v) \leq n \tag{2.2.0.1}
\end{equation*}
$$

More precisely:
Proposition 2.2.1 [Bourbaki 1989, VI.8]. Let $K \subseteq L$ be an extension of fields of finite degree $n$. For a valuation $v$ on $K$, consider the set $\mathcal{S}$ of all extensions (up to
equivalence) $w$ of $v$ to $L$. Then

$$
\sum_{w_{i} \in \mathcal{S}} e\left(w_{i} / v\right) f\left(w_{i} / v\right) \leq n
$$

In particular, the set $\mathcal{S}$ is finite. Furthermore, equality holds if and only if the integral closure of $R_{v}$ in $L$ is a finitely generated $R_{v}$-module.
2.3. Abhyankar valuations. Fix a field $K$ finitely generated over a fixed ground field $k$, and let $v$ be a valuation on $K / k$. By definition, the transcendence degree of $v$ is the transcendence degree of the field extension

$$
k \hookrightarrow \kappa(v)
$$

The main result about the transcendence degree of valuations is due to Abhyankar [1956]. See also [Bourbaki 1989, VI.10.3, Corollary 1].

Theorem 2.3.1 (Abhyankar's inequality). Let $K$ be a finitely generated field extension of $k$, and let $v$ be a valuation on $K / k$. Then

$$
\begin{equation*}
\text { trans. deg } v+\operatorname{rat} . \operatorname{rank} \Gamma_{v} \leq \text { trans. deg } K / k \tag{2.3.1.1}
\end{equation*}
$$

Moreover if equality holds, then $\Gamma_{v}$ is a finitely generated abelian group, and $\kappa(v)$ is a finitely generated extension of $k$.

We say $v$ is an Abhyankar valuation if equality holds in Abhyankar's inequality (2.3.1.1). Note that an Abyhankar valuation has a finitely generated value group, and its residue field is finitely generated over the ground field $k$.

Example 2.3.2. Let $K / k$ be the function field of a normal algebraic variety $X$ of dimension $n$ over a ground field $k$. For a prime divisor $Y$ of $X$, consider the local ring $\mathcal{O}_{X, Y}$ of rational functions on $X$ regular at $Y$. The ring $\mathcal{O}_{X, Y}$ is a discrete valuation ring, corresponding to a valuation $v$ (the order of vanishing along $Y$ ) on $K / k$; this valuation is of rational rank one and transcendence degree $n-1$ over $k$, hence Abhyankar. Such a valuation is called a divisorial valuation. Conversely, every rational rank one Abhyankar valuation is divisorial: for such a $v$, there exists some normal model $X$ of $K / k$ and a divisor $Y$ such that $v$ is the order of vanishing along $Y$ [Zariski and Samuel 1960, VI, §14, Theorem 31].

Proposition 2.3.3. Let $K \subseteq L$ be a finite extension of finitely generated field extensions of $k$, and suppose that $w$ is valuation on $L / k$ extending a valuation $v$ on $K / k$. Then $w$ is Abhyankar if and only if $v$ is Abhyankar.

Proof. Since $L / K$ is finite, $L$ and $K$ have the same transcendence degree over $k$. On the other hand, the extension $\kappa(v) \subseteq \kappa(w)$ is also finite by (2.2.0.1), and so
$\kappa(v)$ and $\kappa(w)$ also have the same transcendence degree over $k$. Again by (2.2.0.1), since $\Gamma_{w} / \Gamma_{v}$ is a finite abelian group, $\mathbb{Q} \otimes_{\mathbb{Z}} \Gamma_{w} / \Gamma_{v}=0$. By exactness of

$$
0 \rightarrow \mathbb{Q} \otimes_{\mathbb{Z}} \Gamma_{v} \rightarrow \mathbb{Q} \otimes_{\mathbb{Z}} \Gamma_{w} \rightarrow \mathbb{Q} \otimes_{\mathbb{Z}} \Gamma_{w} / \Gamma_{z} \rightarrow 0
$$

we conclude that $\Gamma_{w}$ and $\Gamma_{v}$ have the same rational rank. The result is now clear from the definition of an Abhyankar valuation.
2.4. Frobenius. Let $R$ be a ring of prime characteristic $p$. The Frobenius map $R \xrightarrow{F} R$ is defined by $F(x)=x^{p}$. We can denote the target copy of $R$ by $F_{*} R$ and view it as an $R$-module via restriction of scalars by $F$; thus $F_{*} R$ is both a ring (indeed, it is precisely $R$ ) and an $R$-module in which the action of $r \in R$ on $x \in F_{*} R$ produces $r^{p} x$. With this notation, the Frobenius map $F: R \rightarrow F_{*} R$ and its iterates $F^{e}: R \rightarrow F_{*}^{e} R$ are ring maps, as well as $R$-module maps. See [Smith and Zhang 2015, p. 294] for a further discussion of this notation.

We note that $F_{*}^{e}$ gives us an exact covariant functor from the category of $R$ modules to itself. This is nothing but the usual restriction of scalars functor associated to the ring homomorphism $F^{e}: R \rightarrow R$.

For an ideal $I \subset R$, the notation $I^{\left[p^{e}\right]}$ denotes the ideal generated by the $p^{e}$-th powers of the elements of $I$. Equivalently, $I^{\left[p^{e}\right]}$ is the expansion of $I$ under the Frobenius map, that is, $I^{\left[p^{e}\right]}=I F_{*}^{e} R$ as subsets of $R$.

The image of $F^{e}$ is the subring $R^{p^{e}} \subset R$ of $p^{e}$-th powers. If $R$ is reduced (which is equivalent to the injectivity of Frobenius), statements about the $R$-module $F_{*}^{e} R$ are equivalent to statements about the $R^{p^{e}}$-module $R$.

Definition 2.4.1. A ring $R$ of characteristic $p$ is $F$-finite if $F: R \rightarrow F_{*} R$ is a finite map of rings, or equivalently, if $R$ is a finitely generated $R^{p}$-module. Note that $F: R \rightarrow F_{*} R$ is a finite map if and only if $F^{e}: R \rightarrow F_{*}^{e} R$ is a finite map for all $e>0$.

F-finite rings are ubiquitous. For example, every perfect field is F-finite, and a finitely generated algebra over an F-finite ring is F-finite. Furthermore, F-finiteness is preserved under homomorphic images, localization and completion. This means that nearly every ring classically arising in algebraic geometry is F-finite. However, valuation rings even of F-finite fields are often not F-finite.
2.5. F-purity and Frobenius splitting. We first review purity and splitting for maps of modules over an arbitrary commutative ring $A$, not necessarily Noetherian or of prime characteristic. A map of $A$-modules $M \xrightarrow{\varphi} N$ is pure if for any $A$-module $Q$, the induced map

$$
M \otimes_{A} Q \rightarrow N \otimes_{A} Q
$$

is injective. The map $M \xrightarrow{\varphi} N$ is split if $\varphi$ has a left inverse in the category of $A$-modules. Clearly, a split map is always pure. Although it is not obvious, the converse holds under a weak hypothesis:
Lemma 2.5.1 [Hochster and Roberts 1976, Corollary 5.2]. Let $M \xrightarrow{\varphi} N$ be a pure map of $A$-modules where $A$ is a commutative ring. Then $\varphi$ is split if the cokernel $N / \varphi(M)$ is finitely presented.
Definition 2.5.2. Let $R$ be an arbitrary commutative ring of prime characteristic $p$.
(a) The ring $R$ is Frobenius split if the map $F: R \rightarrow F_{*} R$ splits as a map of $R$-modules, that is, there exists an $R$-module map $F_{*} R \rightarrow R$ such that the composition

$$
R \xrightarrow{F} F_{*} R \rightarrow R
$$

is the identity map.
(b) The ring $R$ is $F$-pure if $F: R \rightarrow F_{*} R$ is a pure map of $R$-modules.

A Frobenius split ring is always F-pure. The converse is also true under modest hypothesis:

Corollary 2.5.3. A Noetherian F-finite ring of characteristic p is Frobenius split if and only if it is $F$-pure.

Proof. The F-finiteness hypothesis implies that $F_{*} R$ is a finitely generated $R$-module. So a quotient of $F_{*} R$ is also finitely generated. Since a finitely generated module over a Noetherian ring is finitely presented, the result follows from Lemma 2.5.1.
2.6. F-finiteness and excellence. Although we are mainly concerned with nonNoetherian rings in this paper, it is worth pointing out the following curiosity for readers familiar with Grothendieck's concept of an excellent ring, a particular kind of Noetherian ring expected to be the most general setting for many algebro-geometric statements [EGA IV 2 1965, définition 7.8.2].

Proposition 2.6.1. A Noetherian domain is F-finite if and only if it is excellent and its fraction field is $F$-finite.

Proof. If $R$ is F-finite with fraction field $K$, then also $R \otimes_{R^{p}} K^{p} \cong K$ is finite over $K^{p}$, so the fraction field of $R$ is F-finite. Furthermore, Kunz [1976, Theorem 2.5] showed that F -finite Noetherian rings are excellent.

We need to show that an excellent Noetherian domain with F-finite fraction field is F-finite. We make use of the following well-known property ${ }^{2}$ of an excellent domain $A$ : the integral closure of $A$ in any finite extension of its fraction field is finite as an $A$-module [EGA IV $2_{2}$ 1965, IV, 7.8.3(vi)]. The ring $R^{p}$ is excellent

[^7]because it is isomorphic to $R$, and its fraction field is $K^{p}$. Since $K^{p} \hookrightarrow K$ is finite, the integral closure $S$ of $R^{p}$ in $K$ is a finite $R^{p}$-module. But clearly $R \subset S$, so $R$ is also a finitely generated $R^{p}$ module, since submodules of a Noetherian module over a Noetherian ring are Noetherian. That is, $R$ is F-finite.

Using this observation, we can clarify the relationship between F-purity and Frobenius splitting in an important class of rings.

Corollary 2.6.2. For an excellent Noetherian domain whose fraction field is F-finite, Frobenius splitting is equivalent to F-purity.

Proof. Our hypothesis implies F-finiteness, so splitting and purity are equivalent by Lemma 2.5.1.

## 3. Flatness and purity of Frobenius in valuation rings

Kunz [1969, Theorem 2.1] showed that for a Noetherian ring of characteristic $p$, the Frobenius map is flat if and only if the ring is regular. In this section, we show how standard results on valuations yield the following result.

Theorem 3.1. Let $V$ be a valuation ring of characteristic $p$. Then the Frobenius map $F: V \rightarrow F_{*} V$ is faithfully flat.

This suggests that we can imagine a valuation ring to be "regular" in some sense. Of course, a Noetherian valuation ring is either a field or a one dimensional regular local ring, but because valuation rings are rarely Noetherian, Theorem 3.1 is not a consequence of Kunz's theorem.

Theorem 3.1 follows from the following general result, whose proof we include for the sake of completeness.

Lemma 3.2 [Bourbaki 1989, VI.3.6, Lemma 1]. A finitely generated, torsion-free module over a valuation ring is free. In particular, a torsion free module over a valuation ring is flat.

Proof. Let $M \neq 0$ be a finitely generated, torsion-free $V$-module. Choose a minimal set of generators $\left\{m_{1}, \ldots, m_{n}\right\}$. If there is a nontrivial relation among these generators, then there exists $v_{1}, \ldots, v_{n} \in V$ (not all zero) such that $v_{1} m_{1}+$ $\cdots+v_{n} m_{n}=0$. Re-ordering if necessary, we may assume that $v_{1}$ is minimal among (nonzero) coefficients, that is, $\left(v_{i}\right) \subset\left(v_{1}\right)$ for all $i \in\{1, \ldots, n\}$. Then for each $i>1$, there exists $a_{i} \in V$ such that $v_{i}=a_{i} v_{1}$. This implies that

$$
v_{1}\left(m_{1}+a_{2} m_{2}+\cdots+a_{n} m_{n}\right)=0 .
$$

Since $v_{1} \neq 0$ and $M$ is torsion free, we get

$$
m_{1}+a_{2} m_{2}+\cdots+a_{n} m_{n}=0 .
$$

Then $m_{1}=-\left(a_{2} m_{2}+\cdots+a_{n} m_{n}\right)$. So $M$ can be generated by the smaller set $\left\{m_{2}, \ldots, m_{n}\right\}$ which contradicts the minimality of $n$. Hence $\left\{m_{1}, \ldots, m_{n}\right\}$ must be a free generating set.

The second statement follows by considering a torsion-free module as a directed union of its finitely generated submodules, since a directed union of flat modules is flat [Bourbaki 1989, I.2.7 Proposition 9]

Proof of Theorem 3.1. Observe that $F_{*} V$ is a torsion free $V$-module. So by Lemma 3.2, the module $F_{*} V$ is flat, which means the Frobenius map is flat. To see that Frobenius is faithfully flat, we need only check that $m F_{*} V \neq F_{*} V$ for $m$ the maximal ideal of $V$ [Bourbaki 1989, I.3.5 Proposition 9(e)]. But this is clear: the element $1 \in F_{*} V$ is not in $m F_{*} V$, since $1 \in V$ is not in the ideal $m^{[p]}$.

Corollary 3.3. Every valuation ring of characteristic p is F-pure.
Proof. Fix a valuation ring $V$ of characteristic $p$. We have already seen that the Frobenius map $V \rightarrow F_{*} V$ is faithfully flat (Theorem 3.1). But any faithfully flat map of rings $A \rightarrow B$ is pure as a map of $A$-modules [Bourbaki 1989, I.3.5 Proposition 9(c)].

## 4. F-finite valuation rings

In this section, we investigate F -finiteness in valuation rings. We first prove Theorem 4.1 .1 characterizing F-finite valuation rings as those $V$ for which $F_{*} V$ is a free $V$-module. We then prove a numerical characterization of F-finiteness in terms of ramification index and residue degree for extensions of valuations under Frobenius in Theorem 4.3.1. This characterization is useful for constructing interesting examples, and later for showing that F-finite valuations are Abhyankar.
4.1. Finiteness and freeness of Frobenius. For any domain $R$ of characteristic $p$, we have already observed (see the proof of Proposition 2.6.1) that a necessary condition for F-finiteness is the F-finiteness of its fraction field. For this reason, we investigate F -finiteness of valuation rings only in F-finite ambient fields.
Theorem 4.1.1. Let $K$ be an $F$-finite field. A valuation ring $V$ of $K$ is $F$-finite if and only if $F_{*} V$ is a free $V$-module.
Proof. First assume $F_{*} V$ is free over $V$. Since $K \otimes_{R} F_{*} V \cong F_{*} K$ as $K$-vector spaces, the rank of $F_{*} V$ over $V$ must be the same as the rank of $F_{*} K$ over $K$, namely the degree $\left[F_{*} K: K\right]=\left[K: K^{p}\right]$. Since $K$ is F-finite, this degree is finite, and so $F_{*} V$ is a free $V$-module of finite rank. In particular, $V$ is F-finite.

Conversely, suppose that $V$ is F-finite. Then $F_{*} V$ is a finitely generated, torsionfree $V$-module. So it is free by Lemma 3.2.
Corollary 4.1.2. An F-finite valuation ring is Frobenius split.

Proof. One of the rank one free summands of $F_{*} V$ is the copy of $V$ under $F$, so this copy of $V$ splits off $F_{*} V$. Alternatively, since $V \rightarrow F_{*} V$ is pure, we can use Lemma 2.5.1: the cokernel of $V \rightarrow F_{*} V$ is finitely presented because it is finitely generated (being a quotient of the finitely generated $V$-module $F_{*} V$ ) and the module of relations is finitely generated (by $1 \in F_{*} V$ ).
Remark 4.1.3. The same argument shows that any module finite extension $V \hookrightarrow S$ splits - in other words, every valuation ring is a splinter in the sense of [Ma 1988]; see also [Ma 1988, Lemma 1.2].
4.2. Frobenius splitting in the Noetherian case. We can say more for Noetherian valuation rings. First we make a general observation about F-finiteness in Noetherian rings.

Theorem 4.2.1. For a Noetherian domain whose fraction field is F-finite, Frobenius splitting implies $F$-finiteness (and hence excellence).

Before embarking on the proof, we point out a consequence for valuation rings.
Corollary 4.2.2. For a discrete valuation ring $V$ whose fraction field is $F$-finite, the following are equivalent:
(i) $V$ is Frobenius split;
(ii) $V$ is $F$-finite;
(iii) $V$ is excellent.

Proof. A DVR is Noetherian, so equivalence of (i) and (ii) follows from combining Theorem 4.2.1 and Corollary 4.1.2. The equivalence with excellence follows from Proposition 2.6.1.

Remark 4.2.3. We have proved that all valuation rings are F-pure. However, not all valuation rings, even discrete ones on $\mathbb{F}_{p}(x, y)$, are Frobenius split, as Example 4.5.1 below shows.

The proof of Theorem 4.2.1 relies on the following lemma.
Lemma 4.2.4. A Noetherian domain with $F$-finite fraction field is $F$-finite if and only if there exists $\phi \in \operatorname{Hom}_{R^{p}}\left(R, R^{p}\right)$ such that $\phi(1) \neq 0$.
Proof. Assuming such $\phi$ exists, we first observe that the canonical map $R \rightarrow R^{\vee \vee}$ is injective, where $R^{\vee \vee}:=\operatorname{Hom}_{R^{p}}\left(\operatorname{Hom}_{R^{p}}\left(R, R^{p}\right), R^{p}\right)$ is the double dual. Indeed, let $x \in R$ be a nonzero element. It suffices to show that there exists $f \in R^{\vee}:=$ $\operatorname{Hom}_{R^{p}}\left(R, R^{p}\right)$ such that $f(x) \neq 0$. Let $f=\phi \circ x^{p-1}$, where $x^{p-1}$ is the $R^{p}$-linear map $R \rightarrow R$ given by multiplication by $x^{p-1}$. Then $f(x)=\phi\left(x^{p}\right)=x^{p} \phi(1) \neq 0$. This shows that the double dual map is injective.

Now, to show that $R$ is a finitely generated $R^{p}$-module, it suffices to show that the larger module $R^{\vee \vee}$ is finitely generated. For this it suffices to show that $R^{\vee}$ is
a finitely generated $R^{p}$-module, since the dual of a finitely generated module is finitely generated.

We now show that $R^{\vee}$ is finitely generated. Let $M$ be a maximal free $R^{p}$ submodule of $R$. Note that $M$ has finite rank (equal to [ $K: K^{p}$ ], where $K$ is the fraction field of $R$ ) and that $R / M$ is a torsion $R^{p}$-module. Since the dual of a torsion module is zero, dualizing the exact sequence $0 \rightarrow M \rightarrow R \rightarrow R / M \rightarrow 0$ induces an injection

$$
R^{\vee}:=\operatorname{Hom}_{R^{p}}\left(R, R^{p}\right) \hookrightarrow \operatorname{Hom}_{R^{p}}(M, R)=M^{\vee}
$$

Since $M$ is a finitely generated $R^{p}$-module, also $M^{\vee}$, and hence its submodule $R^{\vee}$ is finitely generated ( $R$ is Noetherian). This completes the proof that $R$ is F-finite.

For the converse, fix any $K^{p}$-linear splitting $\psi: K \rightarrow K^{p}$. Restricting to $R$ produces an $R^{p}$-linear map to $K^{p}$. Since $R$ is finitely generated over $R^{p}$, we can multiply by some nonzero element $c$ of $R^{p}$ to produce a nonzero map $\phi: R \rightarrow R^{p}$ such that $\phi(1)=c \neq 0$, completing the proof.
Proof of Theorem 4.2.1. Let $R$ be a domain with F-finite fraction field. A Frobenius splitting is a map $\phi \in \operatorname{Hom}_{R^{p}}\left(R, R^{p}\right)$ such that $\phi(1)=1$. Theorem 4.2.1 then follows immediately from Lemma 4.2.4.

### 4.3. A numerical criterion for $\boldsymbol{F}$-finiteness. Consider the extension

$$
K^{p} \subseteq K
$$

where $K$ any field of characteristic $p$. For any valuation $v$ on $K$, let $v^{p}$ denote the restriction to $K^{p}$. We next characterize F-finite valuations in terms of the ramification index and residue degree of $v$ over $v^{p}$.
Theorem 4.3.1. A valuation ring $V$ of an $F$-finite field $K$ of prime characteristic $p$ is $F$-finite if and only if

$$
e\left(v / v^{p}\right) f\left(v / v^{p}\right)=\left[K: K^{p}\right],
$$

where $v$ is the corresponding valuation on $K$ and $v^{p}$ is its restriction to $K^{p}$.
Proof. First note that $v$ is the only valuation of $K$ extending $v^{p}$. Indeed, $v$ is uniquely determined by its values on elements of $K^{p}$, since $v\left(x^{p}\right)=p v(x)$ and the value group of $v$ is torsion-free. Furthermore, the valuation ring of $v^{p}$ is easily checked to be $V^{p}$.

Observe that $V$ is the integral closure of $V^{p}$ in $K$. Indeed, since $V$ is a valuation ring, it is integrally closed in $K$, but it is also obviously integral over $V^{p}$. We now apply Proposition 2.2.1. Since there is only one valuation extending $v^{p}$, the inequality

$$
e\left(v / v^{p}\right) f\left(v / v^{p}\right) \leq\left[K: K^{p}\right]
$$

will be an equality if and only if the integral closure of $V^{p}$ in $K$, namely $V$, is finite over $V^{p}$.

The following simple consequence has useful applications to the construction of interesting examples of F-finite and non-F-finite valuations.

Corollary 4.3.2. Let $V$ be a valuation ring of an $F$-finite field $K$ of characteristic $p$. If $e\left(v / v^{p}\right)=\left[K: K^{p}\right]$ or $f\left(v / v^{p}\right)=\left[K: K^{p}\right]$, then $V$ is $F$-finite.

Remark 4.3.3. Theorem 4.3 .1 and its corollary are easy to apply, because the ramification index and residue degree for the extension $V^{p} \hookrightarrow V$ can be computed in practice. Indeed, since $\Gamma_{v^{p}}$ is clearly the subgroup $p \Gamma_{v}$ of $\Gamma_{v}$, we see that

$$
\begin{equation*}
e\left(v / v^{p}\right)=\left[\Gamma_{v}: p \Gamma_{v}\right] . \tag{4.3.3.1}
\end{equation*}
$$

Also, the local map $V^{p} \hookrightarrow V$ induces the residue field extension $\kappa\left(v^{p}\right) \hookrightarrow \kappa(v)$, which identifies the field $\kappa\left(v^{p}\right)$ with the subfield $(\kappa(v))^{p}$. This means that

$$
\begin{equation*}
f\left(v / v^{p}\right)=\left[\kappa(v): \kappa(v)^{p}\right] . \tag{4.3.3.2}
\end{equation*}
$$

4.4. Examples of Frobenius split valuations. We can use our characterization of F -finite valuations to easily give examples of valuations on $\mathbb{F}_{p}(x, y)$ that are nondiscrete but Frobenius split.

Example 4.4.1. Consider the rational function field $K=k(x, y)$ over a perfect field $k$ of characteristic $p$. For an irrational number $\alpha \in \mathbb{R}$, let $\Gamma$ be the ordered additive subgroup of $\mathbb{R}$ generated by 1 and $\alpha$. Consider the unique valuation $v: K^{\times} \rightarrow \Gamma$ determined by

$$
v\left(x^{i} y^{j}\right)=i+j \alpha,
$$

and let $V$ be the corresponding valuation ring. Since $\Gamma \cong \mathbb{Z} \oplus \mathbb{Z}$ via the map which sends $a+b \alpha \mapsto(a, b)$, we see that the value group of $v^{p}$ is $p \Gamma \cong p(\mathbb{Z} \oplus \mathbb{Z})$. Hence

$$
e\left(v / v^{p}\right)=[\Gamma: p \Gamma]=p^{2}=\left[K: K^{p}\right] .
$$

So $V$ is F-finite by Corollary 4.3.2. Thus $V$ is also Frobenius split by Corollary 4.1.2.
Example 4.4.2. Consider the lex valuation on the rational function field $K=$ $k\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ over a perfect field $k$ of characteristic $p$. This is the valuation $v$ : $K^{\times} \rightarrow \mathbb{Z}^{n}$ on $K / k$ defined by sending a monomial $x_{1}^{a_{1}} \cdots x_{n}^{a_{n}}$ to $\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}^{\oplus n}$, where $\Gamma=\mathbb{Z}^{\oplus n}$ is ordered lexicographically. Let $V$ be the corresponding valuation ring. The value group of $V^{p}$ is $p \Gamma$, so $e\left(v / v^{p}\right)=[\Gamma: p \Gamma]=p^{n}=\left[K: K^{p}\right]$. As in the previous example, Corollary 4.3.2 implies that $V$ is F-finite, and so again F-split.
4.5. Example of a non-Frobenius split valuation. Our next example shows that discrete valuation rings are not always F-finite, even in the rational function field $\mathbb{F}_{p}(x, y)$. This is adapted from [Zariski and Samuel 1960, Example, p. 62], where it is credited to F. K. Schmidt.

Example 4.5.1. Let $\mathbb{F}_{p}((t))$ be the fraction field of the discrete valuation ring $\mathbb{F}_{p} \llbracket t \rrbracket$ of power series in one variable. Since the field of rational functions $\mathbb{F}_{p}(t)$ is countable, the uncountable field $\mathbb{F}_{p}((t))$ cannot be algebraic over $\mathbb{F}_{p}(t)$. So we can find some power series

$$
f(t)=\sum_{n=1}^{\infty} a_{n} t^{n}
$$

in $\mathbb{F}_{p} \llbracket t \rrbracket$ transcendental over $\mathbb{F}_{p}(t)$.
Since $t$ and $f(t)$ are algebraically independent, there is an injective ring map

$$
\mathbb{F}_{p}[x, y] \hookrightarrow \mathbb{F}_{p} \llbracket t \rrbracket \quad \text { such that } \quad x \mapsto t \text { and } y \mapsto f(t)
$$

which induces an extension of fields

$$
\mathbb{F}_{p}(x, y) \hookrightarrow \mathbb{F}_{p}((t)) .
$$

Restricting the $t$-adic valuation on $\mathbb{F}_{p}((t))$ to the subfield $\mathbb{F}_{p}(x, y)$ produces a discrete valuation $v$ of $\mathbb{F}_{p}(x, y)$. Let $V$ denote its valuation ring.

We claim that $V$ is not F -finite, a statement we can verify with Theorem 4.3.1. Note that $L=\mathbb{F}_{p}(x, y)$ is F -finite, with $\left[L: L^{p}\right]=p^{2}$. Since the value group $\Gamma_{v}$ is $\mathbb{Z}$, we see that

$$
e\left(v / v^{p}\right)=\left[\Gamma_{v}: p \Gamma_{v}\right]=p
$$

On the other hand, to compute the residue degree $f\left(v / v^{p}\right)$, we must understand the field extension $\kappa(v)^{p} \hookrightarrow \kappa(v)$. Observe that for an element $u \in \mathbb{F}_{p}(x, y)$ to be in $V$, its image in $\mathbb{F}_{p}((t))$ must be a power series of the form

$$
\sum_{n=0}^{\infty} b_{n} t^{n}
$$

where $b_{n} \in \mathbb{F}_{p}$. Clearly

$$
v\left(u-b_{0}\right)>0,
$$

which means that the class of $u=\sum_{n=0}^{\infty} b_{n} t^{n}$ in $\kappa(v)$ is equal to the class of $b_{0}$ in $\kappa(v)$. This implies that $\kappa(v) \cong \mathbb{F}_{p}$, so that $\left[\kappa(v): \kappa(v)^{p}\right]=1$. That is, $f\left(v / v^{p}\right)=1$.

Finally, we then have that

$$
e\left(v / v^{p}\right) f\left(v / v^{p}\right)=p \neq p^{2}=\left[\mathbb{F}_{p}(x, y):\left(\mathbb{F}_{p}(x, y)\right)^{p}\right] .
$$

So $V$ cannot be F-finite by Theorem 4.3.1. Thus this Noetherian ring is neither Frobenius split nor excellent by Corollary 4.2.2.
4.6. Finite extensions. Frobenius properties of valuations are largely preserved under finite extension. First note that if $K \hookrightarrow L$ is a finite extension of F-finite fields, then $\left[L: L^{p}\right]=\left[K: K^{p}\right]$; this follows immediately from the commutative diagram of fields


To wit, $\left[L: K^{p}\right]=[L: K]\left[K: K^{p}\right]=\left[L: L^{p}\right]\left[L^{p}: K^{p}\right]$ and $[L: K]=\left[L^{p}: K^{p}\right]$, so that $\left[L: L^{p}\right]=\left[K: K^{p}\right]$. Moreover, we have:

Proposition 4.6.1. Let $K \hookrightarrow L$ be a finite extension of $F$-finite fields of characteristic $p$. Let $v$ be a valuation on $K$ and $w$ an extension of $v$ to $L$. Then:
(i) The ramification indices e $\left(v / v^{p}\right)$ and $e\left(w / w^{p}\right)$ are equal.
(ii) The residue degrees $f\left(v / v^{p}\right)$ and $f\left(w / w^{p}\right)$ are equal.
(iii) The valuation ring for $v$ is $F$-finite if and only if the valuation ring for $w$ is $F$-finite.

Proof. By (2.2.0.1), we have

$$
\left[\Gamma_{w}: \Gamma_{v}\right][\kappa(w): \kappa(v)] \leq[L: K],
$$

so both $\left[\Gamma_{w}: \Gamma_{v}\right]$ and $[\kappa(w): \kappa(v)]$ are finite. Of course, we also know that the ramification indices $e\left(w / w^{p}\right)=\left[\Gamma_{w}: p \Gamma_{w}\right]$ and $e\left(v / v^{p}\right)=\left[\Gamma_{v}: p \Gamma_{v}\right]$ are finite, as are the residue degrees $f\left(w / w^{p}\right)=\left[\kappa(w): \kappa(w)^{p}\right]$ and $f\left(v / v^{p}\right)=\left[\kappa(v): \kappa(v)^{p}\right]$.
(i) In light of (4.3.3.1), we need to show that $\left[\Gamma_{w}: p \Gamma_{w}\right]=\left[\Gamma_{v}: p \Gamma_{v}\right]$. Since $\Gamma_{w}$ is torsion-free, multiplication by $p$ induces an isomorphism $\Gamma_{w} \cong p \Gamma_{w}$, under which the subgroup $\Gamma_{v}$ corresponds to $p \Gamma_{v}$. Thus $\left[p \Gamma_{w}: p \Gamma_{v}\right]=\left[\Gamma_{w}: \Gamma_{v}\right]$. Using the commutative diagram of finite index abelian subgroups

we see that $\left[\Gamma_{w}: p \Gamma_{w}\right]\left[p \Gamma_{w}: p \Gamma_{v}\right]=\left[\Gamma_{w}: \Gamma_{v}\right]\left[\Gamma_{v}: p \Gamma_{v}\right]$. Whence $\left[\Gamma_{w}: p \Gamma_{w}\right]=$ $\left[\Gamma_{v}: p \Gamma_{v}\right]$.
(ii) In light of (4.3.3.2), we need to show that $\left[\kappa(w): \kappa(w)^{p}\right]=\left[\kappa(v): \kappa(v)^{p}\right]$. We have $\left[\kappa(w)^{p}: \kappa(v)^{p}\right]=[\kappa(w): \kappa(v)]$, so the result follows from computing the extension degrees in the commutative diagram of finite field extensions:

(iii) By (i) and (ii) we get $e\left(w / w^{p}\right)=e\left(v / v^{p}\right)$ and $f\left(w / w^{p}\right)=f\left(v / v^{p}\right)$. Therefore

$$
e\left(w / w^{p}\right) f\left(w / w^{p}\right)=e\left(v / v^{p}\right) f\left(v / v^{p}\right) .
$$

Since also $\left[L: L^{p}\right]=\left[K: K^{p}\right]$, we see using Theorem 4.3.1 that $w$ is F-finite if and only if $v$ is F-finite.

## 5. F-finiteness in function fields

An important class of fields are function fields over a ground field $k$. By definition, a field $K$ is a function field over $k$ if it is a finitely generated field extension of $k$. These are the fields that arise as function fields of varieties over a (typically algebraically closed) ground field $k$. What more can be said about valuation rings in this important class of fields?

We saw in Example 4.5 . 1 that not every valuation of an F-finite function field is F-finite. However, the following theorem gives a nice characterization of those that are.

Theorem 5.1. Let $K$ be a finitely generated field extension of an $F$-finite ground field $k$. The following are equivalent for a valuation $v$ on $K / k$ :
(i) The valuation $v$ is Abhyankar.
(ii) The valuation ring $R_{v}$ is F-finite.
(iii) The valuation ring $R_{v}$ is a free $R_{v}^{p}$-module.

Furthermore, when these equivalent conditions hold, it is also true that $R_{v}$ is Frobenius split.

Since Abhyankar valuations have finitely generated value groups and residue fields, the following corollary holds.

Corollary 5.2. An F-finite valuation of a function field over an F-finite field $k$ has a finitely generated value group and its residue field is a finitely generated field extension of $k$.

For example, valuations whose value groups are $\mathbb{Q}$ can never be F-finite.

Remark 5.3. In light of Proposition 2.6.1, we could add a fourth item to the list of equivalent conditions in Theorem 5.1 in the Noetherian case: the valuation $R_{v}$ is excellent. The theorem says that the only discrete valuation rings (of function fields) that are F-finite are the divisorial valuation rings or equivalently, the excellent DVRs.

To prove Theorem 5.1, first recall that the equivalence of (ii) and (iii) was already established in Theorem 4.1.1. The point is to connect these conditions with the Abyhankar property. Our strategy is to use Theorem 4.3.1, which tells us that a valuation $v$ on $K$ is F-finite if and only if

$$
e\left(v / v^{p}\right) f\left(v / v^{p}\right)=\left[K: K^{p}\right]
$$

We do this by proving two propositions, one comparing the rational rank of $v$ to the ramification index $e\left(v / v^{p}\right)$, and the other comparing the transcendence degree of $v$ to the residue degree $f\left(v / v^{p}\right)$.

Proposition 5.4. Let $v$ be a valuation of rational ranks on an $F$-finite field $K$. Then

$$
e\left(v / v^{p}\right) \leq p^{s}
$$

with equality when the value group $\Gamma_{v}$ is finitely generated.
Proof. To see that equality holds when $\Gamma_{v}$ is finitely generated, note that in this case, $\Gamma_{v} \cong \mathbb{Z}^{\oplus s}$. So $\Gamma_{v} / p \Gamma_{v} \cong(\mathbb{Z} / p \mathbb{Z})^{\oplus s}$, which has cardinality $p^{s}$. That is, $e\left(v / v^{p}\right)=p^{s}$.

It remains to consider the case where $\Gamma$ may not be finitely generated. Nonetheless, since $e\left(v / v^{p}\right)$ is finite (see (2.2.0.1)), we do know that $\left[\Gamma_{v}: p \Gamma_{v}\right]=e\left(v / v^{p}\right)$ is finite. So the proof of Proposition 5.4 comes down to the following simple lemma about abelian groups.

Lemma 5.5. Let $\Gamma$ be a torsion free abelian group of rational rank $s$. Then

$$
[\Gamma: p \Gamma] \leq p^{s}
$$

It suffices to show that $\Gamma / p \Gamma$ is a vector space of dimension $\leq s$ over $\mathbb{Z} / p \mathbb{Z}$. So let $t_{1}, \ldots, t_{n}$ be elements of $\Gamma$ whose classes modulo $p \Gamma$ are linearly independent over $\mathbb{Z} / p \mathbb{Z}$. Then we claim that the $t_{i}$ are $\mathbb{Z}$-independent elements of $\Gamma$. Assume to the contrary that there is some nontrivial relation $a_{1} t_{1}+\cdots+a_{n} t_{n}=0$, for some integers $a_{i}$. Since $\Gamma$ is torsion-free, we can assume without loss of generality, that at least one $a_{j}$ is not divisible by $p$. But now modulo $p \Gamma$, this relation produces a nontrivial relation on classes of the $t_{i}$ in $\Gamma / p \Gamma$, contrary to the fact that these are linearly independent. This shows that any $\mathbb{Z} / p \mathbb{Z}$-linearly independent subset of $\Gamma / p \Gamma$ must have cardinality at most $s$. Thus the lemma, and hence Proposition 5.4, is proved.

Proposition 5.6. Let $K$ be a finitely generated field extension of an $F$-finite ground field $k$. Let $v$ be a valuation of transcendence degree $t$ on $K$ over $k$. Then

$$
f\left(v / v^{p}\right) \leq p^{t}\left[k: k^{p}\right],
$$

with equality when $\kappa(v)$ is finitely generated over $k$.
Proof. The second statement follows immediately from the following well-known fact, whose proof is an easy computation.

Lemma 5.7. A finitely generated field $L$ of characteristic $p$ and transcendence degree $n$ over $k$ satisfies $\left[L: L^{p}\right]=\left[k: k^{p}\right] p^{n}$.

It remains to consider the case where $\kappa(v)$ may not be finitely generated. Because $K / k$ is a function field, Abhyankar's inequality (2.3.1.1) guarantees that the transcendence degree of $\kappa(v)$ over $k$ is finite. Let $x_{1}, \ldots, x_{t}$ be a transcendence basis. There is a factorization

$$
k \hookrightarrow k\left(x_{1}, \ldots, x_{t}\right) \hookrightarrow \kappa(v),
$$

where the second inclusion is algebraic. The proposition follows immediately from the next lemma.

Lemma 5.8. If $L^{\prime} \subseteq L$ is an algebraic extension of $F$-finite fields, then $\left[L: L^{p}\right] \leq$ [ $\left.L^{\prime}: L^{\prime p}\right]$.

To prove this lemma, recall that Proposition 4.6.1 ensures that $\left[L: L^{p}\right]=\left[L^{\prime}: L^{\prime p}\right]$ when $L^{\prime} \subseteq L$ is finite. So suppose $L$ is algebraic but not necessarily finite over $L^{\prime}$. Fix a basis $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ for $L$ over $L^{p}$, and consider the intermediate field

$$
L^{\prime} \hookrightarrow L^{\prime}\left(\alpha_{1}, \ldots, \alpha_{n}\right) \hookrightarrow L .
$$

Since each $\alpha_{i}$ is algebraic over $L^{\prime}$, it follows that $\tilde{L}:=L^{\prime}\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is finite over $L^{\prime}$, so again $\left[\tilde{L}: \tilde{L}^{p}\right]=\left[L^{\prime}: L^{\prime p}\right]$ by Proposition 4.6.1. Now observe that $\tilde{L}^{p} \subset L^{p}$, and so the $L^{p}$-linearly independent set $\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}$ is also linearly independent over $\tilde{L}^{p}$. This means that $\left[L: L^{p}\right] \leq\left[\tilde{L}: \tilde{L}^{p}\right]$ and hence $\left[L: L^{p}\right] \leq\left[L^{\prime}: L^{\prime p}\right]$. This proves Lemma 5.8.

Finally, Proposition 5.6 is proved by applying Lemma 5.8 to the inclusion

$$
L^{\prime}=k\left(x_{1}, \ldots, x_{t}\right) \hookrightarrow L=\kappa(v) .
$$

(Note that $\kappa(v)$ is F-finite, because $\left[\kappa(v):(\kappa(v))^{p}\right]=f\left(v / v^{p}\right) \leq\left[K: K^{p}\right]$ from the general inequality (2.2.0.1).) So we get

$$
f\left(v / v^{p}\right)=\left[\kappa(v):(\kappa(v))^{p}\right] \leq\left[k\left(x_{1}, \ldots, x_{t}\right):\left(k\left(x_{1}, \ldots, x_{t}\right)\right)^{p}\right]=p^{t}\left[k: k^{p}\right] .
$$

Proof of Theorem 5.1. It only remains to prove the equivalence of (i) and (ii). First assume $v$ is Abhyankar. Then its value group $\Gamma_{v}$ is finitely generated and its residue field $\kappa(v)$ is finitely generated over $k$. According to Proposition 5.4, we have $e\left(v / v^{p}\right)=p^{s}$, where $s$ is the rational rank of $v$. According to Proposition 5.6, we have $f\left(v / v^{p}\right)=p^{t}\left[k: k^{p}\right]$, where $t$ is the transcendence degree of $v$. By definition of Abhyankar, $s+t=n$, where $n$ is the transcendence degree of $K / k$. But then

$$
e\left(v / v^{p}\right) f\left(v / v^{p}\right)=\left(p^{s}\right)\left(p^{t}\right)\left[k: k^{p}\right]=p^{n}\left[k: k^{p}\right]=\left[K: K^{p}\right] .
$$

By Theorem 4.3.1, we can conclude that $v$ is F-finite.
Conversely, we want to prove that a valuation $v$ with F-finite valuation ring $R_{v}$ is Abhyankar. Let $s$ denote the rational rank and $t$ denote the transcendence degree of $v$. From Theorem 4.3.1, the F-finiteness of $v$ gives

$$
e\left(v / v^{p}\right) f\left(v / v^{p}\right)=\left[K: K^{p}\right]=p^{n}\left[k: k^{p}\right] .
$$

Using the bounds $p^{s} \geq e\left(v / v^{p}\right)$ and $p^{t}\left[k: k^{p}\right] \geq f\left(v / v^{p}\right)$ provided by Propositions 5.4 and 5.6, respectively, we substitute to get

$$
p^{s} p^{t}\left[k: k^{p}\right] \geq e\left(v / v^{p}\right) f\left(v / v^{p}\right)=p^{n}\left[k: k^{p}\right] .
$$

It follows that $s+t \geq n$. Then $s+t=n$ by (2.3.1.1), and $v$ is Abhyankar.

## 6. F-regularity

An important class of F-pure rings are the strongly F-regular rings. Originally, strongly F-regular rings were defined only in the Noetherian F-finite case. By definition, a Noetherian F-finite reduced ring $R$ of prime characteristic $p$ is strongly F-regular if for every non-zerodivisor $c$, there exists $e$ such that the map

$$
R \rightarrow F_{*}^{e} R, \quad 1 \mapsto c
$$

splits in the category of $R$-modules [Hochster and Huneke 1989]. In this section, we show that by replacing the word "splits" with the words "is pure" in the above definition, we obtain a well-behaved notion of F-regularity in a broader setting. Hochster and Huneke [1994, Remark 5.3] themselves suggested, but never pursued, this possibility.

Strong F-regularity first arose as a technical tool in the theory of tight closure: Hochster and Huneke [1994] made use of it in their deep proof of the existence of test elements. Indeed, the original motivation for (and the name of) strong F-regularity was born from a desire to better understand weak F-regularity, the property of a Noetherian ring characterized by all ideals being tightly closed. In many contexts, strong and weak F-regularity are known to be equivalent (see, e.g., [Lyubeznik and Smith 1999] for the graded case, [Hochster and Huneke 1989] for
the Gorenstein case), but it is becoming clear that at least for many applications, strong F-regularity is the more useful and flexible notion. Applications beyond tight closure include commutative algebra more generally [Aberbach and Leuschke 2003; Blickle 2008; Schwede and Tucker 2012; Schwede 2009a; Smith and Zhang 2015], algebraic geometry [Gongyo et al. 2015; Hacon and Xu 2015; Patakfalvi 2014; Schwede and Smith 2010; Smith 2000], representation theory [Brion and Kumar 2005; Mehta and Ramanathan 1985; Ramanathan 1991; Smith and Van den Bergh 1997] and combinatorics [Benito et al. 2015].
6.1. Basic properties of F-pure regularity. We propose the following definition, intended to be a generalization of strong F-regularity to arbitrary commutative rings of characteristic $p$, not necessarily F-finite or Noetherian.
Definition 6.1.1. Let $c$ be an element in a ring $R$ of prime characteristic $p$. Then $R$ is said to be $F$-pure along $c$ if there exists $e>0$ such that the $R$-linear map

$$
\lambda_{c}^{e}: R \rightarrow F_{*}^{e} R, \quad 1 \mapsto c
$$

is a pure map of $R$-modules. We say $R$ is $F$-pure regular if it is F-pure along every non-zerodivisor.

A ring $R$ is F-pure if and only if it is F-pure along the element 1 . Thus F-pure regularity is a substantial strengthening of F-purity, requiring F-purity along all non-zerodivisors instead of just along the unit.

Remark 6.1.2. (i) If $R$ is Noetherian and F-finite, then the map $\lambda_{c}^{e}: R \rightarrow F_{*}^{e} R$ is pure if and only if it splits (by Lemma 2.5.1). So F-pure regularity for a Noetherian F-finite ring is the same as strong F-regularity.
(ii) If $c$ is a zerodivisor, then the map $\lambda_{c}^{e}$ is never injective for any $e \geq 1$. In particular, a ring is never F-pure along a zerodivisor.
(iii) The terminology "F-pure along $c$ " is chosen to honor Ramanathan's [1991] closely related notion of "Frobenius splitting along a divisor". See [Smith 2000].

The following proposition gathers up some basic properties of F-pure regularity for arbitrary commutative rings.

Proposition 6.1.3. Let $R$ be a commutative ring of characteristic $p$, not necessarily Noetherian or $F$-finite.
(a) If $R$ is $F$-pure along some element, then $R$ is $F$-pure. More generally, if $R$ is $F$-pure along a product $c d$, then $R$ is $F$-pure along the factors $c$ and $d$.
(b) If $R$ is $F$-pure along some element, then $R$ is reduced.
(c) If $R$ is an $F$-pure regular ring with finitely many minimal primes, and $S \subset R$ is a multiplicative set, then $S^{-1} R$ is $F$-pure regular. In particular, $F$-pure regularity is preserved under localization in Noetherian rings, as well as in domains.
(d) Let $\varphi: R \rightarrow T$ be a pure ring map which maps non-zerodivisors of $R$ to non-zerodivisors of $T$. If $T$ is $F$-pure regular, then $R$ is $F$-pure regular. In particular, if $\varphi: R \rightarrow T$ is faithfully flat and $T$ is $F$-pure regular, then $R$ is $F$-pure regular.
(e) Let $R_{1}, \ldots, R_{n}$ be rings of characteristic $p$. If $R_{1} \times \cdots \times R_{n}$ is $F$-pure regular, then each $R_{i}$ is $F$-pure regular.

The proof of Proposition 6.1.3 consists mostly of applying general facts about purity to the special case of the maps $\lambda_{c}^{e}$. For the convenience of the reader, we gather these basic facts together in one lemma.

Lemma 6.1.4. Let A be an arbitrary commutative ring A, not necessarily Noetherian nor of characteristic $p$.
(a) If $M \rightarrow N$ and $N \rightarrow Q$ are pure maps of A-modules, then the composition $M \rightarrow N \rightarrow Q$ is also pure.
(b) If a composition $M \rightarrow N \rightarrow Q$ of $A$-modules is pure, then $M \rightarrow N$ is pure.
(c) If $B$ is an $A$-algebra and $M \rightarrow N$ is pure map of $A$-modules, then $B \otimes_{A} M \rightarrow$ $B \otimes_{A} N$ is a pure map of $B$-modules.
(d) Let B be an A-algebra. If $M \rightarrow N$ is a pure map of $B$-modules, then it is also pure as a map of A-modules.
(e) An A-module map $M \rightarrow N$ is pure if and only if for all prime ideals $\mathcal{P} \subset A$, $M_{\mathcal{P}} \rightarrow N_{\mathcal{P}}$ is pure.
(f) A faithfully flat map of rings is pure.
(g) If $(\Lambda, \leq)$ is a directed set with a least element $\lambda_{0}$, and $\left\{N_{\lambda}\right\}_{\lambda_{\in \Lambda}}$ is a direct limit system of $A$-modules indexed by $\Lambda$ and $M \rightarrow N_{\lambda_{0}}$ is an $A$-linear map, then $M \rightarrow \underline{l i m}_{\lambda} N_{\lambda}$ is pure if and only if $M \rightarrow N_{\lambda}$ is pure for all $\lambda$.
(h) A map of modules $A \rightarrow N$ over a Noetherian local ring $(A, m)$ is pure if and only if $E \otimes_{A} A \rightarrow E \otimes_{A} N$ is injective, where $E$ is the injective hull of the residue field of $R$.

Proof. Properties (a)-(d) follow easily from the definition of purity and elementary properties of tensor products. As an example, let us prove (d). If $P$ is an $A$-module, we want to show that $P \otimes_{A} M \rightarrow P \otimes_{A} N$ is injective. The map of $B$-modules

$$
\left(P \otimes_{A} B\right) \otimes_{B} M \rightarrow\left(P \otimes_{A} B\right) \otimes_{B} N
$$

is injective by purity of $M \rightarrow N$ as a map of $B$-modules. Using the natural $A$ module isomorphisms $\left(P \otimes_{A} B\right) \otimes_{B} M \cong P \otimes_{A} M$ and $\left(P \otimes_{A} B\right) \otimes_{B} N \cong P \otimes_{A} N$, we conclude that $P \otimes_{A} M \rightarrow P \otimes_{A} N$ is injective in the category of $A$-modules.

Property (e) follows from (c) by tensoring with $A_{p}$ and the fact that injectivity of a map of modules is a local property. Property (f) follows from [Bourbaki 1989, I.3.5, Proposition 9(c)]. Properties (g) and (h) are proved in [Hochster and Huneke 1995, Lemma 2.1].

Proof of Proposition 6.1.3. (a) Multiplication by $d$ is an $R$-linear map, so by restriction of scalars also

$$
F_{*}^{e} R \xrightarrow{\times d} F_{*}^{e} R
$$

is $R$-linear. Precomposing with $\lambda_{c}^{e}$ we have

$$
R \xrightarrow{\lambda_{c}^{e}} F_{*}^{e} R \xrightarrow{\times d} F_{*}^{e} R, \quad 1 \mapsto c d,
$$

which is $\lambda_{c d}^{e}$. Our hypothesis that $R$ is F-pure along $c d$ means that there is some $e$ for which this composition is pure. So by Lemma 6.1.4(b), it follows also that $\lambda_{c}^{e}$ is pure. That is, $R$ is F-pure along $c$ (and since $R$ is commutative, along $d$ ). The second statement follows since F-purity along the product $c \times 1$ implies $R$ is F-pure along 1. So some iterate of Frobenius is a pure map, and so F-purity follows from Lemma 6.1.4(b).
(b) By (a) we see that $R$ is F-pure. In particular, the Frobenius map is pure and hence injective, so $R$ is reduced.
(c) Note that by (b), $R$ is reduced. Let $\alpha \in S^{-1} R$ be a non-zerodivisor. Because $R$ has finitely many minimal primes, a standard prime avoidance argument shows that there exists a non-zerodivisor $c \in R$ and $s \in S$ such that $\alpha=c / s$ (a minor modification of [Hochster 2007, Proposition, p. 57]). By hypothesis, $R$ is F-pure along $c$. Hence there exists $e>0$ such that the map $\lambda_{c}^{e}: R \rightarrow F_{*}^{e} R$ is pure. Then the map

$$
\lambda_{c / 1}^{e}: S^{-1} R \longrightarrow F_{*}^{e}\left(S^{-1} R\right), \quad 1 \mapsto c / 1
$$

is pure by 6.1.4(e) and the fact that $S^{-1}\left(F_{*}^{e} R\right) \cong F_{*}^{e}\left(S^{-1} R\right)$ as $S^{-1} R$-modules (the isomorphism $S^{-1}\left(F_{*}^{e} R\right) \cong F_{*}^{e}\left(S^{-1} R\right)$ is given by $\left.r / s \mapsto r / s^{p^{e}}\right)$. Now the $S^{-1} R$-linear map

$$
\ell_{1 / s}: S^{-1} R \rightarrow S^{-1} R, \quad 1 \mapsto 1 / s
$$

is an isomorphism. Applying $F_{*}^{e}$, we see that

$$
F_{*}^{e}\left(\ell_{1 / s}\right): F_{*}^{e}\left(S^{-1} R\right) \rightarrow F_{*}^{e}\left(S^{-1} R\right), \quad 1 \mapsto 1 / s
$$

is also an isomorphism of $S^{-1} R$-modules. In particular, $F_{*}^{e}\left(\ell_{1 / s}\right)$ is a pure map of $S^{-1} R$-modules. So purity of

$$
F_{*}^{e}\left(\ell_{1 / s}\right) \circ \lambda_{c / 1}^{e}
$$

follows by 6.1.4(a). But $F_{*}^{e}\left(\ell_{1 / s}\right) \circ \lambda_{c / 1}^{e}$ is precisely the map

$$
\lambda_{c / s}^{e}: S^{-1} R \rightarrow F_{*}^{e}\left(S^{-1} R\right), \quad 1 \mapsto c / s
$$

(d) Let $c \in R$ be a non-zerodivisor. Then $\varphi(c)$ is a non-zerodivisor in $T$ by hypothesis. Pick $e>0$ such that the map $\lambda_{\varphi(c)}^{e}: T \rightarrow F_{*}^{e} T$ is a pure map of $T$-modules. By 6.1.4(f) and 6.1.4(a),

$$
R \xrightarrow{\varphi} T \xrightarrow{\lambda_{\varphi(c)}^{e}} F_{*}^{e} T
$$

is a pure map of $R$-modules. We have commutative diagram of $R$-linear maps


The purity of $\lambda_{c}^{e}$ follows by 6.1.4(b). Note that if $\varphi$ is faithfully flat, then it is pure by 6.1.4(f) and maps non-zerodivisors to non-zerodivisors.
(e) Let $R:=R_{1} \times \cdots \times R_{n}$. Consider the multiplicative set

$$
S:=R_{1} \times \cdots \times R_{i-1} \times\{1\} \times R_{i+1} \times \cdots \times R_{n} .
$$

Since $S^{-1} R \cong R_{i}$, it suffices to show that $S^{-1} R$ is F-pure regular. So let $\alpha \in S^{-1} R$ be a non-zerodivisor. Note that we can select $u \in R$ and $s \in S$ such that $u$ is a non-zerodivisor and $\alpha=u / s$. So we can now repeat the proof of (c) verbatim to see that $S^{-1} R$ must be pure along $\alpha$.

Remark 6.1.5. It is worth observing that in Definition 6.1.1, if the map $\lambda_{c}^{e}$ is a pure map, then $\lambda_{c}^{f}$ is also a pure map for all $f \geq e$. Indeed, to see this note that it suffices to show that $\lambda_{c}^{e+1}$ is pure. We know $R$ is F-pure by 6.1.3(a). So Frobenius

$$
F: R \rightarrow F_{*} R
$$

is a pure map of $R$-modules. By hypothesis,

$$
\lambda_{c}^{e}: R \rightarrow F_{*}^{e} R
$$

is pure. Hence 6.1.4(d) tell us that

$$
F_{*}\left(\lambda_{c}^{e}\right): F_{*} R \rightarrow F_{*}\left(F_{*}^{e} R\right)
$$

is a pure map of $R$-modules. Hence the composition

$$
R \xrightarrow{F} F_{*} R \xrightarrow{F_{*}\left(\lambda_{c}^{e}\right)} F_{*}\left(F_{*}^{e} R\right), \quad 1 \mapsto c
$$

is a pure map of $R$-modules by 6.1.4(a). But $F_{*}\left(F_{*}^{e} R\right)$ as an $R$-module is precisely $F_{*}^{e+1} R$. So

$$
\lambda_{c}^{e+1}: R \rightarrow F_{*}^{e+1} R
$$

is pure.
Example 6.1.6. The polynomial ring over $\mathbb{F}_{p}$ in infinitely many variables (localized at the obvious maximal ideal) is an example of a F-pure regular ring which is not Noetherian.
6.2. Relationship of F-pure regularity to other singularities. We show that our generalization of strong F-regularity continues to enjoy many important properties of the more restricted version.

Theorem 6.2.1 [Hochster and Huneke 1989, Theorem 3.1(c)]. A regular local ring, not necessarily $F$-finite, is $F$-pure regular.

Proof. Let $(R, m)$ be a regular local ring. By Krull's intersection theorem we know that

$$
\bigcap_{e>0} m^{\left[p^{e}\right]}=0
$$

Since $R$ is a domain, the non-zerodivisors are precisely the nonzero elements of $R$. So let $c \in R$ be a nonzero element. Choose $e$ such that $c \notin m^{\left[p^{e}\right]}$. We show that the map

$$
\lambda_{c}^{e}: R \rightarrow F_{*}^{e} R, \quad 1 \mapsto c
$$

is pure.
By Lemma 6.1.4, it suffices to check that for the injective hull $E$ of the residue field of $R$, the induced map

$$
\lambda_{c}^{e} \otimes \mathrm{id}_{E}: R \otimes_{R} E \rightarrow F_{*}^{e} R \otimes_{R} E
$$

is injective, and for this, in turn, we need only check that the socle generator is not in the kernel.

Recall that $E$ is the direct limit of the injective maps

$$
R /\left(x_{1}, \ldots, x_{n}\right) \xrightarrow{x} R /\left(x_{1}^{2}, \ldots, x_{n}^{2}\right) \xrightarrow{x} R /\left(x_{1}^{3}, \ldots, x_{n}^{3}\right) \xrightarrow{x} \cdots
$$

where $x_{1}, \ldots, x_{n}$ is a minimal set of generators for $m$, and the maps are given by multiplication by $x=\Pi_{i=1}^{d} x_{i}$. So the module $F_{*}^{e} R \otimes_{R} E$ is the direct limit of the
maps

$$
R /\left(x_{1}^{p^{e}}, \ldots, x_{n}^{p^{e}}\right) \xrightarrow{x^{p^{e}}} R /\left(x_{1}^{2 p^{e}}, \ldots, x_{n}^{2 p^{e}}\right) \xrightarrow{x^{p^{e}}} R /\left(x_{1}^{3 p^{e}}, \ldots, x_{n}^{3 p^{e}}\right) \xrightarrow{x^{p^{e}}} \cdots
$$

which remains injective by the faithful flatness of $F_{*}^{e} R$. The induced map $\lambda_{c}^{e} \otimes \mathrm{id}_{E}$ : $E \rightarrow F_{*}^{e} R \otimes E$ sends the socle (namely the image of 1 in $R / m$ ) to the class of $c$ in $R / m^{\left[p^{e}\right]}$, so it is nonzero provided $c \notin m^{\left[p^{e}\right]}$. Thus for every nonzero $c$ in a regular local (Noetherian) ring, we have found an $e$, such that the map $\lambda_{c}^{e}$ is pure. So regular local rings are F-pure regular.

Proposition 6.2.2. An F-pure regular ring is normal, that is, it is integrally closed in its total quotient ring.

Proof. Take a fraction $r / s$ in the total quotient ring integral over $R$. Then clearing denominators in an equation of integral dependence, we have $r \in \overline{(s)}$, the integral closure of the ideal $(s)$. This implies that there exists an $h$ such that $(r, s)^{n+h}=$ $(s)^{n}(r, s)^{h}$ for all $n$ [Matsumura 1989, p. 64]. Setting $c=s^{h}$, this implies $c r^{n} \in(s)^{n}$ for all large $n$. In particular, taking $n=p^{e}$, we see that the class of $r$ modulo $(s)$ is in the kernel of the map induced by tensoring the map

$$
\begin{equation*}
R \rightarrow F_{*}^{e} R, \quad 1 \mapsto c \tag{6.2.2.1}
\end{equation*}
$$

with the quotient module $R /(s)$. By purity of the map (6.2.2.1), it follows that $r \in(s)$. We conclude that $r / s$ is in $R$ and that $R$ is normal.
6.3. Connections with tight closure. In his lecture notes on tight closure, Hochster [2007] suggests another way to generalize strong F-regularity to non-F-finite (but Noetherian) rings using tight closure. We show here that his generalized strong F-regularity is the same as F-pure regularity for local Noetherian rings.

Although Hochster and Huneke introduced tight closure only in Noetherian rings, we can make the same definition in general for an arbitrary ring of prime characteristic $p$. Let $N \hookrightarrow M$ be an inclusion of $R$-modules. The tight closure of $N$ in $M$ is an $R$-module $N_{M}^{*}$ containing $N$. By definition, an element $x \in M$ is in $N_{M}^{*}$ if there exists $c \in R$, not in any minimal prime, such that for all sufficiently large $e$, the element $c \otimes x \in F_{*}^{e} R \otimes_{R} M$ belongs to the image of the module $F_{*}^{e} R \otimes_{R} N$ under the natural map $F_{*}^{e} R \otimes_{R} N \rightarrow F_{*}^{e} R \otimes_{R} M$ induced by tensoring the inclusion $N \hookrightarrow M$ with the $R$-module $F_{R}^{e}$. We say that $N$ is tightly closed in $M$ if $N_{M}^{*}=N$.
Definition 6.3.1. Let $R$ be a Noetherian ring of prime characteristic $p$. We say that $R$ is strongly $F$-regular in the sense of Hochster if, for any inclusion of $R$ modules $N \hookrightarrow M, N_{M}^{*}=N$.

The next result compares F-pure regularity with strong F-regularity in the sense of Hochster.

Proposition 6.3.2. Let $R$ be an arbitrary commutative ring of prime characteristic. If $R$ is $F$-pure regular, then $N$ is tightly closed in $M$ for any pair of $R$ modules with $N \subset M$. The converse also holds if $R$ is Noetherian and local.
Proof. Suppose $x \in N_{M}^{*}$. Equivalently the class $\bar{x}$ of $x$ in $M / N$ is in $0_{M / N}^{*}$. So there exists $c$ not in any minimal prime such that $c \otimes \bar{x}=0$ in $F_{*}^{e} R \otimes_{R} M / N$ for all large $e$. But this means that the map

$$
R \rightarrow F_{*}^{e} R, \quad 1 \mapsto c
$$

is not pure for any $e$, since the naturally induced map

$$
R \otimes M / N \rightarrow F_{*}^{e} R \otimes M / N
$$

has $1 \otimes \bar{x}$ in its kernel.
For the converse, let $c \in R$ be not in any minimal prime. We need to show that there exists some $e$ such that the map $R \rightarrow F_{*}^{e} R$ sending 1 to $c$ is pure. Let $E$ be the injective hull of the residue field of $R$. According to Lemma 6.1.4(i), it suffices to show that there exists an $e$ such that after tensoring $E$, the induced map

$$
R \otimes E \rightarrow F_{*}^{e} R \otimes E
$$

is injective. But if not, then a generator $\eta$ for the socle of $E$ is in the kernel for every $e$, that is, for all $e, c \otimes \eta=0$ in $F_{*}^{e} R \otimes E$. In this case, $\eta \in 0_{E}^{*}$, contrary to our hypothesis that all modules are tightly closed.

Remark 6.3.3. We do not know whether Proposition 6.3 .2 holds in the nonlocal case. Indeed, we do not know if F-pure regularity is a local property: if $R_{m}$ is F-pure regular for all maximal ideals $m$ of $R$, does it follow that $R$ is F-pure regular? If this were the case, then our argument above extends to arbitrary Noetherian rings.

Remark 6.3.4. A Noetherian ring of characteristic $p$ is weakly F-regular if $N$ is tightly closed in $M$ for any pair of Noetherian $R$ modules with $N \subset M$. Clearly F-pure regular implies weakly F-regular. The converse is a long standing open question in the F-finite Noetherian case. For valuation rings, however, our arguments show that weak and pure F-regularity are equivalent (and both are equivalent to the valuation ring being Noetherian); See Corollary 6.5.4.
6.4. Elements along which F-purity fails. We now observe an analog of the splitting prime of Aberbach and Enescu [2005]; See also [Tucker 2012, Lemma 4.7].

Proposition 6.4.1. Let $R$ be a ring of characteristic $p$. The set

$$
\mathcal{I}:=\{c \in R: R \text { is not } F \text {-pure along } c\}
$$

is closed under multiplication by $R$, and $R \backslash \mathcal{I}$ is multiplicatively closed. Thus, if $\mathcal{I}$ is closed under addition, then $\mathcal{I}$ is a prime ideal (or the whole ring $R$ ).

Proof. We first note that $\mathcal{I}$ is closed under multiplication by elements of $R$. Indeed, suppose that $c \in \mathcal{I}$ and $r \in R$. Then if $r c \notin \mathcal{I}$, we have that $R$ is F-pure along $r c$, but this implies $R$ is F-pure along $c$ by Proposition 6.1.3(a), contrary to $c \in \mathcal{I}$.

We next show that the complement $R \backslash \mathcal{I}$ is a multiplicatively closed set (if nonempty). To wit, take $c, d \notin \mathcal{I}$. Because $R$ is F-pure along both $c$ and $d$, we have that there exist $e$ and $f$ such that the maps

$$
R \xrightarrow{\lambda_{c}^{e}} F_{*}^{e} R, \quad 1 \mapsto c, \quad \text { and } \quad R \xrightarrow{\lambda_{d}^{f}} F_{*}^{f} R, \quad 1 \mapsto d
$$

are both pure. Since purity is preserved by restriction of scalars (Lemma 6.1.4(d)), we also have that

$$
F_{*}^{e} R \xrightarrow{F_{*}^{e}\left(\lambda_{d}^{f}\right)} F_{*}^{e} F_{*}^{f} R=F_{*}^{e+f} R
$$

is pure. Hence the composition

$$
R \xrightarrow{\lambda_{c}^{e}} F_{*}^{e} R \xrightarrow{\lambda_{d}^{f}} F_{*}^{e} F_{*}^{f} R, \quad 1 \mapsto c^{p^{e}} d
$$

is pure as well (Lemma 6.1.4(a)). This means that $c^{p^{e}} d$ is not in $\mathcal{I}$, and since $\mathcal{I}$ is closed under multiplication, neither is $c d$. Note also that if $R \backslash \mathcal{I}$ is nonempty, then $1 \in R \backslash \mathcal{I}$ by Proposition 6.1.3(a). Thus $R \backslash \mathcal{I}$ is a multiplicative set.

Finally, if $\mathcal{I}$ is closed under addition (and $\mathcal{I} \neq R$ ), we conclude that $\mathcal{I}$ is a prime ideal since it is an ideal whose complement is a multiplicative set.

Remark 6.4.2. If $R$ is a Noetherian local domain, then the set $\mathcal{I}$ of Proposition 6.4.1 can be checked to be closed under addition (see, for example, [Tucker 2012, Lemma 4.7] for the F-finite case). Likewise, for valuation rings, the set $\mathcal{I}$ is also an ideal: we construct it explicitly in the next section. However, for an arbitrary ring, $\mathcal{I}$ can fail to be an ideal. For example, under suitable hypothesis, the set $\mathcal{I}$ is also the union of the centers of F-purity in the sense of Schwede, hence in this case, $\mathcal{I}$ is a finite union of ideals but not necessarily an ideal in the nonlocal case; see [Schwede 2010].
6.5. F-pure regularity and valuation rings. In this subsection we characterize valuation rings that are F-pure regular, as summarized by the following main result.

Theorem 6.5.1. A valuation ring is F-pure regular if and only if it is Noetherian. Equivalently, a valuation ring is F-pure regular if and only if it is a field or a DVR.

A key ingredient in the proof is the following theorem about the set of elements along which $V$ fails to be F-pure (see Definition 6.1.1).

Theorem 6.5.2. The set of elements $c$ along which a valuation ring $(V, m)$ fails to be F-pure is the prime ideal

$$
\mathcal{Q}:=\bigcap_{e>0} m^{\left[p^{e}\right]}
$$

Proof. First, take any $c \in \mathcal{Q}$. We need to show that $V$ is not F-pure along $c$, that is, that the map

$$
\lambda_{c}^{e}: V \rightarrow F_{*}^{e} V, \quad 1 \mapsto c
$$

is not pure for any $e$. Because $c \in m^{\left[p^{e}\right]}$, we see that tensoring with $\kappa:=V / m$ produces the zero map. So $\lambda_{c}^{e}$ is not pure for any $e$, which means $V$ is not F-pure along $c$.

For the other inclusion, let $c \notin m^{\left[p^{e}\right]}$ for some $e>0$. We claim that $\lambda_{c}^{e}: V \rightarrow F_{*}^{e} V$ is pure. Apply Lemma $6.1 .4(\mathrm{~g})$ to the set $\Sigma$ of finitely generated submodules of $F_{*}^{e} V$ which contain $c$. Note that $\Sigma$ is a directed set under inclusion with a least element, namely the $V$-submodule of $F_{*}^{e} V$ generated by $c$, and $F_{*}^{e} V$ is the direct limit of the elements of $\Sigma$. It suffices to show that if $T \in \Sigma$, then

$$
\lambda_{T}: V \rightarrow T, \quad 1 \mapsto c
$$

is pure. But $T$ is free since it is a finitely generated, torsion-free module over a valuation ring (Lemma 3.2). Since $c \notin m^{\left[p^{e}\right]}$, by the $V$ module structure on $T$, we get $c \notin m T$. By Nakayama’s lemma, we know $c$ is part of a free basis for $T$. So $\lambda_{T}$ splits, and is pure in particular.

Now that we know that the set of elements along which $R$ is not F-pure is an ideal, it follows that it is a prime ideal from Proposition 6.4.1.

Corollary 6.5.3. For a valuation ring $(V, m)$ of characteristic $p$, define

$$
\mathcal{Q}:=\bigcap_{e>0} m^{\left[p^{e}\right]} .
$$

Then the quotient $V / \mathcal{Q}$ is an $F$-pure regular valuation ring. Furthermore, $V$ is $F$-pure regular if and only if $\mathcal{Q}$ is zero.
Proof. The second statement follows immediately from Theorem 6.5.2. For the first, observe that $V / \mathcal{Q}$ is a domain since $\mathcal{Q}$ is prime. So ideals of $V / \mathcal{Q}$ inherit the total ordering under inclusion from $V$, and $V / \mathcal{Q}$ is a valuation ring whose maximal ideal $\bar{m}$ satisfies $\bigcap_{e>0} \bar{m}^{\left[p^{e}\right]}=0$. So $V / \mathcal{Q}$ is F-pure regular.
Corollary 6.5.4. For a valuation ring, F-pure regularity is equivalent to all ideals (equivalently, the maximal ideal) being tightly closed.
Proof. Proposition 6.3.2 ensures that F-pure regularity implies all ideals are tightly closed. For the converse, note that if there is some nonzero $c$ in $\bigcap_{e>0} m^{\left[p^{e}\right]}$, then $1 \in m^{*}$. So for any proper ideal $m$, the condition that $m^{*}=m$ implies that $\bigcap_{e>0} m^{\left[p^{e}\right]}=0$. In particular, if the maximal ideal of a valuation ring $V$ is tightly closed, then Corollary 6.5 .3 implies that $V$ is F-pure regular.

Proof of Theorem 6.5.1. First observe that if $V$ is a field or DVR, then it is F-pure regular. Indeed, every map of modules over a field is pure (since all vector space
maps split). And a DVR is a one dimensional regular local ring, so it is F-pure regular by Theorem 6.2.1.

Conversely, we show that if $(V, m)$ is F-pure regular, its dimension is at most one. Suppose ( $V, m$ ) admits a nonzero prime ideal $P \neq m$. Choose $x \in m \backslash P$, and a nonzero element $c \in P$. The element $c$ cannot divide $x^{n}$ in $V$, since in that case we would have $x^{n} \subset(c) \subset P$, but $P$ is a prime ideal not containing $x$. It then follows from the definition of a valuation ring that $x^{n}$ divides $c$ for all $n$. This means in particular that $c \in(x)^{\left[p^{e}\right]} \subset m^{\left[p^{e}\right]}$ for all $e$. So $c \in \mathcal{Q}$. According to Theorem 6.5.2, $R$ is not F-pure regular.

It remains to show that an F-pure regular valuation ring $V$ of dimension one is discrete. Recall that the value group $\Gamma$ of $V$ is (order isomorphic to) an additive subgroup of $\mathbb{R}$ [Matsumura 1989, Theorem 10.7].

We claim that $\Gamma$ has a least positive element. To see this, let $\eta$ be the greatest lower bound of all positive elements in $\Gamma$. First observe that $\eta$ is strictly positive. Indeed, for fixed $c \in m$, the sequence $v(c) / p^{e}$ consists of positive real numbers approaching zero as $e$ gets large. If $\Gamma$ contains elements of arbitrarily small positive values, then we could find $x \in V$ such that

$$
0<v(x)<\frac{v(c)}{p^{e}} .
$$

But then $0<v\left(x^{p^{e}}\right)<v(c)$, which says that $c \in(x)^{\left[p^{e}\right]} \subset m^{\left[p^{e}\right]}$ for all $e$. This contradicts our assumption that $V$ is F-pure along $c$ (again, using Theorem 6.5.2).

Now that we know the greatest lower bound $\eta$ of $\Gamma$ is positive, it remains to show that $\eta \in \Gamma$. Choose $\epsilon$ such that $0<\epsilon<\eta$. If $\eta \notin \Gamma$, we know $\eta<v(y)$ for all $y \in m$. Since $\eta$ is the greatest lower bound, we can find $y$ such that

$$
\eta<v(y)<\eta+\epsilon,
$$

as well as $x$ such that

$$
\eta<v(x)<v(y)<\eta+\epsilon \text {. }
$$

Then

$$
0<v(y / x)<\epsilon<\eta,
$$

contradicting the fact that $\eta$ is a lower bound for $\Gamma$. We conclude that $\eta \in \Gamma$, and that $\Gamma$ has a least positive element.

It is now easy to see, using the Archimedean axiom for real numbers, that the ordered subgroup $\Gamma$ of $\mathbb{R}$ is generated by its least positive element $\eta$. In particular, $\Gamma$ is order isomorphic to $\mathbb{Z}$. We conclude that $V$ is a DVR.
Remark 6.5.5. For a valuation ring $(V, m)$ of dimension $n \geq 1$, our results show that in general $\mathcal{Q}=\bigcap_{e \in \mathbb{N}} m^{\left[p^{e}\right]}$ is a prime ideal of height at least $n-1$. It is easy to see that the situation where $V / \mathcal{Q}$ is a DVR arises if and only if $m$ is principal,
which in turn is equivalent to the value group $\Gamma$ having a least positive element. For example, this is the case for the lex valuation in Example 4.4.2. It is not hard to check that $\mathcal{Q}$ is a uniformly F-compatible ideal in the sense of Schwede [2010] (see also [Smith and Zhang 2015, §3A] for further discussion of uniformly F-compatible ideals), generalizing of course to the non-Noetherian and non-F-finite setting. A general investigation of uniformly F-compatible ideals appears to be fruitful, and is being undertaken by the first author.
6.6. Split F-regularity. Of course, there is another obvious way ${ }^{3}$ to adapt Hochster and Huneke's definition of strongly F-regular to arbitrary rings of prime characteristic $p$ :

Definition 6.6.1. A ring $R$ is split $F$-regular if for all nonzero divisors $c$, there exists $e$ such that the map $R \rightarrow F_{*}^{e} R$ sending 1 to $c$ splits as a map of $R$-modules.

Since split maps are pure, a split F-regular ring is F-pure regular. Split F-regular rings are also clearly Frobenius split. On the other hand, Example 4.5.1 shows that a discrete valuation ring need not be Frobenius split, so split F-regularity is strictly stronger than F-pure regularity. In particular, not every regular local ring is split F-regular, so split F-regularity should not really be considered a class of "singularities" even for Noetherian rings.

Remark 6.6.2. In Noetherian rings, split F-regularity is very close to F-pure regularity. For example, if $R$ is an F-pure regular Noetherian domain whose fraction field is F-finite, then the only obstruction to split F-regularity is the splitting of Frobenius. This is a consequence of Lemma 4.2.4, which tells us $R$ is F -finite if it is Frobenius split, and Lemma 2.5.1, which tells us F-split and F-pure are the same in F-finite Noetherian rings.

Corollary 6.6.3. For a discrete valuation ring $V$ whose fraction field is $F$-finite, the following are equivalent:
(i) $V$ is split $F$-regular.
(ii) $V$ is Frobenius split.
(iii) $V$ is $F$-finite.
(iv) $V$ is free over $V^{p}$.
(v) $V$ is excellent.

Moreover, if $K$ is a function field over an $F$-finite ground field $k$, and $V$ is a valuation of $K / k$, then (i)-(v) are equivalent to $V$ being a divisorial valuation ring.

[^8]Proof. All this has been proved already. Recall that a DVR is a regular local ring, so it is always F-pure regular and hence split F-regular if it is F-finite. Also, the final statement follows from Theorem 5.1 because an Abyhankar valuation of rational rank one is necessarily divisorial, and a divisorial valuation of a functional field over an F-finite field is necessarily F-finite.

To summarize: a valuation ring is F-pure regular if and only if it is Noetherian, and split F-regular (under the additional assumption that its fraction field is F-finite) if and only if it is excellent.

## 7. Concluding remarks

We have argued that for valuation rings, F-purity and F-pure regularity (a version of strong F-regularity defined using pure maps instead of split maps) are natural and robust properties. We have also seen that the conditions of Frobenius splitting and split F-regularity are more subtle, and that even regular rings can fail to satisfy these.

For Noetherian valuation rings in F-finite fields, we have seen that the Frobenius splitting property is equivalent to F-finiteness and also to excellence, but we do not know what happens in the non-Noetherian case: does there exist an example of a (necessarily non-Noetherian) Frobenius split valuation ring of an F-finite field that is not F -finite? By Corollary 5.2, a possible strategy could be to construct a Frobenius split valuation ring in a function field whose value group is infinitely generated. For example, can one construct an F -split valuation in $\mathbb{F}_{p}(x, y)$ with value group $\mathbb{Q}$ ? On the other hand, perhaps Frobenius splitting is equivalent to F-finiteness (just as in the Noetherian case). One might then ask whether a generalized version of Theorem 4.1.1 holds for arbitrary fields: is a valuation ring Frobenius split if and only if Frobenius is free?

We propose that F-pure regularity is a more natural generalization of strong F-regularity to the non-F-finite case than a suggested generalization of strong Fregularity using tight closure due to Hochster. We have seen that F-pure regularity implies Hochster's notion, and that they are equivalent for local Noetherian rings. However, we do not know whether F-pure regularity is a local notion: if $R_{m}$ is F-pure regular for all maximal ideals, does it follow that $R$ is F-pure regular? We expect this to be true, but the standard arguments are insufficient to prove it. (In the Noetherian F-finite case, this is well known; see [Hochster and Huneke 1994, Theorem 5.5(a)]. Furthermore, the answer is affirmative for excellent rings with F-finite total quotient rings, by Proposition 2.6.1.) If true, then F-pure regularity would be equivalent to all modules being tightly closed in the Noetherian case. More generally, might F-pure regularity be equivalent to the property that all modules are tightly closed even in the non-Noetherian case? Or even that all ideals are tightly
closed? An affirmative answer to this last question would imply that strong and weak F-regularity are equivalent.
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# Hoffmann's conjecture for totally singular forms of prime degree 

Stephen Scully


#### Abstract

One of the most significant discrete invariants of a quadratic form $\phi$ over a field $k$ is its (full) splitting pattern, a finite sequence of integers which describes the possible isotropy behavior of $\phi$ under scalar extension to arbitrary overfields of $k$. A similarly important but more accessible variant of this notion is that of the Knebusch splitting pattern of $\phi$, which captures the isotropy behavior of $\phi$ as one passes over a certain prescribed tower of $k$-overfields. We determine all possible values of this latter invariant in the case where $\phi$ is totally singular. This includes an extension of Karpenko's theorem (formerly Hoffmann's conjecture) on the possible values of the first Witt index to the totally singular case. Contrary to the existing approaches to this problem (in the nonsingular case), our results are achieved by means of a new structural result on the higher anisotropic kernels of totally singular quadratic forms. Moreover, the methods used here readily generalize to give analogous results for arbitrary Fermat-type forms of degree $p$ over fields of characteristic $p>0$.


## 1. Introduction

Let $k$ be a field, let $\phi$ be a nonzero quadratic form on a (nonzero) $k$-vector space $V$ of finite dimension and let $X_{\phi} \subseteq \mathbb{P}(V)$ denote the projective $k$-scheme defined by the vanishing of $\phi$. Given a $k$-linear subspace $W$ of $V$, we write $\left.\phi\right|_{W}$ for the form obtained by restricting $\phi$ to $W$. In the case where $\left.\phi\right|_{W}$ is the zero form, $W$ is said to be totally isotropic (with respect to $\phi$ ). The largest integer among the dimensions of all totally isotropic subspaces of $V$ is called the isotropy index of $\phi$, and is denoted by $\mathfrak{i}_{0}(\phi)$. In the special case where $\phi$ is nonsingular (i.e., where $X_{\phi}$ is smooth), $\mathfrak{i}_{0}(\phi)$ is more commonly known as the Witt index of $\phi$, and is bounded from above by the integer part of $\frac{1}{2} \operatorname{dim} \phi$ (where $\operatorname{dim} \phi$ denotes the dimension of the $k$-vector space $V$ ). In the opposite extreme where $\phi$ is totally singular (i.e., where $X_{\phi}$ has no smooth points at all), $\mathfrak{i}_{0}(\phi)$ may take any value between 0 and $\operatorname{dim} \phi-1$.

Assume now that $\phi$ is anisotropic (i.e., that $\mathfrak{i}_{0}(\phi)=0$ ). A simple, yet fundamentally important invariant of $\phi$ is its (full) splitting pattern, which may be defined

[^9]as the increasing sequence of nonzero isotropy indices attained by $\phi$ under scalar extension to every overfield of $k .{ }^{1}$ Although this sequence appears to be somewhat intractable in general, its first entry (assuming there is one) may be computed more explicitly as the isotropy index of the extension $\phi_{L}$ of $\phi$ to the function field $L=k\left(X_{\phi}\right)$ of the (integral) quadric $X_{\phi}$. This (almost tautological) observation is the basic motivation underlying the following construction, originally due to Knebusch [1976]: let $k_{0}=k, \phi_{0}=\phi$, and inductively define $k_{r}=k_{r-1}\left(X_{\phi_{r-1}}\right)$, $\phi_{r}=\left(\phi_{k_{r}}\right)_{\mathrm{an}},{ }^{2}$ with the understanding that this (finite) process stops when we reach the first nonnegative integer $h(\phi)$ such that $\operatorname{dim} \phi_{h(\phi)} \leq 1$. The integer $h(\phi)$ and the tower of fields $k=k_{0} \subset k_{1} \subset \cdots \subset k_{h(\phi)}$ are known as the height and Knebusch splitting tower of $\phi$, respectively. For $1 \leq r \leq h(\phi)$, the anisotropic form $\phi_{r}$ is called the $r$-th higher anisotropic kernel of $\phi$. The $r$-th higher isotropy index of $\phi$, denoted $\mathfrak{i}_{r}(\phi)$, is defined as the difference $\mathfrak{i}_{0}\left(\phi_{k_{r}}\right)-\mathfrak{i}_{0}\left(\phi_{k_{r-1}}\right)$. The sequence $\mathfrak{i}(\phi)=\left(\mathfrak{i}_{1}(\phi), \ldots, \mathfrak{i}_{h(\phi)}(\phi)\right)$ is called the Knebusch splitting pattern of $\phi .{ }^{3}$ Note that we have $\mathfrak{i}_{r}(\phi)=\mathfrak{i}_{1}\left(\phi_{r-1}\right)$ for every $r \geq 2$ by the inductive nature of the construction.

If $\phi$ is nonsingular, then its full and Knebusch splitting patterns are easily seen to determine one another (see [Elman et al. 2008, Proposition 25.1]). This need not be the case for (totally) singular forms (see Example 2.47 below), but Knebusch's construction still offers a meaningful and practical way to preclassify quadratic forms according to some notion of "algebraic complexity". By virtue of its definition, the Knebusch splitting pattern thus embodies a fundamental link between intrinsic algebraic properties of quadratic forms and the geometry of the algebraic varieties which are naturally associated to them. In recent years, the advent of effective new tools with which to study algebraic cycles on projective homogeneous varieties has, in this way, led to dramatic progress on many long-standing problems within the algebraic theory of quadratic forms. The impact of these developments has been felt most deeply in characteristic $\neq 2$, where (1) anisotropic forms of dimension $\geq 2$ are necessarily nonsingular, and (2) the geometric methods are better developed, even if we restrict our considerations to nonsingular forms only; see [Elman et al. 2008] for a thorough exposition of much of the recent work which has been done in this area.

One of the central problems in the investigation of splitting properties of quadratic forms over general fields is the following:

[^10]Question 1.1. Let $\phi$ be an anisotropic quadratic form of dimension $\geq 2$ over a field. What are the possible values of the sequence $\mathfrak{i}(\phi)$ ?

Since $\mathfrak{i}_{r}(\phi)=\mathfrak{i}_{1}\left(\phi_{r-1}\right)$ for all $2 \leq r \leq h(\phi)$, the natural first approximation to this problem is to determine the possible values of the invariant $\mathfrak{i}_{1}$ among all forms of a given dimension. To this end, we have the following general conjecture:

Conjecture 1.2 (Hoffmann ${ }^{4}$ ). Let $\phi$ be an anisotropic quadratic form of dimension $\geq 2$ over a field. Then $\mathfrak{i}_{1}(\phi)-1$ is the remainder modulo $2^{s}$ of $\operatorname{dim} \phi-1$ for some $s<\log _{2}(\operatorname{dim} \phi) .{ }^{5}$

In characteristic $\neq 2$, the first major result in the direction of Conjecture 1.2 was established by Hoffmann himself [1995, Corollary 1], who showed that if $\operatorname{dim} \phi=2^{n}+m$ for nonnegative integers $n$ and $1 \leq m \leq 2^{n}$, then $\mathfrak{i}_{1}(\phi) \leq m$. A few years later, Izhboldin [2004, Corollary 5.12] proved that one cannot have $\mathfrak{i}_{1}(\phi)=m-1$ here unless $m=2$. Izhboldin's paper combined an elaboration of the algebraic methods conceived in [Hoffmann 1995] with emerging work of Vishik [1998; 1999], who developed a systematic approach to the study of the splitting pattern using the (integral) motive of the given quadric (see [Vishik 2004], where motivic methods were used to verify Hoffmann's conjecture in all dimensions $\leq 22$ in this setting). Going further, Vishik later formulated a very general conjecture concerning the complete motivic decomposition of a smooth anisotropic quadric (the excellent connections conjecture) which subsumed the nonsingular case of Conjecture 1.2 in a conceptual way. Not long after this, Karpenko [2003] used a similar approach to prove the characteristic $\neq 2$ case of the conjecture in its entirety, the key new ingredient being the use of (reduced power) Steenrod operations on modulo-2 Chow groups. More recently, Vishik [2011, Theorem 1.3] proved the excellent connections conjecture in characteristic $\neq 2$, thus yielding another proof of Hoffmann's conjecture in this setting. Vishik's work also makes essential use of Steenrod squares in Chow theory.

In characteristic 2, the general picture is more complicated. In the nonsingular case, Karpenko and Vishik's approaches to Conjecture 1.2 are still valid, and progress is only hindered here by the fact that the total mod-2 Steenrod operation is not yet available when 2 is not invertible in the base field. To this end, weak forms of the first three Steenrod squares have been constructed by Haution [2013, Theorem 6.2; 2015, Theorem 5.8], and these suffice to prove nontrivial partial

[^11]results towards Conjecture 1.2. Haution's results are further supplemented by earlier work of Hoffmann and Laghribi [2006, Lemma 4.1], who extended Hoffmann's upper bound on $\mathfrak{i}_{1}(\phi)$ to the characteristic-2 setting, irrespective of whether $\phi$ is nonsingular or not. For singular forms, however, the situation is different, and almost nothing is known in the direction of Conjecture 1.2 beyond Hoffmann and Laghribi's bound. In fact, the only real exception to this general state of affairs lies in the extreme case where $\phi$ is totally singular. Here, it was recently shown in [Scully 2016, Theorem 9.4] that if $\operatorname{dim} \phi=2^{n}+m$ for nonnegative integers $n$ and $1 \leq m \leq 2^{n}$, and if $\mathfrak{i}_{1}(\phi) \neq m$ (that is, if Hoffmann and Laghribi's bound is not met), then $\mathfrak{i}_{1}(\phi) \leq m / 2$. In the present article, we will settle this case completely by proving:

Theorem 1.3. Conjecture 1.2 is true in the case where $\phi$ is totally singular.
Contrary to the existing approaches to the nonsingular case of Conjecture 1.2, our proof of Theorem 1.3 does not involve the study of Chow correspondences on the quadric $X_{\phi}$. Indeed, although we also make use of the computation of the canonical dimension ${ }^{6}$ of $X_{\phi}$ (see [Karpenko and Merkurjev 2003; Totaro 2008]), it is exploited here in a rather more direct and algebraic way. This point of view begins with the following observation:

Proposition 1.4 (see Proposition 4.3 below). Let $\phi$ be an anisotropic totally singular quadratic form of dimension $\geq 2$ over a field $k$ of characteristic 2 and let $\psi \subset \phi$ be a subform of codimension $\mathfrak{i}_{1}(\phi)$. Suppose furthermore that $h(\psi)<h(\phi) .{ }^{7}$ Then there exist a quasi-Pfister quadratic form $\pi,{ }^{8}$ a subform $\sigma \subset \pi$, an element $\lambda \in k^{*}$ and a form $\tau$ over $k$ such that $\psi \simeq \pi \otimes \tau$ and $\phi \simeq \psi \perp \lambda \sigma$.

In the situation of Proposition 1.4, Hoffmann's conjecture is immediately verified. Indeed, (since $\sigma \subset \pi$ ) the integer $\operatorname{dim} \pi$ is a power of 2 strictly greater than $\mathfrak{i}_{1}(\phi)-1=\operatorname{dim} \sigma-1$, and (since $\psi$ is divisible by $\pi$ ) we have $\operatorname{dim} \phi-1=$ $\operatorname{dim} \psi+\mathfrak{i}_{1}(\phi)-1 \equiv \mathfrak{i}_{1}(\phi)-1(\bmod \operatorname{dim} \pi)$. It is not always possible, however, to decompose the form $\phi$ in the manner intimated by the proposition. In fact, Vishik (see [Totaro 2009, Lemma 7.1]) has given examples of 16-dimensional anisotropic quadratic forms in characteristic $\neq 2$ which have first higher isotropy index equal to 2 , but which do not decompose in this way, and the same examples carry over into the totally singular setting (see Lemma 4.4 below). Thus, the picture is, in general, more complicated than that suggested by Proposition 1.4. Perhaps surprisingly, however, the main result of this paper shows that the next best thing happens:

[^12]Theorem 1.5. Let $\phi$ be an anisotropic totally singular quadratic form of dimension $\geq 2$ over a field of characteristic 2 and let $s$ be the smallest nonnegative integer such that $2^{s} \geq \mathfrak{i}_{1}(\phi)$. Then $\phi_{1}$ is divisible by an $s$-fold quasi-Pfister form.

This is a new kind of statement of which no analogue is known in the nonsingular theory (even in characteristic $\neq 2$ ). As remarked above, a key ingredient needed for its proof is Totaro's computation [2008, Theorem 5.1] of the canonical dimension of a totally singular quadric. In [Scully 2013], this computation was extended to the wider class of Fermat-type hypersurfaces of degree $p$ over fields of characteristic $p>0$, and this enables us to also prove a direct analogue of Theorem 1.5 for totally singular forms of any prime degree $p>2$ (known here as quasilinear p-forms); see Theorem 5.1 below. Subsequently, we also get an analogue of Theorem 1.3 in higher degrees. As a corollary, this yields a complete solution to the problem of determining the possible values of the canonical dimension of a degree- $p$ Fermat-type hypersurface in characteristic $p>0$ (Theorem 6.6); it is worth noting here that no such result is known for Fermat-type hypersurfaces of prime degree $p>2$ over fields of characteristic not $p$. Returning to the case where $p=2$, let us explain more precisely how Theorem 1.5 implies the totally singular case of Hoffmann's conjecture:

Proof of Theorem 1.3. Since $\phi$ is totally singular, we have $\operatorname{dim} \phi_{1}=\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)$ (see Remarks 2.36(2) below). Thus, if $s$ is as in Theorem 1.5, then

$$
\operatorname{dim} \phi-1=\operatorname{dim} \phi_{1}+\mathfrak{i}_{1}(\phi)-1 \equiv \mathfrak{i}_{1}(\phi)-1\left(\bmod 2^{s}\right)
$$

Since $\mathfrak{i}_{1}(\phi)-1<2^{s}$, the result follows.
Of course, our main result goes somewhat deeper than this. In fact, Theorem 1.5 (resp. Theorem 5.1 below) yields a complete answer to Question 1.1 in the totally singular case (resp. its analogue for arbitrary quasilinear $p$-forms). In other words, all restrictions on the possible values of the Knebusch splitting pattern of $\phi$ are explained here by the presence of certain divisibilities among its higher anisotropic kernels - precise statements are given in Section 6A below (see Theorem 6.1, Proposition 6.4). With this result in hand, it then becomes natural to try to understand the general discrepancy which exists between the Knebusch and full splitting patterns in the totally singular case. An immediate challenge here concerns the determination of all nontrivial restrictions which the former invariant imposes on the latter. In Section 7 below, we initiate this process by conjecturing that the gaps in the full splitting pattern established in characteristic $\neq 2$ by Vishik [2011, Proposition 2.6] (or see Theorem 7.1 below) as a consequence of his proof of the excellent connections conjecture are also present in the totally singular
theory. A particular case of this conjecture was already proved in [Scully 2016, Theorem 9.2], and we provide some further evidence for its general veracity here. ${ }^{9}$

Finally, the main results of this paper should have valuable implications for the study of symmetric bilinear forms over fields of characteristic 2 . Indeed, in characteristic 2 , the diagonal parts of symmetric bilinear forms are nothing else but the totally singular quadratic forms discussed above. This will be investigated in a later text.

The remainder of this text is organized as follows. In Sections 2 and 3, we recall the basic theory of quasilinear $p$-forms and introduce the key notions and results which will be needed in the main part of the text. As a warm-up for the proof of our main result, we prove in Section 4 (a stronger version of) Proposition 1.4 and consider some situations in which it may be applied. The proof of Theorem 1.5 (and its generalization to higher degrees) is then given in Section 5, and, in Section 6, we apply this result to determine all possible Knebusch splitting patterns of quasilinear $p$-forms and settle another conjecture of Hoffmann concerning quasilinear $p$-forms with "maximal splitting". Lastly, in Section 7, we consider the aforementioned problem of establishing totally singular analogues of the results obtained in [Vishik 2011].

Notation and Terminology. Unless stated otherwise, $p$ will denote an arbitrary prime integer and $F$ will denote an arbitrary field of characteristic $p$. If $L$ is a field of characteristic $p$ and $a_{1}, \ldots, a_{n}$ are elements of $L$, then $L_{a_{1}, \ldots, a_{n}}$ will denote the field $L\left(\sqrt[p]{a_{1}}, \ldots, \sqrt[p]{a_{n}}\right)$. Finally, if $k$ is a field and $T=\left(T_{1}, \ldots, T_{m}\right)$ is a tuple of algebraically independent variables over $k$, then we will write $k[T]$ for the polynomial ring $k\left[T_{1}, \ldots, T_{n}\right]$ and $k(T)$ for its fraction field.

## 2. Quasilinear $\boldsymbol{p}$-forms and quasilinear $\boldsymbol{p}$-hypersurfaces

The basic material presented in this section was originally developed in the series of papers [Hoffmann and Laghribi 2004; Laghribi 2004a; 2004b; 2006; Hoffmann 2004]. Additional elementary results which will be needed in the sequel are also included here. For any details which are omitted from our exposition of the basic theory, we refer the reader to [Hoffmann 2004].

2A. Basic notions. Let $\phi: V \rightarrow F$ be an $F$-valued form on a finite-dimensional $F$-vector space $V$. We say that $\phi$ is a quasilinear $p$-form (on $V$ ) if $\phi$ is homogeneous of degree $p$ and the equation $\phi(v+w)=\phi(v)+\phi(w)$ holds for all $(v, w) \in V \times V$. By a quasilinear $p$-form over $F$ (or sometimes simply a form over $F$ or $F$-form), we will mean a quasilinear $p$-form on some finite-dimensional $F$-vector space. By a quasilinear p-hypersurface over $F$ we will mean a projective hypersurface defined by the vanishing of a nonzero quasilinear $p$-form on some $F$-vector space

[^13]of dimension $\geq 2$. In the special case where $p=2$, we will speak of quasilinear quadratic forms rather than quasilinear 2 -forms.

Remark 2.1. Let $T=\left(T_{1}, \ldots, T_{n}\right)$ be a tuple of $n \geq 2$ algebraically independent variables over $F$, and let $f \in F[T] \backslash\{0\}$. Then the projective hypersurface $X_{f}=\{f=0\} \subset \mathbb{P}^{n-1}$ is nowhere smooth if and only if $f \in F\left[T_{1}^{p}, \ldots, T_{n}^{p}\right]$. In particular, if $p=2$, then a nonzero quadratic form of dimension $\geq 2$ over $F$ is totally singular (in the sense of Section 1) if and only if it is quasilinear.

Let $\phi$ be a quasilinear $p$-form over $F$. The underlying $F$-vector space of $\phi$ will be denoted by $V_{\phi}$. Its dimension will be called the dimension of $\phi$ and will be denoted by $\operatorname{dim} \phi$. If $\operatorname{dim} \phi \geq 2$ and $\phi$ is nonzero, then the quasilinear $p$-hypersurface $\{\phi=0\} \subset \mathbb{P}\left(V_{\phi}\right)$ (which is nowhere smooth by Remark 2.1) will be denoted by $X_{\phi}$. The set $\left\{\phi(v) \mid v \in V_{\phi}\right\}$ of elements of $F$ represented by $\phi$ will be denoted by $D(\phi)$. Given a field extension $L$ of $F$, we will write $\phi_{L}$ for the unique quasilinear $p$-form on the $L$-vector space $V_{\phi} \otimes_{F} L$ such that $\phi_{L}(v \otimes 1)=\phi(v)$ for all $v \in V_{\phi}$. If $R$ is a subring of $L$ containing $F$, then $D\left(\phi_{R}\right)$ will denote the subset $\left\{\phi(w) \mid w \in V_{\phi} \otimes_{F} R\right\}$ of $D\left(\phi_{L}\right)$ (which lies in $R$ ). Given $a \in F$, we will write $a \phi$ for the form $v \mapsto a \phi(v)$ on the vector space $V_{\phi}$.

Let $\psi$ be another quasilinear $p$-form over $F$. If there exists an injective (resp. bijective) $F$-linear map $f: V_{\psi} \rightarrow V_{\phi}$ such that $\phi(f(v))=\psi(v)$ for all $v \in V_{\psi}$, then we will say that $\psi$ is a subform of (resp. is isomorphic to) $\phi$ and write $\psi \subset \phi$ (resp. $\psi \simeq \phi$ ). If $\psi \simeq a \phi$ for some $a \in F^{*}$, then we will say that $\psi$ and $\phi$ are similar. The sum $\psi \oplus \phi$ (resp. product $\psi \otimes \phi$ ) is defined as the unique quasilinear $p$-form on $V_{\psi} \oplus V_{\phi}\left(\right.$ resp. $\left.V_{\psi} \otimes_{F} V_{\phi}\right)$ such that $(\psi \oplus \phi)((v, w))=\psi(v)+\phi(w)$ (resp. $(\psi \otimes \phi)(v \otimes w)=\psi(v) \phi(w))$ for all $(v, w) \in V_{\psi} \times V_{\phi}$. Given a positive integer $n$, we will let $n \cdot \phi$ denote the sum of $n$ copies of $\phi$ (note that we have $n \cdot \phi \neq n \phi$ for $n>1$ ). If there exists a form $\tau$ over $F$ such that $\phi \simeq \psi \otimes \tau$, then we will say that $\phi$ is divisible by $\psi$.

Given elements $a_{1}, \ldots, a_{n} \in F$, we will write $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ for the quasilinear $p$-form $\left(\lambda_{1}, \ldots, \lambda_{n}\right) \mapsto \sum_{i=1}^{n} a_{i} \lambda_{i}^{p}$ on the $F$-vector space $F^{\oplus n}$. By definition, every quasilinear $p$-form of dimension $n$ over $F$ is isomorphic to $\left\langle a_{1}, \ldots, a_{n}\right\rangle$ for some $a_{i} \in F$.

A vector $v \in V_{\phi}$ is said to be isotropic if $\phi(v)=0$. We will say that $\phi$ is isotropic if $V_{\phi}$ contains a nonzero isotropic vector, and anisotropic otherwise. By the additivity of $\phi$, the subset $V_{\phi}^{0}$ of all isotropic vectors in $V_{\phi}$ is, in fact, an $F$-linear subspace of $V_{\phi}$. Its dimension will be called the isotropy index of $\phi$, and will be denoted by $\mathfrak{i}_{0}(\phi)$ (note that in the case where $p=2$ and $\phi$ is nonzero, this agrees with the definition given in Section 1). The additivity of $\phi$ also implies that $D(\phi)$ is a finite-dimensional $F^{p}$-linear subspace of $F$ (where $F$ is equipped with its natural $F^{p}$-vector space structure). Conversely, if $U$ is a nonzero finite-dimensional
$F^{p}$-linear subspace of $F$, and if $a_{1}, \ldots, a_{n}$ is a basis of $U$, then $\sigma=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ is a quasilinear $p$-form over $F$ satisfying $D(\sigma)=U$. In fact, it is easy to see that, up to isomorphism, $\sigma$ is the unique anisotropic quasilinear $p$-form with this property:
Lemma 2.2 (see [Hoffmann 2004, Proposition 2.12]). Let $U$ be a finite-dimensional $F^{p}$-linear subspace of $F$. Then, up to isomorphism, there exists a unique anisotropic quasilinear p-form $\phi$ over $F$ such that $D(\phi)=U$.

In particular, Pfister's quadratic subform theorem [Elman et al. 2008, Theorem 17.12] takes the following simplified form in this setting:

Proposition 2.3 (see [Hoffmann 2004, Proposition 2.6]). Let $\psi$ and $\phi$ be anisotropic quasilinear $p$-forms over $F$. Then $\psi \subset \phi$ if and only if $D(\psi) \subseteq D(\phi)$. In particular, $\psi \simeq \phi$ if and only if $D(\psi)=D(\phi)$.

In view of these observations, we can define (up to isomorphism) the anisotropic kernel of $\phi$ as the unique anisotropic quasilinear $p$-form $\phi_{\text {an }}$ over $F$ such that $D\left(\phi_{\text {an }}\right)=D(\phi)$. If we view $D(\phi)$ as an $F$-vector space via the Frobenius $F \mapsto F^{p}$, then $\phi: V_{\phi} \rightarrow D(\phi)$ is a surjective $F$-linear map with kernel $V_{\phi}^{0}$. We thus obtain:
Proposition 2.4 (see [Hoffmann 2004, Lemma 2.10]). Let $\phi$ be a quasilinear $p$-form over $F$. Then $\phi$ is anisotropic if and only if $\phi \simeq \phi_{\mathrm{an}}$. If $\phi$ is isotropic, then $\phi \simeq \phi_{\mathrm{an}} \oplus \mathfrak{i}_{0}(\phi) \cdot\langle 0\rangle$. In particular, $\operatorname{dim} \phi_{\mathrm{an}}=\operatorname{dim} \phi-\mathfrak{i}_{0}(\phi)$.

In summary, we see that $\phi$ is determined up to isomorphism by the set $D(\phi)$ and the integer $\mathfrak{i}_{0}(\phi)$. If $\operatorname{dim} \phi_{\text {an }} \leq 1$, then we will say that $\phi$ is split. Given another form $\psi$ over $F$, we will write $\psi \sim \phi$ whenever $\psi_{\text {an }} \simeq \phi_{\text {an }}$. If $F$ is perfect (that is, if $F=F^{p}$ ), then every form over $F$ is split and the theory is vacuous. As such, we are essentially only interested in the case where $F$ is imperfect. Unless indicated otherwise, we will assume henceforth that all quasilinear $p$-forms are nonzero (i.e., of anisotropic dimension $\geq 1$ ).
Remark 2.5. Let $\phi$ be a quasilinear $p$-form over $F$. Choose a basis $v_{1}, \ldots, v_{n}$ of $V_{\phi}$ and let $a_{i}=\phi\left(v_{i}\right)$ for all $1 \leq i \leq n$, so that $\phi \simeq\left\langle a_{1}, \ldots, a_{n}\right\rangle$. Suppose that $v \in V_{\phi}$ is an isotropic vector, and write $v=\sum_{i=1}^{n} \lambda_{i} v_{i}$. If $\lambda_{j} \neq 0$ for $1 \leq j \leq n$, then the $F^{p}$-vector space $D(\phi)$ is spanned by the elements $a_{1}, \ldots, a_{j-1}, a_{j+1}, \ldots, a_{n}$. In particular, we have $\phi \sim\left\langle a_{1}, \ldots, a_{j-1}, a_{j+1}, \ldots, a_{n}\right\rangle$.

2B. Function fields of quasilinear p-hypersurfaces and their products. Let $\phi$ be a quasilinear $p$-form of dimension $\geq 2$ over $F$. If $\phi$ is not split, then the quasilinear $p$-hypersurface $X_{\phi}$ is an integral scheme (see [Hoffmann 2004, Lemma 7.1]), as is its affine cone $\{\phi=0\} \subset \mathbb{A}\left(V_{\phi}\right)$. In this case, we will write $F(\phi)$ for the function field of the former and $F[\phi]$ for that of the latter. If $L$ is a field extension of $F$, then we will simply write $L(\phi)$ instead of $L\left(\phi_{L}\right)$ whenever it is defined. In general, given a finite collection $\phi_{1}, \ldots, \phi_{n}$ of quasilinear $p$-forms of dimension $\geq 2$ over $F$,
we will write $F\left(\phi_{1} \times \cdots \times \phi_{n}\right)$ for the function field of the scheme $X_{\phi_{1}} \times \cdots \times X_{\phi_{n}}$, provided that it is integral. This notation will be further simplified where possible; for example, if $\phi_{1}=\cdots=\phi_{n}=\phi$, then we will simply write $F\left(\phi^{\times n}\right)$ instead of $F\left(\phi_{1} \times \cdots \times \phi_{n}\right)$.
Remarks 2.6. Let $\phi$ be a quasilinear $p$-form over $F$. Assume that $\phi$ is not split. We make the following basic observations:
(1) Let $a_{0}, \ldots, a_{n} \in F$ be such that $\phi \simeq\left\langle a_{0}, \ldots, a_{n}\right\rangle$ and $a_{0}, a_{1} \neq 0$. Then we have $F$-isomorphisms

$$
F(\phi) \simeq F(S)\left(\sqrt[p]{a_{1}^{-1}\left(a_{0}+a_{2} S_{2}^{p}+\cdots+a_{n} S_{n}^{p}\right)}\right)
$$

and
$\left.F[\phi] \simeq \operatorname{Frac}\left(F[T] /\left(a_{0} T_{0}^{p}+\cdots+a_{n} T_{n}^{p}\right)\right) \simeq F(U)\left(\sqrt[p]{a_{0}^{-1}\left(a_{1} U_{1}^{p}+\cdots+a_{n} U_{n}^{p}\right.}\right)\right)$, where $S=\left(S_{2}, \ldots, S_{n}\right), T=\left(T_{0}, \ldots, T_{n}\right)$ and $U=\left(U_{1}, \ldots, U_{n}\right)$ are tuples of algebraically independent variables over $F$.
(2) $F[\phi]$ is $F$-isomorphic to a degree-1 purely transcendental extension of $F(\phi)$.
(3) $F(\phi)$ is $F$-isomorphic to a degree- $\mathfrak{i}_{0}(\phi)$ purely transcendental extension of $F\left(\phi_{\mathrm{an}}\right)$; see Proposition 2.4.
(4) The form $\phi_{F(\phi)}$ is evidently isotropic. Furthermore, if $a_{1}, \ldots, a_{n} \in F$ are such that $\phi \simeq\left\langle a_{1}, \ldots, a_{n}\right\rangle$, then consideration of the generic point in $X_{\phi}(F(\phi))$ shows that $\phi_{F(\phi)} \sim\left\langle a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{n}\right\rangle$ for every $1 \leq i \leq n$; see Remark 2.5.

2C. Quasi-Pfister p-forms. Let $\phi$ be a quasilinear $p$-form over $F$ and let $n$ be a positive integer. We say that $\phi$ is an $n$-fold quasi-Pfister $p$-form if there exist $a_{1}, \ldots, a_{n} \in F$ such that $\phi \simeq\left\langle\left\langle a_{1}, \ldots, a_{n}\right\rangle\right\rangle:=\bigotimes_{i=1}^{n}\left\langle 1, a_{i}, a_{i}^{2}, \ldots, a_{i}^{p-1}\right\rangle$. For convenience, we also say that $\phi$ is a 0 -fold quasi-Pfister $p$-form if $\phi \simeq\langle 1\rangle$. Note, in particular, that if $\phi$ is an $n$-fold quasi-Pfister $p$-form for some $n \geq 0$, then we have $\operatorname{dim} \phi=p^{n}$. The basic observation concerning quasi-Pfister $p$-forms is found in the following proposition (which follows easily from Lemma 2.2):
Proposition 2.7 (see [Hoffmann 2004, Proposition 4.6]). Let $\phi$ be a quasilinear p-form over $F$. Then $\phi_{\mathrm{an}}$ is a quasi-Pfister p-form if and only if $D(\phi)$ is a subfield of $F$.

Since the set of elements represented by an arbitrary quasi-Pfister $p$-form is, by definition, a subfield of the base field, we obtain:

Corollary 2.8 (see [Hoffmann 2004, Proposition 4.6]). Let $\phi$ be a quasi-Pfister p-form over $F$. Then $\phi_{\text {an }}$ is a quasi-Pfister p-form. In particular, if $\phi$ is isotropic, then $\operatorname{dim} \phi_{\mathrm{an}}=\frac{1}{p^{k}} \operatorname{dim} \phi$ for some $k \geq 1$.

Remark 2.9. More explicitly, let $\phi=\left\langle\left\langle a_{1}, \ldots, a_{n}\right\rangle\right\rangle$ for some $n \geq 1$ and $a_{i} \in F$. Then $D(\phi)=F^{p}\left(a_{1}, \ldots, a_{n}\right)$. Let $m$ be such that $\left[F^{p}\left(a_{1}, \ldots, a_{n}\right): F^{p}\right]=p^{m}$. If $m=0$ (i.e., $D(\phi)=F^{p}$ ), then $\phi_{\mathrm{an}} \simeq\langle 1\rangle$. If $m \geq 1$, then $\phi_{\mathrm{an}} \simeq\left\langle\left\langle b_{1}, \ldots, b_{m}\right\rangle\right\rangle$ for any $m$ elements $b_{1}, \ldots, b_{m} \in F$ such that $F^{p}\left(b_{1}, \ldots, b_{m}\right)=F^{p}\left(a_{1}, \ldots, a_{n}\right)$.

Quasi-Pfister $p$-forms have a central role to play in the general theory of quasilinear $p$-forms. As shown by Hoffmann [2004], these forms are distinguished here by the very same properties which distinguish the classical Pfister forms among nonsingular quadratic forms. For this reason, it will be useful to define the divisibility index of a given form $\phi$, denoted $\mathfrak{d}_{0}(\phi)$, as the largest nonnegative integer $s$ such that $\phi_{\mathrm{an}}$ is divisible by an $s$-fold quasi-Pfister $p$-form. Clearly we have $\mathfrak{d}_{0}(\phi) \leq \log _{p}\left(\operatorname{dim} \phi_{\mathrm{an}}\right)$, with equality holding if and only if $\phi_{\mathrm{an}}$ is similar to a quasi-Pfister $p$-form. An alternative description of this invariant will be given in Corollary 2.19 below.

2D. The norm form. Let $\phi$ be a quasilinear $p$-form over $F$. The norm field of $\phi$, denoted $N(\phi)$, is defined (see [Hoffmann 2004, Definition 4.1]) as the smallest subfield of $F$ which contains all ratios of nonzero elements of $D(\phi)$. Note, in particular, that we have $N(a \phi)=N(\phi)=N\left(\phi_{\mathrm{an}}\right)$ for all $a \in F^{*}$. In spite of its simple nature, this invariant has an important role to play in the whole theory. A more explicit description of the norm field may be given as follows:

Remark 2.10. If $a_{1}, \ldots, a_{n} \in F$ are such that $\phi \simeq\left\langle a_{1}, \ldots, a_{n}\right\rangle$ and $a_{1} \neq 0$, then we have $N(\phi)=F^{p}\left(\frac{a_{2}}{a_{1}}, \ldots, \frac{a_{n}}{a_{1}}\right)$.

In particular, we see that $N(\phi)$ is a nonzero finite-dimensional $F^{p}$-linear subspace of $F$. By Lemma 2.2, it follows that, up to isomorphism, there exists a unique anisotropic quasilinear $p$-form $\phi_{\text {nor }}$ over $F$ such that $D\left(\phi_{\text {nor }}\right)=N(\phi)$. The form $\phi_{\text {nor }}$ is called the norm form of $\phi$ (see [Hoffmann 2004, Definition 4.9]). By Proposition 2.7, $\phi_{\text {nor }}$ is a quasi-Pfister $p$-form. Its dimension (which is necessarily equal to a power of $p$ ) is called the norm degree of $\phi$, and is denoted by $\operatorname{ndeg}(\phi)$ (see [Hoffmann 2004, Definition 4.1]). The following lemma characterizes the norm form as the smallest anisotropic quasi-Pfister $p$-form which contains $\phi_{\mathrm{an}}$ as a subform up to multiplication by a scalar (again, this is a simple consequence of Proposition 2.3):

Lemma 2.11 (see [Scully 2016, Lemma 2.10]). Let $\phi$ be a quasilinear $p$-form (resp. a quasilinear p-form such that $1 \in D(\phi)$ ) and $\pi$ an anisotropic quasi-Pfister $p$-form over $F$. Then $\phi_{\text {an }}$ is similar to a subform of $\pi\left(r e s p . \phi_{\mathrm{an}} \subset \pi\right)$ if and only if $\phi_{\text {nor }} \subset \pi$. In particular, $\phi_{\text {an }}$ is similar to a subform of $\phi_{\text {nor }}\left(\right.$ resp. $\phi_{\text {an }} \subset \phi_{\text {nor }}$ ).
Example 2.12. Let $\phi$ be a quasilinear $p$-form over $F$. The following are equivalent:
(1) $\phi_{\mathrm{an}}$ is similar (resp. isomorphic) to a quasi-Pfister $p$-form.
(2) $\phi_{\text {nor }} \simeq a \phi_{\text {an }}$ for some $a \in F^{*}\left(\right.$ resp. $\left.\phi_{\text {nor }} \simeq \phi_{\mathrm{an}}\right)$.
(3) $N(\phi)=a D(\phi)$ for some $a \in F^{*}($ resp. $N(\phi)=D(\phi))$.

2E. Similarity factors. Let $\phi$ be a quasilinear $p$-form over $F$. By a similarity factor of $\phi$, we mean an element $a \in F^{*}$ such that $a \phi \simeq \phi$. The set of all similarity factors of $\phi$ will be denoted by $G(\phi)^{*}$, and we will write $G(\phi)$ for the set $G(\phi)^{*} \cup\{0\}$. Note that $G(a \phi)=G(\phi)=G\left(\phi_{\mathrm{an}}\right)$ for all $a \in F^{*}$, the second equality being an obvious consequence of Proposition 2.4. Thus, in view of Proposition 2.3, we have:

Lemma 2.13 (see [Hoffmann 2004, Lemma 6.3]). Let $\phi$ be a quasilinear p-form over $F$ and let $a \in F^{*}$. Then $a \in G(\phi)^{*}$ if and only if $a D(\phi) \subseteq D(\phi)$.

Example 2.14. Let $\phi$ be a quasi-Pfister $p$-form over $F$. Then, since $D(\phi)$ is a subfield of $F$, we have $G(\phi)=D(\phi)$.

More generally, Lemma 2.13 immediately implies the following:
Corollary 2.15 (see [Hoffmann 2004, Proposition 6.4]). Let $\phi$ be a quasilinear p-form over $F$. Then $G(\phi)$ is a subfield of $N(\phi)$ containing $F^{p}$.

In particular, $G(\phi)$ is a nonzero finite-dimensional $F^{p}$-linear subspace of $F$. By Lemma 2.2, it follows that, up to isomorphism, there exists a unique anisotropic quasilinear $p$-form $\phi_{\text {sim }}$ over $F$ such that $D\left(\phi_{\text {sim }}\right)=G(\phi)$. The form $\phi_{\text {sim }}$ is called the similarity form of $\phi$ (see [Hoffmann 2004, Definition 6.5]). By Proposition 2.7, $\phi_{\text {sim }}$ is a quasi-Pfister $p$-form. Taken together, Examples 2.12 and 2.14 yield:

Example 2.16. Let $\phi$ be a quasilinear $p$-form over $F$. The following are equivalent:
(1) $\phi_{\mathrm{an}}$ is similar (resp. isomorphic) to a quasi-Pfister $p$-form.
(2) $\phi_{\text {sim }} \simeq \phi_{\text {nor }} \simeq a \phi_{\text {an }}$ for some $a \in F^{*}\left(\right.$ resp. $\left.\phi_{\text {sim }} \simeq \phi_{\text {nor }} \simeq \phi_{\mathrm{an}}\right)$.
(3) $G(\phi)=N(\phi)=a D(\phi)$ for some $a \in F^{*}(\operatorname{resp} . G(\phi)=N(\phi)=D(\phi))$.

The basic observation concerning similarity factors is the following:
Proposition 2.17. Let $\phi$ and $\psi$ be quasilinear p-forms over $F$. Then $G(\psi) \subseteq G(\phi)$ if and only if $\phi_{\text {an }}$ is divisible by $\psi_{\text {sim }}$.

Proof. We may assume that $1 \in D(\phi)$. Suppose $G(\psi) \subseteq G(\phi)$. By Corollary 2.15, $G(\psi)$ and $G(\phi)$ are subfields of $F$. By Lemma $2.13, D(\phi)$ is naturally a (finitedimensional) vector space over $G(\phi)$, and hence over $G(\psi)$. If $a_{1}, \ldots, a_{m}$ is a basis of $D(\phi)$ over $G(\psi)$, then (since $D\left(\psi_{\text {sim }}\right)=G(\psi)$ ), Lemma 2.2 implies that $\phi_{\mathrm{an}} \simeq \psi_{\mathrm{sim}} \otimes\left\langle a_{1}, \ldots, a_{m}\right\rangle$. Conversely, if $\phi_{\mathrm{an}}$ is divisible by $\psi_{\mathrm{sim}}$, then it is clear that $G(\psi) \subseteq G(\phi)$, since $G(\psi)=D\left(\psi_{\text {sim }}\right)=G\left(\psi_{\text {sim }}\right)$ by Example 2.16.

We thus obtain the following characterization of the similarity form:

Corollary 2.18 (see [Hoffmann 2004, Proposition 6.4]). Let $\phi$ be a quasilinear p-form and $\pi$ an anisotropic quasi-Pfister p-form over $F$. Then $\phi_{\mathrm{an}}$ is divisible by $\pi$ if and only if $\phi_{\text {sim }}$ is divisible by $\pi$. In particular, $\phi_{\mathrm{an}}$ is divisible by $\phi_{\text {sim }}$.

This enables us to reinterpret the divisibility index $\mathfrak{d}_{0}(\phi)$ (see Section 2C) as follows:

Corollary 2.19. Let $\phi$ be a quasilinear $p$-form over $F$. Then we have $\mathfrak{d}_{0}(\phi)=$ $\log _{p}\left(\operatorname{dim} \phi_{\mathrm{sim}}\right)=\log _{p}\left(\left[G(\phi): F^{p}\right]\right)$.

We also get the following:
Corollary 2.20. Let $\phi$ and $\psi$ be quasilinear $p$-forms over $F$. Then $\phi_{\mathrm{an}}$ is divisible by $\psi_{\text {nor }}$ if and only if $N(\psi) \subseteq G(\phi)$. If, additionally, $1 \in D(\psi)$, then the latter condition may be replaced by $D(\psi) \subseteq G(\phi)$.

Proof. For the second statement, we simply recall that $N(\phi)$ is the smallest subfield of $F$ containing all ratios of nonzero elements of $D(\phi)$ and that $G(\phi)$ is a subfield of $F$ (Corollary 2.15). For the first, we can replace $\psi$ by its norm form to arrive at the case where $N(\psi)=G(\psi)$ and $\psi_{\text {nor }} \simeq \psi_{\text {sim }}$ (see Example 2.16). The result is therefore a particular case of Proposition 2.17.

2F. A criterion for a quasilinear p-form to be quasi-Pfister. Let $\phi$ be a quasilinear $p$-form over $F$ such that $1 \in D(\phi)$, let $L$ be a field extension of $F$ and let $\alpha \in D\left(\phi_{L}\right) \backslash\{0\}$. Consider the set $S_{\alpha}=\left\{a \in F \mid \alpha a \in D\left(\phi_{L}\right)\right\}$. Since $D\left(\phi_{L}\right)$ is an $L^{p}$-linear subspace of $L$, we have the following observation:

$$
\begin{equation*}
\sum \lambda_{i}^{p} a_{i} \in S_{\alpha} \quad \text { for all } \lambda_{i} \in F \text { and all } a_{i} \in S_{\alpha} . \tag{2-1}
\end{equation*}
$$

Lemma 2.21. In the above situation, let $P \in F^{p}[T]$ be a polynomial of degree $<p$ in a single variable $T$ such that $P(b) \in S_{\alpha}$ for all $b \in D(\phi)$. Then $b^{n} \in S_{\alpha}$ for all $b \in D(\phi)$ and all $n \leq \operatorname{deg}(P)$.
Proof. We proceed by induction on $d=\operatorname{deg}(P)$. Since $\alpha \in D\left(\phi_{L}\right)$, the case where $d=0$ is trivial. Suppose now that $d>0$, and let $\lambda \in F$ be such that $P\left(T+\lambda^{p}\right)=P(T)+Q(T)$ for some $Q \in F^{p}[T]$ of degree $d-1$. Since $F^{p} \subseteq D(\phi)$ by hypothesis, our assumption and (2-1) imply that $Q(b)=P\left(b+\lambda^{p}\right)-P(b) \in S_{\alpha}$ for all $b \in D(\phi)$. By the induction hypothesis, it follows that $b^{n} \in S_{\alpha}$ for all $b \in D(\phi)$ and all $n<d$. Finally, since $P(b)=\sum_{i=0}^{d} \lambda_{i}^{p} b^{i}$ for some $\lambda_{i} \in F$ with $\lambda_{d} \neq 0,(2-1)$ implies that, for any $b \in D(\phi)$, we also have $b^{d} \in S_{\alpha}$. This proves the lemma.

Suppose now that there exists a polynomial $P \in F^{p}[T]$ as in the statement of Lemma 2.21 with $\operatorname{deg}(P) \geq 2$ (in particular, we necessarily have $p>2$ ). A first application of the lemma shows that we have $D(\phi) \subseteq S_{\alpha}$. Since $D\left(\phi_{L}\right)$ is spanned by $D(\phi)$ as an $L^{p}$-vector space, this implies that $\alpha D\left(\phi_{L}\right) \subseteq D\left(\phi_{L}\right)$, and hence (for dimension reasons) that $\alpha D\left(\phi_{L}\right)=D\left(\phi_{L}\right)$. Another application of Lemma 2.21
then shows that $b^{n} \in D\left(\phi_{L}\right)$ for all $b \in D(\phi)$ and all $n \leq \operatorname{deg}(P)$. In particular, since $\operatorname{deg}(P) \geq 2$, we have $2 b c=(b+c)^{2}-b^{2}-c^{2} \in D\left(\phi_{L}\right)$ for all $b, c \in D(\phi)$. Since $p>2$, and since $D\left(\phi_{L}\right)$ is spanned by $D(\phi)$ as an $L^{p}$-vector space, this implies that $D\left(\phi_{L}\right)$ is closed under multiplication, i.e., that $D\left(\phi_{L}\right)=N\left(\phi_{L}\right)$ (see Remark 2.10). By Example 2.12, this means that $\left(\phi_{L}\right)_{\text {an }} \simeq\left(\phi_{L}\right)_{\text {nor }}$. We have thus proved:

Lemma 2.22. Assume that $p>2$. Let $\phi$ be a quasilinear $p$-form over $F$ such that $1 \in D(\phi)$ and let $L$ be a field extension of $F$. Suppose that there exists a polynomial $P \in F^{P}[T]$ in a single variable $T$, and an element $\alpha \in D\left(\phi_{L}\right) \backslash\{0\}$ such that $2 \leq \operatorname{deg}(P)<p$ and $\alpha P(b) \in D\left(\phi_{L}\right)$ for all $b \in D(\phi)$. Then $\left(\phi_{L}\right)_{\text {an }}$ is a quasi-Pfister p-form.

2G. The Cassels-Pfister representation theorem. Let $\phi$ be a quadratic form over a field $k$ and let $f \in k[T]$ be a polynomial in a single variable $T$ which is represented by the form $\phi_{k(T)}$. One of the foundational results of the classical algebraic theory of quadratic forms is the Cassels-Pfister representation theorem, which asserts that, in this case, $\phi$ already represents $f$ over the polynomial ring $k[T]$ (see [Elman et al. 2008, Theorem 17.3]). In the present setting, the original argument of Cassels may be readily adapted to prove the analogous statement for quasilinear $p$-forms. However, as pointed out by Hoffmann [2004], the additivity property of these forms enables one to prove a stronger multivariable statement taking the following form:

Theorem 2.23 (see [Hoffmann 2004, Corollary 3.4]). Let $\phi$ be a quasilinear $p$-form over $F$, let $T=\left(T_{1}, \ldots, T_{m}\right)$ be a tuple of algebraically independent variables over $F$ and let $f \in F[T]$. Then $f \in D\left(\phi_{F(T)}\right)$ if and only if $f \in D\left(\phi_{F[T]}\right)$, if and only if $f \in D(\phi)\left[T_{1}^{p}, \ldots, T_{m}^{p}\right]$.

Now, in the situation of Theorem 2.23, the $F(T)^{p}$-vector space $D\left(\phi_{F(T)}\right)$ is (evidently) spanned by elements of $D(\phi)$. Thus, in view of Lemma 2.13, we immediately obtain the following result concerning rational similarity factors:

Corollary 2.24 (see [Hoffmann 2004, Proposition 6.7]). Let $\phi$ be a quasilinear pform over $F$, let $T=\left(T_{1}, \ldots, T_{m}\right)$ be a tuple of algebraically independent variables over $F$ and let $f \in F[T]$. Then $f \in G\left(\phi_{F(T)}\right)$ if and only if $f \in G(\phi)\left[T_{1}^{p}, \ldots, T_{m}^{p}\right]$.

2H. Isotropy of quasilinear p-forms under scalar extension. We now collect some basic facts regarding the isotropy of quasilinear $p$-forms under scalar extension.

Let $K$ and $L$ be extensions of a field $k$. Recall that a $k$-place $K \rightarrow L$ is a pair ( $R, f$ ) consisting of a valuation subring $k \subseteq R \subseteq K$ and a local $k$-algebra homomorphism $f: R \rightarrow L$. For example, given an inclusion $i: K \hookrightarrow L$, the pair $(K, i)$ defines a $k$-place $K \longrightarrow L$. If there exist $k$-places $K \longrightarrow L$ and $L \longrightarrow K$, then we say that $K$ and $L$ are equivalent over $k$, and write $K \sim_{k} L$. For instance, this is easily seen to be the case whenever $L$ (resp. $K$ ) is a purely transcendental
extension of $K$ (resp. $L$ ) (see [Elman et al. 2008, §103] for further details). We have here the following basic lemma, which is a consequence of the completeness of $X_{\phi}$ (see [EGA II 1961, (7.3.8)]):

Lemma 2.25 (see [Scully 2016, Lemma 3.4]). Let $\phi$ be a quasilinear p-form over $F$ and let $K$ and $L$ be field extensions of $F$ such that there exists an $F$-place $K \longrightarrow L$. Then $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq \mathfrak{i}_{0}\left(\phi_{K}\right)$. In particular, if $K \sim_{F} L$, then $\mathfrak{i}_{0}\left(\phi_{K}\right)=\mathfrak{i}_{0}\left(\phi_{L}\right)$.

Note, in particular, that passage to rational extensions of the base field does not affect the isotropy index of a quasilinear p-form. By MacLane's theorem [Lang 2002, Proposition VIII.4], the same is, in fact, true of arbitrary separable extensions: ${ }^{10}$

Lemma 2.26 (see [Hoffmann 2004, Proposition 5.3]). Let $\phi$ be an anisotropic quasilinear $p$-form over $F$ and let $L$ be a field extension of $F$. If $L$ is separable over $F$, then $\phi_{L}$ is anisotropic and $\operatorname{ndeg}\left(\phi_{L}\right)=\operatorname{ndeg}(\phi)$.

Thus, in order to study the isotropy behavior of quasilinear $p$-forms under scalar extension, we are effectively reduced to considering the case of purely inseparable algebraic extensions. In degree $p$, we have the following basic observations, all of which can be easily verified using the results which have been discussed thus far (recall here that, given $a_{1}, \ldots, a_{n} \in F$, we denote by $F_{a_{1}, \ldots, a_{n}}$ the field $\left.F\left(\sqrt[p]{a_{1}}, \ldots, \sqrt[p]{a_{n}}\right)\right)$ :
Lemma 2.27 (see [Hoffmann 2004, §5; Scully 2016, Lemma 3.8]). Let $\phi$ be a quasilinear $p$-form over $F$ and let $a \in F \backslash F^{p}$. Then:
(1) $D\left(\phi_{F_{a}}\right)=D(\langle\langle a\rangle\rangle \otimes \phi)=\sum_{i=0}^{p-1} a^{i} D(\phi)$.
(2) $\mathfrak{i}_{0}\left(\phi_{F_{a}}\right)=\frac{1}{p} \mathfrak{i}_{0}(\langle\langle a\rangle\rangle \otimes \phi)$.
(3) $\operatorname{ndeg}\left(\phi_{F_{a}}\right)= \begin{cases}\frac{1}{p} \operatorname{ndeg}(\phi) & \text { if } a \in N(\phi), \\ \operatorname{ndeg}(\phi) & \text { if } a \notin N(\phi) .\end{cases}$
(4) If $\phi$ is anisotropic and $a \notin N(\phi)$, then $\phi_{F_{a}}$ is anisotropic.
(5) $\operatorname{dim}\left(\phi_{F_{a}}\right)_{\text {an }} \geq \frac{1}{p} \operatorname{dim} \phi_{\text {an }}$.
(6) Equality holds in (5) if and only if $\phi_{\mathrm{an}}$ is divisible by $\langle\langle a\rangle$, if and only if $a \in G(\phi)$.

Remark 2.28. The second equivalence in (6) holds by Corollary 2.20.
As an application of the first part of the lemma, we have:
Corollary 2.29. Let $\phi$ be a quasilinear p-form over $F$ and let $a \in F \backslash F^{p}$. Then $G\left(\phi_{F_{a}}\right)=G(\langle\langle a\rangle\rangle \otimes \phi)$. In particular, $\mathfrak{d}_{0}(\langle\langle a\rangle\rangle \otimes \phi)=\mathfrak{d}_{0}\left(\phi_{F_{a}}\right)+1$.

[^14]Proof. More specifically, the first statement is an immediate consequence of Lemmas 2.27 (1) and 2.13. The second then follows from Corollary 2.19.

Suppose now that $\pi=\left\langle\left\langle a_{1}, \ldots, a_{n}\right\rangle\right.$ is an anisotropic quasi-Pfister $p$-form over $F$. By Remark 2.9 , we have $\left[F^{p}\left(a_{1}, \ldots, a_{n}\right): F^{p}\right]=p^{n}$, which means that $a_{i} \notin F_{a_{1}, \ldots, a_{i-1}}$ for every $1 \leq i \leq n$. Repeated applications of Lemma 2.27(2) and Corollary 2.29 therefore yield the following proposition:

Proposition 2.30. Let $\phi$ be a quasilinear p-form over $F$, let $\pi$ be as above and let $\psi=\pi \otimes \phi$. Then $\mathfrak{i}_{0}(\psi)=p^{n} \mathfrak{i}_{0}\left(\phi_{F_{a_{1}, \ldots, a_{n}}}\right)$ and $\mathfrak{d}_{0}(\psi)=\mathfrak{d}_{0}\left(\phi_{F_{a_{1}, \ldots, a_{n}}}\right)+n$.

Now, in view of Remarks 2.6(1), one may combine the above results in order to study the isotropy behavior of quasilinear $p$-forms under scalar extension to function fields of quasilinear $p$-hypersurfaces. More specifically, let $\psi$ be a quasilinear $p$-form over $F$ which is not split, and let $a_{0}, \ldots, a_{n} \in F$ be such that $\psi \simeq\left\langle a_{0}, \ldots, a_{n}\right\rangle$, with $a_{0}, a_{1} \neq 0$. Then, by Remarks $2.6(1)$, we have an $F$-isomorphism of fields

$$
F(\psi) \simeq F(T)\left(\sqrt[p]{a_{1}^{-1}\left(a_{0}+a_{2} T_{2}^{p}+\cdots+a_{n} T_{n}^{p}\right)}\right)
$$

where $T=\left(T_{2}, \ldots, T_{n}\right)$ is an $(n-1)$-tuple of algebraically independent variables over $F$. Thus, putting Lemmas 2.26 and 2.27 and together, we obtain:

Lemma 2.31 (see [Hoffmann 2004, §§7.3, 7.4]). Let $\phi$ be an anisotropic quasilinear p-form over $F$, and let $\psi$ be as above. Then:
(1) $\operatorname{dim}\left(\phi_{F(\psi)}\right)_{\mathrm{an}} \geq \frac{1}{p} \operatorname{dim} \phi$.
(2) Equality holds in (1) if and only if $a_{1}^{-1}\left(a_{0}+a_{2} T_{2}^{p}+\cdots+a_{n} T_{n}^{p}\right) \in G\left(\phi_{F(T)}\right)$.
(3) $\operatorname{ndeg}\left(\phi_{F(\psi)}\right) \geq \frac{1}{p} \operatorname{ndeg}(\phi)$.
(4) Equality holds in (3) if and only if $a_{1}^{-1}\left(a_{0}+a_{2} T_{2}^{p}+\cdots+a_{n} T_{n}^{p}\right) \in N\left(\phi_{F(T)}\right)$.
(5) The equivalent conditions of (4) are satisfied if $\phi_{F(\psi)}$ is isotropic.

As a basic application, we have:
Corollary 2.32 (see [Hoffmann 2004, §§7.3, 7.4]). Let $\phi$ and $\psi$ be quasilinear $p$-forms over $F$ such that $\phi$ is anisotropic and $\psi$ is not split. Then:
(1) $\operatorname{dim}\left(\phi_{F(\psi)}\right)_{\mathrm{an}} \geq \frac{1}{p} \operatorname{dim} \phi$, with equality holding if and only if $N(\psi) \subseteq G(\phi)$.
(2) If $\phi_{F(\psi)}$ is isotropic, then $N(\psi) \subseteq N(\phi)$. In particular, $\operatorname{ndeg}(\psi) \leq \operatorname{ndeg}(\phi)$.

Proof. We may assume that $\psi$ is as in Lemma 2.31. In this case, we have $N(\psi)=$ $F^{p}\left(\frac{a_{0}}{a_{1}}, \ldots, \frac{a_{n}}{a_{1}}\right)$ (see Remark 2.9), and so (1) follows from the first two parts of the former lemma and Corollary 2.24. Similarly, since $N\left(\phi_{L}\right)=D\left(\left(\phi_{\text {nor }}\right)_{L}\right)$ for any field extension $L$ of $F$, (2) follows from Lemma 2.31(4,5) and Theorem 2.23.

Finally, it will be useful to record in this section another basic application of the Cassels-Pfister theorem. To state it, let $T=\left(T_{1}, \ldots, T_{m}\right)$ be a tuple of algebraically independent variables over $F$, let $g \in F[T]$ be an irreducible polynomial and let $F[g]$ denote the field $\operatorname{Frac}(F[T] /(g))$ (i.e., the function field of the integral hypersurface $\{g=0\} \subset \mathbb{A}_{F}^{m}$ ). Given $f \in F[T]$, we write $\operatorname{mult}_{g}(f)$ for the multiplicity of $g$ in $f$, i.e., the largest nonnegative integer $s$ such that $f=g^{s} h$ for some $h \in F[T] .{ }^{11}$

Proposition 2.33. In the above situation, let $\phi$ be a quasilinear p-form over $F$ and let $f \in F[T]$. Suppose that $f \in D\left(\phi_{F(T)}\right)$ and that $\phi_{F[g]}$ is anisotropic. Then $\operatorname{mult}_{g}(f) \equiv 0(\bmod p)$.

Proof. Let $s=\operatorname{mult}_{g}(f)$. After replacing $f$ by $f / g^{k p} \in D\left(\phi_{F(T)}\right)$ for a suitable integer $k \geq 0$, we may assume that $s<p$. Our goal is then to prove that $s=0$. To see this, note first that there exists a $v \in V_{\phi} \otimes_{F} F[T]$ such that $\phi_{F(T)}(v)=f$ by Theorem 2.23. If $s \neq 0$, then the image $\bar{v}$ of $v$ in $V_{\phi} \otimes_{F} F[g]$ is an isotropic vector for $\phi_{F[g]}$. By hypothesis, it follows that $\bar{v}=0$, which means that $v=g w$ for some $w \in V_{\phi} \otimes_{F} F[T]$. But this implies that $f=g^{p} \phi_{F(T)}(w)$, which contradicts the fact that $s<p$. We conclude that $s=0$, and so the proposition is proved.

2I. The divisibility index and scalar extension. Let $\phi$ be a quasilinear $p$-form over $F$. We make some brief remarks concerning the behavior of the divisibility index $\mathfrak{d}_{0}(\phi)$ (see Section 2C) under scalar extension.

Lemma 2.34. Let $\phi$ be a quasilinear p-form over $F$ and let $L$ be a field extension of $F$. If $\left(\phi_{\mathrm{sim}}\right)_{L}$ is anisotropic, then $\mathfrak{d}_{0}\left(\phi_{L}\right) \geq \mathfrak{d}_{0}(\phi)$.

Proof. As an $L^{p}$-vector space, $D\left(\left(\phi_{\text {sim }}\right)_{L}\right)$ is spanned by $D\left(\phi_{\text {sim }}\right)=G(\phi)$. Since we evidently have $G(\phi) \subseteq G\left(\phi_{L}\right)=D\left(\left(\phi_{L}\right)_{\operatorname{sim}}\right)$, and since $\left(\phi_{\operatorname{sim}}\right)_{L}$ is anisotropic by hypothesis, Proposition 2.3 implies that $\left(\phi_{\text {sim }}\right)_{L} \subset\left(\phi_{L}\right)_{\text {sim }}$. The desired assertion now follows from Corollary 2.19.

In particular, this applies in the case where $L$ is a separable extension of $F$ (see Lemma 2.26). In the case where $L$ is purely transcendental over $F$, we can say more:

Lemma 2.35. Let $\phi$ be a quasilinear $p$-form over $F$ and let $L$ be a purely transcendental extension of $F$. Then $\left(\phi_{L}\right)_{\operatorname{sim}} \simeq\left(\phi_{\operatorname{sim}}\right)_{L}$ and $\mathfrak{d}_{0}\left(\phi_{L}\right)=\mathfrak{d}_{0}(\phi)$.

Proof. Continuing with the proof of Lemma 2.34, it is sufficient to show that in this case $G\left(\phi_{L}\right)$ is generated by $G(\phi)$ over $L^{p}$. If $L$ is finitely generated over $F$, then this follows from Corollary 2.24 . On the other hand, the general case reduces easily to the finitely generated case in view of Lemma 2.13 , so the lemma is proved.

[^15]2J. The Knebusch splitting pattern. Let $\phi$ be a quasilinear $p$-form over $F$. Following the construction outlined in Section 1 (see also [Hoffmann 2004, §7.5]), set $F_{0}=F, \phi_{0}=\phi_{\mathrm{an}}$, and recursively define

- $F_{r}=F_{r-1}\left(\phi_{r-1}\right)\left(\right.$ provided $\phi_{r-1}$ is not split), and
- $\phi_{r}=\left(\phi_{F_{r}}\right)_{\text {an }}$ (provided $F_{r}$ is defined).

Note here that if $\phi_{r}$ is defined, then we have $\operatorname{dim} \phi_{r}<\operatorname{dim} \phi_{r-1}$ by Remarks 2.6(4). As such, the whole process is finite, terminating at the first nonnegative integer $h(\phi)$ for which $\operatorname{dim} \phi_{h(\phi)} \leq 1$. The integer $h(\phi)$ will be called the height of $\phi$, and the tower of fields $F_{0} \subset F_{1} \subset \cdots \subset F_{h(\phi)}$ will be called the Knebusch splitting tower of $\phi$. For each $0 \leq r \leq h(\phi)$, we set $\mathfrak{j}_{r}(\phi)=\mathfrak{i}_{0}\left(\phi_{F_{r}}\right)$. If $\phi$ is not split and $r \geq 1$, then the difference $\mathfrak{j}_{r}(\phi)-\mathfrak{j}_{r-1}(\phi)$ will be called the $r$-th higher isotropy index of $\phi$, and will be denoted by $\mathfrak{i}_{r}(\phi)$. In this case, the form $\phi_{r}$ will be called the $r$-th higher anisotropic kernel of $\phi$. Finally, the sequence $\mathfrak{i}(\phi)=\left(\mathfrak{i}_{1}(\phi), \ldots, \mathfrak{i}_{h(\phi)}(\phi)\right)$ (understood to be empty if $\phi$ is split) will be called the Knebusch splitting pattern of $\phi .{ }^{12}$
Remarks 2.36. Let $\phi$ be a quasilinear $p$-form over $F$.
(1) By the recursive nature of the above construction, we have $\mathfrak{i}_{r}(\phi)=\mathfrak{i}_{1}\left(\phi_{r-1}\right)$ for every $1 \leq r \leq h(\phi)$.
(2) By Proposition 2.4, we have $\mathfrak{i}_{r}(\phi)=\operatorname{dim} \phi_{r-1}-\operatorname{dim} \phi_{r}$ for all $1 \leq r \leq h(\phi)$.
(3) Let $L$ be a field extension of $F$. As already remarked in Section 1, it is not true in general that $\mathfrak{i}_{0}\left(\phi_{L}\right)=\mathfrak{j}_{r}(\phi)$ for some $0 \leq r \leq h(\phi)$; see Example 2.47 below.

Note that by Remarks 2.6(3) we have the following:
Lemma 2.37. Let $\phi$ be a quasilinear p-form form of dimension $\geq 2$ and let ( $F_{r}$ ) denote its Knebusch splitting tower. Then $F_{r} \sim_{F} F\left(\phi^{\times r}\right)$ for every $0 \leq r \leq h(\phi)$.

In light of Lemma 2.37, we therefore have:
Corollary 2.38. Let $\phi$ be a quasilinear $p$-form over $F$. Then, for every $0 \leq r \leq h(\phi)$, we have $\mathfrak{j}_{r}(\phi)=\mathfrak{i}_{0}\left(\phi_{F\left(\phi^{\times r}\right)}\right)$.

Given the results of Section 2H, we are now in a position to prove the following characterization of anisotropic quasi-Pfister $p$-forms:

Proposition 2.39 (see [Hoffmann and Laghribi 2004, Theorem 8.11]). Let $\phi$ be an anisotropic quasilinear p-form of dimension $\geq 2$ over $F$. Then $\operatorname{dim} \phi_{1} \geq \frac{1}{p} \operatorname{dim} \phi$, and the following conditions are equivalent:
(1) $\operatorname{dim} \phi_{1}=\frac{1}{p} \operatorname{dim} \phi$.
(2) $\mathfrak{i}(\phi)=\left(p^{h(\phi)}-p^{h(\phi)-1}, p^{h(\phi)-1}-p^{h(\phi)-2}, \ldots, p^{2}-p, p-1\right)$.

[^16](3) $\phi$ is similar to a quasi-Pfister p-form.

Proof. The inequality $\operatorname{dim} \phi_{1} \geq \frac{1}{p} \operatorname{dim} \phi$ holds by Corollary 2.32. The same result shows that equality holds if and only if $N(\phi) \subseteq G(\phi)$. By Corollary 2.20 , the latter condition holds if and only if $\phi$ is divisible by $\phi_{\text {nor }}$. In view of Lemma 2.11, this proves the equivalence of (1) and (3), as well as the implication (2) $\Rightarrow$ (3). On the other hand, if $\phi$ is similar to a quasi-Pfister $p$-form of dimension $p^{n}$, then $\phi_{1}$ is similar to a quasi-Pfister $p$-form of dimension $p^{n-1}$ by Corollary 2.8 and (1). Since $\mathfrak{i}_{1}(\phi)=\operatorname{dim} \phi-\operatorname{dim} \phi_{1}$ (see Remarks 2.36(2)), an easy induction on $h(\phi)$ then shows that (3) implies (2).

Finally, a repeated application of Lemma 2.31(3-5) (with $\psi=\phi$ ) yields the following computation of the height $h(\phi)$ :

Corollary 2.40 (see [Hoffmann 2004, Theorem 7.25(ii)]). Let $\phi$ be a quasilinear $p$-form over $F$. Then $h(\phi)=\log _{p}(\operatorname{ndeg}(\phi))$.

Together with Corollary 2.32(2), this implies the following useful result:
Corollary 2.41 (see [Scully 2016, Proposition 4.12]). Let $\phi$ and $\psi$ be quasilinear p-forms over $F$ such that $\phi$ is anisotropic and $\psi$ is not split. If $\phi_{F(\psi)}$ is isotropic, then $h(\psi) \leq h(\phi)$.

2K. The quasi-Pfister height and higher divisibility indices. Let $\phi$ be a quasilinear $p$-form over $F$. As in [Scully 2016, §4.2], we define the quasi-Pfister height of $\phi$, denoted $h_{\mathrm{qp}}(\phi)$, to be the smallest nonnegative integer $l$ such that $\phi_{l}$ is similar to a quasi-Pfister $p$-form (this is well defined, since $\phi_{h(\phi)}$, being of dimension 1 , is similar to a 0 -fold quasi-Pfister $p$-form). We have:
Lemma 2.42. Let $\phi$ be a quasilinear $p$-form over $F$ and let $d=h(\phi)-h_{\mathrm{qp}}(\phi)$. Then $\mathfrak{i}(\phi)=\left(\mathfrak{i}_{1}(\phi), \ldots, \mathfrak{i}_{\text {qp }}(\phi)(\phi), p^{d}-p^{d-1}, p^{d-1}-p^{d-2}, \ldots, p^{2}-p, p-1\right)$ and $\mathfrak{i}_{h_{\mathrm{qp}}(\phi)}(\phi)=\operatorname{dim}(\phi)-\mathfrak{j}_{h_{\mathrm{qp}}(\phi)-1}(\phi)-p^{d}<p^{d+1}-p^{d}$.
Proof. The first statement is an immediate consequence of Proposition 2.39. The point here is that $\phi_{h_{\mathrm{qp}}(\phi)}$ is similar to a quasi-Pfister $p$-form of dimension $p^{d}$. By Remarks 2.36(2), we therefore have $\mathfrak{i}_{\text {qp }}(\phi)(\phi)=\operatorname{dim} \phi_{h_{\mathrm{qp}}(\phi)-1}-\operatorname{dim} \phi_{h_{\mathrm{qp}}(\phi)}=$ $\operatorname{dim}(\phi)-\mathfrak{j}_{h_{\mathrm{qp}}(\phi)-1}(\phi)-p^{d}$. Finally, since $\phi_{h_{\mathrm{qp}}(\phi)-1}$ is (by the definition of $h_{\mathrm{qp}}(\phi)$ ) not similar to a quasi-Pfister $p$-form, it must have dimension $<p^{d+1}$, again by Proposition 2.39. This proves the inequality in the second statement, and hence the lemma.

The Knebusch splitting pattern of a quasilinear $p$-form $\phi$ is therefore determined by $h(\phi), h_{\mathrm{qp}}(\phi)$ and the truncated sequence $\left(\mathfrak{i}_{1}(\phi), \ldots, \mathfrak{i}_{\mathrm{qqp}^{\prime}}(\phi)(\phi)\right)$. With a view to studying the latter invariant, we now introduce new invariants of $\phi$ which will be of central interest in the sequel. More specifically, for each $1 \leq r \leq h(\phi)$, we define the $r$-th higher divisibility index of $\phi$, denoted $\mathfrak{d}_{r}(\phi)$, as the integer $\mathfrak{d}_{0}\left(\phi_{r}\right)$ (see

Section 2C). In other words, $\mathfrak{d}_{r}(\phi)$ is the largest integer $s$ such that $\phi_{r}$ is divisible by an $s$-fold quasi-Pfister $p$-form (over the corresponding field of the Knebusch splitting tower of $\phi$ ). The sequence of integers ( $\left.\mathfrak{d}_{0}(\phi), \ldots, \mathfrak{d}_{h(\phi)}(\phi)\right)$ will be denoted by $\mathfrak{d}(\phi)$. As per Lemma 2.42 (and the proof of Proposition 2.39), we have:

Lemma 2.43. Let $\phi$ be a quasilinear p-form over $F$ and let $d=h(\phi)-h_{\mathrm{qp}}(\phi)$.
Then $\mathfrak{d}(\phi)=\left(\mathfrak{d}_{0}(\phi), \ldots, \mathfrak{d}_{h_{\mathrm{qp}}(\phi)-1}(\phi), d, d-1, \ldots, 1,0\right)$.
We also, however, have the following information concerning the "nontrivial part" of the sequence $\mathfrak{d}(\phi)$ :

Lemma 2.44. Let $\phi$ be a quasilinear p-form over $F$. Then $\mathfrak{d}_{0}(\phi) \leq \cdots \leq \mathfrak{d}_{h_{\text {qp }}(\phi)}$.
Proof. We may assume that $\phi$ is anisotropic and not split. We need to show that if $\phi$ is not similar to a quasi-Pfister $p$-form, then $\mathfrak{d}_{1}(\phi) \geq \mathfrak{d}_{0}(\phi)$. By Lemma 2.34 it will be sufficient to check that $\phi_{\text {sim }}$ remains anisotropic over $F(\phi)$. Suppose otherwise. Then, by Corollary $2.32(1)$, we have $N(\phi) \subseteq G(\phi)$. By Corollary 2.15 it follows that $N(\phi)=G(\phi)$, or, equivalently, that $\phi_{\text {nor }} \simeq \phi_{\text {sim }}$ (see Lemma 2.2). But, in view of Lemma 2.11 and Corollary 2.18, this implies that $\phi$ is similar to a quasi-Pfister $p$-form, thus contradicting our assumption. The lemma follows.

In particular, since $\mathfrak{i}_{r}(\phi)=\operatorname{dim} \phi_{r}-\operatorname{dim} \phi_{r-1}$ for all $1 \leq r \leq h(\phi)$ (see Remarks $2.36(2)$ ), we obtain the following result concerning the integers $\mathfrak{i}_{r}(\phi)$ :

Corollary 2.45. Let $\phi$ be a quasilinear p-form over $F$. Then we have $\mathfrak{i}_{r}(\phi) \equiv 0$ $\left(\bmod \mathfrak{D}_{r-1}(\phi)\right)$ for all $1 \leq r \leq h_{\mathrm{qp}}(\phi)$.

2L. Some examples. We now conclude this section with two basic computations which will be needed in the sequel, beginning with:

Lemma 2.46. Let $\phi$ be an anisotropic quasilinear $p$-form over $F$ and let $\psi=$ $\phi_{F(T)} \perp\langle T\rangle$, where $T$ is an algebraically independent variable over $F$. Then $\mathfrak{i}(\psi)=\left(1, \mathfrak{i}_{1}(\phi), \mathfrak{i}_{2}(\phi), \ldots, \mathfrak{i}_{h(\phi)}(\phi)\right)$ and $\mathfrak{d}(\psi)=\left(0, \mathfrak{d}_{0}(\phi), \mathfrak{d}_{1}(\phi), \ldots, \mathfrak{d}_{h(\phi)}(\phi)\right)$.

Proof. The form $\psi$ is clearly anisotropic. Now, the field $F(T)(\psi)$ is $F$-isomorphic to a purely transcendental extension of $F$ (see the presentation of Remarks 2.6(1), for example). In particular, $\phi_{F(T)(\psi)}$ is anisotropic (Lemma 2.26), and so $\mathfrak{i}_{1}(\psi)=1$ and $\psi_{1} \simeq \phi_{F(T)(\psi)}$ (see Remark 2.5). Since $F(T)(\psi)$ is purely transcendental over $F$, the first statement now follows immediately from Lemma 2.26. In a similar way, Lemma 2.35 implies that $\mathfrak{d}_{r}(\psi)=\mathfrak{d}_{r-1}(\phi)$ for all $1 \leq r \leq h(\psi)$. Thus, to prove the second statement, it only remains to check that $\mathfrak{d}_{0}(\psi)=0$. But, since $\mathfrak{i}_{1}(\psi)=1$, this is an immediate consequence of Corollary 2.45.

Given this result, we can give an example of a quasilinear $p$-form whose (full) splitting pattern is not determined by its Knebusch splitting pattern:

Example 2.47 (see [Hoffmann and Laghribi 2004, Example 8.15]). Let $T=$ ( $T_{1}, \ldots, T_{n+1}$ ) be a tuple of algebraically independent variables over a field $F_{0}$ of characteristic $p$, and let $F=F_{0}(T)$. Consider the form $\left.\phi=\left\langle\left\langle T_{1}, \ldots, T_{n}\right\rangle\right\rangle \perp T_{n+1}\right\rangle$ over $F$. By Lemma 2.46 and Proposition 2.39, we have

$$
\mathfrak{i}(\phi)=\left(1, p^{n}-p^{n-1}, p^{n-1}-p^{n-2}, \ldots, p^{2}-p, p-1\right),
$$

so that $\mathfrak{j}_{r}(\phi)=p^{n}-p^{n-r+1}+1$ for all $1 \leq r \leq n+1$. On the other hand, the full splitting pattern of $\phi$ also contains all the integers $p^{n}-p^{n-r+1}(1 \leq r \leq n+1)$. Indeed, if $\left(L_{s}\right)$ denotes the Knebusch splitting tower of $\left\langle\left\langle a_{1}, \ldots, a_{n}\right\rangle_{L}\right.$, then we clearly have $\mathfrak{i}_{0}\left(\phi_{L_{r-1}}\right)=p^{n}-p^{n-r+1}$ for all $1 \leq r \leq n+1$ (again, we are using Lemma 2.26 and Proposition 2.39 here).

Our second computation is the following:
Lemma 2.48. Let $\phi$ be a quasilinear p-form over $F$. Let $\psi=\left\langle\left\langle T_{1}, \ldots, T_{n}\right\rangle\right\rangle \otimes \phi_{F(T)}$, where $T=\left(T_{1}, \ldots, T_{n}\right)$ is a tuple of algebraically independent variables over $F$. Then $\mathfrak{i}(\psi)=\left(p^{n} \mathfrak{i}_{1}(\phi), \ldots, p^{n} \mathfrak{i}_{h(\phi)}(\phi), p^{n}-p^{n-1}, p^{n-1}-p^{n-2}, \ldots, p^{2}-p, p-1\right)$ and $\mathfrak{d}(\psi)=\left(\mathfrak{d}_{0}(\phi)+n, \mathfrak{d}_{1}(\phi)+n, \ldots, \mathfrak{d}_{h(\phi)-1}(\phi)+n, n, n-1, \ldots, 1,0\right)$.
Proof. It is enough to treat the case where $n=1$. To simplify the notation, let us write $T$ for the variable $T_{1}$ and $L$ for the rational function field $F(T)$. Now, by construction, we have $\operatorname{ndeg}(\psi)=p($ ndeg $(\phi)$ ) (see Remark 2.10). In view of Corollary 2.40, it follows that $h(\psi)=h(\phi)+1$. Let $\left(L_{r}\right)$ and $\left(F_{r}\right)$ denote the Knebusch splitting towers of $\psi$ and $\phi$ respectively. We claim that, for every $0 \leq r \leq h(\phi)$, $\left(L_{r}\right)_{T}$ is $F$-isomorphic to a purely transcendental extension of $F_{r}$. The case where $r=0$ is evident. In general, we have $\left(L_{r}\right)_{T}=\left(L_{T}\right)_{r}$, where $\left(\left(L_{T}\right)_{r}\right)$ denotes the Knebusch splitting tower of $\psi_{L_{T}}$. But, since $\left\langle\langle T\rangle_{L_{T}} \sim\langle 1\rangle\right.$, and since $L_{T}$ is purely transcendental over $F$ (the $r=0$ case), we have $\left(\psi_{L_{T}}\right)_{\mathrm{an}} \simeq \phi_{L_{T}}$. By Remark 2.5, it follows that $\left(L_{r}\right)_{T}$ is $L$-isomorphic to a purely transcendental extension of the free composite $F_{r} \cdot L_{T}$. Again, since $L_{T}$ is purely transcendental over $F$, the claim follows. Given this, Proposition 2.30 and Lemma 2.26 together imply that

$$
\mathfrak{j}_{r}(\psi)=\mathfrak{i}_{0}\left(\psi_{L_{r}}\right)=p \mathfrak{i}_{0}\left(\phi_{\left(L_{r}\right) T}\right)=p \mathfrak{i}_{0}\left(\phi_{F_{r}}\right)=p \mathfrak{j}_{r}(\phi)
$$

for all $0 \leq r \leq h(\phi)$, which proves the first statement of the lemma. Similarly, our claim, Proposition 2.30 and Lemma 2.35 together imply that

$$
\mathfrak{d}_{r}(\psi)=\mathfrak{d}_{0}\left(\psi_{L_{r}}\right)=\mathfrak{d}_{0}\left(\phi_{\left(L_{r}\right)_{T}}\right)+1=\mathfrak{d}_{0}\left(\phi_{F_{r}}\right)+1=\mathfrak{d}_{r}(\phi)+1
$$

for all $0 \leq r \leq h(\phi)$, and so the second statement also holds.

## 3. An incompressibility theorem and related results

In this section, we collect some of the farther-reaching results on the isotropy behavior of quasilinear $p$-forms over function fields of quasilinear $p$-hypersurfaces
which have been obtained in recent years. These results will have an essential role to play in the sequel. We do not provide full details here, but the interested reader is referred to the original articles [Hoffmann and Laghribi 2004; Totaro 2008; Scully 2016] for further information.

3A. The incompressibility theorem. Let $\phi$ be an anisotropic quasilinear $p$-form of dimension $\geq 2$ over $F$ with associated quasilinear $p$-hypersurface $X_{\phi}$. As in [Scully 2013, §5], we define the Izhboldin dimension of $X_{\phi}$, denoted $\operatorname{dim}_{\mathrm{Izh}}\left(X_{\phi}\right)$, to be the integer $\operatorname{dim} X_{\phi}-\mathfrak{i}_{1}(\phi)+1$. The following result was proved in [loc. cit.]:

Theorem 3.1 [Scully 2013, Theorem 5.12]. Let $X$ be an anisotropic quasilinear p-hypersurface over $F$. Let $Y$ be an algebraic variety over $F$ such that $Y\left(F_{\text {sep }}\right)=\varnothing$. If $\operatorname{dim} Y<\operatorname{dim}_{\text {Izh }}(X)$, then there cannot exist a rational map $X \rightarrow Y$.

Remarks 3.2. (1) In the case where $p=2$, Theorem 3.1 is due to Totaro [2008, Theorem 5.1]. In fact, if $X_{\phi}=\{\phi=0\}$ is an anisotropic projective quadric over a field $k$ of any characteristic, and if $Y$ is any complete $k$-variety possessing no closed points of odd degree, then it is known that the existence of a rational map $X \rightarrow Y$ necessarily implies that $\operatorname{dim} Y \geq \operatorname{dim}_{\text {Izh }}\left(X_{\phi}\right)$, where $\operatorname{dim}_{\text {Izh }}\left(X_{\phi}\right)=\operatorname{dim} X_{\phi}-\mathfrak{i}_{1}(\phi)+1$. This result was first proved by Karpenko and Merkurjev [2003, Theorem 4.1] (see also [Elman et al. 2008, Theorem 76.5]) in the case where $X_{\phi}$ is smooth, and was later extended by Totaro [loc. cit.] to the singular case.
(2) The special case where $Y$ is a closed subvariety of $X$ shows that the canonical dimension of $X$ (see Section 1 ) is equal to $\operatorname{dim}_{\mathrm{Izh}}(X)$ (the inequality $\operatorname{cdim}(X) \leq$ $\operatorname{dim}_{\text {Izh }}(X)$ is trivial; see [Scully 2013, Corollary 5.14]).

In the remainder of this section, we will recall some of the main applications of Theorem 3.1 (and its proof). Here, we mention the following:

Corollary 3.3 (see [Scully 2016, Corollary 5.4]). Let $\phi$ and $\psi$ be anisotropic quasilinear p-forms of dimension $\geq 2$ over $F$, and let $\sigma \subset \phi$ be a subform of dimension $\leq \operatorname{dim} \psi-\mathfrak{i}_{1}(\psi)$. Then $\sigma_{F(\psi)} \subset\left(\phi_{F(\psi)}\right)_{\mathrm{an}}$. In particular, $\sigma_{F(\psi)}$ is anisotropic.

Proof. We trivially have $D\left(\sigma_{F(\psi)}\right) \subseteq D\left(\phi_{F(\psi)}\right)$. In light of Proposition 2.3, it therefore suffices to check that $\sigma_{F(\psi)}$ is anisotropic, or, equivalently, that there does not exist a rational map $X_{\psi} \rightarrow X_{\sigma}$. But, since $X_{\sigma}\left(F_{\text {sep }}\right)=\varnothing$ (see Lemma 2.26), this is an immediate consequence of Theorem 3.1.

In particular, we have the following fundamental observation:
Corollary 3.4. Let $\phi$ be an anisotropic quasilinear $p$-form of dimension $\geq 2$ over $F$ and let $\psi \subset \phi$ be a subform of codimension $\mathfrak{i}_{1}(\phi)$. Then $\phi_{1} \simeq \psi_{F(\phi)}$.

Proof. By Corollary 3.3, we have $\psi_{F(\phi)} \subset \phi_{1}$. Since both forms have the same dimension by hypothesis, the result follows.

3B. Neighbors and near neighbors, I. Let $\psi$ and $\phi$ be anisotropic quasilinear $p$-forms of dimension $\geq 2$ over $F$. We will say that $\psi$ is a neighbor (resp. near neighbor) of $\phi$ if $\psi$ is similar to a subform of codimension $<\mathfrak{i}_{1}(\phi)$ (resp. codimension $\mathfrak{i}_{1}(\phi)$ ) of $\phi$. Our motivation here is the following extension of Corollary 3.4:

Lemma 3.5. Let $\phi$ and $\psi$ be anisotropic quasilinear p-forms over $F$ such that $\phi$ is anisotropic of dimension $\geq 2$ and $\psi$ is similar to a subform of $\phi$. Then $\left(\psi_{F(\phi)}\right)_{\mathrm{an}}$ is similar to $\phi_{1}$ if and only if $\psi$ is a neighbor or near neighbor of $\phi$.

Proof. Without loss of generality, we may assume that $\psi \subset \phi$. Again, we trivially have $D\left(\psi_{F(\phi)}\right) \subseteq D\left(\phi_{F(\phi)}\right)=D\left(\phi_{1}\right)$. By Proposition 2.3, it therefore suffices to check that $\operatorname{dim}\left(\psi_{F(\phi)}\right)_{\text {an }}=\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)$ if and only if $\psi$ has codimension $\leq \mathfrak{i}_{1}(\phi)$ in $\phi$. The left-to-right implication here is trivial. Conversely, if $\psi$ has codimension $\leq \mathfrak{i}_{1}(\phi)$ in $\phi$, then we have $\operatorname{dim}\left(\psi_{F(\phi)}\right)_{\text {an }} \geq \operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)$ by Theorem 3.1. Since the reverse inequality holds here by obvious dimension reasons, the lemma is proved.

Note here that while neighbors of $\phi$ become anisotropic over $F(\phi)$, its near neighbors do not (Corollary 3.3). This enables us to compute:

Proposition 3.6 (see [Scully 2013, Proposition 6.1]). Let $\phi$ and $\psi$ be anisotropic quasilinear p-forms of dimension $\geq 2$ over $F$ such that $\psi$ is a codimension-d neighbor of $\phi$. Then $\mathfrak{i}_{1}(\psi)=\mathfrak{i}_{1}(\phi)-d$.

3C. The ruledness theorem. Another key application of Theorem 3.1 is the following extension of Proposition 3.6, which shows in a precise way that anisotropic quasilinear $p$-hypersurfaces having first higher isotropy index larger than 1 are ruled.

Theorem 3.7 (see [Scully 2013, Theorem 7.6]). Let $\phi$ and $\psi$ be anisotropic quasilinear $p$-forms of dimension $\geq 2$ over $F$ such that $\psi$ is a codimension-d neighbor of $\phi$. Then $X_{\phi}$ is birationally isomorphic to $X_{\psi} \times{ }_{F} \mathbb{P}^{d}$.

Proof. By Proposition 3.6, we have $\mathfrak{i}_{1}(\psi)=\mathfrak{i}_{1}(\phi)-d$. It is therefore enough to treat the case where $d=\mathfrak{i}_{1}(\psi)-1$, and this is covered by [Scully 2013, Theorem 7.6].

Remark 3.8. Again, in the case where $p=2$, this result is due to Totaro [2008, Theorem 6.4]. Unlike Theorem 3.1, however, the analogous assertion remains open for generically smooth quadrics (in any characteristic; see [Totaro 2008; 2009]).

It is worth mentioning the following explicitly:
Corollary 3.9. Let $\phi$ and $\psi$ be anisotropic quasilinear p-forms of dimension $\geq 2$ over $F$ such that $\mathfrak{i}_{1}(\phi)>1$ and $\psi$ is similar to a codimension- 1 subform of $\phi$. Then we have an $F$-isomorphism of fields $F(\phi) \simeq F[\psi]$.

Proof. By Theorem 3.7, $F(\phi)$ is $F$-isomorphic to a degree-one purely transcendental extension of $F(\psi)$. In view of Remarks 2.6(3), the result follows.

3D. Neighbors and near neighbors, II. Given Theorem 3.7, we extend Proposition 3.6 as follows:

Proposition 3.10 (see [Scully 2016, Proposition 6.2]). Let $\phi$ and $\psi$ be anisotropic quasilinear p-forms of dimension $\geq 2$ over $F$ such that $\psi$ is a codimension-d neighbor of $\phi$. Then we have $\mathfrak{i}(\psi)=\left(\mathfrak{i}_{1}(\phi)-d, \mathfrak{i}_{2}(\phi), \ldots, \mathfrak{i}_{h(\phi)}(\phi)\right)$ and $\mathfrak{d}(\psi)=$ $\left(\mathfrak{d}_{0}(\psi), \mathfrak{d}_{1}(\phi), \ldots, \mathfrak{d}_{h(\phi)}(\phi)\right)$.

Proof. By Theorem 3.7, $F(\phi)$ is $F$-isomorphic to a purely transcendental extension of $F(\psi)$. Thus, if $\left(F_{r}\right)$ and $\left(F(\phi)_{r}\right)$ denote the Knebusch splitting towers of $\psi$ and $\psi_{F(\phi)}$, respectively, then $F(\phi)_{r}$ is $F_{r}$-isomorphic to a purely transcendental extension of $F_{r+1}$ for every $0 \leq r \leq h\left(\psi_{F(\phi)}\right)$. In particular, we have $\mathfrak{i}_{r}\left(\psi_{F(\phi)}\right)=\mathfrak{i}_{r+1}(\psi)$ and $\mathfrak{d}_{r}\left(\psi_{F(\phi)}\right)=\mathfrak{d}_{r+1}(\psi)$ for any such $r$ by Lemmas 2.26 and 2.35 , respectively. On the other hand, Lemma 3.5 shows that $\left(\psi_{F(\phi)}\right)_{\text {an }}$ is similar to $\phi_{1}$. Since $\mathfrak{i}_{r}(\phi)=\mathfrak{i}_{r-1}\left(\phi_{1}\right)$ and $\mathfrak{d}_{r}(\phi)=\mathfrak{d}_{r-1}\left(\phi_{1}\right)$ for all $1 \leq r \leq h(\phi)$, the proposition follows immediately.

Let $\phi$ be a quasilinear $p$-form over $F$. We say that $\phi$ is a quasi-Pfister $p$-neighbor (of $\pi$ ) if there exists a quasi-Pfister $p$-form $\pi$ over $F$ such that $\phi$ is similar to a subform of $\pi$ and $\operatorname{dim} \phi>\frac{1}{p} \operatorname{dim} \pi$. If $\phi$ is anisotropic, then it follows from Proposition 2.39 that $\phi$ is a quasi-Pfister $p$-neighbor if and only if it is a neighbor of some quasi-Pfister $p$-form in the sense of Section 3B. Forms of this type are of special importance in the general theory of quasilinear $p$-forms. Putting Lemma 2.11, Proposition 2.39, Corollary 2.40, Lemma 3.5 and Proposition 3.10 together, we obtain the following classification of anisotropic quasi-Pfister $p$-neighbors:

Corollary 3.11 (see [Scully 2016, Theorem 6.4]). Let $\phi$ be an anisotropic quasilinear p-form of dimension $\geq 2$ over $F$ and let $n$ be the smallest nonnegative integer such that $p^{n+1} \geq \operatorname{dim} \phi$. Then the following are equivalent:
(1) $\phi$ is a quasi-Pfister p-neighbor.
(2) $\phi$ is a neighbor of $\phi_{\text {nor }}$.
(3) $\phi_{F\left(\phi_{\text {nor }}\right)}$ is isotropic.
(4) $\operatorname{ndeg}(\phi)=p^{n+1}$.
(5) $h(\phi)=n+1$.
(6) $\mathfrak{i}_{1}(\phi)=\operatorname{dim} \phi-p^{n}$ and $\mathfrak{i}_{2}(\phi)=p^{n}-p^{n-1}$.
(7) $\mathfrak{i}(\phi)=\left(\operatorname{dim} \phi-p^{n}, p^{n}-p^{n-1}, p^{n-1}-p^{n-2}, \ldots, p^{2}-p, p-1\right)$.
(8) $\phi_{1}$ is similar to a quasi-Pfister $p$-form (i.e., $h_{\mathrm{qp}}(\phi) \leq 1$ ).

Remark 3.12. In the case where $p=2$, this result was proved earlier by Hoffmann and Laghribi [2004, Theorem 8.1] using different methods.

For arbitrary subforms, the situation is naturally more complicated, but we can nevertheless appeal to the following general result which was proved in [Scully 2016] (and whose proof again makes essential use of Theorems 3.1 and 3.7):

Proposition 3.13 (see [Scully 2016, Proposition 8.6]). Let $\phi$ and $\psi$ be anisotropic quasilinear p-forms of dimension $\geq 2$ over $F$ such that $\phi_{F(\psi)}$ is isotropic. Then either
(1) $\left(\psi_{r}\right)_{F_{r}(\phi)}$ is anisotropic for all $0 \leq r<h(\psi)$ and $\mathfrak{i}\left(\psi_{F(\phi)}\right)=\mathfrak{i}(\psi)$, or
(2) $\mathfrak{i}\left(\psi_{F(\phi)}\right)=\left(\mathfrak{i}_{1}(\psi), \ldots, \mathfrak{i}_{s-1}(\psi), \mathfrak{i}_{s}(\psi)+\mathfrak{i}_{s+1}(\psi), \mathfrak{i}_{s+2}(\psi), \ldots, \mathfrak{i}_{h(\psi)}(\psi)\right)$, where $s<h(\psi)$ is the smallest nonnegative integer such that $\left(\psi_{s}\right)_{F_{s}(\phi)}$ is isotropic.

Note here that in the special situation where $\psi$ is a neighbor of $\phi$, we are necessarily in case (2) with $s$ being equal to 0 . Since $\left(\psi_{F(\phi)}\right)_{\text {an }} \simeq \phi_{1}$ in this instance (Lemma 3.5), we recover the computation of Proposition 3.10. By contrast, if $\psi$ is a near neighbor of $\phi$, then we can be in either of cases (1) and (2) (see Remark 3.15 below). Nevertheless, we still have $\psi_{F(\phi)} \simeq \phi_{1}$ (Corollary 3.4), and so we get:

Corollary 3.14 (see [Scully 2016, Corollary 6.10]). Let $\phi$ be an anisotropic quasilinear p-form of dimension $\geq 2$ over $F$ and let $\psi$ be a near neighbor of $\phi$. Then either
(1) $\left(\psi_{r}\right)_{F_{r}(\phi)}$ is anisotropic for all $0 \leq r<h(\psi)$ and $\mathfrak{i}(\psi)=\mathfrak{i}\left(\phi_{1}\right)$, or
(2) $\mathfrak{i}(\psi)=\left(\mathfrak{i}_{2}(\phi), \mathfrak{i}_{3}(\phi), \ldots, \mathfrak{i}_{s}(\phi), \mathfrak{i}_{s}(\psi), \mathfrak{i}_{s+1}(\phi)-\mathfrak{i}_{s}(\psi), \mathfrak{i}_{s+2}(\phi), \ldots, \mathfrak{i}_{h(\phi)}(\phi)\right)$, where $s<h(\psi)$ is the smallest positive integer such that $\left(\psi_{s}\right)_{F_{s}(\phi)}$ is isotropic.

Remark 3.15. As per the comments above, neither of cases (1) and (2) can be ruled out here. Indeed, case (1) describes the situation where $h(\psi)=h(\phi)-1$, while case (2) describes the situation where $h(\psi)=h(\phi)$. As the reader will easily verify using Corollary 2.40 , both these situations can arise in practice.

3E. A comparison result. We now conclude this section by recalling the following comparison result for isotropy indices of quasilinear quadratic forms which was obtained in [Scully 2016] with the help of Theorem 3.1:

Proposition 3.16 (see [Scully 2016, Theorem 7.13, Remark 9.1]). Assume that $p=2$. Let $\phi$ be an anisotropic quasilinear quadratic form of dimension $\geq 2$ over $F$ and let $L$ be a field extension of $F$ such that $\phi_{L}$ is not split. Then

$$
\mathfrak{i}_{0}\left(\phi_{L(\phi)}\right)-\mathfrak{i}_{1}(\phi) \geq \min \left\{\mathfrak{i}_{0}\left(\phi_{L}\right),\left[\frac{1}{2}\left(\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)+1\right)\right]\right\} .
$$

Remark 3.17. A similar statement also holds for $p>2$ (see [Scully 2016, Theorem 7.13]), but this will not be needed below.

Finally, it will be convenient to record here the following application of this result:

Theorem 3.18 [Scully 2016, Theorem 9.2]. Let $\phi$ be an anisotropic quasilinear quadratic form of dimension $\geq 2$ over $F$ and write $\operatorname{dim} \phi=2^{n}+m$ for uniquely determined integers $n \geq 0$ and $1 \leq m \leq 2^{n}$. Then, for any field extension $L$ of $F$, we either have $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq m$ or $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq m-\mathfrak{i}_{1}(\phi)$.

Remark 3.19. Taking $L=F(\phi)$ here, we see that if $\mathfrak{i}_{1}(\phi)<m$, then $\mathfrak{i}_{1}(\phi) \leq m / 2$. This result will now be subsumed in our Theorem 1.3.

## 4. A motivational example

As a warm-up for the proof of our main result, we will now prove Proposition 1.4. Throughout this section, we assume that $p=2$. By a quasi-Pfister form, we will mean a quasi-Pfister 2 -form. Our assumption on the prime $p$ is imposed for simplicity, but also because we will make use of the following fact already mentioned in the introduction, the analogue of which is unknown when $p>3$ (see [Scully 2016, §4.1]):

Lemma 4.1 (see [Hoffmann 2004, Corollary 7.22]). Let $\phi$ be an anisotropic quasilinear quadratic form of dimension $\geq 2$ over $F$ and let $L$ be a field extension of $F$ such that $\phi_{L}$ is isotropic. Then $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq \mathfrak{i}_{1}(\phi)$.

Now, let $\phi$ be an anisotropic quasilinear quadratic form of dimension $\geq 2$ over $F$ and let $\psi \subset \phi$ be a subform of codimension $\mathfrak{i}_{1}(\phi)$. By Corollary 3.4, $\psi_{F(\phi)}$ is isomorphic to the first higher anisotropic kernel of $\phi$. In the next section, we will prove Theorem 1.5, which asserts that the latter form is divisible by a quasi-Pfister form of dimension $\geq \mathfrak{i}_{1}(\phi)$. Here, we will consider some special situations in which this divisibility property is already visible over the base field $F$. To this end, we will be interested in the following technical condition on the pair $(\phi, \psi)$ :
( $\star$ ) There exist elements $a \in D(\phi) \backslash\{0\}$ and $b \in D(\psi) \backslash\{0\}$ such that $a \neq c(b d+e f)$ for any $c, d, e, f \in D(\psi)$.

Example 4.2. If, in the above situation, we have $\operatorname{ndeg}(\psi)<\operatorname{ndeg}(\phi)$ (equivalently, if $h(\psi)<h(\phi)$; see Corollary 2.40), then ( $\star$ ) holds for the pair $(\phi, \psi)$. Indeed, in this case, $D(\phi)$ is (evidently) not contained in $c N(\psi)$ for any $c \in F$. Since $b d+e f \in N(\psi)$ for every $b, d, e, f \in D(\psi)$, the validity of ( $\star$ ) is immediately verified.

In light of Example 4.2, Proposition 1.4 is subsumed in the following result:
Proposition 4.3. Let $\phi$ be an anisotropic quasilinear quadratic form of dimension $\geq 2$ over $F$ and let $\psi \subset \phi$ be subform of codimension $\mathfrak{i}_{1}(\phi)$ such that the pair $(\phi, \psi)$ satisfies $(\star)$. Then there exist a quasi-Pfister form $\pi$, a subform $\sigma \subset \pi$, an element $\lambda \in D(\phi)$ and a form $\tau$ over $F$ such that $\psi \simeq \pi \otimes \tau$ and $\phi \simeq \psi \perp \lambda \sigma$.

Proof. Let $b \in D(\psi) \backslash\{0\}$ be as in $(\star)$. Then ( $\star$ ) also holds for the pair $(b \phi, b \psi)$. If this were not the case, then, for every $a \in D(\phi)$, we could find $c, d, e, f \in D(\psi)$ such that $b a=b c\left(b^{3} d+b e b f\right)$, or, equivalently, such that $a=b^{2} c(b d+e f)$. But, since $D(\psi)$ is an $F^{2}$-linear subspace of $F$, we have $b^{2} c \in D(\psi)$, and so this would contradict the fact that $(\star)$ holds for the original pair $(\phi, \psi)$. Since the exchange $(\phi, \psi) \rightarrow(b \phi, b \psi)$ does not affect the statement of the proposition, we can therefore assume that $b=1$. In other words, we can assume that $1 \in D(\psi)$ and that:
$\left(\star^{\prime}\right)$ There exists an element $a \in D(\phi) \backslash\{0\}$ such that $a \neq c(d+e f)$ for any $c, d, e, f \in D(\psi)$.
Let us fix $a \in D(\phi) \backslash\{0\}$ as in $\left(\star^{\prime}\right)$. We will now prove that the statement of the proposition holds with $\lambda=a$. First, we note that ( $\star^{\prime}$ ) implies:
(1) $a \notin D(\psi)$.
(2) $\psi_{F_{a u}}$ is anisotropic for every $u \in D(\psi) \backslash\{0\}$.

Indeed, if $a$ were in $D(\psi)$, then we could contradict ( $\star^{\prime}$ ) by taking $c=1, d=a$ and $e=f=0$. Similarly, if $\psi_{F_{a u}}$ were isotropic in (2), then (since $\psi$ is anisotropic) we could find nonzero elements $x, y \in D(\psi)$ such that $a u=x y$ (see Lemma 2.27(2)); taking $c=x^{-1}, d=0, e=y$ and $f=u$, this would again contradict $\left(\star^{\prime}\right)$.

Now, (1) implies that we have $\psi \perp\langle a\rangle \subset \phi$. If $\mathfrak{i}_{1}(\phi)=1$, then the latter inclusion is an isomorphism, and the statement of the proposition holds with $\pi=\sigma=\langle 1\rangle$ and $\tau=\psi$. Assume now that $\mathfrak{i}_{1}(\phi)>1$. Since $1, a \in D(\phi), \phi_{F_{a}}$ is isotropic by Lemma 2.27(2). By Lemma 4.1, it then follows that $\mathfrak{i}_{0}\left(\phi_{F_{a}}\right) \geq \mathfrak{i}_{1}(\phi)$. On the other hand, (2) (with $u=1 \in D(\psi)$ ) shows that $\psi_{F_{a}}$ is anisotropic, and, since $\operatorname{dim} \psi=\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)$, we conclude that $\left(\phi_{F_{a}}\right)_{\text {an }} \simeq \psi_{F_{a}}$. In other words, we have $D\left(\phi_{F_{a}}\right)=D\left(\psi_{F_{a}}\right)=D(\psi)+a D(\psi)$ (where the latter equality holds by Lemma 2.27(1)). By Lemma 2.2, it follows that we can write $\phi \simeq \psi \perp\langle a\rangle \perp a \sigma^{\prime}$ for some form $\sigma^{\prime} \subset \psi$. Let $\sigma=\langle 1\rangle \perp \sigma^{\prime}$, so that $\phi \simeq \psi \perp a \sigma$. As $1 \in D(\psi)$, we have $\sigma \subset \psi$. Since $\sigma$ is anisotropic and represents 1 , Lemma 2.11 shows that $\sigma \subset \sigma_{\text {nor }}$. Thus, in order to complete the proof, it will be enough to prove that $\psi$ is divisible by $\pi=\sigma_{\text {nor }}$. By Corollary 2.20, this amounts to showing that $D(\sigma) \subset G(\psi)$. Let $x \in D(\sigma) \backslash\{0\}$. In order to show that $x \in G(\psi)$, we must check that $x y \in D(\psi)$ for all $y \in D(\psi)$ (see Lemma 2.13). If $y=0$, then there is nothing to prove. Suppose now that $y \neq 0$. Then, by Lemma 2.27(2), $\phi_{F_{a y}}$ is isotropic. On the other hand, $\psi_{F_{a y}}$ is anisotropic by (2). Using Lemma 4.1 in the same way as before, we see that $\left(\phi_{F_{a y}}\right)_{\text {an }} \simeq \psi_{F_{a y}}$, or, equivalently, that $D\left(\phi_{F_{a y}}\right)=D\left(\psi_{F_{a y}}\right)=D(\psi)+a y D(\psi)$. But, letting $u=\sqrt{a y}$, we have $x y=\left(a^{-1} u\right)^{2} a x \in D\left(\phi_{F_{a y}}\right)$. In particular, we can find $u, v \in D(\psi)$ such that $x y=u+a y v$. To complete the proof, it now only remains to show that $v=0$. But, if $v \neq 0$, then we have $a=v^{-1}\left(x+u y^{-1}\right)$, and we obtain a contradiction to $\left(\star^{\prime}\right)$ by taking $c=v^{-1}, d=x, e=u$ and $f=y^{-1}$. The result follows.

In general, it is not always possible to find a subform $\psi \subset \phi$ of codimension $\mathfrak{i}_{1}(\phi)$ such that the pair $(\phi, \psi)$ satisfies condition $(\star)$. Indeed, note that if $\mathfrak{i}_{1}(\phi)=2$ in the situation of Proposition 4.3, then $\phi$ is divisible by the binary (i.e., 2-dimensional) form $\sigma$. The following example, which is directly analogous to an example of Vishik from the characteristic $\neq 2$ theory of quadratic forms, shows that there exist anisotropic quasilinear quadratic forms which have first higher isotropy index equal to 2 , but which are not divisible by a binary form: let $a, b, c, d, e$ be algebraically independent variables over a field $F_{0}$ of characteristic 2, let $F=F_{0}(a, b, c, d, e)$ and consider the anisotropic $F$-form $\phi=\langle\langle a b, a c, a d\rangle\rangle b c d\langle 1, a b, a c, a d\rangle \perp e\langle a, b, c, d\rangle$.
Lemma 4.4 (Vishik; see [Totaro 2009, Lemma 7.1]). In the above situation, we have $\mathfrak{i}_{1}(\phi)=2$, but $\phi$ is not divisible by a binary form.
Proof. We will freely use some basic facts from the theory of symmetric bilinear forms over fields of characteristic 2 . If $B$ is such a form, then $\phi_{B}$ will denote the totally singular quadratic form $v \mapsto B(v, v)$. For all other notation and terminology, the reader is referred to [Elman et al. 2008, Chapter I].

Let $\mathfrak{b}$ be the bilinear form $\langle\langle a b, a c, a d\rangle\rangle_{b} \perp b c d\langle 1, a b, a c, a d\rangle_{b} \perp e\langle a, b, c, d\rangle_{b}$ over $F$, so that $\phi=\phi_{\mathfrak{b}}$. As the reader will immediately verify, we have

$$
\mathfrak{b} \sim \mathfrak{c}:=\left\langle\langle a , b , c , d \rangle _ { b } \perp \left\langle\langle e\rangle_{b} \otimes\langle a, b, c, d\rangle_{b},\right.\right.
$$

where the symbol $\sim$ denotes Witt equivalence. Let $\pi=\langle\langle a, b, c, d\rangle\rangle_{b}$, and let $\pi^{\prime}$ denote the pure subform of $\pi$. Since ndeg $\left(\phi_{\pi}\right)=16<32=\operatorname{ndeg}(\phi)$, Corollary 2.32(2) implies that $\pi_{F(\phi)}$ is anisotropic. At the same time, it follows from Remarks 2.6(4) and the definition of $\phi$ that $e \in D\left(\pi_{F(\phi)}^{\prime}\right)$. Thus, by [Elman et al. 2008, Lemma 6.1], there exists a 3-fold bilinear Pfister form $\eta$ over $F(\phi)$ such that $\pi_{F(\phi)} \simeq\left\langle\langle e\rangle_{b} \otimes \eta\right.$. In particular, $\mathfrak{c}_{F(\phi)}$ is divisible by $\langle e\rangle_{b}$, and so $\mathfrak{i}_{W}\left(\mathfrak{c}_{F(\phi)}\right)$ is even (see [Elman et al. 2008, Proposition 6.22]; $\mathfrak{i}_{W}$ denotes here the Witt index). Since $\operatorname{dim} \mathfrak{c}-\operatorname{dim} \mathfrak{b}=8 \equiv$ $0(\bmod 4)$, it follows that $\mathfrak{i}_{W}\left(\mathfrak{b}_{F(\phi)}\right)$ is also even. In particular, this shows that $\mathfrak{i}_{1}(\phi) \geq 2$ (see [Laghribi 2007, Proposition 5.15]), and to prove that $\mathfrak{i}_{1}(\phi)=2$, it suffices to find a field extension $L$ of $F$ such that $\phi_{L}$ is isotropic but $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq 2$ (see Lemma 4.1). We claim that $L=F_{c d e}$ is such an extension. First, note that since $c d e=(b c d)\left(b^{-1} e\right)$ is a product of two nonzero elements of $D(\phi), \phi_{L}$ is isotropic by Lemma $2.27(2)$. On the other hand, it is easy to see that the codimension-2 subform $\psi=\langle\langle a b, a c, a d\rangle\rangle \perp b c d\langle 1, a b, a c, a d\rangle \perp e\langle c, d\rangle \subset \phi$ remains anisotropic over $L$. Indeed, since

$$
\psi_{L} \simeq\langle\langle a b, a c, a d\rangle\rangle \perp b c d\langle 1, a b, a c, a d\rangle \perp\langle d, c\rangle \subset\langle\langle a, b, c, d\rangle\rangle_{L},
$$

it suffices to check that $\langle\langle a, b, c, d\rangle\rangle$ remains anisotropic over $L$. But, since $c d e \notin$ $\left.F^{2}(a, b, c, d)=N(\langle a, b, c, d\rangle\rangle\right)$, this follows from Lemma 2.27(4). Since the anisotropy of $\psi_{L}$ readily implies that $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq 2$, we have proved our claim.

It now remains to check that $\phi$ is not divisible by a binary form. For the sake of contradiction, suppose instead that $\phi$ is divisible by $\left\langle\langle u\rangle\right.$ for some $u \in F \backslash F^{2}$. We claim that $u \in F^{2}(a b, a c, a d)$. Again, let us assume that this is not the case. Then the quasi-Pfister form $\tau=\langle\langle a b, a c, a d\rangle\rangle$ remains anisotropic over $F_{u}$ by Lemma 2.27(4). Let $\sigma=\tau \perp\langle b c d\rangle \subset \phi$ and $\eta=\tau \perp\langle a e\rangle \subset \phi$. Since $\mathfrak{i}_{0}\left(\phi_{F_{u}}\right)=\frac{1}{2} \operatorname{dim} \phi=8$ (Lemma 2.27(6)), and since $\operatorname{dim} \sigma=\operatorname{dim} \eta=9$, both $\sigma_{F_{u}}$ and $\eta_{F_{u}}$ are necessarily isotropic. Since $\tau_{F_{u}}$ is anisotropic, this means that $b c d, a e \in D\left(\tau_{F_{u}}\right)=F^{2}(a b, a c, a d, u)$. But this implies that $F^{2}(a, b, c, d, e) \subseteq$ $F^{2}(a b, a c, a d, u)$, thus contradicting the fact that the elements $a, b, c, d, e$ are algebraically independent over $F_{0}$. This proves our claim, and so we can write $u=v+w$ for some $v \in D(\langle 1, a b, a c, a d\rangle)$ and $w \in D(\langle b c, b d, c d, a b c d\rangle)$. Now, Lemma 2.27(6) implies that $u \in G(\phi)$. In particular, applying Lemma 2.13 to the elements $a e, a c d, a b d \in D(\phi)$, we see that
(1) $a e u \in D(\phi)$,
(2) $a c d u \in D(\phi)$, and
(3) $a b d u \in D(\phi)$.

We can now complete the proof: first, note that we have aev $\in D(\phi)$, since $a e\langle 1, a b, a c, a d\rangle \simeq e\langle a, b, c, d\rangle \subset \phi$. By (1), this implies that $a e w \in D(\phi)$. Note however that $a e\langle b c, b d, c d, a b c d\rangle \simeq\langle a b c e, a b d e, a c d e, b c d e\rangle$, and the latter form does not represent any nonzero element of $D(\phi)$. It follows that $w=0$, and so $u \in D(\langle 1, a b, a c, a d\rangle)$. Next, consider the form $\rho=a c d\langle 1, a b, a c, a d\rangle \simeq$ $\langle a c d, b c d, c, d\rangle$. By (2), we have $a c d u \in D(\rho) \cap D(\phi)$. Since the elements $a, b, c, d, e$ are algebraically independent over $F_{0}$, direct inspection shows that the former intersection is equal to $a c d D(\langle 1, a b\rangle)$, and so $u \in D(\langle 1, a b\rangle)$. Finally, we can use (3) in a similar way to show that $u \in F^{2}$, thus providing us with the needed contradiction. The lemma is proved.

In fact, Vishik's example shows more: it is generally not possible to find a subform $\psi \subset \phi$ of codimension $\mathfrak{i}_{1}(\phi)$ such that the pair $(\phi, \psi)$ satisfies condition ( $\star$ ), even after making arbitrary rational extensions of $F$ - this stronger assertion follows from Lemma 2.35. This leads us to consider the possibility that decompositions of the kind suggested by Proposition 4.3 may be found by passing to suitable transcendental extensions of the base field, and, ultimately, to our main result. Nevertheless, it is still interesting to ask for conditions on $\phi$ (or, more specifically, on the Knebusch splitting pattern of $\phi$ ) which automatically ensure the existence of the needed subform $\psi$. To this end, it is natural to look to the extremities where $\phi$ is "far from generic" (e.g., where $\mathfrak{i}_{1}(\phi)$ is "large"). The basic example is provided here by Proposition 2.39, which characterizes (scalar multiples of) anisotropic quasi-Pfister forms in terms of $\mathfrak{i}_{1}$, and one can hope that similar characterizations
exist for "sufficiently simple" forms (see also Theorem 6.8 below). A better understanding of all these problems would have important implications for the study of symmetric bilinear forms of "low complexity" (e.g., of "small" height) in characteristic 2.

## 5. Main theorem

We are now ready to give the proof of Theorem 1.5. In order to treat the case where $p>2$, the statement needs to be modified as follows:
Theorem 5.1. Let $\phi$ be an anisotropic quasilinear $p$-form of dimension $\geq 2$ over $F$ and let $s$ be the smallest nonnegative integer such that $p^{s} \geq \mathfrak{i}_{1}(\phi)$. If $\phi$ is not a quasi-Pfister p-neighbor, then $\phi_{1}$ is divisible by an $s$-fold quasi-Pfister p-form.
Remark 5.2. Nothing is lost here by assuming that $\phi$ is not a quasi-Pfister $p$-neighbor. Indeed, if $\phi$ is a quasi-Pfister $p$-neighbor, and $n$ denotes the smallest nonnegative integer such that $p^{n+1} \geq \operatorname{dim} \phi$, then $\phi_{1}$ is similar to an $n$-fold quasi-Pfister $p$-form by Corollary 3.11. If $p=2$, then we have $\mathfrak{i}_{1}(\phi) \leq \frac{1}{2} \operatorname{dim} \phi \leq 2^{n}$ by Proposition 2.39, so that $n \geq s$, where $s$ is the integer defined in the statement of the theorem. Note, however, that if $p>2$, then $n$ may be strictly smaller than $s$ (again, see Corollary 3.11). This explains why the additional hypothesis is needed here, but not in the statement of Theorem 1.5 (i.e., the case where $p=2$ ).
Proof. To simplify the notation, we will write $\mathfrak{i}_{1}$ instead of $\mathfrak{i}_{1}(\phi)$ in what follows. If $\mathfrak{i}_{1}=1$, then the statement of the theorem holds trivially. We therefore assume henceforth that $\mathfrak{i}_{1}>1$. After multiplying $\phi$ by a nonzero scalar if necessary, we may also assume that $1 \in D(\phi)$. In particular, we can find $a_{1}, \ldots, a_{n} \in F$ such that $\phi \simeq\left\langle 1, a_{1}, \ldots, a_{n}\right\rangle$. For the remainder of the proof, we let $\phi^{\prime}=\left\langle a_{1}, \ldots, a_{n}\right\rangle$, and we write $\phi^{\prime}(T)$ for the "generic value" of $\phi^{\prime}$, i.e., $\phi^{\prime}(T)=\sum_{i=1}^{n} a_{i} T_{i}^{p} \in F[T]$, where $T=\left(T_{1}, \ldots, T_{n}\right)$ is a tuple of algebraically independent variables over $F$. By Corollary 3.9, the function field $F(\phi)$ is $F$-isomorphic to $F\left[\phi^{\prime}\right]$, and may therefore be identified with $\operatorname{Frac}\left(F[T] /\left(\phi^{\prime}(T)\right)\right.$ ) (see Remarks 2.6(1)). Fixing this identification henceforth, we will write $\bar{f}$ for the image of a polynomial $f \in F[T]$ under the canonical $F$-algebra homomorphism $F[T] \rightarrow F(\phi)$. We will also write $m(f)$ for the multiplicity $\operatorname{mult}_{\phi^{\prime}(T)}(f)$ of $\phi^{\prime}(T)$ in $f$, i.e., the largest integer $k$ such that $f=\phi^{\prime}(T)^{k} h$ for some $h \in F[T]$. Note here that we have $\bar{f} \neq 0$ if and only if $m(f)=0$.

Now, let $\psi \subset \phi$ be any subform of codimension $\mathfrak{i}_{1}(\phi)$ such that $1 \in D(\psi)$. Then:
Lemma 5.3. In the above situation, we can find elements $g_{i, j} \in D\left(\psi_{F[T]}\right)\left(1 \leq i<\mathfrak{i}_{1}\right.$, $1 \leq j<p$ ) such that

$$
\phi_{F(T)} \simeq \psi_{F(T)} \oplus \phi^{\prime}(T)\left\langle 1, f_{1}, \ldots, f_{\mathbf{i}_{1}-1}\right\rangle
$$

where $f_{i}=\sum_{j=1}^{p-1} g_{i, j} \phi^{\prime}(T)^{j-1}$ for each $1 \leq i<\mathfrak{i}_{1}$.

Proof. First, let us note that $\phi^{\prime}(T) \notin D\left(\psi_{F(T)}\right)$. Indeed, if $\psi_{F(T)}$ were to represent $\phi^{\prime}(T)$, then it would follow from Theorem 2.23 that $a_{1}, \ldots, a_{n} \in D(\psi)$. Since $1 \in D(\psi)$ by hypothesis, this would imply that $D(\phi) \subseteq D(\psi)$, or, equivalently, that $\phi \subset \psi$ (see Proposition 2.3), which is impossible for dimension reasons (recall here that $\mathfrak{i}_{1}>1$ by assumption). It follows that $\psi_{F(T)} \oplus\left\langle\phi^{\prime}(T)\right\rangle$ is anisotropic, and so $\psi_{F(T)} \oplus\left\langle\phi^{\prime}(T)\right\rangle \subset \phi_{F(T)}$ by Proposition 2.3. Now, the affine function field $F[\phi]$ may be identified (over $F$ ) with the field $K=F(T)_{\phi^{\prime}(T)}$ (see Remarks 2.6(1)). Since $F[\phi]$ is $F$-isomorphic to a purely transcendental extension of $F(\phi)$ (Remarks 2.6(2)), Corollary 3.4 and Lemma 2.26 together imply that $\psi_{K} \simeq\left(\phi_{K}\right)_{\mathrm{an}}$. In particular, we have $D\left(\phi_{F(T)}\right) \subset D\left(\phi_{K}\right)=D\left(\psi_{K}\right)=$ $\sum_{j=0}^{p-1} D\left(\psi_{F(T)}\right) \phi^{\prime}(T)^{j}$ (where the last equality holds by Lemma 2.27(1)). Thus, by Lemma 2.2, we can complete the subform inclusion $\psi_{F(T)} \oplus\left\langle\phi^{\prime}(T)\right\rangle \subset \phi_{F(T)}$ to an isomorphism $\phi_{F(T)} \simeq \psi_{F(T)} \oplus\left\langle\phi^{\prime}(T)\right\rangle \oplus\left\langle f_{1}^{\prime}, \ldots, f_{\mathfrak{i}_{1}-1}^{\prime}\right\rangle$, where, for each $i$, we have $f_{i}^{\prime}=\sum_{j=0}^{p-1} g_{i, j} \phi^{\prime}(T)^{j}$ for some $g_{i, j} \in D\left(\psi_{F(T)}\right)$. Note, however, that every element of $D\left(\psi_{F(T)}\right)$ is (trivially) the ratio of an element of $D\left(\psi_{F[T]}\right)$ and a $p$-th power in $F[T]$. Since multiplying the $f_{i}^{\prime}$ by $p$-th powers in $F[T]$ does not change the $F(T)$-form $\left\langle f_{1}^{\prime}, \ldots, f_{\mathfrak{i}_{1}-1}^{\prime}\right\rangle$ up to isomorphism (see Lemma 2.2), we can arrange it so that the $g_{i, j}$ belong to $D\left(\psi_{F[T]}\right)$. Similarly, since subtracting elements of $D\left(\psi_{F(T)}\right)$ from the $f_{i}^{\prime}$ does not change the isomorphism class of $\psi_{F(T)} \oplus\left\langle f_{1}^{\prime}, \ldots, f_{\mathfrak{i}_{1}-1}^{\prime}\right\rangle$ (again, see Lemma 2.2), we can also arrange it so that $g_{i, 0}=0$ for all $i$. The remaining $g_{i, j}$ then satisfy the statement of the lemma.

Let us now fix elements $g_{i, j} \in D\left(\psi_{F[T]}\right)$ (and the associated polynomials $f_{i}$ ) satisfying the statement of Lemma 5.3. We are searching here for a sufficiently large quasi-Pfister divisor of $\phi_{1}$, and we would like to try to build this quasi-Pfister $p$-form from the elements $g_{i, 1}$. The basic point here is the following:

Lemma 5.4. In the above situation, we have $\overline{g_{i, 1}} b \in D\left(\phi_{1}\right)$ for all $b \in D(\psi)$ and all $1 \leq i<\mathfrak{i}_{1}$.

Proof. If $b=0$, then the statement is trivial. Let us now fix $b \in D(\psi) \backslash\{0\}$. We will need another lemma:

Lemma 5.5. In the above situation, there exist elements $s_{i, j} \in D\left(\psi_{F[T]}\right)$ and $t_{i, j} \in F[T] \backslash\{0\}\left(1 \leq i<\mathfrak{i}_{1}, 0 \leq j<p\right)$ such that, for every $1 \leq i<\mathfrak{i}_{1}$, we have:
(1) $b f_{i}=\sum_{j=0}^{p-1}\left(s_{i, j} / t_{i, j}^{p}\right)\left(\phi^{\prime}(T)^{j} / b^{j}\right)$ in $F(T)$.
(2) For each $0 \leq j<p$, at least one of $\overline{s_{i, j}}$ and $\overline{t_{i, j}}$ is nonzero.

Proof. Let $1 \leq i<\mathfrak{i}_{1}$, and consider the field $L=F(T)_{u}$, where $u=\phi^{\prime}(T) / b$. In view of Remarks 2.6(1), $L$ is $F$-isomorphic to the affine function field $F[\eta$ ], where $\eta$ denotes the $F$-form $\langle b\rangle \perp \phi^{\prime}$. Now, since $b \in D(\psi)$, and since $\psi \subset \phi$, we have $D\left(\phi^{\prime}\right) \subseteq D(\eta) \subseteq D(\phi)$. In particular, if $\eta \not \approx \phi$, then it follows from Lemma 2.2 that
$\eta_{\mathrm{an}} \simeq \phi^{\prime}$. Either way, we see that $L$ is $F$-isomorphic to a degree-1 purely transcendental extension of $F(\phi)$ — in the first case, see Remarks 2.6(2); in the second, see Remarks 2.6(3) and Corollary 3.9. By Corollary 3.4 and Lemma 2.26, it follows that $\psi_{L} \simeq\left(\phi_{L}\right)_{\mathrm{an}}$. In other words, we have $D\left(\phi_{L}\right)=D\left(\psi_{L}\right)=\sum_{j=0}^{p-1} D\left(\psi_{F(T)}\right) u^{j}$ (again, see Lemma 2.27(1) for the final equality). Now, since $u$ is a $p$-th power in $L$, we have $b f_{i}=\phi^{\prime}(T) f_{i} / u \in D\left(\phi_{L}\right)$. We can therefore write $b f_{i}=\sum_{i=0}^{p-1} q_{j} u^{j}$ for some $q_{j} \in D\left(\psi_{F(T)}\right)$. Since every element of $D\left(\psi_{F(T)}\right)$ is the quotient of an element of $D\left(\psi_{F[T]}\right)$ and a $p$-th power in $F[T]$, and since $u=\phi^{\prime}(T) / b$, this shows that we can find elements $s_{i, j} \in D\left(\psi_{F[T]}\right)$ and $t_{i, j} \in F[T] \backslash\{0\}$ such that (1) holds. Finally, since $\psi_{F(\phi)}$ is anisotropic, Proposition 2.33 implies that $m\left(s_{i, j}\right) \equiv 0(\bmod p)$ for all $0 \leq j<p$. For each such $j$, let $m_{j}=\min \left(m\left(s_{i, j}\right), p m\left(t_{i, j}\right)\right)$, and put $s_{i, j}^{\prime}=s_{i, j} / \phi^{\prime}(T)^{m_{j}}$ and $t_{i, j}^{\prime}=t_{i, j} / \phi^{\prime}(T)^{m_{j} / p}$. Then, by Theorem 2.23, we again have $s_{i, j}^{\prime} \in D\left(\psi_{F[T]}\right)$. Thus, replacing $s_{i, j}$ by $s_{i, j}^{\prime}$ and $t_{i, j}$ by $t_{i, j}^{\prime}$ (for each $j$ ), we arrive at the situation where, for any $j$, either $m\left(s_{i, j}\right)=0$ or $m\left(t_{i, j}\right)=0$. In other words, at least one of $\overline{s_{i, j}}$ and $\overline{i_{i, j}}$ is nonzero, as we wanted.

Returning now to the proof of Lemma 5.4, let $s_{i, j} \in D\left(\psi_{F[T]}\right)$ and $t_{i, j} \in F[T] \backslash\{0\}$ be as in Lemma 5.5. In particular, we have the equation

$$
\sum_{l=1}^{p-1} b g_{i, l} \phi^{\prime}(T)^{l-1}=b f_{i}=\sum_{j=0}^{p-1} \frac{s_{i, j}}{t_{i, j}^{p}} \frac{\phi^{\prime}(T)^{j}}{b^{j}}
$$

in $F(T)$. Clearing denominators, we obtain

$$
\begin{equation*}
\prod_{k} t_{i, k}^{p} \sum_{l=1}^{p-1} b g_{i, l} \phi^{\prime}(T)^{l-1}=\sum_{j=0}^{p-1} \prod_{k \neq j} t_{i, k}^{p} s_{i, j} \frac{\phi^{\prime}(T)^{j}}{b^{j}} \tag{5-1}
\end{equation*}
$$

Now, we claim that, for all $0 \leq j<p$, we have $\overline{t_{i, j}} \neq 0$, or, equivalently, $m\left(t_{i, j}\right)=0$. To see this, let $m=\min \left\{\sum_{k \neq j} m\left(t_{i, k}\right) \mid 0 \leq j<p\right\}$. Then our claim amounts to the assertion that $m=\sum_{k=0}^{p-1} m\left(t_{i, k}\right)$. Suppose that this is not the case, and let $0 \leq j<p$ be minimal so that $\sum_{k \neq j} m\left(t_{i, k}\right)=m$. Then, reducing both sides of (5-1) modulo $\phi^{\prime}(T)^{p m+j+1}$, we see that $s_{i, j} \equiv 0\left(\bmod \phi^{\prime}(T)\right)$. In other words, we have $\overline{s_{i, j}}=0$. By the choice of the $s_{i, j}$ and $t_{i, j}$, this implies that $\overline{t_{i, j}} \neq 0$, or, equivalently, that $m\left(t_{i, j}\right)=0$. But then $m=\sum_{k \neq j} m\left(t_{i, k}\right)=\sum_{k=0}^{p-1} m\left(t_{i, k}\right)$, which contradicts our assumption. The claim is therefore proved, and so, reducing (5-1) modulo $\phi^{\prime}(T)$ and dividing through by $\prod_{k} \overline{t_{i, k}} p$, we obtain the equality $\overline{g_{i, 1}} b=\overline{s_{i, 0}} / \overline{t_{i, 0}} p$ in $F(\phi)$. As $s_{i, 0} \in D\left(\psi_{F[T]}\right)$, this shows that $\overline{g_{i, 1}} b \in D\left(\psi_{F(\phi)}\right)$. But since $\psi_{F(\phi)} \simeq \phi_{1}$, we have $D\left(\psi_{F(\phi)}\right)=D\left(\phi_{1}\right)$, and the lemma is therefore proved.

Continuing with the proof of Theorem 5.1, let us now choose elements $g_{i, j}$ in $D\left(\psi_{F[T]}\right)$ as in the statement of Lemma 5.3 so that the integer $\sum_{i=1}^{\mathfrak{i}_{1}-1} \operatorname{deg}_{T_{1}}\left(g_{i, 1}\right)$ is minimal, where $\operatorname{deg}_{T_{1}}(g)$ denotes the degree of any $g \in F[T]$ viewed as an element
of the ring $F\left(T_{2}, \ldots, T_{n}\right)\left[T_{1}\right]$, i.e., as a polynomial in the single variable $T_{1}$ (with the added convention that $\operatorname{deg}_{T_{1}}(0)=0$ ). Consider the form $\sigma=\left\langle 1, \overline{g_{1,1}}, \ldots, \overline{g_{i_{1}-1,1}}\right\rangle$ over $F(\phi)$. The final step in the proof of the theorem will be to prove the following statement:

Lemma 5.6. In the above situation, $\sigma$ is anisotropic.
Before proving the lemma, let us explain how this concludes the proof of Theorem 5.1. First, we claim that $\phi_{1}$ is divisible by the quasi-Pfister $p$-form $\sigma_{\text {nor }}$. By Corollary 2.20 , this amounts to checking that $D(\sigma) \subseteq G\left(\phi_{1}\right)$. Since $G\left(\phi_{1}\right)$ is a subfield of $F$ containing $F^{p}$ (Corollary 2.15), it suffices to show here that $\overline{g_{i, 1}} \in G\left(\phi_{1}\right)$ for all $1 \leq i<\mathfrak{i}_{1}$. But by Lemma 2.13, this is equivalent to showing that, for all such $i$, we have $\overline{g_{i, 1}} D\left(\phi_{1}\right) \subseteq D\left(\phi_{1}\right)$. Since $D\left(\phi_{1}\right)=D\left(\psi_{F(\phi)}\right)$ is spanned as an $F(\phi)^{p}$-vector space by $D(\psi)$, this follows immediately from Lemma 5.4. The claim is therefore proved, and to finish the proof of the theorem, it only remains to check that $\operatorname{dim} \sigma_{\text {nor }} \geq p^{s}$. But, $\sigma$ is anisotropic by Lemma 5.6 , and so $\sigma \subset \sigma_{\text {nor }}$ by Lemma 2.11. In particular, we have $\operatorname{dim} \sigma_{\text {nor }} \geq \operatorname{dim} \sigma=\mathfrak{i}_{1}$, which is precisely the assertion that $\operatorname{dim} \sigma_{\text {nor }} \geq p^{s}$ (because $\operatorname{dim} \sigma_{\text {nor }}$ is necessarily a power of $p$ ). Now, in order to prove Lemma 5.6, we need another auxiliary statement:
Lemma 5.7. If $\sigma$ is isotropic, then $p>2$, and there exist polynomials $g_{j} \in D\left(\psi_{F[T]}\right)$ $(1 \leq j<p)$ and an integer $2 \leq k<p$ such that:
(1) $\sum_{j=1}^{p-1} g_{j} \phi^{\prime}(T)^{j} \in D\left(\phi_{F[T]}\right)$.
(2) $m\left(g_{l}\right)>0$ for all $1 \leq l<k$.
(3) $m\left(g_{k}\right)=0$.

Proof. If $\sigma$ is isotropic, then since $\phi^{\prime}(T)$ is a Fermat-type polynomial of degree $p$, we can find an integer $1 \leq m \leq p$ and polynomials $h_{0}, \ldots, h_{\mathfrak{i}_{1}-1}, h \in F[T]$ such that:
(i) $h_{0}^{p}+g_{1,1} h_{1}^{p}+\cdots+g_{\mathbf{i}_{1}-1,1} h_{\mathbf{i}_{1}-1}^{p}=\phi^{\prime}(T)^{m} h$ in $F[T]$.
(ii) $\operatorname{deg}_{T_{1}}\left(h_{i}\right)<p$ for all $0 \leq i<\mathfrak{i}_{1}$.
(iii) $\overline{h_{i}} \neq 0$ for some $1 \leq i<\mathfrak{i}_{1}$.

First, let us note that we have $\phi^{\prime}(T)^{m} h \in D\left(\psi_{F[T]}\right)$ by (i) and the definition of the elements $g_{i, 1}$. Since $\psi_{F(\phi)}$ is anisotropic, it follows from Proposition 2.33 that $h=0$ or $m=p$. Either way, we can assume henceforth that $m=p$. Now, by (iii), there exists an $1 \leq l<\mathfrak{i}_{1}$ such that $h_{l} \neq 0$. Among all such integers $l$, let us fix one so that $\operatorname{deg}_{T_{1}}\left(g_{l, 1} h_{l}^{p}\right)$ is maximal. Consider now the polynomial $f=h_{0}^{p}+\sum_{k=1}^{\mathfrak{i}_{1}-1} f_{k} h_{k}^{p} \in$ $F[T]$, where the $f_{k}$ are as in the statement of Lemma 5.3. Since $h_{l} \neq 0$, Lemma 2.2 implies that $\left\langle 1, f_{1}, \ldots, f_{\mathrm{i}_{1}-1}\right\rangle \simeq\left\langle 1, f_{1}, \ldots, f_{l-1}, f, f_{l+1}, \ldots, f_{\mathrm{i}_{1}-1}\right\rangle$ as $F(T)$-forms. In particular, we have

$$
\begin{equation*}
\phi_{F(T)} \simeq \psi_{F(T)} \oplus \phi^{\prime}(T)\left\langle 1, f_{1}, \ldots, f_{l-1}, f, f_{l+1}, \ldots, f_{\mathrm{i}_{1}-1}\right\rangle \tag{5-2}
\end{equation*}
$$

Now, by definition, $f=\sum_{j=1}^{p-1} g_{j}^{\prime} \phi^{\prime}(T)^{j-1}$, where $g_{1}^{\prime}=\phi^{\prime}(T)^{m} h \in D\left(\psi_{F[T]}\right)$ and $g_{j}^{\prime}=\sum_{k=1}^{\mathfrak{i}_{1}-1} g_{k, j} h_{k}^{p} \in D\left(\psi_{F[T]}\right)$ for all $2 \leq i<p$. Let $r=\min \left\{m\left(g_{j}^{\prime}\right) \mid 1 \leq j<p\right\}$. Since $g_{j}^{\prime} \in D\left(\psi_{F[T]}\right)$ for all $j$, and since $\psi_{F(\phi)}$ is anisotropic, another application of Proposition 2.33 shows that $r \equiv 0(\bmod p)$. In particular, for each $j \geq 1$, we have $g_{j}:=g_{j}^{\prime} / \phi^{\prime}(T)^{r} \in D\left(\psi_{F[T]}\right)$. In view of (5-2), it follows that the exchange $g_{l, j} \rightarrow g_{j}$ does not alter the statement of Lemma 5.3. By our choice of the $g_{i, j}$, we therefore have

$$
\begin{equation*}
\operatorname{deg}_{T_{1}}\left(\phi^{\prime}(T)^{p-r} h\right)=\operatorname{deg}_{T_{1}}\left(g_{1}\right) \geq \operatorname{deg}_{T_{1}}\left(g_{l, 1}\right) \tag{5-3}
\end{equation*}
$$

Now, we claim that the elements $g_{j}$ (together with an appropriate integer $k$ ) satisfy the conditions of the lemma. We have already seen here the validity of (1). At the same time, we have $m\left(g_{j}\right)=0$ for some $j \geq 1$ by construction. Thus, in order to prove the existence of an integer $k$ such that (2) and (3) are satisfied, we just need to check that $m\left(g_{1}\right)>0$. Recall again that we have $g_{1}=\phi^{\prime}(T)^{p-r} h$. If $h=0$, then there is nothing to prove. Suppose now that $h \neq 0$. By (i) and the choice of the integer $l$, we have $\operatorname{deg}_{T_{1}}\left(g_{l, 1} h_{l}^{p}\right) \geq \operatorname{deg}_{T_{1}}\left(\phi^{\prime}(T)^{p} h\right) \geq p^{2}+\operatorname{deg}_{T_{1}}(h)$. Since $\operatorname{deg}_{T_{1}}\left(h_{l}\right)<p$ (by (ii)), it follows that $\operatorname{deg}_{T_{1}}\left(g_{l, 1}\right)>\operatorname{deg}_{T_{1}}(h)$. In view of (5-3), we see that $r=0$ in this case. In particular, we have $g_{1}=\phi^{\prime}(T)^{p} h$, and so $m\left(g_{1}\right) \geq p>0$, as we wanted.

We are now ready to prove Lemma 5.6 and thus complete the proof of Theorem 5.1. If $p=2$, then the statement was already proved in Lemma 5.7. Suppose now that $p>2$, and assume for the sake of contradiction that $\sigma$ is isotropic. Let $g_{j}$ $(1 \leq j<p)$ and $k$ be as in the statement of Lemma 5.7. By condition (2) of the lemma, we can, for each $l<k$, write $g_{l}=\phi^{\prime}(T)^{m_{l}} h_{l}$ for some positive integer $m_{l}$ and some polynomial $h_{l}$. By a now familiar application of Proposition 2.33, we have $m_{l} \equiv 0(\bmod p)$ for every such $l$. In particular, the $m_{l}$ are all strictly larger than $k$. Now, by condition (1) of the lemma, the element
$\phi^{\prime}(T)^{k}\left(g_{k}+g_{k-1} \phi^{\prime}(T)+\cdots+g_{i_{1}-1} \phi^{\prime}(T)^{p-k-1}+h_{1} \phi^{\prime}(T)^{m_{1}-k}+\cdots+h_{k-1} \phi^{\prime}(T)^{m_{k-1}-k}\right)$
lies in $D\left(\phi_{F[T]}\right)$. Using the very same argument as that used to prove Lemma 5.4 above (and the fact that the integers $m_{l}-k(l<k)$ are all positive), one readily shows that $b^{k} \overline{g_{k}} \in D\left(\phi_{1}\right)$ for every $b \in D(\psi)$. Note, however, that $\overline{g_{k}} \neq 0$ by condition (3) of Lemma 5.7. Since $2 \leq k<p$, and since $\phi_{1} \simeq \psi_{F(\phi)}$, it follows from Lemma 2.22 that $\phi_{1}$ is a quasi-Pfister $p$-form. But, by Corollary 3.11, this in turn implies that $\phi$ is a quasi-Pfister $p$-neighbor, thus contradicting our original hypothesis. The lemma and theorem are therefore proved.

## 6. First applications of the main theorem

We now give the basic applications of Theorem 1.5.

6A. Possible values of the Knebusch splitting pattern. Let $\phi$ be a quasilinear $p$-form of dimension $\geq 2$ over $F$. In the previous section we have shown that the first higher anisotropic kernel $\phi_{1}$ of $\phi$ is divisible by a quasi-Pfister $p$-form of dimension $\geq \mathfrak{i}_{1}(\phi)$, provided that $\phi_{\text {an }}$ is not a quasi-Pfister $p$-neighbor. In the terminology of Section 2 K , this amounts to the assertion that if $h_{\mathrm{qp}}(\phi) \geq 2$, then $\mathfrak{d}_{1}(\phi) \geq \log _{p}\left(\mathfrak{i}_{1}(\phi)\right)$ (here we are also making use Corollary 3.11). By virtue of the inductive nature of the Knebusch splitting tower construction, we also obtain analogous restrictions on the higher isotropy indices $\mathfrak{i}_{r}(\phi)\left(2 \leq r<h_{\mathrm{qp}}(\phi)\right)$ in terms of the corresponding higher divisibility indices $\mathfrak{D}_{r}(\phi)$. Taking the observations of Section 2 K into account, our results may be summarized as follows:
Theorem 6.1. Let $\phi$ be a quasilinear p-form over $F$ and let $d=h(\phi)-h_{\mathrm{qp}}(\phi)$. Then:
(1) $\mathfrak{i}(\phi)=\left(\mathfrak{i}_{1}(\phi), \ldots, \mathfrak{i}_{h_{\mathrm{qp}}(\phi)}(\phi), p^{d}-p^{d-1}, p^{d-1}-p^{d-2}, \ldots, p^{2}-p, p-1\right)$.
(2) $\mathfrak{i}_{h_{\mathrm{qp}}}(\phi)=\operatorname{dim} \phi-\mathfrak{j}_{h_{\mathrm{qp}}(\phi)-1}(\phi)-p^{d}<p^{d+1}-p^{d}$.
(3) $\mathfrak{d}(\phi)=\left(\mathfrak{d}_{0}(\phi), \ldots, \mathfrak{d}_{h_{\text {qp }}(\phi)-1}(\phi), d, d-1, \ldots, 1,0\right)$.
(4) $\mathfrak{d}_{0}(\phi) \leq \mathfrak{d}_{1}(\phi) \leq \cdots \leq \mathfrak{d}_{h_{\mathrm{qp}}(\phi)}=d$.
(5) $\mathfrak{i}_{r}(\phi) \equiv 0\left(\bmod p^{\boldsymbol{D}_{r-1}(\phi)}\right)$ for all $1 \leq r<h_{\mathrm{qp}}(\phi)$.
(6) $\mathfrak{d}_{r}(\phi) \geq \log _{p}\left(\mathfrak{i}_{r}(\phi)\right)$ for all $1 \leq r<h_{\mathrm{qp}}(\phi)$.
(7) For every $1 \leq r<h_{\mathrm{qp}}(\phi), \mathfrak{i}_{r}(\phi)-1$ is the remainder of $\operatorname{dim} \phi-\mathfrak{j}_{r-1}(\phi)-1$ modulo $p^{\mathfrak{D}_{r}(\phi)}$.

Proof. Parts (1), (2), (3), (4) and (5) are the statements comprising Lemmas 2.42, 2.43, 2.44 and Corollary 2.45. Since $\mathfrak{i}_{r}(\phi)=\mathfrak{i}_{1}\left(\phi_{r-1}\right), \mathfrak{d}_{r}(\phi)=\mathfrak{d}_{1}\left(\phi_{r-1}\right)$ and $\operatorname{dim} \phi_{r-1}=\operatorname{dim} \phi-\mathfrak{j}_{r-1}(\phi)$ for all $1 \leq r \leq h(\phi)$, parts (6) and (7) follow immediately from Theorem 5.1 and Corollary 3.11.

In order to highlight the general shape of the Knebusch splitting pattern exposed by Theorem 6.1, it is worth writing down the following result explicitly (here the notation $a \mid b$ means that $a$ divides $b$ ):

Corollary 6.2. Let $\phi$ be a quasilinear $p$-form over $F$. Then

$$
\mathfrak{i}_{1}(\phi) \leq p^{\mathfrak{J}_{1}(\phi)}\left|\mathfrak{i}_{2}(\phi) \leq p^{\mathfrak{D}_{2}(\phi)}\right| \cdots\left|\mathfrak{i}_{h_{\text {qp }}(\phi)-1}(\phi) \leq p^{\mathfrak{D}_{\text {hpp }}(\phi)-1(\phi)}\right| \mathfrak{i}_{h_{\text {qp }}(\phi)}(\phi) .
$$

Remark 6.3. In the special case where $p=2$, the chain of inequalities

$$
\mathfrak{i}_{1}(\phi) \leq \mathfrak{i}_{2}(\phi) \leq \cdots \leq \mathfrak{i}_{\mathfrak{h q p}_{\text {qp }}(\phi)}(\phi)
$$

was previously obtained in [Scully 2016, Theorem 9.5] using Proposition 3.16. Here, we have given a more precise and natural explanation of this phenomenon.

We now show that, as far as the Knebusch splitting pattern is concerned, one cannot do any better than Theorem 6.1 in general:

Proposition 6.4. Let $n$ be any positive integer. Suppose that we are given a nonnegative integer $k \leq n$ and two sequences $\left(\mathfrak{d}_{0}, \mathfrak{d}_{1}, \ldots, \mathfrak{d}_{k}=d\right)$ and $\left(\mathfrak{i}_{1}, \ldots, \mathfrak{i}_{k}\right)$ of $k+1$ and $k$ nonnegative integers, respectively, such that the following conditions hold:
(i) $\mathfrak{i}_{k}=n-\sum_{j=1}^{k-1} \mathfrak{i}_{j}-p^{d}<p^{d+1}-p^{d}$.
(ii) $\mathfrak{d}_{0} \leq \mathfrak{d}_{1} \leq \cdots \leq \mathfrak{d}_{k}=d$.
(iii) $1 \leq \mathfrak{i}_{r} \equiv 0\left(\bmod p^{\mathfrak{o}_{r-1}}\right)$ for all $1 \leq r<k$.
(iv) $\mathfrak{d}_{r} \geq \log _{p}\left(\mathfrak{i}_{r}\right)$ for all $1 \leq r<k$.
(v) For every $1 \leq r<k, \mathfrak{i}_{r}-1$ is the remainder of $n-\left(\sum_{j=1}^{r-1} \mathfrak{i}_{j}\right)-1$ modulo $p^{\mathfrak{D}_{r}}$. Then there exists a (purely transcendental) field extension $L$ of $F$ and an anisotropic quasilinear p-form $\phi$ of dimension $n$ over $L$ such that:
(1) $h_{\mathrm{qp}}(\phi)=k$.
(2) $h(\phi)=k+d$.
(3) $\mathfrak{d}(\phi)=\left(\mathfrak{d}_{0}(\phi), \ldots, \mathfrak{d}_{k-1}(\phi), d, d-1, \ldots, 1,0\right)$.
(4) $\mathfrak{d}_{r}(\phi) \geq \mathfrak{d}_{r}$ for all $0 \leq r<k$.
(5) $\mathfrak{i}(\phi)=\left(\mathfrak{i}_{1}, \ldots, \mathfrak{i}_{k}, p^{d}-p^{d-1}, p^{d-1}-p^{d-2}, \ldots, p^{2}-p, p-1\right)$.

Proof. We argue by induction on $k$. If $k=0$, then Proposition 2.39 shows that we can take $L=F(T)$ and $\phi=\left\langle\left\langle T_{1}, \ldots, T_{d}\right\rangle\right\rangle$, where $T=\left(T_{1}, \ldots, T_{d}\right)$ is a $d$-tuple of algebraically independent variables over $F$. Suppose now that $k>0$, and let $n^{\prime}=\left(n-\mathfrak{i}_{1}\right) / p^{\mathfrak{d}_{1}}$ and $\mathfrak{i}_{r}^{\prime}=\mathfrak{i}_{r+1} / p^{\mathfrak{d}_{1}}$ for all $1 \leq r<k$. By our hypotheses, these ratios are, in fact, positive integers. Setting $\mathfrak{d}_{r}^{\prime}=\mathfrak{d}_{r+1}-\mathfrak{d}_{1}$ for all $0 \leq r<k$, and putting $d^{\prime}=\mathfrak{d}_{k-1}^{\prime}$, conditions (i)-(v) then imply the following:
(i') $\mathfrak{i}_{k-1}^{\prime}=n^{\prime}-\sum_{j=1}^{k-2} \mathfrak{i}_{j}^{\prime}-p^{d^{\prime}}<p^{d^{\prime}+1}-p^{d^{\prime}}$.
(ii') $\mathfrak{d}_{0}^{\prime} \leq \mathfrak{d}_{1}^{\prime} \leq \cdots \leq \mathfrak{d}_{k-1}^{\prime}=d^{\prime}$.
(iii') $1 \leq \mathfrak{i}_{r}^{\prime} \equiv 0\left(\bmod p^{\mathfrak{o}_{r-1}^{\prime}}\right)$ for all $1 \leq r<k-1$.
(iv') $\mathfrak{d}_{r}^{\prime} \geq \log _{p}\left(\mathrm{i}_{r}^{\prime}\right)$ for all $1 \leq r<k-1$.
( $\mathrm{v}^{\prime}$ ) For every $1 \leq r<k-1, \mathfrak{i}_{r}^{\prime}-1$ is the remainder of $n^{\prime}-\left(\sum_{j=1}^{r-1} \mathfrak{i}_{j}^{\prime}\right)-1$ modulo $p^{\mathbf{d}_{r}^{\prime}}$.

By the induction hypothesis, there exists a (purely transcendental) field extension $L_{0}$ of $F$ and an anisotropic quasilinear $p$-form $\psi$ of dimension $n^{\prime}$ over $L_{0}$ such that:
(1') $h_{\mathrm{qp}}(\psi)=k-1$.
(2') $h(\psi)=k-1+d^{\prime}$.
$\left(3^{\prime}\right) \mathfrak{d}(\psi)=\left(\mathfrak{d}_{0}(\psi), \mathfrak{d}_{1}(\psi), \ldots, \mathfrak{d}_{k-2}(\psi), d^{\prime}, d^{\prime}-1, \ldots, 1,0\right)$.
$\left(4^{\prime}\right) \mathfrak{d}_{r}(\psi) \geq \mathfrak{d}_{r}^{\prime}$ for all $0 \leq r<k-1$.
$\left(5^{\prime}\right) \mathfrak{i}(\psi)=\left(\mathfrak{i}_{1}^{\prime}, \ldots, \mathfrak{i}_{k-1}^{\prime}, p^{d^{\prime}}-p^{d^{\prime}-1}, p^{d^{\prime}-1}-p^{d^{\prime}-2}, \ldots, p^{2}-p, p-1\right)$.

Consider now the form $\sigma=\psi_{L_{1}} \perp\left\langle T_{0}\right\rangle$ over the rational function field $L_{1}=L_{0}\left(T_{0}\right)$. By ( $3^{\prime}$ ), ( $5^{\prime}$ ) and Lemma 2.46, we have:
(a) $\mathfrak{d}(\sigma)=\left(0, \mathfrak{d}_{0}(\psi), \mathfrak{d}_{1}(\psi), \ldots, \mathfrak{d}_{k-2}(\psi), d^{\prime}, d^{\prime}-1, \ldots, 1,0\right)$.
(b) $\mathfrak{i}(\sigma)=\left(1, \mathfrak{i}_{1}^{\prime}, \ldots, \mathfrak{i}_{k-1}^{\prime}, p^{d^{\prime}}-p^{d^{\prime}-1}, p^{d^{\prime}-1}-p^{d^{\prime}-2}, \ldots, p^{2}-p, p-1\right)$.

We would like to modify this further. Consider the product $\tau=\left\langle\left\langle T_{1}, \ldots, T_{\mathfrak{D}_{1}}\right\rangle\right\rangle \otimes \sigma_{L}$ over $L=L_{1}(T)$, where $T=\left(T_{1}, \ldots, T_{\mathfrak{D}_{1}}\right)$ is a $\mathfrak{d}_{1}$-tuple of algebraically independent variables over $L_{1}$. Then, by (a), (b) and Lemma 2.48, we have:
(c) $\mathfrak{d}(\tau)=\left(\mathfrak{d}_{1}, \mathfrak{d}_{1}(\psi)+\mathfrak{d}_{1}, \mathfrak{d}_{2}(\psi)+\mathfrak{d}_{1}, \ldots, \mathfrak{d}_{k-2}(\psi)+d_{1}, d, d-1, \ldots, 1,0\right)$.
(d) $\mathfrak{i}(\tau)=\left(p^{\mathfrak{d}_{1}}, \mathfrak{i}_{2}, \ldots, \mathfrak{i}_{k}, p^{d}-p^{d-1}, p^{d-1}-p^{d-2}, \ldots, p^{2}-p, p-1\right)$.

Now, by (iv), we have $\mathfrak{i}_{1}=p^{\boldsymbol{\delta}_{1}}-s$ for some $0 \leq s<p^{\mathfrak{D}_{1}}$. By (ii) and (iii), $s$ is divisible by $p^{\mathfrak{D}_{0}}$. Let $\phi$ be any codimension- $s$ subform of $\tau$ which is divisible by $\left.\left\langle T_{1}, \ldots, T_{\mathrm{D}_{0}}\right\rangle\right\rangle$. Clearly $\phi$ is anisotropic, and by (c), (d) and Proposition 3.10, we have:
(e) $\mathfrak{d}(\phi)=\left(\mathfrak{d}_{0}(\phi), \mathfrak{d}_{1}(\psi)+\mathfrak{d}_{1}, \ldots, \mathfrak{d}_{k-2}(\psi)+\mathfrak{d}_{1}, d, d-1, \ldots, 1,0\right)$.
(f) $\mathfrak{i}(\phi)=\left(\mathfrak{i}_{1}, \mathfrak{i}_{2}, \ldots, \mathfrak{i}_{k}, p^{d}-p^{d-1}, p^{d-1}-p^{d-2}, \ldots, p^{2}-p, p-1\right)$.

The second statement shows that $\phi$ satisfies conditions (2) and (5). At the same time, since $\mathfrak{d}_{0}(\phi) \geq \mathfrak{d}_{0}$ by construction, and since $\mathfrak{d}_{2}(\psi)+\mathfrak{d}_{1} \geq \mathfrak{d}_{r}^{\prime}+\mathfrak{d}_{1}=\mathfrak{d}_{r+1}$ for all $0 \leq r<k-1$ by (4'), (e) shows that (3) and (4) are also satisfied. Finally, since $\mathfrak{i}_{k}<p^{d+1}-p^{d}$, Proposition 2.39 shows that $h_{\mathrm{qp}}(\phi)=k$, i.e., that (1) holds for $\phi$. The pair $(L, \phi)$ therefore has all the desired properties.
Remark 6.5. In general, it is not possible to arrange it so that $\mathfrak{d}_{r}(\phi)=\mathfrak{d}_{r}$ for all $0 \leq r<k$ in the statement of Proposition 6.4. For example, suppose that $p=2$, and take $n=2^{s+1}-2$ for some $s \geq 3, k=1, \mathfrak{d}_{0}=0, \mathfrak{d}_{1}=s, \mathfrak{i}_{0}=0, \mathfrak{i}_{1}=2^{s}-2$. As the reader will readily verify, these integers satisfy conditions (i)-(v) of the proposition. On the other hand, let $(L, \phi)$ be any pair consisting of a field extension $L$ of $F$ and an anisotropic form $\phi$ of dimension $2^{s+1}-2$ over $L$ such that $\mathfrak{i}_{1}(\phi)=2^{s}-2$. By Theorem 6.8 below (see also [Scully 2016, Theorem 9.6]), $\phi$ is necessarily a quasi-Pfister 2-neighbor, and therefore satisfies conditions (1)-(5) of the proposition (see Corollary 3.11). We claim, however, that $\mathfrak{d}_{0}(\phi)>0$, i.e., that $\phi$ is divisible by a binary form. To see this, note that there exists an anisotropic $(s+1)$-fold bilinear Pfister form $\pi$ over $L$ and a subform $\mathfrak{b} \subset \pi$ such that $\phi$ is given by the assignment $v \mapsto \mathfrak{b}(v, v)$. Since $\mathfrak{b}$ (being a codimension-2 subform of $\pi$ ) becomes split over the extension $K=L_{\operatorname{det}(\mathfrak{b})}$ (where det denotes the determinant), we have $\mathfrak{i}_{0}\left(\phi_{K}\right) \geq \frac{1}{2} \operatorname{dim} \phi$ (see [Laghribi 2007, Proposition 5.15]), whence $\phi$ is divisible by $\langle\langle\operatorname{det}(\mathfrak{b})\rangle\rangle(\operatorname{Lemma} 2.27(6))$.

Theorem 6.1 and Proposition 6.4 thus give a complete solution to the problem of determining the possible values of the Knebusch splitting pattern for quasilinear
$p$-forms. In particular, we have an answer to Question 1.1 in the totally singular case. As noted in Example 2.47, the Knebusch and full splitting patterns need not agree in general for quasilinear $p$-forms. In Section 7 below, we will consider the problem of determining the possible values of the full splitting pattern in the case where $p=2$.

6B. Canonical dimensions of quasilinear p-hypersurfaces. Since the canonical dimension of an anisotropic quasilinear $p$-hypersurface is determined by the Knebusch splitting pattern of its underlying form (this is the basic fact underlying our proof of Theorem 5.1; see Theorem 3.1 and Remarks 3.2(2)), we also obtain a list of all restrictions on the possible values of the former invariant:

Theorem 6.6. Let $X$ be an anisotropic quasilinear $p$-hypersurface over $F$. Then there exists a nonnegative integers such that:
(1) $p^{s}-1 \leq \operatorname{dim} X<p^{s}+\operatorname{cdim}(X)$.
(2) $\operatorname{cdim}(X) \equiv-1\left(\bmod p^{s}\right)$.

There are no further restrictions on $\operatorname{cdim}(X)$.
Proof. As per the above discussion, this follows readily from Theorems 3.1 and 6.1 and Proposition 6.4 (see also Remarks 3.2(2)).

Remarks 6.7. (1) We emphasize again that $\operatorname{cdim}(X)$ is to be understood here as the minimum dimension of the image of a rational self-map $X \rightarrow X$. For $p>3$, we do not know if this agrees with the definition given in [Elman et al. 2008, §90] (although this is certainly expected; see [Scully 2016, Question 4.4, Proposition 4.7]).
(2) The problem of determining all possible values of the canonical dimension for smooth (projective) hypersurfaces $X$ of prime degree $p>2$ in characteristic $\neq p$ remains open in general. Using a degree formula, Merkurjev [2003, §7.3] showed that if $\operatorname{dim} X \geq p^{n}-1$ for some nonnegative integer $n$, then we also have $\operatorname{cdim}(X) \geq p^{n}-1$ provided that $X$ has no points of degree prime to $p$. Little else is known. By way of specialization, our Theorem 6.6 may be of some use when considering specific examples over certain fields of characteristic zero.

6C. Quasilinear p-forms with maximal splitting. Let $\phi$ be an anisotropic quasilinear $p$-form of dimension $\geq 2$ over $F$ and write $\operatorname{dim} \phi=p^{n}+m$ for uniquely determined integers $n \geq 0$ and $1 \leq m \leq p^{n+1}-p^{n}$. By Theorem 6.1 (see also [Scully 2013, Corollary 6.8]), we have $\mathfrak{i}_{1}(\phi) \leq m$. If equality holds here, then we say that $\phi$ has maximal splitting. The basic examples of forms having this property are given by anisotropic quasi-Pfister $p$-neighbors (see Corollary 3.11). It is interesting to ask here to what extent this property characterizes quasi-Pfister $p$-neighbors. Given Theorem 5.1, we can now prove the following general result:

Theorem 6.8. Let $\phi$ be an anisotropic quasilinear $p$-form of dimension $\geq 2$ over $F$ and let $n$ be the smallest nonnegative integer such that $p^{n+1} \geq \operatorname{dim} \phi$. If $\phi$ has maximal splitting, and if either
(1) $p>2$ and $\operatorname{dim} \phi>p^{n}+p^{n-1}$, or
(2) $p=2$ and $\operatorname{dim} \phi>2^{n}+2^{n-2}$,
then $\phi$ is a quasi-Pfister p-neighbor.
Proof. By Theorem 5.1, we may assume that $\mathfrak{d}_{1}(\phi) \geq \mathfrak{i}_{1}(\phi)$. Suppose first that $p>2$. Since $\phi$ has maximal splitting, we have $\mathfrak{i}_{1}(\phi)>p^{n-1}$ by (1), and so $\mathfrak{d}_{1}(\phi) \geq p^{n}$. On the other hand, we have $\operatorname{dim} \phi_{1}=\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)=p^{n}$ (see Remarks 2.36(2)). It follows that $\phi_{1}$ is similar to an $n$-fold quasi-Pfister $p$-form, and so $\phi$ is a quasi-Pfister $p$-neighbor by Corollary 3.11. If $p=2$, the same argument (and (2)) shows that $\phi_{1}$ is a form of dimension $2^{n}$ which is divisible by an ( $n-1$ )-fold quasi-Pfister 2 -form. Since every binary form is similar to a quasi-Pfister 2-form in this case, $\phi_{1}$ is, in fact, similar to an $n$-fold quasi-Pfister 2 -form, and we now conclude as before.
Remark 6.9. The statement of Theorem 6.8 was originally conjectured in [Hoffmann 2004, Remark 7.32] (see also [Scully 2016, Question 7.6]). The result is the best possible, in the sense that one has examples of anisotropic quasilinear $p$-forms with maximal splitting which are not quasi-Pfister $p$-neighbors in every dimension omitted in the statement of the theorem (see [Hoffmann 2004, Example 7.31]). In the special case where $p=2$, Theorem 6.8 was previously established in [Scully 2016, Theorem 9.6] using Proposition 3.16. Here, we obtain a more natural explanation of this phenomenon by way of Theorem 5.1. Note that the $p=2$ case of the theorem is a direct analogue of a conjecture of Hoffmann in the theory of nonsingular quadratic forms which remains open, even over fields of characteristic different from 2 (see [Hoffmann 1995, §4; Izhboldin and Vishik 2000, Conjecture 1.6].

## 7. Further remarks on the splitting of quasilinear quadratic forms

Having determined all possible standard splitting patterns of quasilinear $p$-forms (Theorem 6.1, Proposition 6.4), we now turn our attention towards the problem of obtaining a similar result for the full splitting pattern. Here, we restrict our considerations to the case of quasilinear quadratic forms, where we can take direct inspiration from the following theorem of Vishik (which may be deduced from the existence of "excellent connections" in the integral Chow motives of anisotropic quadrics over fields of characteristic $\neq 2$; see [Vishik 2011, Theorem 1.3]):
Theorem 7.1 [Vishik 2011]. Let $\phi$ be an anisotropic quadratic form of dimension $\geq 2$ over a field $k$ of characteristic $\neq 2$. Let $\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)=2^{r_{1}}-2^{r_{2}}+\cdots+(-1)^{s-1} 2^{r_{s}}$ for uniquely determined integers $r_{1}>r_{2}>\cdots>r_{s-1}>r_{s}+1 \geq 1$. Let $1 \leq l \leq s$, and put $D_{l}=\sum_{i=1}^{l-1}(-1)^{i-1} 2^{r_{i}-1}+\epsilon(l) \sum_{j=l}^{s}(-1)^{j-1} 2^{r_{j}}$, where $\epsilon(l)=1($ resp. $\epsilon(l)=0)$
if $l$ is even (resp. odd). Then, for any field extension $L$ of $k$, we either have $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq D_{l}+\mathfrak{i}_{1}(\phi)$ or $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq D_{l}$.
Proof. This is nothing else but a restatement of [Vishik 2011, Proposition 2.6] in terms of Witt indices. To see how it may be derived from [Vishik 2011, Theorem 2.1] in further detail, we refer the reader to [Scully 2016, Proof of Theorem 1.2].

Examples 7.2. Let $\phi$ be an anisotropic quadratic form of dimension $\geq 2$ over a field $k$ of characteristic $\neq 2$, and write $\operatorname{dim} \phi=2^{n}+m$ for uniquely determined integers $n \geq 0$ and $1 \leq m \leq 2^{n}$.
(1) For $l=1$, Theorem 7.1 asserts that $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq \mathfrak{i}_{1}(\phi)$ whenever $\phi_{L}$ is isotropic.
(2) For $l=2$, Theorem 7.1 asserts that, for any field extension $L$ of $k$, we either have $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq m$ or $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq m-\mathfrak{i}_{1}\left(\phi_{L}\right)$.
(3) For $l=s$, Theorem 7.1 asserts that, for any field extension $L$ of $k$, we either have $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq \frac{1}{2}\left(\operatorname{dim} \phi+\mathfrak{i}_{1}(\phi)-2^{r_{s}}\right)$ or $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq \frac{1}{2}\left(\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)-2^{r_{s}}\right)$. Taking $L=\bar{k}$ (so that $\left.\mathfrak{i}_{0}\left(\phi_{L}\right)=\left[\frac{1}{2} \operatorname{dim} \phi\right]\right)$, we see that $\mathfrak{i}_{1}(\phi) \leq 2^{r_{s}}$, which gives a proof of Hoffmann's Conjecture 1.2 in this setting (see [Vishik 2011, Theorem 2.5.])

We expect, in fact, that Theorem 7.1 extends verbatim to our setting. Henceforth, let us assume that $p=2$. We state the following:
Conjecture 7.3. Let $\phi$ be an anisotropic quasilinear quadratic form of dimension $\geq 2$ over $F$, and write $\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)=2^{r_{1}}-2^{r_{2}}+\cdots+(-1)^{s-1} 2^{r_{s}}$ for uniquely determined integers $r_{1}>r_{2}>\cdots>r_{s-1}>r_{s}+1 \geq 1$. Let $1 \leq l \leq s$, and put $D_{l}=\sum_{i=1}^{l-1}(-1)^{i-1} 2^{r_{i}-1}+\epsilon(l) \sum_{j=l}^{s}(-1)^{j-1} 2^{r_{j}}$, where $\epsilon(l)=1$ (resp. $\epsilon(l)=0$ ) if $l$ is even (resp. odd). If $L$ is any field extension of $F$, then we either have $\mathfrak{i}_{0}\left(\phi_{L}\right) \geq D_{l}+\mathfrak{i}_{1}(\phi)$ or $\mathfrak{i}_{0}\left(\phi_{L}\right) \leq D_{l}$.

This expectation is partly justified by:
Proposition 7.4. Conjecture 7.3 holds for $l \leq 2$.
Proof. As in Examples 7.2(1) (resp. (2)), the $l=1$ (resp. $l=2$ ) case is nothing else but Lemma 4.1 (resp. Theorem 3.18).

At present, we do not have a general approach to the $l>2$ case of Conjecture 7.3. Using Theorem 1.3, however, we can provide further evidence for the $l=s$ case. First, it is worth stating here the following lemma:
Lemma 7.5. In order to prove Conjecture 7.3, we may assume that $\mathfrak{i}_{1}\left(\phi_{L}\right) \geq \mathfrak{i}_{1}(\phi)$.
Proof. Suppose that the statement of the conjecture fails to hold. In other words, suppose that $\mathfrak{i}_{1}(\phi)>1$ and $\mathfrak{i}_{0}\left(\phi_{L}\right)=D_{l}+t$ for some $1 \leq t<\mathfrak{i}_{1}(\phi)$. Note that we necessarily have $r_{s}>0$ by Theorem 1.3. Now, let $\sigma=\left(\phi_{L}\right)_{\text {an }}$. Since $D(\sigma)$ is spanned by elements of $D(\phi)$, there exists a subform $\rho \subset \phi$ such that $\sigma \simeq \rho_{L}$
(see Lemma 2.2). Let $\psi$ be any codimension- $(t-1)$ subform of $\phi$ containing $\rho$. By construction, we have $D\left(\psi_{L}\right) \subseteq D\left(\phi_{L}\right)=D(\sigma)=D\left(\rho_{L}\right) \subseteq D\left(\psi_{L}\right)$, whence $D\left(\psi_{L}\right)=D(\sigma)$, or, equivalently, $\left(\psi_{L}\right)_{\text {an }} \simeq \sigma$. In particular, we have $\mathfrak{i}_{0}\left(\psi_{L}\right)=D_{l}+1$. On the other hand, since $t<\mathfrak{i}_{1}(\phi), \psi$ is a neighbor of $\phi$, and so $\operatorname{dim} \psi-\mathfrak{i}_{1}(\psi)=$ $\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)=2^{r_{1}}-2^{r_{2}}+\cdots+(-1)^{s-1} 2^{r_{s}}$ (Proposition 3.10). We therefore conclude that the statement of the conjecture also fails for the triple $(\psi, l, L)$. Since we are looking to produce a contradiction, we can replace $\phi$ by $\psi$ in order to arrive at the case where $t=1$. In this case, we claim that $\mathfrak{i}_{1}\left(\phi_{L}\right) \geq \mathfrak{i}_{1}(\phi)$. To see this, note first that $L(\phi)$ is $L$-isomorphic to a purely transcendental extension of $L(\sigma)$ (Remarks 2.6(3)). In view of Lemma 2.26, it follows that $\mathfrak{i}_{1}\left(\phi_{L}\right)=\mathfrak{i}_{1}\left(\sigma_{L(\phi)}\right)$. In particular, we have $\mathfrak{i}_{0}\left(\phi_{L(\phi)}\right)=\mathfrak{i}_{0}\left(\phi_{L}\right)+\mathfrak{i}_{0}\left(\sigma_{L(\phi)}\right)=\mathfrak{i}_{0}\left(\phi_{L}\right)+\mathfrak{i}_{1}\left(\phi_{L}\right)$. The statement of Proposition 3.16 may therefore be rewritten here as

$$
\begin{equation*}
\mathfrak{i}_{1}\left(\phi_{L}\right)+\mathfrak{i}_{0}\left(\phi_{L}\right)-\mathfrak{i}_{1}(\phi) \geq \min \left\{\mathfrak{i}_{0}\left(\phi_{L}\right),\left[\frac{1}{2}\left(\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)+1\right)\right]\right\} . \tag{7-1}
\end{equation*}
$$

But, since $r_{s}>0$, we have $\mathfrak{i}_{0}\left(\phi_{L}\right)=D_{l}+1 \leq 2^{r_{1}-1}-2^{r_{2}-1}+\cdots+(-1)^{s-1} 2^{r_{s}-1}=$ $\frac{1}{2}\left(\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)\right)$. Inequality (7-1) therefore yields the desired assertion, and so the lemma is proved.

We can now prove:
Proposition 7.6. Conjecture 7.3 holds when $l=s$ and $L=F(Q)$ is the function field of any integral (affine or projective) quadric $Q$ over $F$.

Proof. In view of Lemma 2.26, the statement of the conjecture is stable under replacing $F$ by any separable extension of itself. We may therefore assume that $L$ is a purely inseparable quadratic extension of $F$. By Lemma 7.5 , we may also assume that $\mathfrak{i}_{1}\left(\phi_{L}\right) \geq \mathfrak{i}_{1}(\phi)$. Suppose now that the statement fails to hold, so that $\mathfrak{i}_{1}(\phi)>1$ and $\mathfrak{i}_{0}\left(\phi_{L}\right)=D_{s}+t$ for some $1 \leq t<\mathfrak{i}_{1}(\phi)$. We then have

$$
\operatorname{dim}\left(\phi_{L}\right)_{\mathrm{an}}= \begin{cases}2^{r_{1}-1}-2^{r_{2}-1}+\cdots-2^{r_{s-2}-1}+2^{r_{s-1}-1}+\mathfrak{i}_{1}(\phi)-t & \text { if } s \text { is even, } \\ 2^{r_{1}-1}-2^{r_{2}-1}+\cdots-2^{r_{s-1}-1}+2^{r_{s}}+\mathfrak{i}_{1}(\phi)-t & \text { if } s \text { is odd. }\end{cases}
$$

Since $\mathfrak{i}_{1}\left(\phi_{L}\right) \geq \mathfrak{i}_{1}(\phi)$, and since $1 \leq \mathfrak{i}_{1}(\phi)-t<\mathfrak{i}_{1}(\phi)$, Theorem 1.3 implies that

$$
\mathfrak{i}_{1}\left(\phi_{L}\right) \geq \begin{cases}2^{r_{s-1}-1}+\mathfrak{i}_{1}(\phi)-t & \text { if } s \text { is even, } \\ 2^{r_{s}}+\mathfrak{i}_{1}(\phi)-t & \text { if } s \text { is odd }\end{cases}
$$

from which we conclude that

$$
\mathfrak{i}_{0}\left(\phi_{L}\right)+\mathfrak{i}_{1}\left(\phi_{L}\right) \geq \begin{cases}2^{r_{1}-1}-2^{r_{2}-1}+\cdots+2^{r_{s-1}-1}+\mathfrak{i}_{1}(\phi) & \text { if } s \text { is even }, \\ 2^{r_{1}-1}-2^{r_{2}-1}+\cdots+2^{r_{s-2}-1}+\mathfrak{i}_{1}(\phi) & \text { if } s \text { is odd. }\end{cases}
$$

But $\mathfrak{i}_{0}\left(\phi_{L}\right)+\mathfrak{i}_{1}\left(\phi_{L}\right)=\mathfrak{i}_{0}\left(\phi_{L(\phi)}\right)=\mathfrak{i}_{1}(\phi)+\mathfrak{i}_{0}\left(\left(\phi_{1}\right)_{L(\phi)}\right)$ (see the proof of Lemma 7.5), and so we have

$$
\mathfrak{i}_{0}\left(\left(\phi_{1}\right)_{L(\phi)}\right) \geq \begin{cases}2^{r_{1}-1}-2^{r_{2}-1}+\cdots+2^{r_{s-1}-1} & \text { if } s \text { is even } \\ 2^{r_{1}-1}-2^{r_{2}-1}+\cdots+2^{r_{s-2}-1} & \text { if } s \text { is odd }\end{cases}
$$

Either way, we see that $\mathfrak{i}_{0}\left(\left(\phi_{1}\right)_{L(\phi)}\right)>2^{r_{1}-1}-2^{r_{2}-1}+\cdots+(-1)^{s-1} 2^{r_{s}-1}=$ $\frac{1}{2}\left(\operatorname{dim} \phi-\mathfrak{i}_{1}(\phi)\right)=\frac{1}{2} \operatorname{dim} \phi_{1}$. Since $L(\phi)$ is a purely inseparable quadratic extension of $F(\phi)$, this is impossible by Lemma 2.27(5), and so the result follows.

In general, it suffices to prove Conjecture 7.3 in the case where $L$ is a finite purely inseparable extension of $F$. Proposition 7.6 shows that the $l=s$ case of the conjecture holds for degree-2 purely inseparable extensions. More generally, the proposition covers the case where $\operatorname{ndeg}\left(\phi_{L}\right)=\frac{1}{2} \operatorname{ndeg}\left(\phi_{L}\right)$. Indeed, using Lemmas 2.26 and $2.27(3)$, one can easily reduce this case to that of a quadratic extension.
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# K3 surfaces over finite fields with given $L$-function 

Lenny Taelman

The zeta function of a K3 surface over a finite field satisfies a number of obvious (archimedean and $\ell$-adic) and a number of less obvious ( $p$-adic) constraints. We consider the converse question, in the style of Honda-Tate: given a function $Z$ satisfying all these constraints, does there exist a K3 surface whose zeta-function equals $Z$ ? Assuming semistable reduction, we show that the answer is yes if we allow a finite extension of the finite field. An important ingredient in the proof is the construction of complex projective K3 surfaces with complex multiplication by a given CM field.

## Introduction

Let $X$ be a K3 surface over $\mathbb{F}_{q}$. The zeta function of $X$ has the form

$$
Z\left(X / \mathbb{F}_{q}, T\right)=\frac{1}{(1-T) L\left(X / \mathbb{F}_{q}, q T\right)\left(1-q^{2} T\right)}
$$

where the polynomial $L\left(X / \mathbb{F}_{q}\right)$ is defined by

$$
L\left(X / \mathbb{F}_{q}, T\right):=\operatorname{det}\left(1-T \text { Frob, } \mathrm{H}^{2}\left(X_{\overline{\mathbb{F}}_{q}}, \mathbb{Q}_{\ell}(1)\right)\right) \in \mathbb{Q}[T]
$$

We have $L\left(X / \mathbb{F}_{q}, T\right)=\prod_{i=1}^{22}\left(1-\gamma_{i} T\right)$ with the $\gamma_{i}$ of complex absolute value 1 . The polynomial $L\left(X / \mathbb{F}_{q}, T\right)$ factors in $\mathbb{Q}[T]$ as $L=L_{\mathrm{alg}} L_{\text {trc }}$ with

$$
L_{\mathrm{alg}}\left(X / \mathbb{F}_{q}, T\right)=\prod_{\gamma_{i} \in \mu_{\infty}}\left(1-T \gamma_{i}\right), \quad L_{\mathrm{trc}}\left(X / \mathbb{F}_{q}, T\right)=\prod_{\gamma_{i} \notin \mu_{\infty}}\left(1-T \gamma_{i}\right)
$$

where $\mu_{\infty}$ is the group of complex roots of unity.
Theorem 1. Let $X$ be a K3 surface over $\mathbb{F}_{q}$ with $q=p^{a}$. Assume that $X$ is not supersingular. Then
(1) all complex roots of $L_{\operatorname{trc}}\left(X / \mathbb{F}_{q}, T\right)$ have absolute value 1 ;
(2) no root of $L_{\operatorname{trc}}\left(X / \mathbb{F}_{q}, T\right)$ is a root of unity;
(3) $L_{\mathrm{trc}}\left(X / \mathbb{F}_{q}, T\right) \in \mathbb{Z}_{\ell}[T]$ for all $\ell \neq p$;
(4) the Newton polygon of $L_{\operatorname{trc}}\left(X / \mathbb{F}_{q}, T\right)$ at $p$ is of the form

with $h$ and $d$ integers satisfying $1 \leq h \leq d \leq 10$;
(5) $L_{\operatorname{trc}}\left(X / \mathbb{F}_{q}, T\right)=Q^{e}$ for some $e>0$ and some irreducible $Q \in \mathbb{Q}[T]$, and $Q$ has a unique irreducible factor in $\mathbb{Q}_{p}[T]$ with negative slope.

The above theorem collects results of Deligne, Artin, Mazur, Yu and Yui, and slightly expands on these, see Section 1 for the details. The integer $h$ in the theorem is the height of $X$ (which is finite by the assumption that $X$ is not supersingular), and assuming the Tate conjecture (which is now known in almost all cases [Charles 2013; 2014; Madapusi Pera 2015]) the Picard rank of $X_{\overline{\mathbb{F}}_{q}}$ is $22-2 d$.
Definition 2 (Property $(\star)$ ). A K3 surface $X$ over a finite extension $k$ of $\mathbb{Q}_{p}$ is said to satisfy $(\star)$ if there exists a finite extension $k \subset \ell$ and a proper flat algebraic space $\mathfrak{X} \rightarrow \operatorname{Spec} \mathcal{O}_{\ell}$ such that
(1) $\mathfrak{X} \times_{\operatorname{Spec} \mathcal{O}_{\ell}} \operatorname{Spec} \ell \cong X \times_{\text {Spec } k} \operatorname{Spec} \ell$,
(2) $\mathfrak{X}$ is regular,
(3) the special fiber of $\mathfrak{X}$ is a reduced normal crossings divisor with smooth components,
(4) $\omega_{\mathfrak{X} / \mathcal{O}_{\ell}} \cong \mathcal{O}_{\mathfrak{X}}$.

Property $(\star)$ is a strong form of potential semistability. It is expected that every $X$ satisfies $(\star)$, but this is presently only known for special classes of K3 surfaces, see [Maulik 2014, §4] and [Liedtke and Matsumoto 2015, §2]. Our main result is the following partial converse to Theorem 1.

Theorem 3. Assume every K3 surface X over a p-adic field satisfies ( $\star$ ). Let

$$
L=\prod_{i=1}^{2 d}\left(1-\gamma_{i} T\right) \in 1+T \mathbb{Q}[T]
$$

be a polynomial which satisfies properties (1)-(5) of Theorem 1. Then there exists a positive integer $n$ and a $K 3$ surface $X$ over $\mathbb{F}_{q^{n}}$ such that

$$
L_{\mathrm{trc}}\left(X / \mathbb{F}_{q^{n}}, T\right)=\prod_{i=1}^{2 d}\left(1-\gamma_{i}^{n} T\right)
$$

The proof of Theorem 3 follows the same strategy as the proof of the Honda-Tate theorem [Tate 1971]: given $L_{\text {trc }}$, one constructs a K3 surface over a finite field by first producing a complex projective K3 surface with CM by a suitably chosen CM field, then descending it to a number field, and finally reducing it to the residue field at a suitably chosen prime above $p$. In the final step a criterion of good reduction is needed, which has been obtained recently by Matsumoto [2015] and Liedtke and Matsumoto [2015], under the assumption ( $\star$ ).

A crucial intermediate result, that may be of independent interest, is the following theorem.

Theorem 4. Let $E$ be a CM field with $[E: \mathbb{Q}] \leq 20$. Then there exists a $K 3$ surface over $\mathbb{C}$ with CM by $E$.

See Section 2 for the definition of "CM by $E$ ", and see Section 3 for the proof of this theorem.

Remark 5. I do not know if one can take $n=1$ in Theorem 3. Finite extensions are used in several parts of the proof, both in constructing a K3 surface $X$ over some finite field, and in verifying that the action of Frobenius on $\mathrm{H}^{2}$ is the prescribed one.

Recently Kedlaya and Sutherland [2015] obtained some computational evidence suggesting that the theorem might hold with $n=1$. They enumerated all polynomials $L$ satisfying (1)-(5) with $q=2$, $\operatorname{deg} L=\operatorname{deg} Q=20$ and with $L(1)=2$ and $L(-1) \neq 2$. There are 1995 such polynomials. If $L=L_{\text {trc }}\left(X / \mathbb{F}_{2}, T\right)$ for a K3 surface over $\mathbb{F}_{2}$, then the Artin-Tate formula [Milne 1975; Elsenhans and Jahnel 2015] puts strong restrictions on the Néron-Severi lattice of $X$. These restrictions suggest that $X$ should be realizable as a smooth quartic, and indeed for each of the 1995 polynomials Kedlaya and Sutherland manage to identify a smooth quartic $X$ defined over $\mathbb{F}_{2}$ with $L=L_{\text {trc }}\left(X / \mathbb{F}_{2}, T\right)$.

If one can take $n=1$ in Theorem 3, then new ideas will be needed to prove this. Indeed, there is no reason at all that the $X$ constructed in the current proof is defined over $\mathbb{F}_{q}$. A similar problem occurs in the proof of the Honda-Tate theorem [Tate 1971]: given a $q$-Weil number one first constructs an abelian variety over a finite extension of $\mathbb{F}_{q}$, and then identifies the desired abelian variety as a simple factor of the Weil restriction to $\mathbb{F}_{q}$. Perhaps a variation of this argument in the context of hyperkähler varieties can be made to work in our setting?

Remark 6. By the work of Madapusi Pera [2015], for every $d$ there is an étale map $M_{2 d} \rightarrow \mathrm{Sh}_{2 d}$ from the moduli space of quasipolarized K3 surfaces of degree $2 d$ to a an integral model of a certain Shimura variety, over $\mathbb{Z}[1 / 2]$. It is surjective over $\mathbb{C}$, and assuming $(\star)$, one can deduce from the criterion of Liedtke and Matsumoto that it is surjective on $\overline{\mathbb{F}}_{p}$-points. In odd characteristic, Kottwitz [1990] and Kisin [2013] have given a group-theoretic description of the isogeny classes in $\mathrm{Sh}_{2 d}\left(\overline{\mathbb{F}}_{p}\right)$,
for every $d$. With arguments similar to those in Section 3, it should be possible to deduce Theorem 1 and Theorem 3 from the above results.

## 1. $p$-adic properties of zeta functions of K 3 surfaces

1.1. Recap on the formal Brauer group of a K3 surface. Let $X$ be a $K 3$ surface over a field $k$. Artin and Mazur [1977] have shown that the functor

$$
R \mapsto \operatorname{ker}\left(\operatorname{Br} X_{R} \rightarrow \operatorname{Br} X\right)
$$

on Artinian $k$-algebras is prorepresentable by a (one-dimensional) formal group $\hat{\mathrm{Br}} X$ over $k$. This formal group is called the formal Brauer group of $X$.

Assume now that $k$ is a perfect field of characteristic $p>0$ and that $X$ is not supersingular. Then $\operatorname{Br} X$ has finite height $h$ satisfying $1 \leq h \leq 10$. We denote by $\mathbb{D}(\hat{\mathrm{B}} \mathrm{r})$ the (covariant) Dieudonné module of $\hat{\mathrm{Br}} X$. This has the structure of an $F$-crystal over $k$. It is free of rank $h$ over the ring $W$ of Witt vectors of $k$.

We denote by $\mathrm{H}_{\text {crys }}^{2}(X / W)_{<1}$ the maximal sub- $F$-crystal of $\mathrm{H}_{\text {crys }}^{2}(X / W)$ that has all slopes $<1$.

Proposition 7. If $X$ is not supersingular, then there is a canonical isomorphism

$$
\mathrm{H}_{\text {crys }}^{2}(X / W)_{<1} \cong \mathbb{D}(\hat{\operatorname{Br}} X)
$$

of F-crystals over $k$.
Proof. By [Illusie 1979, §7.2] there is a canonical isomorphism of $F$-crystals

$$
\begin{equation*}
\mathrm{H}_{\text {crys }}^{2}(X / W)=\mathrm{H}^{2}\left(X, \mathrm{~W} \mathcal{O}_{X}\right) \oplus \mathrm{H}^{1}\left(X, \mathrm{~W} \Omega_{X / k}^{1}\right) \oplus \mathrm{H}^{0}\left(X, \mathrm{~W} \Omega_{X / k}^{2}\right), \tag{1}
\end{equation*}
$$

coming from the de Rham-Witt complex, and by [Artin and Mazur 1977, Corollary 4.3] we have an isomorphism of $F$-crystals

$$
\mathrm{H}^{2}\left(X, \mathrm{~W} \mathcal{O}_{X}\right)=\mathbb{D}(\hat{\operatorname{Br}} X)
$$

Since $\hat{\mathrm{Br}} X$ is a formal group, the slopes of $\mathrm{H}^{2}\left(X, \mathrm{~W} \mathcal{O}_{X}\right)=\mathbb{D}(\hat{\mathrm{B}} X)$ are $<1$. On the other hand, since $F$ is divisible by $p^{i}$ on $\mathrm{H}^{2-i}\left(X, \mathrm{~W} \Omega_{X / k}^{i}\right)$, the slopes of the other summands in (1) are $\geq 1$. This proves the theorem.

### 1.2. Proof of Theorem 1.

Proof. Property (2) holds by definition, (3) is a formal consequence of the trace formula in $\ell$-adic cohomology (see, e.g., [Deligne 1974, §1]), and (1) is part of the Weil conjectures [Deligne 1972; 1974].

The other properties make use of crystalline cohomology. Property (4) is well, known. It follows for example from Mazur's proof of "Newton above Hodge" [Mazur 1972; 1973] for liftable varieties with torsion-free cohomology, see [Mazur

1972, §2]. Property (5) is a sharpening of a result of Yu and Yui [2008, Proposition 3.2]. The argument is essentially the same as in [loc. cit.], we repeat it for completeness.

For a polynomial $Q=\prod\left(1-\gamma_{i} T\right) \in \mathbb{Q}_{p}[T]$ we denote by $Q_{<0}$ the product

$$
Q_{<0}=\prod_{v_{p}\left(\gamma_{i}\right)<0}\left(1-\gamma_{i} T\right) \in \mathbb{Q}_{p}[T] .
$$

Let $K$ be the field of fractions of $W$. If $q=p^{a}$, then by Proposition 7 we have

$$
L_{\mathrm{trc},<0}:=L_{\mathrm{trc},<0}\left(X / \mathbb{F}_{q}, T\right)=\operatorname{det}_{K}\left(1-F^{a} T, K \otimes_{W} \mathbb{D}(\hat{\operatorname{Br}} X)(1)\right)
$$

in $\mathbb{Q}_{p}[T] \subset K[T]$. Since $\hat{\mathrm{B}} \mathrm{r} X$ is a one-dimensional formal group of finite height, the crystal $\mathbb{D}(\hat{\mathrm{Br}} X)$ is indecomposable. It follows that the endomorphism $F^{a}$ of $\mathbb{D}(\hat{\operatorname{Br}} X)$ has an irreducible minimum polynomial over $K$, and hence $L_{\mathrm{trc},<0}=P_{<0}^{e}$ for some irreducible $P_{<0} \in \mathbb{Q}_{p}(T)$. Let $Q$ be an irreducible factor of $L_{\mathrm{trc}}$. Then $Q$ has a reciprocal root $\gamma$ with $v_{p}(\gamma)<0$, for otherwise the roots of $Q$ would be algebraic integers and hence roots of unity. In particular $Q_{<0}=P_{<0}$. Apparently any two irreducible factors of $L_{\mathrm{trc}}$ share a common root, hence $L_{\mathrm{trc}}=Q^{e}$. This proves (5).

## 2. CM theory of K 3 surfaces

This section collects results of Zarhin, Shafarevich and Rizov.
2.1. Hodge theoretic aspects. For a projective K 3 surface $X$ over $\mathbb{C}$ we denote by $\mathrm{NS}(X)$ its Néron-Severi group and by $T(X) \subset \mathrm{H}^{2}(X, \mathbb{Z}(1))$ the transcendental lattice, i.e., $T(X)$ is the orthogonal complement of $\mathrm{NS}(X)$. We have a decomposition

$$
\mathrm{H}^{2}(X, \mathbb{Q}(1))=\mathrm{NS}(X)_{\mathbb{Q}} \oplus T(X)_{\mathbb{Q}} .
$$

The Hodge structure $T(X)_{\mathbb{Q}}$ is irreducible [Zarhin 1983, Theorem 1.4.1]. The cup product pairing defines even symmetric bilinear forms on $\mathrm{NS}(X)$ and $T(X)$ of signature $(1, \rho-1)$ and $(2,20-\rho)$, with $\rho=\operatorname{rkNS}(X)$.

Proposition 8 [Zarhin 1983, §2]. Let X be a projective K3 surface over $\mathbb{C}$. Then the following are equivalent:
(1) The Hodge group of $T(X)_{\mathbb{Q}}$ is commutative.
(2) $E:=\operatorname{End}_{\mathrm{HS}} T(X)_{\mathbb{Q}}$ is a $C M$ field and $\operatorname{dim}_{E} T(X)_{\mathbb{Q}}=1$.

Definition 9. If $X$ satisfies the equivalent conditions (1) and (2) of Proposition 8, then we say that $X$ is a K3 surface with $C M$ (by $E$ ).

Remark 10. Another equivalent condition is that $T(X)_{\mathbb{Q}}$ is contained in the Tannakian category of Hodge structures generated by the $\mathrm{H}^{1}$ of CM abelian varieties.

If $E$ is a CM field, then we denote the canonical complex conjugation of $E$ by $z \mapsto \bar{z}$, and its fixed field by $E_{0}$. We have $\left[E: E_{0}\right]=2$, and $E_{0}$ is a totally real number field.

Proposition 11. Let $X$ be a $K 3$ surface with CM by E. Then
(1) $a x \cdot y=x \cdot \bar{a} y$ for all $a \in E$ and $x, y \in T(X)_{\mathbb{Q}}$;
(2) the group of Hodge isometries of $T(X)_{\mathbb{Q}}$ is $\operatorname{ker}\left(\mathrm{Nm}: E^{\times} \rightarrow E_{0}^{\times}\right)$.

Proof. The cup product pairing induces an isomorphism

$$
T(X)_{\mathbb{Q}} \xrightarrow{\sim} \operatorname{Hom}\left(T(X)_{\mathbb{Q}}, \mathbb{Q}\right)
$$

of Hodge structures, and hence the action of $E$ on $T(X)$ induces an "adjoint" homomorphism $\varphi: E \rightarrow E$ such that $a x \cdot y=x \cdot \varphi(a) y$. Considering the induced action on $\mathrm{H}^{0,2}(X)$ one sees that $\varphi(a)=\bar{a}$, which proves the first assertion. The second is an immediate consequence of the first.
2.2. Arithmetic aspects: the Main Theorem of CM. Let $X$ be a K3 surface over $\mathbb{C}$ with CM by $E$. Consider the algebraic torus $G$ over $\mathbb{Q}$ which is the kernel of the norm map $E^{\times} \rightarrow E_{0}^{\times}$(seen as map of tori over $\mathbb{Q}$ ). Then $G(\mathbb{Q})$ is the group of $E$-linear isometries of $T(X)_{\mathbb{Q}}$.

If $X$ is defined over a subfield $k \subset \mathbb{C}$, then we have canonical isomorphisms

$$
\mathrm{H}_{\mathrm{et}}^{2}\left(X_{\bar{k}}, \mathbb{Q}_{\ell}(1)\right)=\mathrm{H}^{2}(X(\mathbb{C}), \mathbb{Q}(1)) \otimes_{\mathbb{Q}} \mathbb{Q}_{\ell}
$$

Since the Galois action on the left-hand side respects the intersection pairing and the subgroup $\mathrm{NS}\left(X_{\bar{k}}\right)=\mathrm{NS}\left(X_{\mathbb{C}}\right)$, we see that both $\mathrm{Gal}_{k}$ and $G\left(\mathbb{Q}_{\ell}\right)$ act on $T(X)_{\mathbb{Q}_{\ell}}$. If we denote by $\mathbb{A}_{f}$ the finite adèles of $\mathbb{Q}$, i.e., $\mathbb{A}_{f}=\mathbb{Q} \otimes \hat{\mathbb{Z}}$, then we obtain actions of $\mathrm{Gal}_{k}$ and $G\left(\mathbb{A}_{f}\right)$ on $T(X)_{\mathbb{A}_{f}}$.

Theorem 12 (Main Theorem of CM for K3 surfaces [Rizov 2010]). There exists a number field $k \subset \mathbb{C}$ containing $E$ such that
(1) $X$ is defined over $k$,
(2) the Galois action on $T(X)_{\mathbb{A}_{f}}$ factors over a map $\rho: \operatorname{Gal}_{k} \rightarrow G\left(\mathbb{A}_{f}\right)$
(3) the diagram

commutes.

Proof. This is a reformulation of [Rizov 2010, Corollary 3.9.2]. Note however that the stated definition of complex multiplication [Rizov 2010, Definition 1.4.3] needs to be corrected (the condition $\operatorname{dim}_{E} T_{\mathbb{Q}}=1$ is missing) for the proof and statement to be correct.

Remark 13. A priori, the moduli space of polarized complex K 3 surfaces has two natural models over $\mathbb{Q}$ : the "canonical model" of the theory of Shimura varieties [Deligne 1971, §3], which is defined in terms of the Galois action on special points, and the model coming from the moduli interpretation. The essential content of Theorem 12 is that these two models coincide. (See also [Madapusi Pera 2015, §3]).

## 3. Existence of K 3 surface with CM by a given CM field

In this section we prove Theorem 4. By the surjectivity of the period map for K3 surfaces, this reduces to a problem about quadratic forms over $\mathbb{Q}$.
3.1. Invariants of quadratic forms over $\mathbb{Q}$. We quickly recall some basic facts about quadratic forms over $\mathbb{Q}$. We refer to [Cassels 1978; Scharlau 1985; Serre 1970] for details and proofs. Let $k$ be a field of characteristic different from 2 . A quadratic space over $k$ is a pair $V=(V, q)$ consisting of a finite-dimensional vector space over $k$ and a nondegenerate symmetric bilinear form $q: V \times V \rightarrow k$. To such a space one associates the following invariants:
(1) the dimension $\operatorname{dim}(V)$;
(2) the determinant $\operatorname{det}(V) \in k^{\times} / k^{\times 2}$;
(3) the Hasse invariant $w(V) \in \operatorname{Br}(k)[2]$.

Any form $V$ over $k$ is isomorphic to a diagonal form $\left\langle\alpha_{1}, \ldots, \alpha_{n}\right\rangle$ with $n=\operatorname{dim} V$, and for such a form the invariants are

$$
\begin{aligned}
\operatorname{det}(V)=\prod_{i} \alpha_{i} & \in k^{\times} / k^{\times 2} \\
w(V)=\sum_{i<j}\left(\alpha_{i}, \alpha_{j}\right)_{k} & \in \operatorname{Br}(k)[2]
\end{aligned}
$$

where $(\alpha, \beta)_{k}$ denotes the class of the quaternion algebra generated by $i$ and $j$ with $i^{2}=\alpha, j^{2}=\beta, i j=-j i$.

We denote the orthogonal sum of two quadratic spaces by $V \oplus W$.
Lemma 14. Let $V$ and $W$ be quadratic spaces over $k$. Then
(1) $\operatorname{det}(V \oplus W)=\operatorname{det}(V) \operatorname{det}(W)$;
(2) $w(V \oplus W)=w(V)+w(W)+(\operatorname{det}(V), \operatorname{det}(W))_{k}$.

Proof. This follows from the above formulas for the determinant and Hasse invariant of a diagonal quadratic form, and the bilinearity of $(\alpha, \beta)_{k}$.

Theorem 15. Two forms over $\mathbb{Q}_{p}$ are isomorphic if and only if they have the same dimension, determinant and Hasse invariant. For every $d \geq 3, \delta \in \mathbb{Q}_{p}^{\times} / \mathbb{Q}_{p}^{\times 2}$ and $w \in \operatorname{Br}\left(\mathbb{Q}_{p}\right)[2]$ there exists a form of dimension $d$, determinant $\delta$ and Hasse invariant $w$.

If $k=\mathbb{Q}$ then a fourth invariant is given by the signature of the form $V_{\mathbb{R}}$.
Theorem 16. Two forms over $\mathbb{Q}$ are isomorphic if and only if they have the same signature, determinant, and Hasse invariant. All forms $V$ over $\mathbb{Q}$ of signature $(r, s)$ satisfy
(1) the sign of $\delta(V)$ is $(-1)^{s}$;
(2) the image of $w(V)$ in $\operatorname{Br}(\mathbb{R})[2]=\mathbb{Z} / 2 \mathbb{Z}$ is $s(s-1) / 2 \bmod 2$.

If $r+s \geq 3$, and if $\delta$ and $w$ satisfy (1) and (2) above, then there exists a quadratic space over $\mathbb{Q}$ with signature $(r, s)$, determinant $\delta$ and Hasse invariant $w$.
Lemma 17. For $\Lambda_{K 3, \mathbb{Q}}=\mathbb{Q} \otimes_{\mathbb{Z}} \Lambda_{K 3}$, the Hasse invariant $w\left(\Lambda_{K 3, \mathbb{Q}}\right) \in \operatorname{Br}(\mathbb{Q})[2]$ is the class of the quaternion algebra $(-1,-1)_{\mathbb{Q}}$, and $\operatorname{det}\left(\Lambda_{K 3, \mathbb{Q}}\right)=-1$.
Proof. We have $\Lambda_{K 3} \cong\left(-E_{8}\right) \oplus\left(-E_{8}\right) \oplus U \oplus U \oplus U$ where $U$ is the standard hyperbolic plane. Using this explicit description, one computes (over $\mathbb{Q}$ ) an orthogonal basis, and computes the invariants using the formula for diagonal forms.
3.2. The form $\boldsymbol{q}_{\lambda}$. Let $E$ be a CM field with maximal totally real subfield $E_{0}$. Put $d:=\left[E_{0}: \mathbb{Q}\right]$. Denote by $z \mapsto \bar{z}$ the complex conjugation on $E$. For $\lambda \in E_{0}^{\times}$the map

$$
q_{\lambda}: E \times E \mapsto \mathbb{Q}, \quad(x, y) \mapsto \operatorname{tr}_{E_{0} / \mathbb{Q}}(\lambda x \bar{y})
$$

is a nondegenerate symmetric bilinear form over $\mathbb{Q}$.
We denote the discriminant of the number field $E$ by $\Delta(E / \mathbb{Q})$.
Lemma 18 [Bayer-Fluckiger 2014, Lemma 1.3.2].

$$
\operatorname{det}\left(q_{\lambda}\right)=(-1)^{d} \Delta(E / \mathbb{Q}) \quad \text { in } \mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}
$$

Lemma 19. If $\lambda \in E_{0}^{\times}$has signature $(r, s)$, then $q_{\lambda}$ has signature $(2 r, 2 s)$.
3.3. Construction of a K3 surface with CM by $\boldsymbol{E}$. A key ingredient in the proof of Theorem 4 is the following proposition on rational quadratic forms. I am grateful to Eva Bayer for pointing me to her work on maximal tori in orthogonal groups [Bayer-Fluckiger 2014], and for explaining how it simplifies an earlier version of the proof below.
Proposition 20. Let $E$ be a $C M$ field with maximal totally real subfield $E_{0}$, and assume $d:=\left[E_{0}: \mathbb{Q}\right] \leq 10$. Then there exists a $\lambda \in E_{0}^{\times}$of signature $(1, d-1)$ and a quadratic space $V$ such that, as quadratic spaces over $\mathbb{Q}$,

$$
\left(E, q_{\lambda}\right) \oplus V \cong \Lambda_{K 3, \mathbb{Q}}
$$

Proof. If $d<10$ then we claim that for every choice of $\lambda$ a complement $V$ exists. Indeed, given a choice of $\lambda$, then the dimension, signature, determinant and Hasse invariant of $V$ are determined by Lemma 14. These invariants satisfy conditions (1) and (2) of Theorem 16 because they are satisfied by the invariants of $\left(E, q_{\lambda}\right)$ and $\Lambda_{K 3, \mathbb{Q}}$. Since $\operatorname{dim}(V)>2$, the theorem then guarantees the existence of a form $V$ with $\left(E, q_{\lambda}\right) \oplus V \cong \Lambda_{K 3, \mathbb{Q}}$.

So we assume $d=10$. Let $\delta=\Delta(E / \mathbb{Q}) \in \mathbb{Q}^{\times} / \mathbb{Q}^{\times 2}$. Note that $\delta>0$ (since $d$ is even). Consider the diagonal quadratic space $V=\langle-1, \delta\rangle$. By the same reasoning as above, there exists a unique quadratic space $W$ of dimension 20 such that

$$
W \oplus\langle-1, \delta\rangle \cong \Lambda_{K 3, \mathbb{Q}}
$$

We will show that $W$ can be realized as $\left(E, q_{\lambda}\right)$ for a suitable choice of $\lambda \in E_{0}^{\times}$. Note that $W$ has signature $(2,18)$, so by Lemma 19 the scalar $\lambda$ will automatically have signature $(1,9)$.

By Corollary 4.0.3 and Proposition 1.3.1 of [Bayer-Fluckiger 2014], there exists a $\lambda$ with $\left(E, q_{\lambda}\right) \cong W$ if and only if the following three conditions hold:
(1) the signature of $W$ is even;
(2) $\operatorname{disc}(W)=\delta$;
(3) for every prime $p$ such that all places of $E_{0}$ above $p$ split in $E$, we have that $W_{\mathbb{Q}_{p}}$ is isomorphic to an orthogonal sum of 10 hyperbolic planes.
Our $W$ clearly satisfies the first two conditions. For the third, consider a prime $p$ such that all places of $E_{0}$ above $p$ split in $E$. Then the image of $\delta$ in $\mathbb{Q}_{p}^{\times} / \mathbb{Q}_{p}^{\times 2}$ is 1 . Together with Lemma 14 and Lemma 17 this allows us to compute the invariants of $W_{\mathbb{Q}_{p}}$, and we find $\operatorname{det}\left(W_{\mathbb{Q}_{p}}\right)=1$ and $w\left(W_{\mathbb{Q}_{p}}\right)=(-1,-1)_{\mathbb{Q}_{p}}$. These are the same as the invariants for 10 copies of the hyperbolic plane, so with Theorem 15 we see that $W$ satisfies the third condition, which finishes the proof of the proposition.

Finally, we show that for every CM field $E$ of degree at most 20 there exists a projective K3 surface $X$ with CM by $E$.

Proof of Theorem 4. Choose $\lambda \in E_{0}$ and $V$ as in Proposition 20. This guarantees that there exists an integral lattice

$$
\Lambda \subset\left(E, q_{\lambda}\right) \oplus V
$$

with $\Lambda \cong \Lambda_{K 3}$. Choose such a $\Lambda$, and choose an embedding $\epsilon: E \hookrightarrow \mathbb{C}$ with $\epsilon(\lambda)>0$. Then we have a splitting

$$
\Lambda_{\mathbb{C}}=\mathbb{C}_{\epsilon} \oplus \mathbb{C}_{\bar{\epsilon}} \oplus\left(\oplus_{\sigma \neq \epsilon, \bar{\epsilon}} \mathbb{C}_{\sigma}\right) \oplus V_{\mathbb{C}}
$$

We make $\Lambda$ into a pure $\mathbb{Z}$-Hodge structure of weight 0 by declaring $\mathbb{C}_{\epsilon}$ to be of type $(1,-1)$, its conjugate $\mathbb{C}_{\bar{\epsilon}}$ of type $(-1,1)$, and all the other terms of type $(0,0)$.

By construction, the bilinear form $\Lambda \otimes \Lambda \rightarrow \mathbb{Z}$ is a morphism of Hodge structures. Note that $E$ acts on $E \subset \Lambda_{\mathbb{Q}}$ via Hodge structure endomorphisms, so that $E$ is irreducible and hence

$$
\Lambda^{0,0} \cap \Lambda_{\mathbb{Q}}=V
$$

For every nonzero $z \in \mathrm{H}^{2,0}$ we have $z \cdot \bar{z} \in \mathbb{R}_{>0}$ since $\epsilon(\lambda)>0$, so that the surjectivity of the period map [Todorov 1980] gives the existence of a complex analytic K3 surface $X$ and a Hodge isometry $\Lambda \cong \mathrm{H}^{2}(X, \mathbb{Z}(1))$. A priori, it may not be clear that $X$ is algebraic. However, as $\operatorname{Pic}(X)_{\mathbb{Q}} \cong V$ has signature $(1,21-2 d)$, there exists an $h \in \operatorname{Pic}(X)$ with $h \cdot h>0$. By [Barth et al. 2004, Theorem IV.6.2] this implies that the surface $X$ is projective. By construction, $X$ is a K3 surface with CM by $E$.

Remark 21. A similar construction has been used by Piatetski-Shapiro and Shafarevich [1973, §3] in showing the existence of some K3 surfaces with CM. The new ingredients that allow us to obtain a stronger result are the use of rational (as opposed to integral) quadratic forms, the results of Bayer on quadratic forms $q_{\lambda}$, and the use of the algebraicity criterion from [Barth et al. 2004], which avoids the delicate question of identifying an ample $h \in \operatorname{Pic}(X)$.

## 4. Existence of K 3 surface with given $L_{\text {trc }}$

In this section we will prove Theorem 3. So let

$$
L=\prod_{i=1}^{2 d}\left(1-\gamma_{i} T\right) \in 1+T \mathbb{Q}[T]
$$

be a polynomial satisfying properties (1)-(5) of Theorem 1. Consider the number field $F:=\mathbb{Q}\left(\gamma_{1}\right)$.

Lemma 22. $F$ is a $C M$ field and $\bar{\gamma}_{1} \gamma_{1}=1$.
Proof. The image $\gamma$ of $\gamma_{1}$ under any homomorphism $F \rightarrow \mathbb{C}$ satisfies $|\gamma|=1$, hence $\bar{\gamma}=\gamma^{-1}$. Moreover $\gamma$ cannot be real, since then $\gamma= \pm 1$, contradicting the fact that $\gamma_{1}$ is not a root of unity. It follows that $F$ is a CM field with complex conjugation $\gamma_{1} \mapsto \gamma_{1}^{-1}$.

By property (5), the number field $F$ has a unique valuation $v$ above the prime $p$ such that $v\left(\gamma_{1}\right)<0$.

Lemma 23. There exists an extension $E$ of $F$ with $[E: \mathbb{Q}]=2 d$, and such that
(1) $E$ is a $C M$ field;
(2) the valuation $v$ has a unique extension to $E$.

Proof. Let $F_{0}$ be the maximal totally real subfield of $F$. Let $v_{0}$ be the place of $F_{0}$ under $v$. Now choose a polynomial $P(X) \in F_{0}[X]$ such that
(1) $\operatorname{deg} P=e$;
(2) $P$ has $e$ real roots for every embedding $F_{0} \hookrightarrow \mathbb{R}$;
(3) $P$ is irreducible in $\left(F_{0}\right)_{v_{0}}[X]$.

Note that $v_{0}$ splits in $F$, since by the preceding lemma $\bar{v}\left(\gamma_{1}\right)>0$ and hence $\bar{v} \neq v$. In particular $P(X)$ is irreducible in $F_{v}[X]$, and it follows that $E:=F[X] / P(X)$ is a field satisfying the desired conditions.

We fix an $E$ satisfying the conditions of the lemma. Abusing notation, we will denote the unique extension of $v$ to $E$ by the same symbol $v$.
Lemma 24. $\left[E_{v}: \mathbb{Q}_{p}\right]=h$.
Proof. Since $L=Q^{e}$, and since $v$ is the unique place with $v\left(\gamma_{1}\right)<0$, we see from properties (4) and (5) in Theorem 1 that $\left[F_{v}: \mathbb{Q}_{p}\right]=h / e$. But $[E: F]=e$ and $v$ has a unique extension to $E$, hence $\left[E_{v}: \mathbb{Q}_{p}\right]=h$.

Let $X$ be a K3 surface over $\mathbb{C}$ with CM by $E$. By the Main Theorem of CM (Theorem 12) this surface is defined over a number field $k$ containing $E$. Let $w$ be a place of $k$ lying above $v$. We extend the commutative diagram of Theorem 12 to include the local-global compatibility of class field theory:


Here $W_{k_{w}} \subset \mathrm{Gal}_{k_{w}}$ denotes the Weil group of the local field $k_{w}$. Extending $k$ if necessary, we may assume that the residue field $\mathbb{F}_{w}$ is an extension of $\mathbb{F}_{q}$.

Choose a prime $\ell \neq p$. Then the image of inertia $I_{k_{w}}$ in $G\left(\mathbb{Z}_{\ell}\right)$ is finite, hence after replacing $k$ by a finite extension, we may assume that the action of $\mathrm{Gal}_{k_{w}}$ on $\mathrm{H}_{\mathrm{et}}^{2}\left(X_{\bar{k}}, \mathbb{Q}_{\ell}(1)\right)$ is unramified.

Now assume $X_{k_{w}}$ satisfies ( $\star$ ). Then, replacing $k$ once more by a finite extension, we may assume by the criterion of Liedtke and Matsumoto [2015, Theorem 2.5] that $X$ has good reduction at $w$. Let $\bar{X} / \mathbb{F}_{w}$ be the reduction of $X / k$ at $w$.

Let $\sigma \in W_{k_{w}}$ be a Frobenius element. Note that $\gamma_{1}$ lies in $G(\mathbb{Q}) \subset E^{\times}$.
Proposition 25. There is an $m>0$ such that for all $\ell \neq p$ we have in $G\left(\mathbb{Q}_{\ell}\right)$

$$
\rho\left(\sigma^{m}\right)_{\ell}=\gamma_{1}^{m\left[\mathbb{F}_{w}: \mathbb{F}_{q}\right]} .
$$

Proof. Let $\pi \in E_{v}^{\times}$be the image of $\sigma$ under the CFT map. Then

$$
v(\pi)=\frac{e\left(k_{w}: E_{v}\right)}{f\left(E_{v}: \mathbb{Q}_{p}\right)} .
$$

The image of $\pi$ in $G\left(\mathbb{A}_{f}\right) / G(\mathbb{Q})$ is the class of the idèle

$$
\left(1, \ldots, 1, \pi, \bar{\pi}^{-1}, 1, \ldots, 1\right) \in \mathbb{A}_{E, f}^{\times}
$$

where $\bar{\pi} \in E_{\bar{v}}$ denotes the image of $\pi$ under the isomorphism $E_{v} \rightarrow E_{\bar{v}}$ induced by complex conjugation on $E$.

We have $v\left(\gamma_{1}\right)=-\left[\mathbb{F}_{q}: \mathbb{F}_{p}\right] / h$ from which we compute

$$
v\left(\gamma_{1}^{\left[\mathbb{F}_{w}: \mathbb{F}_{q}\right]}\right)=-v(\pi),
$$

and hence $\bar{v}\left(\gamma_{1}^{\left[F_{w}: \mathbb{F}_{q}\right]}\right)=v(\pi)$. Moreover, $\gamma_{1}$ is a unit at all places of $E$ different from $v$ and $\bar{v}$. It follows that the idèle

$$
\alpha:=\gamma_{1}^{\left[\mathbb{F}_{w}: \mathbb{F}_{q}\right]} \cdot(1, \ldots, 1, \pi, \bar{\pi}, 1, \ldots, 1) \in \mathbb{A}_{E, f}^{\times} .
$$

lies in the maximal compact subgroup

$$
\mathcal{K}=\left\{g \in\left(\mathcal{O}_{E} \otimes \hat{\mathbb{Z}}\right)^{\times} \mid g \bar{g}=1\right\} \subset G\left(\mathbb{A}_{f}\right) .
$$

Since $\mathrm{Gal}_{k}$ is compact also, $\rho(\sigma)$ lies in $\mathcal{K}$. From the commutativity of the diagram (2) we conclude that $\rho(\sigma) / \alpha$ lies in the kernel of the map

$$
\mathcal{K} \rightarrow G\left(\mathbb{A}_{f}\right) / G(\mathbb{Q}) .
$$

This kernel equals $\left\{g \in \mathcal{O}_{E}^{\times} \mid g \bar{g}=1\right\}$, which is finite by the Dirichlet unit theorem. We conclude that $\rho\left(\sigma^{m}\right)=\alpha^{m}$ for some $m$, and hence

$$
\rho\left(\sigma^{m}\right)_{\ell}=\gamma_{1}^{m}
$$

in $G\left(\mathbb{Q}_{\ell}\right)$ for all $\ell \neq p$.
We have

$$
L\left(\bar{X} / \mathbb{F}_{w}\right)=\operatorname{det}_{\mathbb{Q}_{\ell}}\left(1-\sigma T, \mathrm{H}_{\mathrm{et}}^{2}\left(X_{\overline{\mathbb{F}}_{w}}, \mathbb{Q}_{\ell}(1)\right)\right) .
$$

Since none of the conjugates of $\gamma_{1}$ are roots of unity, we conclude from the preceding proposition that there is a finite extension $\mathbb{F}_{w} \subset \mathbb{F}_{w}^{\prime}$ such that

$$
L_{\text {trc }}\left(\bar{X}_{\mathbb{F}_{w}^{\prime}} / \mathbb{F}_{w}^{\prime}\right)=\operatorname{det}_{\mathbb{Q}}\left(1-\gamma_{1}^{\left[\mathbb{F}_{w}^{\prime}: \mathbb{F}_{q}\right]} T, E\right)
$$

or in other words

$$
L_{\mathrm{trc}}\left(\bar{X}_{\mathbb{F}_{w}^{\prime}} / \mathbb{F}_{w}^{\prime}\right)=\prod_{i}\left(1-\gamma_{i}^{\left[\mathbb{F}_{w}^{\prime}: \mathbb{F}_{q}\right]} T\right),
$$

which finishes the proof of Theorem 3.
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