Heegner divisors in generalized Jacobians and traces of singular moduli

Jan Hendrik Bruinier and Yingkun Li
Heegner divisors in generalized Jacobians and traces of singular moduli

Jan Hendrik Bruinier and Yingkun Li

We prove an abstract modularity result for classes of Heegner divisors in the generalized Jacobian of a modular curve associated to a cuspidal modulus. Extending the Gross–Kohnen–Zagier theorem, we prove that the generating series of these classes is a weakly holomorphic modular form of weight $\frac{3}{2}$. Moreover, we show that any harmonic Maass form of weight 0 defines a functional on the generalized Jacobian. Combining these results, we obtain a unifying framework and new proofs for the Gross–Kohnen–Zagier theorem and Zagier’s modularity of traces of singular moduli, together with new geometric interpretations of the traces with nonpositive index.

1. Introduction

The celebrated Gross–Kohnen–Zagier theorem [Gross et al. 1987] states that the generating series of Heegner divisors on the modular curve $X_0(N)$ is a cusp form of weight $\frac{3}{2}$ with values in the Jacobian of $X_0(N)$. This result was later generalized by various authors to orthogonal and unitary Shimura varieties of higher dimension; see, e.g., [Borcherds 1999; Kudla 2004; Liu 2011].

In a different direction, Zagier [2002] proved that the traces of the normalized $j$-invariant over Heegner divisors of discriminant $-d$ on the modular curve $X(1)$ are the coefficients of a weakly holomorphic modular form of weight $\frac{3}{2}$. This result was also generalized in subsequent work to modular curves of arbitrary level, traces of harmonic Maass forms over twisted Heegner divisors, and to cover more general nonpositive weight modular functions; see, e.g., [Alfes and Ehlen 2013; Bringmann et al. 2005; Bruinier and Funke 2006; Duke and Jenkins 2008; Funke 2002; Kim 2004]. Recently, Gross [2012] has explained how Zagier’s original result can be related to their earlier joint result with Kohnen. He showed that the traces of singular moduli on $X(1)$ can be interpreted in terms of Heegner divisors in the generalized Jacobian associated with the modulus $2 \cdot (\infty)$. 
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We pick up this idea of Gross and define classes of Heegner divisors of arbitrary discriminant in the generalized Jacobian $J_m(X)$ of a modular curve $X$ of arbitrary level with cuspidal modulus $m$. Then we prove that the generating series of these classes is a weakly holomorphic modular form of weight $\frac{3}{2}$ with values in $J_m(X)$. Our argument is a generalization of Borcherds’ proof [1999] of the Gross–Kohnen–Zagier theorem [Borcherds 1999] and relies on the construction of explicit relations among Heegner divisors given by automorphic products. Note that, in contrast to [Borcherds 1999], we need to use the explicit infinite product expansions of automorphic products at all cusps of $X$. By applying the natural map between $J_m(X)$ and the usual Jacobian $J(X)$ to this generating series we recover the “classical” Gross–Kohnen–Zagier theorem.

Then we show that every harmonic Maass form $F$ of weight 0 on $X$ with vanishing constant term at every cusp (such as the normalized $j$-function when $X = X(1)$) defines a functional $\text{tr}_F$ on $J_m(X)$. The value of $\text{tr}_F$ on Heegner divisors of negative discriminant $-d$ is just the sum of the values of $F$ over the Heegner points of discriminant $-d$. The value of $\text{tr}_F$ on “Heegner divisors” of nonnegative discriminant can be explicitly computed in terms of the principal parts of $F$ at the cusps. In that way we are able to recover Zagier’s result and its generalizations in [Alfes and Ehlen 2013; Bruinier and Funke 2006].

We now describe the content of the present paper in more detail. To simplify the exposition, throughout this introduction we let $p$ be prime or 1 and consider the modular curve $X_0^*(p)$ associated to the extension $0^*(p)$ of $0$ in $\text{PSL}_2(\mathbb{Z})$ by the Fricke involution. In the body of this paper, we consider modular curves of arbitrary level (as modular curves associated to orthogonal groups of signature $(1, 2)$).

Let $\infty$ be the cusp of $X_0^*(p)$ and let $m$ be a nonnegative integer. Then $m = m \cdot (\infty)$ is an effective divisor. Recall that the generalized Jacobian $J_m(X_0^*(p))$ of $X_0^*(p)$ associated with the modulus $m$ is a commutative algebraic group whose rational points correspond to classes of divisors of degree zero modulo $m$-equivalence; see Section 2 and [Serre 1988]. If $m = 0$, then $J_m(X_0^*(p))$ is simply the usual Jacobian. For any integer $d$, let $Q_{p,d}$ be the set of (positive definite if $d > 0$) integral binary quadratic forms $[a, b, c]$ of discriminant $-d = b^2 - 4ac$ with $p$ dividing $a$. If $d \neq 0$ then $\Gamma_0^*(p)$ acts on $Q_{p,d}$ with finitely many orbits.

If $d$ is positive, then any $Q \in Q_{p,d}$ defines a point $\alpha_Q$ in the upper complex half-plane $\mathbb{H}$, the solution of the equation $a\bar{z}^2 + b\bar{z} + c = 0$ with positive imaginary part. There is a corresponding Heegner divisor of discriminant $-d$ on $X_0^*(p)$ given by

$$Y(d) = \sum_{Q \in Q_{p,d}/\Gamma_0^*(p)} \frac{1}{|\Gamma_0^*(p)_Q|} \cdot (\alpha_Q),$$

where $\Gamma_0^*(p)_Q$ is the (finite) stabilizer of $Q$ (see Equation (1.5) in [Bruinier and
Funke 2006]). The divisor
\[ Z(d) = Y(d) - \deg(Y(d)) \cdot (\infty) \]
has degree zero and is defined over \( \mathbb{Q} \). We denote by \([Z(d)]_m\) its class in the generalized Jacobian \( J_m(X^*_0(p)) \).

If \( d \) is negative, any \( Q \in \mathcal{Q}_{p,d} \) defines an oriented geodesic cycle on \( \mathbb{H} \cup P^1(\mathbb{R}) \), given by the equation \( a|z|^2 + b\Im(z) + c = 0 \). It has nontrivial intersection with \( P^1(\mathbb{Q}) \) if and only if \( d \) is the negative of a square of an integer. In this case the two solutions in \( P^1(\mathbb{Q}) \) define cusps of the modular curve. There is a unique cusp \( c_Q \in P^1(\mathbb{Q}) \) from which the geodesic originates. (In the present \( \Gamma_0^*(p) \) example all cusps collapse to \( \infty \) under the map to the quotient, but this is of course not true for more general congruence subgroups.) If \( d = -b^2 \) for a nonzero integer \( b \), then \( Q \) is \( \Gamma_0^*(p) \)-equivalent to \( [0, b, c] \) with \( c \in \mathbb{Z}/b\mathbb{Z} \) and \( c_Q \) is equivalent to \( \infty \). We let \( h_Q \in \mathcal{Q}(X^*_0(p))^\times \) be a function satisfying
\[ h_Q = 1 - q^b + O(q^m) \]
at the cusp \( \infty \), where \( q_\infty \) is the uniformizing parameter of the completed local ring at \( \infty \) given by the Tate curve over \( \mathbb{Z}[\![q_\infty]\!] \). Then we define
\[ [Z(d)]_m = \text{div}(h_{[0,b,0]})_m = \sum_{Q \in \mathcal{Q}_{p,d}/\Gamma_0^*(p)} \frac{1}{b} \cdot \text{div}(h_Q)_m. \]

Note that this class vanishes if \( d \leq -m^2 \). If \( d < 0 \) is not the negative of the square of an integer, we put \([Z(d)]_m = 0\). Finally, for \( d = 0 \), we define \([Z(0)]_m \) as the class of the line bundle of modular forms \( \mathcal{M}_{-1} \) of weight \(-1\) on \( X^*_0(p) \) (see Section 2 for details).

To describe the relations among the classes \([Z(d)]_m\), we consider the generating series
\[ A_m(\tau) = \sum_{d \in \mathbb{Z}} [Z(d)]_m \cdot q^d \in \mathbb{C}((q)) \otimes J_m(X^*_0(p)). \]
It is a formal Laurent series in the variable \( q = e^{2\pi i \tau} \) for \( \tau \in \mathbb{H} \). Our first main result is the following (see also Theorem 4.2).

**Theorem 1.1.** The generating series \( A_m(\tau) \) is a weakly holomorphic modular form of weight \( \frac{3}{2} \) for the group \( \Gamma_0(4p) \), that is, \( A_m(\tau) \in M^!_{3/2}(\Gamma_0(4p)) \otimes J_m(X^*_0(p)) \).

Under the natural map
\[ J_m(X^*_0(p)) \rightarrow J(X^*_0(p)) \]
the classes \([Z(d)]_m \) with \( d \leq 0 \) are mapped to zero. Applying it to \( A_m(\tau) \), we recover the Gross–Kohnen–Zagier theorem (see also Corollary 4.5).
Corollary 1.2 (Gross–Kohnen–Zagier). The generating series $A_0(\tau)$ of classes of Heegner divisors $[Z(d)]_0$ in the Jacobian is a cusp form of weight $\frac{3}{2}$ for the group $\Gamma_0(4p)$, that is, $A_0(\tau) \in S_{3/2}(\Gamma_0(4p)) \otimes J(X_0^*(p))$.

To recover the results of [Zagier 2002] and [Bruinier and Funke 2006] on traces of modular functions from Theorem 1.1, we show that harmonic Maass forms define functionals on $J_m(X_0^*(p))$. Let $F \in H^+_0(\Gamma_0^*(p))$ be a harmonic Maass form for $\Gamma_0^*(p)$ of weight 0 as in [Bruinier and Funke 2004]. Denote the Fourier expansion of the holomorphic part of $F$ by

$$F^+(\tau) = \sum_{n \geq -\infty} c_F^+(n) \cdot q^n.$$ 

Proposition 1.3. Assume that $c_F^+(n) = 0$ for $n \leq -m$ and $c_F^+(0) = 0$. Then there is a linear map $\text{tr}_F : J_m(X_0^*(p)) \to \mathbb{C}$ defined by

$$[D]_m \mapsto \text{tr}_F(D) := \sum_{a \in \text{supp}(D) \setminus \{\infty\}} n_a \cdot F(a),$$

for divisors $D = \sum_a n_a \cdot (a)$ in $\text{Div}^0(X_0^*(p))$.

The images under $\text{tr}_F$ of the classes $[Z(d)]_m$ with $d \leq 0$ can be explicitly computed in terms of the principal part of $F$. As a consequence we derive the following theorem (see also Theorem 5.2).

Theorem 1.4. The series $\text{tr}_F(A_m)$ is a weakly holomorphic modular form in the space $M_{3/2}^!(\Gamma_0(4p))$. It is explicitly given by

$$\text{tr}_F(A_m) = \sum_{d > 0} F(Y(d)) \cdot q^d + \sum_{n \geq 1} c_F^+(-n)(\sigma_1(n) + p\sigma_1(n/p)) - \sum_{b > 0} \sum_{n > 0} c_F^+(-bn) \cdot b \cdot q^{-b^2}.$$ 

The modularity of the right-hand side was also proved in [Bruinier and Funke 2006] by interpreting it as the Kudla–Millson theta lift of $F$. Applying this theorem to the special case where $p = 1$, $m \geq 2$, and $F = j - 744$, Zagier’s original result on traces of singular moduli can be obtained.

In the body of the paper we work with modular curves of arbitrary level associated with orthogonal groups of even lattices of signature $(1,2)$. This setup is natural, since the proof of Theorem 1.1 implicitly relies on the singular theta correspondence for the dual reductive pair given by $\text{SL}_2$ and $\text{O}(1,2)$. For the modulus we allow arbitrary effective divisors that are supported on the cusps. The generating series of Heegner divisors is then a vector-valued modular form for the metaplectic extension of $\text{SL}_2(\mathbb{Z})$ transforming with the Weil representation of a finite quadratic module.
In Section 2 we recall some basic facts on generalized Jacobians of curves. Section 3 contains our setup for modular curves associated to orthogonal groups, Heegner divisors, and vector-valued modular forms. Then we define classes of Heegner divisors in generalized Jacobians in Section 4, and prove the abstract modularity theorem for these classes. In Section 5 we prove that harmonic Maass forms define functionals on the generalized Jacobian and derive modularity results for the traces of harmonic Maass forms over Heegner divisors from the abstract modularity theorem. We also give some explicit examples and indicate possible generalizations in Section 6.

2. Generalized Jacobians

Let $X$ be a complete nonsingular algebraic curve over a field $k$ of characteristic 0. Let $\text{Div}^0(X)$ be the group of divisors of $X$ of degree 0 defined over $k$, and denote by $P(X)$ the subgroup of divisors of rational functions $f \in k(X)^\times$. The Jacobian $J(X)$ of $X$ is a commutative algebraic group over $k$ whose $k$-rational points are isomorphic to the quotient group $\text{Div}^0(X)/P(X)$.

Recall that there is the notion of the generalized Jacobian; see, e.g., [Serre 1988, Chapter 5] for details. Let $S \subset X(k)$ be a finite set of points, and for $s \in S$ let $m_s \in \mathbb{Z}_{\geq 0}$. Then

$$m = \sum_{s \in S} m_s \cdot (s)$$

is an effective divisor defined over $k$. Let $\mathcal{O}_s$ be the ring of integers in the completion $k(X)_s$ of $k(X)$ at $s$, and let $\pi_s \in \mathcal{O}_s$ be a uniformizer. If $f, g \in k(X)_s$ and $n \in \mathbb{Z}$, we write

$$f = g + O(\pi_s^n)$$

if $f - g \in \pi_s^n\mathcal{O}_s$. We consider the subgroup

$$P_m(X) = \{ \text{div}(f) : f \in k(X)^\times \text{ with } \pi_s^{-\text{ord}_s(f)} f = 1 + O(\pi_s^{m_s}) \text{ for all } s \in S \}$$

of $P(X)$. The generalized Jacobian $J_m(X)$ associated with the modulus $m$ is a commutative algebraic group over $k$, whose $k$-rational points satisfy

$$J_m(X)(k) \cong \text{Div}^0(X)/P_m(X).$$

The quotient on the right hand side is also canonically isomorphic to the subgroup of divisors in $\text{Div}^0(X)$ coprime to $S$ modulo $m$-equivalence. For a divisor $D \in \text{Div}^0(X)$ we denote by $[D]_m$ the corresponding class in $J_m(X)(k)$.

There is a canonical rational map $\varphi_m : X \rightarrow J_m(X)$ defined over $k$ which is regular outside $S$, see [Serre 1988, Chapter 5, Theorem 1]. If $m'$ is another effective divisor on $X$ satisfying $m \geq m' \geq 0$, there exists a unique homomorphism $J_m \rightarrow J_{m'}$.
which is compatible with \( \varphi_m \) and \( \varphi_{m'} \). It is surjective and separable [Serre 1988, Chapter 5, Proposition 6]. In particular, there exists a surjective homomorphism

\[
J_m(X) \to J(X).
\] (2-2)

Its kernel is isomorphic to

\[
H_m = \left( \prod_{s \in S} \mathbb{G}_m \times \mathbb{G}_m^{-1} \right) / \mathbb{G}_m,
\] (2-3)

where the quotient is with respect to the diagonally embedded multiplicative group. Typical elements of the kernel are obtained, by choosing a pair \((s, n)\) with \(s \in S\) and \(n > 0\) and a function \(h_{s, n} \in k(X)^\times\) such that

\[
h_{s, n} = \begin{cases} 
1 - \pi_s^n + O(\pi_s^{m_s'}) & \text{at } s, \\
1 + O(\pi_t^{m_t'}) & \text{at all } t \in S \setminus \{s\}.
\end{cases}
\] (2-4)

An argument as in [Serre 1988, Chapter 5, Proposition 8] shows that the “additive part” of \( H_m \) is generated by the classes

\[
[\text{div}(h_{s, n})]_m, \quad (2-5)
\]

for \(s \in S\) and \(0 < n < m_s\). Note that for \(n \geq m_s\) the class \([\text{div}(h_{s, n})]_m\) vanishes.

Let \(s_0 \in S\) be a fixed base point. If \(L\) is a line bundle on \(X\) which is defined over \(k\), and \((\phi_s)_{s \in S}\) is a family of local trivializations of \(L\) at the points of \(S\), we can associate to the pair \((L, (\phi_s))\) a class in \(J_m(X)\) as follows. It is easily seen that there exists a rational section \(f\) of \(L\) such that

\[
\phi_s^{-1} f = \pi_s^{a_s} \cdot (1 + O(\pi_s^{m_s})),
\] (2-6)

for some \(a_s \in \mathbb{Z}\) at every \(s \in S\). Then we define

\[
[(L, (\phi_s))]_m = [\text{div}(f) - \deg(L) \cdot (s_0)]_m \in J_m(X)(k).
\] (2-7)

### 3. Modular curves

Here we recall the description of modular curves as Shimura varieties associated to orthogonal groups. We also define classes of Heegner divisors in generalized Jacobians.

Let \((L, Q)\) be an isotropic even lattice of signature \((1, 2)\). We denote by \((x, y)\) the bilinear form corresponding to the quadratic form \(Q\), normalized such that \(Q(x) = \frac{1}{2}(x, x)\). For any commutative ring \(R\) we write \(L_R = L \otimes_{\mathbb{Z}} R\). Throughout we fix an orientation on \(L_{\mathbb{R}}\), and write \(L'\) for the dual lattice of \(L\). Let

\[
N = \min\{n \in \mathbb{Z}_{>0} : nQ(\lambda) \in \mathbb{Z} \text{ for all } \lambda \in L'\}
\]
be the level of $L$, and denote by $\text{disc}(L) = |L'/L|$ the discriminant of $L$. We let $\text{SO}(L)$ be the special orthogonal group of $L$ and write $\text{SO}^+(L)$ for the intersection of $\text{SO}(L)$ with the connected component of the identity of $\text{SO}(L)(\mathbb{R})$. The even Clifford algebra of $L_\mathbb{Q}$ is isomorphic to the matrix algebra $\text{Mat}_2(\mathbb{Q})$, which induces an isomorphism $\text{PGL}_2(\mathbb{Q}) \cong \text{SO}(L)(\mathbb{Q})$. We realize the hermitian symmetric space corresponding to $\text{SO}(L)$ as the domain

$$D = \{ z \in L_\mathbb{C} : (z, z) = 0, (z, \bar{z}) < 0 \}/\mathbb{C}^\times.$$ 

It decomposes into 2 connected components. We fix one of these components and denote it by $D^+$. Let $\Gamma = \Gamma_L$ be the discriminant kernel subgroup of $\text{SO}^+(L)$, that is, the kernel of the natural homomorphism

$$\text{SO}^+(L) \to \text{Aut}(L'/L).$$

Recall that rescaling the quadratic form by a factor of $n$ does not change $\text{SO}^+(L)$ while it replaces the discriminant kernel by the full congruence subgroup of level $n$. We denote by

$$Y_\Gamma = \Gamma \backslash D^+$$

the noncompact modular curve associated with $\Gamma$.

Let $\text{Iso}(L)$ be the set of isotropic lines in $L$ (i.e., primitive isotropic rank-1 sublattices $I \subset L$). The group $\Gamma$ acts with finitely many orbits on $\text{Iso}(L)$. We denote by $X_\Gamma$ the compact modular curve obtained by adding to $Y_\Gamma$ the cusps corresponding to the $\Gamma$-classes of isotropic lines $I \in \text{Iso}(L)$; see, e.g., [Bruinier and Funke 2006]. It is well known that $X_\Gamma$ is a projective algebraic curve which has a canonical model over a cyclotomic field.

As in [Bruinier and Funke 2006], we choose an orientation on the isotropic lines as follows. We fix one line $I_0 \in \text{Iso}(L)$ together with an orientation on $I_0$ given by a basis vector $x_0 \in I_{0,\mathbb{R}}$. For any other $I \in \text{Iso}(L)$ we choose a $g \in \text{SO}^+(L)(\mathbb{R})$ such that $gI_{0,\mathbb{R}} = I_{\mathbb{R}}$. Then $gx_0 \in I_{\mathbb{R}}$ defines an orientation on $I$ which is independent of the choices of $g$ and $x_0$.

Let $I \subset L$ be a primitive isotropic line and write $c_I \in X_\Gamma$ for the cusp corresponding to $I$. Local coordinates near $c_I$ can be described as follows. We write $N_I$ for the positive generator of the ideal $(I, L) \subset \mathbb{Z}$. It is a divisor of $N$. Throughout, we let $\ell = \ell_I$ be the positive generator of $I$ and fix a vector $\ell' = \ell'_I \in L'$ such that

$$(\ell, \ell') = 1.$$ 

We let $K$ be the even negative definite lattice

$$K = L \cap \ell \perp \cap \ell' \perp.$$ 

Let $\Gamma = \Gamma_L$ be the discriminant kernel subgroup of $\text{SO}^+(L)$, that is, the kernel of the natural homomorphism

$$\text{SO}^+(L) \to \text{Aut}(L'/L).$$

Recall that rescaling the quadratic form by a factor of $n$ does not change $\text{SO}^+(L)$ while it replaces the discriminant kernel by the full congruence subgroup of level $n$. We denote by

$$Y_\Gamma = \Gamma \backslash D^+$$

the noncompact modular curve associated with $\Gamma$.

Let $\text{Iso}(L)$ be the set of isotropic lines in $L$ (i.e., primitive isotropic rank-1 sublattices $I \subset L$). The group $\Gamma$ acts with finitely many orbits on $\text{Iso}(L)$. We denote by $X_\Gamma$ the compact modular curve obtained by adding to $Y_\Gamma$ the cusps corresponding to the $\Gamma$-classes of isotropic lines $I \in \text{Iso}(L)$; see, e.g., [Bruinier and Funke 2006]. It is well known that $X_\Gamma$ is a projective algebraic curve which has a canonical model over a cyclotomic field.

As in [Bruinier and Funke 2006], we choose an orientation on the isotropic lines as follows. We fix one line $I_0 \in \text{Iso}(L)$ together with an orientation on $I_0$ given by a basis vector $x_0 \in I_{0,\mathbb{R}}$. For any other $I \in \text{Iso}(L)$ we choose a $g \in \text{SO}^+(L)(\mathbb{R})$ such that $gI_{0,\mathbb{R}} = I_{\mathbb{R}}$. Then $gx_0 \in I_{\mathbb{R}}$ defines an orientation on $I$ which is independent of the choices of $g$ and $x_0$.

Let $I \subset L$ be a primitive isotropic line and write $c_I \in X_\Gamma$ for the cusp corresponding to $I$. Local coordinates near $c_I$ can be described as follows. We write $N_I$ for the positive generator of the ideal $(I, L) \subset \mathbb{Z}$. It is a divisor of $N$. Throughout, we let $\ell = \ell_I$ be the positive generator of $I$ and fix a vector $\ell' = \ell'_I \in L'$ such that

$$(\ell, \ell') = 1.$$ 

We let $K$ be the even negative definite lattice

$$K = L \cap \ell \perp \cap \ell' \perp.$$ 

If \( \ell_K \in K \) denotes a generator, then \( K \) is isomorphic to \( \mathbb{Z} \) equipped with the quadratic form \( x \mapsto Q(\ell_K)x^2 \). The quantity \( 4Q(\ell_K) \) divides \( N \). The holomorphic map

\[
\mathbb{H} \rightarrow \mathcal{D}, \quad w \mapsto \mathbb{C}^\times\left(w \otimes \ell_K + \ell' - Q(w \otimes \ell_K)\ell - Q(\ell')\ell\right)
\]  

(3-4)
is injective and has one of the two connected components of \( \mathcal{D} \) as its image. Possibly replacing \( \ell_K \) by its negative, we may assume that this map is an isomorphism from \( \mathbb{H} \) onto \( \mathcal{D}^+ \). It is compatible with the natural actions of \( \text{PGL}_2^+(\mathbb{Q}) \) on \( \mathbb{H} \) by fractional linear transformations and on \( \mathcal{D}^+ \) via the isomorphism with \( \text{SO}^+(L)(\mathbb{Q}) \). For \( \mu \in L_{\mathbb{Q}} \cap I_{\perp} \) we consider the Eichler transformation

\[
E_{\ell,\mu}(x) = x + (x, \ell)\mu - (x, \mu)\ell - (x, \ell)Q(\mu)\ell
\]  

(3-5)
in \( \text{SO}^+(L)(\mathbb{Q}) \). It belongs to \( \Gamma \) if \( \mu \in K \).

**Lemma 3.1.** *The stabilizer in \( \Gamma \) of the primitive isotropic line \( I \) is given by*

\[
\Gamma_I = \{E_{\ell,\mu} : \mu \in K\}.
\]

**Proof.** Let \( \gamma \in \Gamma_I \). Then \( \gamma \ell = \pm \ell \). We first assume that \( \gamma \ell = \ell \). Then

\[
u := \gamma \ell' - \ell'
\]

belongs to \( L \cap \ell_{\perp} \), and \( u := \nu - (\nu, \ell')\ell \) belongs to \( K \). It is easily checked that

\[
E_{\ell,v}(\ell) = \ell, \quad E_{\ell,v}(\ell') = \gamma \ell'.
\]

Hence \( \gamma^{-1}E_{\ell,v} \) leaves the vectors \( \ell \) and \( \ell' \) fixed. Consequently, it maps the orthogonal complement \( K \) to itself, and therefore \( \ell_K \) to \( \pm \ell_K \). Since \( \gamma^{-1}E_{\ell,v} \) has determinant 1, the sign must be positive and thus \( \gamma = E_{\ell,v} \).

We now consider the case \( \gamma \ell = -\ell \). The orthogonal transformation \( \sigma \) taking \( \ell \) to \( -\ell \), and \( \ell' \) to \( -\ell' \), and \( \ell_K \) to itself belongs to \( \text{SO}(L)(\mathbb{Q}) \). The element \( \sigma \gamma \in \text{SO}(L)(\mathbb{Q}) \) fixes \( \ell \). Arguing as above, we see that it is equal to an Eichler transformation \( E_{\ell,u} \in \text{SO}^+(L)(\mathbb{Q}) \). This implies that \( \sigma \) belongs to the connected component of the identity of \( \text{SO}(L)(\mathbb{R}) \). But this leads to a contradiction, since the spinor norm of \( \sigma \) is negative, showing that the case \( \gamma \ell = -\ell \) cannot occur. \( \square \)

The action of \( \mathbb{Z} \) on \( \mathbb{H} \) by translations corresponds to the action of \( \Gamma_I \) on \( \mathcal{D}^+ \). The induced map

\[
\mathbb{Z} \backslash \mathbb{H} \rightarrow \Gamma_I \backslash \mathcal{D}^+
\]  

(3-6)
is an isomorphism. Hence, \( q_I = e^{2\pi iw} \) defines a local parameter at the cusp \( c_I \) of \( X_\Gamma \).

**Example 3.2.** In the special case when \( N_I = 1 \), then \( 4N = -Q(\ell_K) \) and the discriminant kernel subgroup \( \Gamma \) is isomorphic to \( \Gamma_0(N/4) \). The curve \( X_\Gamma \) is isomorphic to \( X_0(N/4) \), with \( c_I \) corresponding to the cusp at \( \infty \); see, e.g., [Bruinier and Ono 2010, Section 2.4].
**The Weil representation.** Let $\text{Mp}_2(\mathbb{Z})$ be the metaplectic extension of $\text{SL}_2(\mathbb{Z})$ by $\{\pm 1\}$, realized by the two possible choices of a holomorphic square root of the automorphy factor $c\tau + d$ for $(a \ b \ c \ d) \in \text{SL}_2(\mathbb{Z})$; see, e.g., [Borcherds 1998; Kudla 2003].

Recall that there is a Weil representation $\omega_L$ of $\text{Mp}_2(\mathbb{Z})$ on the complex vector space $S_L$ of functions $L'/L \to \mathbb{C}$ on the discriminant group. Identifying $S_L$ with the space of Schwartz–Bruhat functions on $L \otimes \hat{\mathbb{Q}}$ which are supported on $L' \otimes \hat{\mathbb{Z}}$ and translation invariant under $L \otimes \hat{\mathbb{Z}}$, the representation $\omega_L$ can be viewed as the restriction of the usual Weil representation of $\text{Mp}_2(\hat{\mathbb{Q}})$ on $L \otimes \hat{\mathbb{Q}}$ with respect to the standard additive character of $\hat{\mathbb{Q}}$; see [Kudla 2003]. The representation $\omega_L$ is the complex conjugate of the representation $\rho_L$ in [Borcherds 1998; Bruinier 2002; Bruinier and Funke 2006]. The action of $\text{Mp}_2(\mathbb{Z})$ on $S_L$ commutes with the natural action of $\text{Aut}(L'/L)$ by translation of the argument.

If $k \in \frac{1}{2} \mathbb{Z}$, we denote by $M^!_k(\omega_L)$ the space of $S_L$-valued weakly holomorphic modular forms for $\text{Mp}_2(\mathbb{Z})$ of weight $k$ with representation $\omega_L$. The subspace of holomorphic modular forms is denoted by $M_k(\omega_L)$.

**Heegner divisors.** For any $d \in \mathbb{Q}^\times$, the group $\Gamma$ acts on the set

$$L'_d = \{ \lambda \in L' : Q(\lambda) = d \}$$

with finitely many orbits. For every $\lambda \in L'$ with $Q(\lambda) > 0$, the stabilizer $\Gamma_\lambda \subset \Gamma$ of $\lambda$ is finite, and there is a unique point $z_\lambda \in \mathcal{D}^+$ which is orthogonal to $\lambda$. For $d \in \mathbb{Q}_{>0}$ and $\varphi \in S_L$ we consider the Heegner divisor

$$Y(d, \varphi) = \sum_{\lambda \in L'_d/\Gamma} \frac{1}{2|\Gamma_\lambda|} \varphi(\lambda) \cdot (z_\lambda)$$

(3-7)

on $X_\Gamma$. It is defined over the field of definition of $X_\Gamma$ and has coefficients in the field of definition of $\varphi$. Let $I_0 \in \text{Iso}(L)$ be a fixed isotropic line. We define a divisor of degree 0 on $X_\Gamma$ by putting

$$Z(d, \varphi) = Y(d, \varphi) - \deg(Y(d, \varphi)) \cdot (c_{I_0}).$$

(3-8)

**4. A generalized Gross–Kohnen–Zagier theorem**

We now consider classes of Heegner divisors in the generalized Jacobian of the modular curve $X := X_\Gamma$ as defined in the previous section. We let $k \subset \mathbb{C}$ be the number field obtained by adjoining the primitive root of unity $e^{2\pi i/N}$ to the common field of definition of the canonical model and all of the cusps of $X$. Let $S = \{c_I : I \in \text{Iso}(L)/\Gamma\}$ be the set of cusps of $X$ and let

$$m = \sum_{I \in \text{Iso}(L)/\Gamma} m_I \cdot (c_I)$$
be a fixed effective divisor supported on \( S \). We consider the generalized Jacobian of \( X \) associated with the modulus \( m \). For \( I \in \text{Iso}(L) \), we take as the uniformizing parameter in the completed local ring at \( c_I \) the parameter \( q_I = e^{2\pi i w} \) defined by (3-6) (given by the Tate curve over \( \mathbb{Z}[[q_I]] \) when \( N_I = 1 \) such that \( X_\Gamma \cong X_0(N/4) \)).

Since, throughout this section, we are only interested in the \( k \)-valued points of the generalized Jacobian, we briefly write \( J_m(X) \) instead of \( J_m(X)(k) \). For every degree-zero divisor \( D = \sum a_I \cdot (c_I) \in \text{Div}^0(X) \) supported on \( S \) and every tuple \( r = (r_I) \in \mathbb{G}_m^{|S|}(k) \), we choose a function \( u_{D,r} \in k(X)^\times \) such that

\[
u_{D,r} = r_I q_I^{a_I} \cdot (1 + a_I^{m_j}(q_I^{m_j})) \tag{4-1}\]

at \( c_I \) for \( I \in \text{Iso}(L) \). We write \( H_{\mathbb{G}_m,m} \) for the subgroup of \( J_m(X) \) generated by the classes \([\text{div}(u_{D,r})]_m \) of all these functions and let

\[
J_m^{\text{add}}(X) = J_m(X)/H_{\mathbb{G}_m,m}. \tag{4-2}
\]

By definition we have \( J_m^{\text{add}}(X) = J_m(X) \) when \( |S| = 1 \). By the Manin–Drinfeld theorem we have \( J_m^{\text{add}}(X)_Q = J_m(X)_Q \) when \( m = 0 \). For general \( m \) the kernel of the induced homomorphism

\[
J_m^{\text{add}}(X)_Q \rightarrow J(X)_Q \tag{4-3}
\]

is isomorphic to the product of the groups \( \mathbb{G}_m^{|S|-1} \) for \( I \in \text{Iso}(L)/\Gamma \) with \( m_I > 0 \).

For \( d \in \mathbb{Q}_{>0} \) and \( \varphi \in S_L \) we consider the class

\[
[Z(d, \varphi)]_m \in J_m(X)_C \tag{4-4}
\]

of the Heegner divisor \( Z(d, \varphi) \) in the generalized Jacobian.

Let \( T \) be the tautological bundle on \( X \), and define the line bundle of modular forms of weight \( 2k \) on \( X \) by \( \mathcal{M}_{2k} = T^{\otimes k} \). (Sections of \( \mathcal{M}_{2k} \) correspond to classical elliptic modular forms of weight \( 2k \) under the isomorphism \( \text{SO}(L)(\mathbb{Q}) \cong \text{PGL}_2(\mathbb{Q}) \).

Recall that \( T \) is canonically trivial in small neighborhoods of the cusps. Hence, taking the induced trivializations and putting \( s_0 = c_{t_0} \) in (2-7), we obtain a class \([\mathcal{M}_k]_m \in J_m(X)_Q \). For \( d = 0 \) we define

\[
[Z(0, \varphi)]_m = \varphi(0) \cdot [\mathcal{M}_{-1}]_m. \tag{4-5}
\]

We also define classes for \( d \in \mathbb{Q}_{<0} \) as follows. For a vector \( \lambda \in L'_d \), the orthogonal complement \( \lambda^\perp \subset L_\mathbb{Q} \) is isotropic if and only if \( d = -2 \text{disc}(L)(\mathbb{Q})^2 \). In this case there is a unique pair of isotropic lines \( I, \tilde{I} \in \text{Iso}(L) \) such that \( \lambda^\perp = I_\mathbb{Q} \oplus \tilde{I}_\mathbb{Q} \) and such that the triple \((\lambda, x, \tilde{x})\) is a positively oriented basis of \( L_\mathbb{Q} \) for positive basis vectors \( x \in I \) and \( \tilde{x} \in \tilde{I} \). Following [Bruinier and Funke 2006], we call \( I \) the isotropic line associated to \( \lambda \) and write \( I \sim \lambda \). Note that \( \tilde{I} \) is the isotropic line associated to \( -\lambda \). We define the \( I \)-content \( n_I(\mu) \) of any \( \mu \in L' \cap I^\perp \) as follows: If \( Q(\mu) = 0 \) we put
$n_I(\mu) = 0$. If $Q(\mu) \neq 0$ we let $n_I(\mu)$ be the unique nonzero integer such that

$$ (\mu, L \cap I^\perp) = n_I(\mu) \cdot \mathbb{Z} \quad (4-6) $$

and $\text{sgn}(n_I(\mu)) \cdot \mu \sim I$.

Now, if $d \in -2 \ \text{disc}(L)(\mathbb{Q}^\times)^2$ and $\lambda \in L'_d$, we let $I \in \text{Iso}(L)$ be the isotropic line associated to $\lambda$ and let $\ell' \in L'$ be as in (3-2) such that $(\ell', I) = \mathbb{Z}$. We choose a function $h_\lambda \in k(X)$ such that

$$ h_\lambda = \left\{ \begin{array}{ll} 1 - e^{2\pi i (\lambda, \ell')} q_I^{n_I(\lambda)} & \text{at the cusp } c_I, \\ 1 + O(q_I^{m_I}) & \text{at all other cusps } c_J. \end{array} \right. \quad (4-7) $$

The existence of $h_\lambda$ follows for instance from the approximation theorem for valuations, see page 29 in [Serre 1988]. If $(\lambda, \ell') \in \mathbb{Z}$, then $h_\lambda$ agrees with the function $h_{c_I, n_I(\lambda)} \in k(X)^\times$ defined in (2-4). For $\varphi \in S_L$ we define

$$ [Z(d, \varphi)]_m = \sum_{\lambda \in L'_d/\Gamma} \frac{1}{2n_I(\lambda)} (\varphi(\lambda) + \varphi(-\lambda)) \cdot [\text{div}(h_\lambda^{-1})]_m. \quad (4-8) $$

It is easily checked that this class is independent of the choices of the functions $h_\lambda$.

If $d < 0$ and $d \notin -2 \ \text{disc}(L)(\mathbb{Q}^\times)^2$, we put $[Z(d, \varphi)]_m = 0$.

Finally, for all $d \in \mathbb{Q}$ we write $[Z(d)]_m$ for the element of

$$ \text{Hom}(S_L, J_m(X)_\mathbb{C}) \cong J_m(X)_\mathbb{C} \otimes S_L^\vee $$

given by $\varphi \mapsto [Z(d, \varphi)]_m$.

The classes $[Z(d, \varphi)]_m$ with $d < 0$ can also be expressed in a slightly different way. To this end, for an isotropic line $I$ we define

$$ L'_{d,I} = \{ \lambda \in L'_d : \lambda \perp I \ \text{and} \ \lambda \sim I \}. $$

**Lemma 4.1.** For $d < 0$ we have

$$ [Z(d, \varphi)]_m = \sum_{I \in \text{Iso}(L)/\Gamma} \sum_{\lambda \in L'_{d,I}/I} \frac{1}{2}(\varphi(\lambda) + \varphi(-\lambda)) \cdot [\text{div}(h_\lambda^{-1})]_m. $$

**Proof.** If $L_{d,I}$ is nonempty and if we fix $\lambda_0 \in L'_{d,I}$, we have

$$ L'_{d,I} = \{ \lambda_0 + a \ell/N_I : a \in \mathbb{Z} \}, $$

$$ L'_{d,I}/\Gamma_I = \{ \lambda_0 + a \ell/N_I : a \in \mathbb{Z} / N_I n_I(\lambda_0) \mathbb{Z} \}, $$

$$ L'_{d,I}/I = \{ \lambda_0 + a \ell/N_I : a \in \mathbb{Z} / N_I \mathbb{Z} \}. $$

This implies the assertion. \qed
An abstract modularity theorem. To describe the relations in the generalized Jacobian among the classes \([Z(d)]_m\) we form the generating series

\[
A_m(\tau) = \sum_{d \in \frac{1}{N}\mathbb{Z}} [Z(d)]_m \cdot q^d \in S^\vee_L((q)) \otimes J^\text{add}_m(X)_{\mathbb{C}}. \tag{4-9}
\]

It is a formal Laurent series in the variable\(^1\) \(q = e^{2\pi i \tau}\), where \(\tau \in \mathbb{H}\), with exponents in \(\frac{1}{N}\mathbb{Z}\) and coefficients in \(S^\vee_L \otimes J^\text{add}_m(X)_{\mathbb{C}}\).

**Theorem 4.2.** The generating series \(A_m(\tau)\) is the \(q\)-expansion of a weakly holomorphic modular form in \(M^!_{3/2}(\omega^\vee_L) \otimes J^\text{add}_m(X)_{\mathbb{C}}\).

To prove this result, we use the following variant of Borcherds’ modularity criterion [Borcherds 1999, Theorem 3.1]. Let \(\rho\) be a finite dimensional representation of \(\text{Mp}_2(\mathbb{Z})\) on a complex vector space \(V\) which is trivial on some congruence subgroup. The stabilizer in \(\text{Mp}_2(\mathbb{Z})\) of the cusp \(\infty\) is generated by the elements \(T = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, 1\) and \(Z = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}, i\). The hypothesis on \(\rho\) implies that some power of \(\rho(T)\) is the identity, and therefore all eigenvalues of \(\rho(T)\) are roots of unity. If \(g \in M^!_k(\rho)\) is a weakly holomorphic modular form for \(\text{Mp}_2(\mathbb{Z})\) of weight \(k \in \frac{1}{2}\mathbb{Z}\) with representation \(\rho\), then it has a Fourier expansion

\[
g(\tau) = \sum_{n \in \mathbb{Q}} a(n) \cdot q^n,
\]

where the coefficients \(a(n) \in V\) satisfy the conditions

\[
\rho(T)a(n) = e^{2\pi in} a(n), \tag{4-10}
\]

\[
\rho(Z)a(n) = e^{-\pi ik} a(n). \tag{4-11}
\]

We write \(\rho^\vee\) for the representation dual to \(\rho\), and denote by \((\cdot, \cdot)\) the natural pairing \(V \times V^\vee \to \mathbb{C}\).

**Proposition 4.3.** A formal Laurent series

\[
g(\tau) = \sum_{n \in \mathbb{Q}} a(n) \cdot q^n \in V((q)),
\]

with coefficients \(a(n)\) satisfying the conditions (4-10) and (4-11) is the \(q\)-expansion of a weakly holomorphic modular form in \(M^!_k(\rho)\) if and only if

\[
\sum_{n \in \mathbb{Q}} (a(n), c(-n)) = 0
\]

for all

\[
f(\tau) = \sum_{n \in \mathbb{Q}} c(n) \cdot q^n \in M^!_{2-k}(\rho^\vee).
\]

\(^1\)Confusion with the local parameter \(q_I\) at the cusp \(c_I\) of \(X\) should not be possible.
Proof. This result is proved in Section 3 of [Borcherds 1999] in the special case when \( g \) is actually a formal power series. The same proof applies to our slightly more general case, if we replace the vector bundle of modular forms of type \( \rho \) by a twist with a power of the line bundle \( L(\infty) \) corresponding to the cusp at \( \infty \).

Alternatively, we may replace the \( q \)-series \( g \) by the \( q \)-series \( g' = \Delta^j g \) for a positive integer \( j \) such that \( \Delta^j g \) is a power series. Here \( \Delta \) is the normalized cusp form of weight 12. Then one can literally apply [Borcherds 1999, Theorem 3.1] to \( g' \) to deduce modularity in \( M_{k+12j}(\rho) \) of this power series. Dividing out the power of \( \Delta \) again, we obtain the result. \( \square \)

Proof of Theorem 4.2. According to Proposition 4.3 with \( \rho = \omega_L^\vee \), it suffices to show that

\[
\sum_{d \in \mathbb{Q}} (c(-d), [Z(d)]_m) = 0 \in J^\text{add}_m(X)_{\mathbb{C}}, \tag{4-12}
\]

for every

\[
f(\tau) = \sum_{d \in \mathbb{Q}} c(d) \cdot q^d \in M^1_{1/2}(\omega_L). \tag{4-13}
\]

Since the space \( M^1_{1/2}(\omega_L) \) has a basis of modular forms with integral coefficients [McGraw 2003], it suffices to check that for every \( f \) with integral coefficients the relation (4-12) holds. For \( \mu \in L' \) we put \( c(d, \mu) = c(d)(\mu) \).

Let \( \Psi(z, f) \) be the Borcherds lift of \( f \) as in [Borcherds 1998, Theorem 13.3]. This is a meromorphic modular form on \( D^+ \) for the group \( \Gamma' \) of weight \( c(0, 0) \) with some multiplier system of finite order. Its divisor on \( X \) is given by

\[
\text{div}(\Psi(z, f)) = \sum_{d > 0} (c(-d), Z(d)) + B(f),
\]

where \( B(f) \) is a divisor of degree \( \frac{1}{12} c(0, 0) \) supported at the cusps of \( X \). Let \( I \in \text{Iso}(L) \). To determine the behavior of \( \Psi(z, f) \) near the cusp \( c_I \), we identify \( D^+ \) with the upper complex half-plane \( \mathbb{H} \) using (3-4). Then \( \Psi(w, f) \) has the infinite product expansion

\[
\Psi(w, f) = R_I \cdot q_I^{\rho_I} \prod_{\lambda \in (L' \cap L^+) / I \atop n_I(\lambda) > 0} \left( 1 - e^{2\pi i (\lambda, \ell')} q_I^{n_I(\lambda)} \right)^{c(-Q(\lambda), \lambda)}, \tag{4-14}
\]

which converges near the cusp \( c_I \), that is, for \( w \in \mathbb{H} \) with sufficiently large imaginary part. Here the product runs over vectors \( \lambda \) of negative norm which are associated to \( I \), and \( \rho_I \in \mathbb{Q} \) is the Weyl vector at the cusp \( c_I \) corresponding to \( f \). Moreover, the quantity \( R_I \) is some constant in \( k^\times \) of modulus 1 times

\[
\prod_{a \in \mathbb{Z} / N_I \mathbb{Z} \atop a \neq 0} \left( 1 - e^{2\pi ia / N_I} \right)^{c(0, a \ell / N_I) / 2}.
\]
Hence, the (finite) product
\[
\Psi(w, f) \times R_I^{-1} \prod_{\lambda \in (L' \cap I^\perp) / I} h_\lambda^{-c(-Q(\lambda), \lambda)}
\]
is a meromorphic modular form of weight \(c(0, 0)\) satisfying the condition (2-6) at \(c_I\). There exists a degree-zero divisor \(D\) supported on \(S\) such that the finite product
\[
\Psi(w, f) \times u_{D, (R_I)}^{-1} \prod_{I \in \text{Iso}(L) / \Gamma} \prod_{\lambda \in (L' \cap I^\perp) / I} h_\lambda^{-c(-Q(\lambda), \lambda)}
\]
is a meromorphic modular form of weight \(c(0, 0)\) satisfying the condition (2-6) at all cusps and having order 0 at all cusps different from \(c_{I_0}\). Here \(u_{D, r} \in H_{G_m, m}\) denotes the function defined in (4-1).

By the choice of the base point \(s_0 = c_{I_0}\) in (2-7), the class of the line bundle \(M_{c(0, 0)}\) in \(J_m(X)\) is given by
\[
[M_{c(0, 0)}]_m = [\text{div}(\Psi(f)) - \deg(M_{c(0, 0)}(c_{I_0}))_m - [\text{div}(u_{D, (R_I)})]_m
- \sum_{I \in \text{Iso}(L) / \Gamma} \sum_{\lambda \in (L' \cap I^\perp) / I} c(-Q(\lambda), \lambda) \cdot [\text{div}(h_\lambda)]_m. \tag{4-15}
\]

Using Lemma 4.1, we see that
\[
- \sum_{I \in \text{Iso}(L) / \Gamma} \sum_{\lambda \in (L' \cap I^\perp) / I} c(-Q(\lambda), \lambda) \cdot [\text{div}(h_\lambda)]_m = - \sum_{d < 0} (c(-d), [Z(d)]_m). \tag{4-15}
\]
Inserting this into (4-15), we obtain the relation
\[
-c(0, 0)[M_{-1}]_m = \sum_{d > 0} (c(-d), [Z(d)]_m) + \sum_{d < 0} (c(-d), [Z(d)]_m) - [\text{div}(u_{D, (R_I)})]_m
\]
in \(J_m(X)_C\). This implies (4-12) in \(J_m^{\text{add}}(X)_C\), concluding the proof. \(\square\)

**Remark 4.4.** To be able to describe the generating series in \(J_m(X)_C\) instead of in the quotient \(J_m^{\text{add}}(X)_C\), we would have to know the normalizing factors \(R_I\) in (4-14) more precisely. It would be very interesting to understand these better. Are they roots of unity?

By the Manin–Drinfeld theorem, the natural homomorphism \(J_m(X) \to J(X)\) induces a linear map
\[
J_m^{\text{add}}(X)_C \to J(X)_C.
\]
The classes \([Z(d)]_m\) with \(d \leq 0\) are in the kernel. Applying this map coefficientwise to the generating series \(A_m\) in Theorem 4.2, we obtain the Gross–Kohnen–Zagier
Corollary 4.5 (Gross–Kohnen–Zagier). The generating series

$$A_0(\tau) = \sum_{d > 0} [Z(d)]_0 \cdot q^d$$

of the classes of the Heegner divisors in the Jacobian $J(X)_{\mathbb{C}}$ is the $q$-expansion of a cusp form in $S_{3/2}(\omega_L^\vee) \otimes J(X)_{\mathbb{C}}$.

5. Traces of singular moduli

Here we show that every harmonic Maass form of weight zero with vanishing constant terms defines a linear functional of the generalized Jacobian $J^\text{add}(X)_{\mathbb{C}}$. Applying it to the generating series $A_m$, one obtains modularity results for traces of CM values of harmonic Maass forms and weakly holomorphic modular forms as in [Zagier 2002; Bruinier and Funke 2006].

Let $H_k^+(\Gamma)$ be the space of harmonic Maass forms of weight $k$ for $\Gamma$ as in [Bruinier and Funke 2004, Section 3]. Recall that there is a surjective differential operator $\xi_k : H_k^+(\Gamma) \to S_{2-k}(\Gamma)$ to cusp forms of “dual” weight $2-k$.

For the rest of this section we fix a nonzero $F \in H_0^+(\Gamma)$. We denote the holomorphic part of the Fourier expansion of $F$ at the cusp $c_I$ corresponding to $I \in \text{Iso}(L)$ by

$$F_I^+ = \sum_{j \in \mathbb{Z}} c_{F,I}(j) \cdot q_I^j. \quad (5-1)$$

We define the order of $F$ at the cusp $c_I$ by

$$\text{ord}_{c_I}(F) = \min\{j \in \mathbb{Z} : c_{F,I}(j) \neq 0\}.$$ 

Proposition 5.1. Assume that for all $I \in \text{Iso}(L)$ we have $\text{ord}_{c_I}(F) > -m_I$ and $c_{F,I}(0) = 0$.

(i) There is a linear map,

$$\text{tr}_F : J_m(X) \to \mathbb{C},$$

defined by

$$[D]_m \mapsto \text{tr}_F(D) := \sum_{a \in \text{supp}(D) \setminus S} n_a \cdot F(a),$$

for divisors $D = \sum_a n_a \cdot (a)$ in $\text{Div}^0(X)$.

(ii) The map $\text{tr}_F$ vanishes on $H_{G_m,m}$ and factors through $J^\text{add}_m(X)$.

Proof. (i) We have to show that $\text{tr}_F(D) = 0$, for every divisor $D = \text{div}(g) \in P_m(X)$ given by a rational function $g \in k(X)^\times$ satisfying

$$q_I^{-\text{ord}_{c_I}(g)} g = 1 + O(q_I^{m_I}).$$
at every cusp \( c_I \). The expansion of the logarithmic derivative of \( g \) with respect to the local parameter \( q_I \) at \( c_I \) is of the form

\[
\frac{dg}{g} = \text{ord}_{c_I}(g) q_I^{-1} + O(q_I^{m_I-1}).
\]

If \( F \) is weakly holomorphic, then \( \eta := F(dg/g) \) is a meromorphic 1-form on \( X \). Hence, by the residue theorem, the sum of the residues of \( \eta \) vanishes, and we have

\[
\sum_{a \in X \setminus S} \text{res}_a(\eta) = -\sum_{a \in S} \text{res}_a(\eta).
\]

The left-hand side of this equality is given by \( \text{tr}_F(D) \), while the right-hand side satisfies

\[
\sum_{a \in S} \text{res}_a(\eta) = \sum_{I \in \text{Iso}(L)/\Gamma} \text{res}_{c_I}(\eta) = \sum_{I \in \text{Iso}(L)/\Gamma} \text{res}_{q_I=0}\left(\left(\text{ord}_{c_I}(g) q_I^{-1} + O(q_I^{m_I-1})\right) \sum_{j > -m_I} c_{F,I}^+(j) \cdot q_I^j \right) = 0.
\]

Here we have also used the fact that \( c_{F,I}^+(0) = 0 \) for all \( I \).

To prove the assertion for general \( F \in H_0^+(\Gamma) \), we let \( X_\varepsilon \) be the manifold with boundary obtained from \( X \) by cutting out small oriented discs of radius \( \varepsilon \) around the points in \( \text{supp}(\text{div}(g)) \cup S \). Then for the 1-form \( \eta := F(dg/g) \) it is still true that

\[
\lim_{\varepsilon \to 0} \int_{\partial X_\varepsilon} \eta = 0.
\]

Indeed, we have

\[
\int_{\partial X_\varepsilon} \eta = \int_{\partial X_\varepsilon} F \cdot \partial \log |g|^2 = \int_{X_\varepsilon} d(F \cdot \partial \log |g|^2).
\]

Since \( \log |g|^2 \) and \( F \) are harmonic functions on \( X_\varepsilon \), we find that

\[
\int_{\partial X_\varepsilon} \eta = \int_{X_\varepsilon} (\overline{\partial} F) \wedge (\partial \log |g|^2) = -\int_{X_\varepsilon} \partial ((\overline{\partial} F) \log |g|^2) = -\int_{\partial X_\varepsilon} (\overline{\partial} F) \log |g|^2.
\]

In the latter integral, the differential \( \overline{\partial} F = \xi_0(F) d\overline{z} \) is antiholomorphic (hence smooth) on all of \( X \). Since \( \log |g|^2 \) has only logarithmic singularities, the integral vanishes in the limit \( \varepsilon \to 0 \).

On the other hand, a local computation shows that

\[
\lim_{\varepsilon \to 0} \int_{\partial X_\varepsilon} \eta = \text{tr}_F(D) + \sum_{I \in \text{Iso}(L)/\Gamma} \text{res}_{c_I}(F_I^+ \cdot \frac{dg}{g}).
\]  

The vanishing of the second summand on the right-hand side follows as before, proving that \( \text{tr}_F(D) = 0 \) again.
(ii) Let $u_{D,r}$ be as in (4-1). The same argument shows that $\text{tr}_F(\text{div}(u_{D,r}))$ vanishes and $\text{tr}_F$ factors through $J^\text{add}_m(X)$. □

**Theorem 5.2.** Assume that $\text{ord}_{c_I}(F) > -m_I$ and $c_{F,I}^+(0) = 0$ for all $I \in \text{Iso}(L)$. Then $\text{tr}_F(A_m)$ is a weakly holomorphic modular form in $M_{3/2}(\omega^\vee_L)$, and

$$\text{tr}_F(A_m)(\varphi) = \sum_{d < 0} \text{tr}_F([Z(d, \varphi)]_m) \cdot q^d + \text{tr}_F([\mathcal{M}_{-1}]_m)\varphi(0) + \sum_{d > 0} F(Y(d, \varphi)) \cdot q^d.$$  

Moreover, for $d < 0$ the quantity $\text{tr}_F([Z(d, \varphi)]_m)$ is given by the finite sum

$$\text{tr}_F([Z(d, \varphi)]_m) = -\frac{1}{2} \sum_{I \in \text{Iso}(L)/\Gamma} \sum_{\lambda \in L_{d,I}/\Gamma_I} (\varphi(\lambda) + \varphi(-\lambda)) \cdot \sum_{j \geq 1} e^{2\pi i (\lambda, \ell_i') j} c_{F,I}^+(-n_I(\lambda) j).$$

**Proof.** The modularity of $\text{tr}_F(A_m)$ is a direct consequence of Theorem 4.2 and Proposition 5.1.

We now compute the $q$-expansion. For $d > 0$ and $\varphi \in S_L$ we have by definition of the map $\text{tr}_F$ that

$$\text{tr}_F([Z(d, \varphi)]_m) = F(Y(d, \varphi)).$$

If $d < 0$ and $d \in -2 \text{disc}(L)(\mathbb{Q}^\times)^2$, we obtain by the definition of the class $[Z(d)]_m$ that

$$\text{tr}_F([Z(d, \varphi)]_m) = \sum_{\lambda \in L_{d,I}/\Gamma} \frac{1}{2n_I(\lambda)} (\varphi(\lambda) + \varphi(-\lambda)) \cdot \text{tr}_F(\text{div}(h_{\lambda}^{-1}))$$

$$= -\sum_{I \in \text{Iso}(L)/\Gamma} \sum_{\lambda \in L_{d,I}/\Gamma_I} \frac{1}{2n_I(\lambda)} (\varphi(\lambda) + \varphi(-\lambda)) \cdot F(\text{div}(h_{\lambda})).$$

Arguing as in the proof of Proposition 5.1, in particular (5-2), we find for $\lambda \in L_{d,I}'$ that

$$F(\text{div}(h_{\lambda})) = -\sum_{J \in \text{Iso}(L)/\Gamma} \text{res}_{c_J}(F_J^+ \cdot \frac{dh_{\lambda}}{h_{\lambda}})$$

$$= \text{res}_{c_I}(F_J^+ \cdot \frac{n_I(\lambda) \cdot e^{2\pi i (\lambda, \ell_i') q_l^{n_I(\lambda)-1}} + O(q_l^{m_I-1})}{1 - e^{2\pi i (\lambda, \ell_i') q_l^{n_I(\lambda)}}})$$

$$= n_I(\lambda) \sum_{j \geq 1} e^{2\pi i (\lambda, \ell_i') j} c_{F,I}^+(-n_I(\lambda) j). \quad (5-3)$$

Inserting this into the previous equation, we obtain the assertion. □

**Remark 5.3.** The constant term $\text{tr}_F([Z(0, \varphi)]_m)$ can also be computed explicitly, see Proposition 5.4 for an example.
An example. Consider the modular curve $X_0(M)$ for a squarefree $M \in \mathbb{Z}_{>0}$. Let $L$ be the lattice

$$L = \left\{ \begin{pmatrix} b & a/M \\ c & -b \end{pmatrix} : a, b, c \in \mathbb{Z} \right\},$$

(5-4)

with the quadratic form $Q(X) = M \det(X)$. Then $L'/L \cong \mathbb{Z}/2M\mathbb{Z}$ and $\text{SO}^+(L)$ is isomorphic to the extension $\Gamma_0^*(M)$ of $\Gamma_0(M)$ by the Atkin–Lehner involutions. The discriminant kernel subgroup $\Gamma$ is isomorphic to $\Gamma_0(M)$, and the modular curve $X_\Gamma$ is isomorphic to $X_0(M)$ with the cusp associated to the isotropic line $I_0 = \mathbb{Z}(0 0 1 0)$ corresponding to $\infty$; see, e.g., [Bruinier and Ono 2010, Section 2.4].

The group $\Gamma_0^*(M)$ acts transitively on $\text{Iso}(L)$, and the orbits are represented by the lines $I_D = W_D.I_0$ for the positive divisors $D | M$. Here $W_D \in \text{PGL}_2^+(\mathbb{Q})$ denotes the Atkin–Lehner involution with index $D$. In particular, the set $S$ of cusps of $X_0(M)$ is in bijection with the set of positive divisors of $M$. If $I \in \text{Iso}(L)$, we write $D_I$ for the unique positive divisor of $M$ such that $I$ is equivalent to $W_{D_I}I_0$ under $\Gamma$. Let $F \in H_0^+ (\Gamma)$ be a harmonic Maass form. The expansion of $F$ at the cusp $I_D$ as in (5-1) is given by the Fourier expansion of $F \mid W_{D_I}$.

Proposition 5.4. Assume that for all $I \in \text{Iso}(L)$ we have $\text{ord}_{c_I}(F) > -m_I$ and $c_{F,I}(0) = 0$. The constant term of the generating series $\text{tr}_F(A_m)$ is given by

$$\text{tr}_F([\mathcal{M}_{-1}]_m) = 2 \sum_{D \mid M} \sum_{j \geq 1} c_{F,I_D}^+(−j) \cdot D \cdot \sigma_1(j/D).$$

Remark 5.5. As shown in [Bruinier and Funke 2006, Remark 4.9], the right-hand side above is also equal to $-\frac{1}{4\pi} \int_{\Gamma_0(M) \setminus \mathbb{H}} F d\mu$. The proposition gives a geometric interpretation of this regularized integral.

Proof of Proposition 5.4. We use the notation of the proof of Theorem 5.2. By linearity it suffices to compute the class of the line bundle $\mathcal{M}_{12}$. Since $X_\Gamma \cong X_0(M)$, a section of this line bundle is the usual discriminant function given by

$$\Delta = q \prod_{n \geq 1} (1 − q^n)^{24}.$$

To compute the class of $\mathcal{M}_{12}$ in the generalized Jacobian, we have to modify this section by multiplying with rational functions such that the local conditions (2-6) at the cusps are satisfied. It is easily checked that

$$\Delta \mid W_D = D^{-6} \Delta(D\tau) = D^{-6} q^D \prod_{n \geq 1} (1 − q^{Dn})^{24}.$$

This implies that the section

$$s = \Delta \cdot \prod_{I \in \text{Iso}(L)/\Gamma} \prod_{\lambda \in (L'/L)^-/I} h_{D_I\lambda}^{-24}$$

with $m_I > n_I(\lambda) > 0$.
has the expansion
\[ s = D^{-6}q^{D}_{I_D} \cdot (1 + O(q^{Dm_I}_{I_D})) \]
at the cusp \( I_D \). For the \(|S|\)-tuple \( r = (D^6)_{D|M} \), and the function \( u_{0,r} \in \mathbb{Q}(X_0(M))^\times \), the section \( s \cdot u_{0,r} \) of \( M_{12} \) satisfies the local conditions \( (2\text{-}6) \) at all cusps. Therefore, in view of \( (2\text{-}7) \) and Proposition 5.1 (ii), we have
\[
\text{tr}_F([M_{12}]_m) = \text{tr}_F([\text{div}(s \cdot u_{0,r}) - \deg(M_{12}) \cdot (c_{I_0})]_m)
\]
\[
= -24 \sum_{I \in \text{Iso}(L)/\Gamma} \sum_{\lambda \in (L \cap L^\perp)/I} \sum_{m_I > n_I(\lambda) > 0} F(\text{div}(h_{D,I})).
\]
Using formula \( (5\text{-}3) \), we get
\[
\text{tr}_F([M_{12}]_m) = -24 \sum_{D|\Gamma} \sum_{j \geq 1} c_{F,I_D}^+ (-j) \cdot D \cdot \sigma_1(j/D).
\]
This concludes the proof of the proposition. \( \square \)

We now explain how to obtain a scalar-valued generating series from \( \text{tr}_F(A_m) \). By means of the canonical pairing \((S_L, S_L^\vee) \to \mathbb{C} \), we define a map
\[
S_L^\vee \to \mathbb{C}, \quad u \mapsto (\chi_1, u),
\]
given by the pairing with the constant function \( \chi_1 \) with value 1. It induces a map from \( S_L^\vee \)-valued to scalar-valued modular forms,
\[
M^{1/2}_3(\omega_L) \to M^{1/2}_3(\Gamma_0(4M)), \quad f(\tau) \mapsto f^{\text{scal}}(\tau) := f(\chi_1)(4M \tau),
\]
see [Eichler and Zagier 1985, §5]. The image lies in the Kohnen plus-space. Applying this map to the generating series \( A_m \) of Theorem 4.2, we obtain a scalar valued generating series which has level \( 4M \). In particular, this implies Theorem 1.1 of the introduction. If we apply this map to Theorem 5.2 and use Proposition 5.4, we obtain:

**Theorem 5.6.** Let \( L \) be as in \( (5\text{-}4) \). Assume that for all \( I \in \text{Iso}(L) \) we have \( \text{ord}_{c_I}(F) > -m_I \) and \( c_{F,I}^+(0) = 0 \). Then \( \text{tr}_F(A_m^{\text{scal}}) \in M^{1/2}_3(\Gamma_0(4M)) \), and
\[
\text{tr}_F(A_m^{\text{scal}}) = -\sum_{D|M} \sum_{b \geq 1} \sum_{n \geq 1} c_{F,I_D}^+ (-bn) \cdot b \cdot q^{-b^2}
\]
\[
+ 2 \sum_{D|M} \sum_{n \geq 1} c_{F,I_D}^+ (-n) \cdot D \cdot \sigma_1(n/D) + \sum_{d \in \mathbb{Z}_{>0}} F(Y(d/4M, \chi_1)) \cdot q^d.
\]
When $M = p$ is a prime and $F$ is invariant under the Fricke involution, we obtain Theorem 1.4 of the introduction.

Now let $M = 1$ and let $j = E_4^3/\Delta$ be the classical $j$-function. Write $J = j - 744 = q^{-1} + 196884q + \cdots$ for the normalized Hauptmodul for $\text{PSL}_2(\mathbb{Z})$ with vanishing constant term. Applying Theorem 5.6 with $F = J$, we recover Zagier’s original result [2002]:

**Corollary 5.7.** The generating series

$$-q^{-1} + 2 + \sum_{d \in \mathbb{Z}, d > 0} J(Y(d/4, \chi_1)) \cdot q^d$$

of the traces of singular moduli is a weakly holomorphic modular form for $\Gamma_0(4)$ of weight $\frac{3}{2}$ in the plus-space.

### 6. Generalizations

In the section we describe some variants of our main results and indicate possible generalizations.

**Modularity in the generalized class group.** In the definition of the Heegner divisors $Z(d)$ we have projected to degree-0 divisors by subtracting a suitable multiple of $(c_{I_0})$. We now briefly describe what happens if we do not apply this projection and consider the divisors $Y(d, \varphi)$ defined in (3-7) for $d > 0$. Then the corresponding generating series is a nonholomorphic modular form, where the nonholomorphic part is coming from a generalization of Zagier’s weight-$\frac{3}{2}$ Eisenstein series.

We let $\text{Cl}_m(X)$ be the generalized class group of $X$ with respect to the modulus $m$, which we define as the quotient of the group of divisors on $X$ defined over $k$ modulo $\text{P}_m(X)$. Moreover, in analogy with (4-2) we put

$$\text{Cl}^{\text{add}}_m(X) = \text{Cl}_m(X)/H_{\text{G}_m,m}.$$  \hspace{1cm} (6-1)

If $d > 0$, we write $[Y(d, \varphi)]_m$ for the class of the divisor $Y(d, \varphi)$ in $\text{Cl}_m(X)$. For $d = 0$ we put $[Y(0, \varphi)]_m = \varphi(0)[M_{-1}]_m$, where the class in $\text{Cl}_m(X)$ of a line bundle $\mathcal{L}$ is defined as in (2-7) but without the summand $\deg(\mathcal{L}) \cdot (s_0)$. Finally, for $d < 0$ we let $[Y(d, \varphi)]_m = [Z(d, \varphi)]_m$.

Recall from [Funke 2002, Theorem 3.5] that there is a (nonholomorphic) weight-$\frac{3}{2}$ Eisenstein series $E_{3/2,L}(\tau)$ whose coefficients with nonnegative index are given by the degrees of the $Y(d, \varphi)$ (see also [Kudla 2003]). It is a harmonic Maass form of weight $\frac{3}{2}$ for the group $\text{Mp}_2(\mathbb{Z})$ with representation $\omega^\vee_L$ and generalizes Zagier’s nonholomorphic Eisenstein series [1975]. Its Fourier expansion decomposes as

$$E_{3/2,L}(\tau) = E_{3/2,L}^+(\tau) + E_{3/2,L}^-(\tau),$$

where $E_{3/2,L}^+(\tau)$ and $E_{3/2,L}^-(\tau)$ are the nonholomorphic parts with weight $\frac{3}{2}$.

The generating series

$$-q^{-1} + 2 + \sum_{d \in \mathbb{Z}, d > 0} J(Y(d/4, \chi_1)) \cdot q^d$$

of the traces of singular moduli is a weakly holomorphic modular form for $\Gamma_0(4)$ of weight $\frac{3}{2}$ in the plus-space.
where the holomorphic part is the generating series of the degrees of Heegner divisors,
\[ E_{3/2,L}^+(\tau) = \sum_{d \geq 0} \deg(Y(d)) \cdot q^d, \]
and the nonholomorphic part \( E_{3/2,L}^- \) is a period integral of a linear combination of unary theta series. We obtain the following variant of Theorem 4.2.

**Theorem 6.1.** The generating series
\[
\tilde{A}_m(\tau) = \sum_{d \in \frac{1}{2} \mathbb{Z}} [Y(d)]_m \cdot q^d + E_{3/2,L}^- (c_{l_0})
\]
is a nonholomorphic modular form of weight \( \frac{3}{2} \) for \( \text{Mp}_2(\mathbb{Z}) \) with representation \( \omega_L \) with values in \( \text{Cl}^{\text{add}}_m(X) \). Moreover, we have
\[
A_m = \tilde{A}_m - E_{3/2,L}^- (c_{l_0}).
\]

**Twists by genus characters.** Let \( L \) be the lattice of page 1294 for a squarefree \( M \in \mathbb{Z}_{>0} \), and recall that \( \Gamma \cong \Gamma_0(M) \). For a discriminant \( \Delta \neq 1 \) and \( r \in \mathbb{Z} \) such that \( \Delta \equiv r^2 \mod 4M \), we can define a generalized genus character \( \chi_\Delta \) on \( L' \) as in [Gross et al. 1987, Section I.2] and [Bruinier and Ono 2010, Section 4] let
\[
\chi_\Delta(\lambda) = \left\{ \begin{array}{ll}
\left( \frac{\Delta}{n} \right) & \text{if } \Delta \mid b^2 - 4Mabc \text{ and } (b^2 - 4Mabc)/\Delta \text{ is a square modulo } 4M \\
0 & \text{otherwise},
\end{array} \right.
\]
with \( \lambda = (b^{2M}/c, -a/M, -b^{2M}/c) \in L' \) and \( n \in \mathbb{Z} \) any integer prime to \( \Delta \) represented by one of the quadratic forms \( [M_1a, b, M_2c] \) with \( M_1M_2 = M \). Note that \( \chi_\Delta \) is invariant under \( \text{SO}^+(L) \).

If \( \lambda \in L' \) with \( Q(\lambda) \in -4M(\mathbb{Q}^\times)^2 \), let \( I \) be the isotropic line associated with \( \lambda \), and let \( h_{\Delta,\lambda} \in \mathbb{Q}(\sqrt{\Delta})(X)^\times \) be a rational function with the following expansions:
\[
h_{\Delta,\lambda} = \left\{ \begin{array}{ll}
\prod_{b \in \mathbb{Z}/\Delta \mathbb{Z}} (1 - e^{2\pi i b/\Delta} q_{I}^{n_1(\lambda)}(\frac{\lambda}{2})) + O(q_{I}^{m_1}) & \text{at the cusp } c_1, \\
1 + O(q_{J}^{m_J}) & \text{at all other cusps } c_J.
\end{array} \right.
\]
Suppose that \( (\Delta, 2M) = 1 \), or equivalently \( (r, 2M) = 1 \). For each \( d \in \frac{1}{4M} \mathbb{Z} \) and \( \varphi \in S_L \), we can define the divisor \( Z_{\Delta, r}(d, \varphi) \in \text{Div}^0(X)_{\mathbb{C}} \) by
\[
Z_{\Delta, r}(d, \varphi) := \left\{ \begin{array}{ll}
\sum_{\lambda \in L_d/\Delta \mid \Gamma} \frac{\chi_\Delta(\lambda)\varphi(r^{-1}\lambda)}{2|\Gamma_\lambda|} \cdot (z_\lambda) & \text{if } d > 0, \\
\sum_{\lambda \in L_d/\Delta \mid \Gamma} \frac{\varphi(r\lambda) + \text{sgn}(\Delta)\varphi(-r\lambda)}{2n_1(\lambda)} \text{div}(h_{\Delta,\lambda}^{-1}) & \text{if } d \in -\frac{|\Delta|}{4M}(\mathbb{Z}_{>0})^2, \\
0 & \text{otherwise}.
\end{array} \right.
\]
All these divisors are defined over $\mathbb{Q}(\sqrt{\Delta})$ and have coefficients in the field of definition of $\varphi$. We write $[Z_{\Delta,r}(d)]_m \in S_L^\vee \otimes J_m^{\text{add}}(X)$ for the element that sends $\varphi$ to $[Z_{\Delta,r}(d,\varphi)]_m \in J_m^{\text{add}}(X)$. Define the representation $\tilde{\omega}_L$ to be $\omega_L$ if $\Delta > 0$ and $\overline{\omega}_L$ if $\Delta < 0$. Then we have the following abstract modularity result.

**Theorem 6.2.** The generating series

$$A_{\Delta,r,m}(\tau) := \sum_{d \in \mathbb{Z}} [Z_{\Delta,r}(d)]_m \cdot q^d \in S_L^\vee((q)) \otimes J_m^{\text{add}}(X)_C$$

is the $q$-expansion of a weakly holomorphic modular form in $M_{3/2}^!(\tilde{\omega}_L) \otimes J_m^{\text{add}}(X)_C$.

This result comes out of calculating the effect of the intertwining operator in [Alfes and Ehlen 2013, Section 3] applied to the generating series $A_m(\tau)$ associated to the scaled lattice $(\Delta L, Q(\cdot)/|\Delta|)$. The conditions that $M$ is squarefree and $(\Delta, 2M) = 1$ are imposed to simplify the definition of $Z_{\Delta,r}(d,\varphi)$ and can be removed with a more complicated definition of the classes. Note that it is necessary for $\text{sgn}(\Delta)$, which determines the parity of $\tilde{\omega}_L$, to appear in the definition of $Z_{\Delta,r}(d,\varphi)$. Alternatively, one could use the twisted Borcherds products in [Bruinier and Ono 2010, Theorem 6.1] to give a proof of Theorem 6.2 along the same line as that of Theorem 4.2 above. By applying the functionals of Proposition 5.1 to the twisted generating series of Theorem 6.2, the main result of [Alfes and Ehlen 2013] on twisted traces of harmonic Maass forms can be recovered.

**Other orthogonal Shimura varieties.** The Gross–Kohnen–Zagier theorem has been generalized to higher dimensional orthogonal Shimura varieties in [Borcherds 1999]. Hence it is natural to ask whether our main results can also be generalized in the same direction. Let $L$ be an even lattice of signature $(n, 2)$, and let $\Gamma$ be the discriminant kernel subgroup of $\text{SO}^+(L)$. Denote by $X_\Gamma$ a (suitable) toroidal compactification of the connected Shimura variety $Y_\Gamma$ associated to $\Gamma$. It would be interesting to define a generalized divisor class group as the group of divisors on $X_\Gamma$ modulo divisors of rational functions that satisfy certain growth conditions along the boundary of $X_\Gamma$. Is it possible to prove a modularity result analogous to Theorem 4.2 for the classes of special divisors? In this context, the product expansions obtained in [Kudla 2014] with respect to one-dimensional Baily–Borel boundary components may be helpful.

To illustrate this question, let us consider the easiest case for $n = 2$ where the lattice $L$ is the even unimodular lattice of signature $(2, 2)$. Then the variety $X_\Gamma$ can be identified with the product $X(1) \times X(1)$ of two copies of the compact modular curve of level 1. Special divisors on $X_\Gamma$ of positive index $d$ in the sense of [Kudla 1997] are given by the Hecke correspondences $Z(d)$. Let $q = (q_1, q_2)$ be the usual local coordinates near the boundary point $s = (\infty, \infty) \in X_\Gamma$. Let $m$ be a positive...
integer, and put \( m = m \cdot (s) \). If \( k = (k_1, k_2) \in \mathbb{Z}^2 \) we briefly write \( q^k = q_1^{k_1} q_2^{k_2} \), and for a meromorphic function \( f \) in a neighborhood of \((\infty, \infty)\) we write \( f = O(q^m) \) if in the Taylor expansion of \( f \) at \((\infty, \infty)\) only terms of total degree at least \( m \) occur.

Let \( \text{Div}_m(X_\Gamma) \) be the free abelian group generated by pairs \((D, g_D)\), where \( D \) is a prime Weil divisor on \( X_\Gamma \) and \( g_D \) is a local equation for \( D \) in a small neighborhood of \( s \). The local equations give rise to local equations \( g_D \) near \( s \) for arbitrary Weil divisors \( D \). Let \( P_m(X_\Gamma) \) be the subgroup of pairs \((D, g_D) \in \text{Div}_m(X_\Gamma)\) for which \( D = \text{div}(f) \) is the divisor of a meromorphic function \( f \) satisfying

\[
  f \cdot g_D^{-1} = 1 + O(q^m)
\]

near \( s \). We define a generalized class group as the quotient

\[
  \text{Cl}_m(X_\Gamma) = \text{Div}_m(X_\Gamma)/P_m(X_\Gamma).
\]

It would be interesting to define suitable classes of special divisors in \( \text{Cl}_m(X_\Gamma) \) of arbitrary integral index \( d \) and to prove a modularity result for the generating series of these classes.
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