

# Algebra \& Number Theory 

msp.org/ant

## EDITORS

Managing Editor
Bjorn Poonen
Massachusetts Institute of Technology
Cambridge, USA

Editorial Board Chair
David Eisenbud
University of California
Berkeley, USA

## Board of Editors

| Dave Benson | University of Aberdeen, Scotland | Shigefumi Mori | RIMS, Kyoto University, Japan |
| ---: | :--- | ---: | :--- |
| Richard E. Borcherds | University of California, Berkeley, USA | Martin Olsson | University of California, Berkeley, USA |
| John H. Coates | University of Cambridge, UK | Raman Parimala | Emory University, USA |
| J-L. Colliot-Thélène | CNRS, Université Paris-Sud, France | Jonathan Pila | University of Oxford, UK |
| Brian D. Conrad | Stanford University, USA | Anand Pillay | University of Notre Dame, USA |
| Hélène Esnault | Freie Universität Berlin, Germany | Michael Rapoport | Universität Bonn, Germany |
| Gavril Farkas | Humboldt Universität zu Berlin, Germany | Victor Reiner | University of Minnesota, USA |
| Hubert Flenner | Ruhr-Universität, Germany | Peter Sarnak | Princeton University, USA |
| Sergey Fomin | University of Michigan, USA | Joseph H. Silverman | Brown University, USA |
| Edward Frenkel | University of California, Berkeley, USA | Michael Singer | North Carolina State University, USA |
| Andrew Granville | Université de Montréal, Canada | Christopher Skinner | Princeton University, USA |
| Joseph Gubeladze | San Francisco State University, USA | Vasudevan Srinivas | Tata Inst. of Fund. Research, India |
| Roger Heath-Brown | Oxford University, UK | J. Toby Stafford | University of Michigan, USA |
| Craig Huneke | University of Virginia, USA | Pham Huu Tiep | University of Arizona, USA |
| Kiran S. Kedlaya | Univ. of California, San Diego, USA | Ravi Vakil | Stanford University, USA |
| János Kollár | Princeton University, USA | Michel van den Bergh | Hasselt University, Belgium |
| Yuri Manin | Northwestern University, USA | Marie-France Vignéras | Université Paris VII, France |
| Philippe Michel | École Polytechnique Fédérale de Lausanne | Kei-Ichi Watanabe | Nihon University, Japan |
| Susang | Princeton University, USA |  |  |

## PRODUCTION

production@msp.org
Silvio Levy, Scientific Editor

See inside back cover or msp.org/ant for submission instructions.
The subscription price for 2017 is US $\$ 325 /$ year for the electronic version, and $\$ 520 /$ year ( $+\$ 55$, if shipping outside the US) for print and electronic. Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.

Algebra \& Number Theory (ISSN 1944-7833 electronic, 1937-0652 printed) at Mathematical Sciences Publishers, 798 Evans Hall \#3840, c/o University of California, Berkeley, CA 94720-3840 is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional mailing offices.

ANT peer review and production are managed by EditFLOw ${ }^{\circledR}$ from MSP.
PUBLISHED BY

- mathematical sciences publishers


## nonprofit scientific publishing

http://msp.org/
© 2017 Mathematical Sciences Publishers

# The umbral moonshine module for the unique unimodular Niemeier root system 

John F. R. Duncan and Jeffrey A. Harvey


#### Abstract

We use canonically twisted modules for a certain super vertex operator algebra to construct the umbral moonshine module for the unique Niemeier lattice that coincides with its root sublattice. In particular, we give explicit expressions for the vector-valued mock modular forms attached to automorphisms of this lattice by umbral moonshine. We also characterize the vector-valued mock modular forms arising, in which four of Ramanujan's fifth-order mock theta functions appear as components.


## 1. Introduction

In his Ph.D thesis, Zwegers [2002] gave an intrinsic definition of mock theta functions and provided new insight into three families of such functions, constructed
(1) in terms of Appell-Lerch sums,
(2) as the Fourier coefficients of meromorphic Jacobi forms, and
(3) via theta functions attached to cones in lattices of indefinite signature.

The first two constructions have played a central role in recently observed moonshine connections between finite groups and mock theta functions. These started with the observation in [Eguchi et al. 2011] that the elliptic genus of a K3 surface has a decomposition into characters of the $N=4$ superconformal algebra with multiplicities that at low levels are equal to the dimensions of irreducible representations of the Mathieu group $M_{24}$. Appell-Lerch sums appear in this analysis in the so called "massless" characters. This Mathieu moonshine connection was conjectured in [Cheng et al. 2014a; 2014b] to be part of a much more general phenomenon, known as umbral moonshine, which attaches a vector-valued mock modular form $H^{X}$, a finite group $G^{X}$, and an infinite-dimensional graded $G^{X}$-module $K^{X}$ to the root systems of each of the 23 Niemeier lattices. The analysis in [Cheng et al. 2014b] relied heavily on the construction of mock modular forms in terms of meromorphic Jacobi forms and built on the important work in [Dabholkar et al. 2012] extending

[^0]the analysis of [Zwegers 2002] and characterizing special Jacobi forms in terms of growth conditions.

Whilst the existence of the $G^{X}$-modules $K^{X}$ has now been proven [Gannon 2016; Duncan et al. 2015b] for all Niemeier root systems $X$, no explicit construction of the modules $K^{X}$ is yet known.

In this paper we construct the $G^{X}$-module $K^{X}$ for the case that $X=E_{8}^{3}$. To do so we apply the third characterization of mock theta functions in terms of indefinite theta functions. This enables us to employ the formalism of vertex operator algebras [Borcherds 1986; Frenkel et al. 1988], which has been so fruitfully employed (in [Frenkel et al. 1988; Borcherds 1992] to name just two) in the understanding of monstrous moonshine [Conway and Norton 1979; Thompson 1979a; 1979b].

See [Duncan et al. 2015a] for a recent review of moonshine both monstrous and umbral, and many more references on these subjects.

To explain the methods of this paper in more detail, we first recall the Pochammer symbol

$$
\begin{equation*}
(x ; q)_{n}:=\prod_{k=0}^{n-1}\left(1-x q^{k}\right) \tag{1-1}
\end{equation*}
$$

and the fifth-order mock theta functions

$$
\begin{equation*}
\chi_{0}(q):=\sum_{n \geq 0} \frac{q^{n}}{\left(q^{n+1} ; q\right)_{n}}, \quad \chi_{1}(q):=\sum_{n \geq 0} \frac{q^{n}}{\left(q^{n+1} ; q\right)_{n+1}} \tag{1-2}
\end{equation*}
$$

from Ramanujan's last letter to Hardy [Ramanujan 1988; 2000]. The conjectures of [Cheng et al. 2014b] (see also [Cheng et al. $\geq 2017$ ]) imply the existence of a bigraded super vector space $K^{X}=\bigoplus_{r} K_{r}^{X}=\bigoplus_{r, d} K_{r, d}^{X}$ that is a module for $G^{X} \simeq S_{3}$ and satisfies

$$
\begin{align*}
\operatorname{sdim}_{q} K_{1}^{X} & =-2 q^{-1 / 120}+\sum_{n>0} \operatorname{dim} K_{1, n-1 / 120}^{X} q^{n-1 / 120} \\
& =2 q^{-1 / 120}\left(\chi_{0}(q)-2\right),  \tag{1-3}\\
\operatorname{sim}_{q} K_{7}^{X} & =\sum_{n>0} \operatorname{dim} K_{7, n-49 / 120}^{X} q^{n-49 / 120}=2 q^{71 / 120} \chi_{1}(q) .
\end{align*}
$$

Here $\operatorname{sdim}_{q} V:=\sum_{n}\left(\operatorname{dim}\left(V_{\overline{0}}\right)_{n}-\operatorname{dim}\left(V_{\overline{1}}\right)_{n}\right) q^{n}$ for $V$ a $\mathbb{Q}$-graded super space with even part $V_{\overline{0}}$ and odd part $V_{\overline{1}}$.

In this article we realize $K^{X}$ explicitly in terms of canonically twisted modules for a super vertex operator algebra $V^{X}$, and we show that the graded trace functions for the resulting bigraded $G^{X}$-module are exactly compatible with the predictions of [Cheng et al. 2014b]. Thus we construct the analogue of the moonshine module $V^{\natural}$ of Frenkel, Lepowsky and Meurman [Frenkel et al. 1984; 1985; 1988], for the
$X=E_{8}^{3}$ case of umbral moonshine (although it should be noted that the group for us is $G^{X} \simeq S_{3}$, which is of course much less complicated than the monster).

To prove that our construction is indeed the $X=E_{8}^{3}$ counterpart to $V^{\natural}$, we verify the $X=E_{8}^{3}$ analogue of the Conway-Norton moonshine conjecture, proven by Borcherds [1992] in the case of the monster, which predicts that the trace functions arising are uniquely determined by their automorphy and their asymptotic behavior near cusps. Thus we verify the $X=E_{8}^{3}$ analogues of both of the two major conjectures of monstrous moonshine.

The main motivation for our construction of $K^{X}$ stems from some $q$-series identities for $\chi_{0}(q)$ and $\chi_{1}(q)$ that were established by Zwegers [2009]. These are

$$
\begin{align*}
& 2-\chi_{0}(q)= \frac{1}{(q ; q)_{\infty}^{2}}\left(\sum_{k, l, m \geq 0}+\right. \\
&\left.\sum_{k, l, m<0}\right)(-1)^{k+l+m} \\
& \times q^{\left(k^{2}+l^{2}+m^{2}\right) / 2+2(k l+l m+m k)+(k+l+m) / 2},  \tag{1-4}\\
& \chi_{1}(q)= \frac{1}{(q ; q)_{\infty}^{2}}\left(\sum_{k, l, m \geq 0}+\right. \\
&\left.\sum_{k, l, m<0}\right)(-1)^{k+l+m} \\
& \times q^{\left(k^{2}+l^{2}+m^{2}\right) / 2+2(k l+l m+m k)+3(k+l+m) / 2},
\end{align*}
$$

where $(x ; q)_{\infty}:=\prod_{n \geq 0}\left(1-x q^{n}\right)$. Upon regarding (1-4) we are led to consider a certain indefinite lattice of rank 3 (see Section 2D), which furnishes most of the vertex algebra structure that we use to define $V^{X}$. It is a curious circumstance that there seems to be no obvious relationship between the lattice we use and the $X=E_{8}^{3}$ structure which underpins the relevant case of umbral moonshine. For this reason it is not yet clear how the construction of $K^{X}$ presented here should be generalized to the other cases of umbral moonshine.

We now formulate precise statements of our results. To prepare for this, recall that vector-valued functions $H_{g}^{X}(\tau)=\left(H_{g, r}^{X}(\tau)\right)$ on the upper half plane $\mathbb{H}$ are considered in [Cheng et al. 2014b], for $g \in G^{X} \simeq S_{3}$, where the components are indexed by $r \in \mathbb{Z} / 60 \mathbb{Z}$. Define $o(g)$ to be the order of an element $g \in G^{X}$. The $H_{g}^{X}$ are not uniquely determined in [Cheng et al. 2014b], except for the case that $g=e$ is the identity, $o(g)=1$. But it is predicted that $H_{g}^{X}$ is a mock modular form of weight $\frac{1}{2}$ for $\Gamma_{0}(o(g))$, with shadow given by a certain vector-valued unary theta function $S_{g}^{X}$ (see (3-33)), and specified polar parts at the cusps of $\Gamma_{0}(o(g))$. In more detail, $H_{g}^{X}$ should have the same polar parts as $H^{X}:=H_{e}^{X}$ at the infinite cusp of $\Gamma_{0}(o(g))$, but should have vanishing polar parts at any noninfinite cusps. In practice, this amounts to the statement that we should have

$$
\begin{align*}
& H_{g, r}^{X}(\tau) \\
& \quad= \begin{cases}\mp 2 q^{-1 / 120}+O\left(q^{119 / 120}\right) & \text { if } r= \pm 1, \pm 11, \pm 19, \pm 29(\bmod 60) \\
O(1) & \text { otherwise }\end{cases} \tag{1-5}
\end{align*}
$$

for $q=e^{2 \pi i \tau}$, and all components of $H_{g}^{X}(\tau)$ should remain bounded as $\tau \rightarrow 0$, if $g \neq e$. (If $g \neq e$ then $o(g)=2$ or $o(g)=3$, and then $\Gamma_{0}(o(g))$ has only one cusp other than the infinite one, and this is the cusp represented by 0 .)

Our main result is the following, where the functions $T_{g}^{X}$ are defined in Section 3C (see (3-32)) in terms of traces of operators on canonically twisted modules for $V^{X}$. Theorem 1.1. Let $g \in G^{X}$. If $o(g) \neq 3$ then $2 T_{g}^{X}$ is the Fourier expansion of the unique vector-valued mock modular form of weight $\frac{1}{2}$ for $\Gamma_{0}(o(g))$ whose shadow is $S_{g}^{X}$, and whose polar parts coincide with those of $H_{g}^{X}$. If $o(g)=3$ then $2 T_{g}^{X}$ is the Fourier expansion of the unique vector-valued modular form of weight $\frac{1}{2}$ for $\Gamma_{0}(3)$ which has the multiplier system $\rho_{3 \mid 3} \overline{\sigma^{X}}$ and polar parts coinciding with those of $H_{g}^{X}$.

Here $\sigma^{X}: \mathrm{SL}_{2}(\mathbb{Z}) \rightarrow \mathrm{GL}_{60}(\mathbb{C})$ denotes the multiplier system of $S^{X}:=S_{e}^{X}$ (see (3-34)), and $\rho_{3 \mid 3}: \Gamma_{0}(3) \rightarrow \mathbb{C}^{\times}$is defined in (3-38). The shadow function $S_{g}^{X}$ is defined in (3-33) and determines the multiplier system of $2 T_{g}^{X}$ when $o(g) \neq 3$.

Armed with Theorem 1.1, we may now define the $H_{g}^{X}$ concretely and explicitly, for $g \in G^{X}$, by setting

$$
\begin{equation*}
H_{g}^{X}(\tau):=2 T_{g}^{X}(\tau) \tag{1-6}
\end{equation*}
$$

where $T_{g}^{X}(\tau)$ denotes the function obtained by substituting $e^{2 \pi i \tau}$ for $q$ in the series expression (3-32) for $T_{g}^{X}$.

Expressions for the components of $H_{g}^{X}$ are given in $\S 5.4$ of [Cheng et al. 2014b], in terms of fifth-order mock theta functions of Ramanujan, for the cases that $o(g)=1$ and $o(g)=2$, but it is not verified there that these prescriptions define mock modular forms with the specified shadows. Our work confirms these statements, as the following theorem demonstrates.

Theorem 1.2. We have the following identities:

$$
\begin{align*}
& H_{1 A, r}^{X}(\tau)= \begin{cases} \pm 2 q^{-1 / 120}\left(\chi_{0}(q)-2\right) & \text { if } r= \pm 1, \pm 11, \pm 19, \pm 29 \\
\pm 2 q^{71 / 120} \chi_{1}(q) & \text { if } r= \pm 7, \pm 13, \pm 17, \pm 23,\end{cases}  \tag{1-7}\\
& H_{2 A, r}^{X}(\tau)= \begin{cases}\mp 2 q^{-1 / 120} \phi_{0}(-q) & \text { if } r= \pm 1, \pm 11, \pm 19, \pm 29 \\
\pm 2 q^{-49 / 120} \phi_{1}(-q), & \text { if } r= \pm 7, \pm 13, \pm 17, \pm 23 .\end{cases} \tag{1-8}
\end{align*}
$$

The fifth-order mock theta functions $\phi_{0}$ and $\phi_{1}$ were defined by Ramanujan (also in his last letter to Hardy) by setting

$$
\begin{equation*}
\phi_{0}(q):=\sum_{n \geq 0} q^{n^{2}}\left(-q ; q^{2}\right)_{n}, \quad \phi_{1}(q):=\sum_{n \geq 0} q^{(n+1)^{2}}\left(-q ; q^{2}\right)_{n} \tag{1-9}
\end{equation*}
$$

The identities (1-7) follow immediately from Theorem 1.1, since the $V^{X}$-modules used to define the $T_{g}^{X}$ have been constructed specifically so as to make Zwegers' identity (1-4) manifest. By contrast, the $o(g)=2$ case of Theorem 1.2 requires
some work, since the expressions we obtain naturally from our construction of $T_{g}^{X}$ do not obviously coincide with (1-8). Thus the proof of Theorem 1.2 entails nontrivial $q$-series identities which may be of independent interest.
Corollary 1.3. We have

$$
\begin{align*}
& \left(\begin{array}{l}
\sum_{k, m \geq 0} \\
\left.-\sum_{k, m<0}\right)_{k=m(\bmod 2)}(-1)^{m} q^{k^{2} / 2+m^{2} / 2+4 k m+k / 2+3 m / 2} \\
\quad=\prod_{n>0}\left(1+q^{n}\right)\left(\sum_{k, m \geq 0}-\sum_{k, m<0}\right)(-1)^{k+m} q^{3 k^{2}+m^{2} / 2+4 k m+k+m / 2} \\
\left(\begin{array}{c}
\sum_{k, m \geq 0} \\
-
\end{array} \sum_{k, m<0}\right)_{k=m(\bmod 2)}(-1)^{m} q^{k^{2} / 2+m^{2} / 2+4 k m+3 k / 2+5 m / 2} \\
\quad=\prod_{n>0}\left(1+q^{n}\right)\left(\sum_{k, m \geq 0}-\sum_{k, m<0}\right)(-1)^{k+m} q^{3 k^{2}+m^{2} / 2+4 k m+3 k+3 m / 2}
\end{array} .\right.
\end{align*}
$$

The reader who is familiar with modularity results on trace functions attached to vertex operator algebras (see [Zhu 1996; Dong et al. 2000; Miyamoto 2004]) and super vertex operator algebras (see [Dong and Zhao 2005]) may find it surprising that the functions we construct are (generally) mock modular, rather than modular, and have weight $\frac{1}{2}$, rather than weight 0 . In light of Zwegers' work [2002; 2009], it is clear that we can obtain trace functions with mock modular behavior by considering vertex algebras constructed according to the usual lattice vertex algebra construction, but with a cone (see Section 2D) taking on the role usually played by a lattice. A suitably chosen cone is the main ingredient for our construction of $V^{X}$.

Note however that the cone vertex algebra construction does not, on its own, naturally give rise to trace functions with weight $\frac{1}{2}$. For this we introduce a single "free fermion" to the cone vertex algebra that we use to construct $V^{X}$, and we insert the zero mode (i.e., $L(0)$-degree preserving component) of the canonically twisted vertex operator attached to a generator when we compute graded traces on canonically twisted modules for $V^{X}$. In practice, this has the effect of multiplying the cone vertex algebra trace functions by $\eta(\tau):=q^{1 / 24} \prod_{n>0}\left(1-q^{n}\right)$.

We remark that this technique may be profitably applied to other situations. For example, it is known (see, e.g., [Harada and Lang 1998]) that the moonshine module $V^{\natural}$, when regarded as a module for the Virasoro algebra, is a direct sum of modules $L(h, 24)$, for $h$ ranging over nonnegative integers, satisfying

$$
\operatorname{tr}_{L(h, 24)} q^{L(0)-c / 24}= \begin{cases}(1-q) q^{-23 / 24} \eta(\tau)^{-1} & \text { for } h=0  \tag{1-12}\\ q^{h-23 / 24} \eta(\tau)^{-1} & \text { for } h>0\end{cases}
$$

where $c=24$. Also, the multiplicity of $L(0,24)$ is 1 , and the multiplicity of $L(1,24)$ is 0 . Consequently, the weight $\frac{1}{2}$ modular form $\eta(\tau) J(\tau)$, with $J(\tau)=q^{-1}+O(q)$
the (so normalized) elliptic modular invariant, is almost the generating function of the dimensions of the homogeneous spaces of Virasoro highest weight vectors in $V^{\natural}$. Indeed, the actual generating function is just $q^{1 / 24} \eta(\tau) J(\tau)+1$.

Certainly $\eta(\tau) J(\tau)$ has nicer modular properties than the Virasoro highest weight generating function of $V^{\natural}$, and moreover, an even more striking connection to the monster, as four of the dimensions of nontrivial irreducible representations for the monster appear as coefficients:

$$
\begin{align*}
& \eta(\tau) J(\tau)=\cdots+196883 q^{25 / 24}+21296876 q^{49 / 24} \\
&+842609326 q^{73 / 24}+19360062527 q^{97 / 24}+\cdots \tag{1-13}
\end{align*}
$$

(see p. 220 of [Conway et al. 1985]). This function $\eta(\tau) J(\tau)$ can be obtained naturally as a trace function on a canonically twisted module for a super vertex operator algebra. Indeed, if we take $V$ to be the tensor product of $V^{\natural}$ with the super vertex operator algebra obtained by applying the Clifford module construction to a one-dimensional vector space (see Section 2C for details), then, choosing an irreducible canonically twisted module $V_{\mathrm{tw}}$ for $V$, and denoting by $p(0)$ the coefficient of $z^{-1}$ in the canonically twisted vertex operator attached to a suitably scaled element $p \in V$ with $L(0) p=\frac{1}{2} p$, we have

$$
\begin{equation*}
\operatorname{tr}_{V_{\mathrm{tw}}} p(0) q^{L(0)-c / 24}=\eta(\tau) J(\tau), \tag{1-14}
\end{equation*}
$$

where now $c=\frac{49}{2}$. (See Section 2C for more detail.)
The importance of trace functions such as (1-14) within the broader context of modularity for super vertex operator algebras is analyzed in detail in [Van Ekeren 2013]; see also [Van Ekeren 2014].

The organization of the paper is as follows. In Section 2 we recall some familiar constructions from the theory of vertex algebras and use these to construct the super vertex operator algebra $V^{X}$ and its canonically twisted modules $V_{\mathrm{tw}, a}^{X, \pm}$, which play the commanding role in this work. We recall the lattice construction of super vertex algebras in Section 2A, modules for lattice super vertex algebras in Section 2B, and the Clifford module super vertex algebra construction in Section 2C. We formulate the construction of $V^{X}$ and the twisted modules $V_{\mathrm{tw}, a}^{X, \pm}$ in Section 2D. We also equip these spaces with $G^{X}$-module structure in Section 2D, and compute explicit expressions (see Proposition 2.2) for the graded traces of elements of $G^{X}$.

In Section 3 our focus moves from representation theory to number theory, as we seek to determine the properties of the graded traces arising from the action of $G^{X}$ on the $V_{\mathrm{tw}, a \cdot}^{ \pm}$. We recall the relationship between mock modular forms and harmonic Maass forms in Section 3A, and we recall some results on Zwegers' indefinite theta series in Section 3B. The proofs of our main results, Theorems 1.1 and 1.2, are the content of Section 3C.

We give tables with the first few coefficients of the $H_{g}^{X}$ in the Appendix. We frequently employ the notational convention $e(x):=e^{2 \pi i x}$.

## 2. Vertex algebra

This section begins with a review of the lattice (super) vertex algebra construction in Section 2A, and the natural generalization of this, which defines lattice vertex algebra modules, in Section 2B. We review the special case of the Clifford module super vertex algebra construction we require in Section 2C. We put all of this together for the construction of $V^{X}$, and its canonically twisted modules, in Section 2D.

2A. Lattice vertex algebra. We briefly recall, following [Borcherds 1986; Frenkel et al. 1988], the standard construction which associates a super vertex algebra $V_{L}$ to a central extension of an integral lattice $L$. We also employ [Frenkel and Ben-Zvi 2004] as a reference. Set $\mathfrak{h}:=L \otimes_{\mathbb{Z}} \mathbb{C}$, and extend the bilinear form on $L$ to a symmetric $\mathbb{C}$-bilinear form on $\mathfrak{h}$ in the natural way. Set $\hat{\mathfrak{h}}:=\mathfrak{h}\left[t, t^{-1}\right] \oplus \mathbb{C} \boldsymbol{c}$, for $t$ a formal variable, and define a Lie algebra structure on $\hat{\mathfrak{h}}$ by declaring that $\boldsymbol{c}$ is central, and $\left[u \otimes t^{m}, v \otimes t^{n}\right]=m\langle u, v\rangle \delta_{m+n, 0} \boldsymbol{c}$ for $u, v \in \mathfrak{h}$ and $m, n \in \mathbb{Z}$. We follow tradition and write $u(m)$ as a shorthand for $u \otimes t^{m}$. The Lie algebra $\hat{\mathfrak{h}}$ has a triangular decomposition $\hat{\mathfrak{h}}=\hat{\mathfrak{h}}^{-} \oplus \hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}$, where $\hat{\mathfrak{h}}^{ \pm}:=\mathfrak{h}\left[t^{ \pm 1}\right] t^{ \pm 1}$ and $\hat{\mathfrak{h}}^{0}:=\mathfrak{h} \oplus \mathbb{C} \boldsymbol{c}$.

We require a bilinear function $b: L \times L \rightarrow \mathbb{Z} / 2 \mathbb{Z}$ with the property that

$$
b(\lambda, \mu)+b(\mu, \lambda)=\langle\lambda, \mu\rangle+\langle\lambda, \lambda\rangle\langle\mu, \mu\rangle+2 \mathbb{Z} .
$$

If $\left\{\varepsilon_{i}\right\}$ is an ordered $\mathbb{Z}$-basis for $L$ then we may take $b$ to be the unique such function for which

$$
b\left(\varepsilon_{i}, \varepsilon_{j}\right)= \begin{cases}0+2 \mathbb{Z} & \text { when } i \leq j,  \tag{2-1}\\ \langle\lambda, \mu\rangle+\langle\lambda, \lambda\rangle\langle\mu, \mu\rangle+2 \mathbb{Z} & \text { when } i>j\end{cases}
$$

Set $\beta(\lambda, \mu):=(-1)^{b(\lambda, \mu)}$, and define $\mathbb{C}_{\beta}[L]$ to be the ring generated by symbols $\boldsymbol{v}_{\lambda}$ for $\lambda \in L$ subject to the relations $\boldsymbol{v}_{\lambda} \boldsymbol{v}_{\mu}=\beta(\lambda, \mu) \boldsymbol{v}_{\lambda+\mu}$.
Remark 2.1. The algebra $\mathbb{C}_{\beta}[L]$ is isomorphic to the quotient $\mathbb{C}[\hat{L}] /\langle\kappa+1\rangle$, where $\hat{L}$ is the unique (up to isomorphism) central extension of $L$ by $\langle\kappa\rangle \simeq \mathbb{Z} / 2 \mathbb{Z}$ such that

$$
\begin{equation*}
a a^{\prime}=\kappa^{\left\langle\bar{a}, \bar{a}^{\prime}\right\rangle+\langle\bar{a}, \bar{a}\rangle\left\langle\bar{a}^{\prime}, \bar{a}^{\prime}\right\rangle} a^{\prime} a, \tag{2-2}
\end{equation*}
$$

for $a, a^{\prime} \in \hat{L}$ lying above $\bar{a}, \bar{a}^{\prime} \in L$, respectively. See [Frenkel et al. 1988].
Now define an $\hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}$-module structure on $\mathbb{C}_{\beta}[L]$ by setting $\boldsymbol{c v _ { \lambda }}=\boldsymbol{v}_{\lambda}$ and $u(m) \boldsymbol{v}_{\lambda}=\delta_{m, 0}\langle u, \lambda\rangle \boldsymbol{v}_{\lambda}$ for $u \in \mathfrak{h}$ and $\lambda \in L$, and define $V_{L}$ to be the induced $\hat{\mathfrak{h}}$-module,

$$
\begin{equation*}
V_{L}:=U(\hat{\mathfrak{h}}) \otimes_{U\left(\hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}\right)} \mathbb{C}_{\beta}[L] . \tag{2-3}
\end{equation*}
$$

Then, according to $\S 5.4 .2$ of [Frenkel and Ben-Zvi 2004], for example, $V_{L}$ admits a unique super vertex algebra structure $Y: V_{L} \rightarrow\left(\right.$ End $\left.V_{L}\right) \llbracket z, z^{-1} \rrbracket$ such that $1 \otimes \boldsymbol{v}_{0}$ is the vacuum vector,

$$
\begin{equation*}
Y\left(u(-1) \otimes \boldsymbol{v}_{0}, z\right)=\sum_{n \in \mathbb{Z}} u(n) z^{-n-1} \tag{2-4}
\end{equation*}
$$

for $u \in \mathfrak{h}$, and

$$
\begin{equation*}
Y\left(1 \otimes \boldsymbol{v}_{\lambda}, z\right)=\exp \left(-\sum_{n<0} \frac{\lambda(n)}{n} z^{-n}\right) \exp \left(-\sum_{n>0} \frac{\lambda(n)}{n} z^{-n}\right) \boldsymbol{v}_{\lambda} z^{\lambda^{(0)}} \tag{2-5}
\end{equation*}
$$

for $\lambda \in L$. Here $\boldsymbol{v}_{\lambda}$ denotes the operator $v \otimes \boldsymbol{v}_{\mu} \mapsto \beta(\lambda, \mu) v \otimes \boldsymbol{v}_{\lambda+\mu}$, and $z^{\lambda(0)}\left(v \otimes \boldsymbol{v}_{\mu}\right)$ is $\left(v \otimes \boldsymbol{v}_{\mu}\right) z^{\langle\lambda, \mu\rangle}$. Note that we have

$$
\begin{equation*}
V_{L} \simeq S\left(\hat{\mathfrak{h}}^{-}\right) \otimes \mathbb{C}[L] \tag{2-6}
\end{equation*}
$$

as modules for $\hat{\mathfrak{h}}^{-} \oplus \hat{\mathfrak{h}}^{0}$.
Given that $\left\{\varepsilon_{i}\right\}$ is a basis for $L$, choose $\varepsilon_{i}^{\prime} \in L \otimes_{\mathbb{Z}} \mathbb{Q}$ such that $\left\langle\varepsilon_{i}^{\prime}, \varepsilon_{j}\right\rangle=\delta_{i, j}$, and define

$$
\begin{equation*}
\omega:=\frac{1}{2} \sum_{i=1}^{3} \varepsilon_{i}^{\prime}(-1) \varepsilon_{i}(-1) \otimes \boldsymbol{v}_{0} . \tag{2-7}
\end{equation*}
$$

Then $\omega$ is a conformal element for $V_{L}$ with central charge equal to the rank of $L$. If we define $L(n) \in$ End $V_{L}$ so that $Y(\omega, z)=\sum_{n \in \mathbb{Z}} L(n) z^{-n-2}$, then we have $[L(0), v(n)]=-n v(n)$ and $1 \otimes \boldsymbol{v}_{\lambda}$ is an eigenvector for $L(0)$ with eigenvalue $\frac{1}{2}\langle\lambda, \lambda\rangle$. Note that we do not assume that the bilinear form on $L$ is positive-definite. Vectors of nonpositive length in $L$ give rise to infinite-dimensional eigenspaces for $L(0)$, so in general ( $V_{L}, Y, v_{0}, \omega_{u}$ ) is a conformal super vertex algebra, but not a super vertex operator algebra.

Automorphisms of $L$ can be lifted to automorphisms of $V_{L}$. Indeed, suppose given $g \in \operatorname{Aut}(L)$ and a function $\alpha: L \rightarrow\{ \pm 1\}$ satisfying

$$
\begin{equation*}
\alpha(\lambda+\mu) \beta(\lambda, \mu)=\alpha(\lambda) \alpha(\mu) \beta(g \lambda, g \mu) \tag{2-8}
\end{equation*}
$$

for $\lambda, \mu \in L$. Then we obtain an automorphism $\hat{g}$ of $\operatorname{Aut}\left(V_{L}\right)$ by setting

$$
\begin{equation*}
\hat{g}\left(v \otimes \boldsymbol{v}_{\lambda}\right):=\alpha(\lambda)(g \cdot v) \otimes \boldsymbol{v}_{g \lambda} \tag{2-9}
\end{equation*}
$$

for $v \in S\left(\hat{\mathfrak{h}}^{-}\right)$and $\lambda \in L$, where $g \cdot v$ denotes the natural extension of the action of $\operatorname{Aut}(L)$ on $\mathfrak{h}=L \otimes_{\mathbb{Z}} \mathbb{C}$ to $S\left(\hat{\mathfrak{h}}^{-}\right)$, determined by $g \cdot u(m)=(g u)(m)$ for $u \in \mathfrak{h}$.

2B. Lattice vertex algebra modules. Let $\gamma$ be an element of the dual lattice

$$
L^{*}:=\left\{\lambda \in L \otimes_{\mathbb{Z}} \mathbb{Q} \mid\langle\lambda, L\rangle \subset \mathbb{Z}\right\} .
$$

Define $\mathbb{C}_{\beta}[L+\gamma]$ to be the complex vector space generated by symbols $\boldsymbol{v}_{\mu+\gamma}$ for $\mu \in L$, regarded as a $\mathbb{C}_{\beta}[L]$-module according to the rule $\boldsymbol{v}_{\lambda} \cdot \boldsymbol{v}_{\mu+\gamma}=\beta(\lambda, \mu) \boldsymbol{v}_{\lambda+\mu+\gamma}$. Equip $\mathbb{C}_{\beta}[L+\gamma]$ with a $U\left(\hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}\right)$-module structure much as before, by letting $\boldsymbol{c v ^ { \mu + \gamma }} \mid=\boldsymbol{v}_{\mu+\gamma}$ and $u(m) \boldsymbol{v}_{\mu+\gamma}=\delta_{m, 0}\langle u, \mu+\gamma\rangle \boldsymbol{v}_{\mu+\gamma}$ for $u \in \mathfrak{h}$ and $\mu \in L$. Let $V_{L+\gamma}$ be the $\hat{\mathfrak{h}}$-module defined by setting $V_{L+\gamma}:=U(\hat{\mathfrak{h}}) \otimes_{U\left(\hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}\right)} \mathbb{C}_{\beta}[L+\gamma]$. Then we have an isomorphism

$$
\begin{equation*}
V_{L+\gamma} \simeq S\left(\hat{\mathfrak{h}}^{-}\right) \otimes \mathbb{C}[L+\gamma] \tag{2-10}
\end{equation*}
$$

of modules for $\hat{\mathfrak{h}}^{-}$. Define vertex operators $Y_{\gamma}: V_{L} \rightarrow\left(\right.$ End $\left.V_{L+\gamma}\right) \llbracket z, z^{-1} \rrbracket$ using the same formulas as before, but interpret the operator $\boldsymbol{v}_{\lambda}$ in (2-5) as $\boldsymbol{v}_{\lambda}\left(v \otimes \boldsymbol{v}_{\mu+\gamma}\right):=$ $\beta(\lambda, \mu) v \otimes \boldsymbol{v}_{\lambda+\mu+\gamma}$, according to the $\mathbb{C}_{\beta}[L]$-module structure on $\mathbb{C}_{\beta}[L+\gamma]$ prescribed above. Note that the construction of $V_{L+\gamma}$ depends upon the choice of coset representative $\gamma \in L^{*}$, so that $V_{L+\gamma}$ might be different from $V_{L+\gamma^{\prime}}$, as a $\mathbb{C}_{\beta}[L]$-module, for example, even when $L+\gamma=L+\gamma^{\prime}$, but different choices of coset representative are guaranteed to define isomorphic $V_{L}$-modules according to [Dong 1993].

The construction just described may be generalized so as to realize certain twisted modules for $V_{L}$. We give a brief description here, and refer to $\S 3$ of [Dong and Mason 1994] for more details.

Choose a vector $h \in \mathfrak{h}$. Then for $v \in S\left(\hat{\mathfrak{h}}^{-}\right)$and $\lambda \in L$ we have $h(0) v \otimes \boldsymbol{v}_{\lambda}=$ $\langle h, \lambda\rangle v \otimes \boldsymbol{v}_{\lambda}$. So if $h$ is chosen to lie in $L \otimes_{\mathbb{Z}} \mathbb{Q}$, then

$$
\begin{equation*}
g_{h}:=e^{2 \pi i h(0)} \tag{2-11}
\end{equation*}
$$

is a finite order automorphism of $V_{L}$, which acts as multiplication by $e^{2 \pi i\langle h, \lambda\rangle}$ on the vector $v \otimes \boldsymbol{v}_{\lambda}$. The kernel of the map $L \otimes_{\mathbb{Z}} \mathbb{Q} \rightarrow \operatorname{Aut}\left(V_{L}\right)$ given by $h \mapsto g_{h}$ is exactly $L^{*}$, so $(L \otimes \mathbb{Z} \mathbb{Q}) / L^{*}$ is naturally a group of automorphisms of $V_{L}$. We may construct all the corresponding twisted modules for $V_{L}$ explicitly.

To do this choose an $h$ in $L \otimes_{\mathbb{Z}} \mathbb{Q}$ and let $\mathbb{C}[L+h]$ be the complex vector space generated by symbols $\boldsymbol{v}_{\lambda+h}$ for $\lambda \in L$. Just as before, we define a $U\left(\hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}\right)$module structure on $\mathbb{C}[L+h]$ by setting $\boldsymbol{c} \boldsymbol{v}_{\mu}=\boldsymbol{v}_{\mu}$ and $u(m) \boldsymbol{v}_{\mu}=\delta_{m, 0}\langle u, \mu\rangle \boldsymbol{v}_{\mu}$ for $u \in \mathfrak{h}$ and $\mu \in L+h$. Define also the $\hat{\mathfrak{h}}$-module $V_{L+h}:=U(\hat{\mathfrak{h}}) \otimes_{U\left(\hat{\mathfrak{h}}^{0} \oplus \hat{\mathfrak{h}}^{+}\right)} \mathbb{C}[L+h]$, so that we have an isomorphism

$$
\begin{equation*}
V_{L+h} \simeq S\left(\hat{\mathfrak{h}}^{-}\right) \otimes \mathbb{C}[L+h] \tag{2-12}
\end{equation*}
$$

of modules for $\hat{\mathfrak{h}}^{-}$. Taking $M$ to be a positive integer such that $M h \in L^{*}$, define vertex operators $Y_{h}: V_{L} \rightarrow\left(\right.$ End $\left.V_{L+h}\right) \llbracket z^{1 / M}, z^{-1 / M} \rrbracket$ using the same formulas as before, but interpret the operator $\boldsymbol{v}_{\lambda}$ in (2-5) as $\boldsymbol{v}_{\lambda}\left(v \otimes \boldsymbol{v}_{\mu+h}\right)=\beta(\lambda, \mu) v \otimes \boldsymbol{v}_{\lambda+\mu+h}$. Then $V_{L+h}=\left(V_{L+h}, Y_{h}\right)$ is an irreducible $g_{h}$-twisted module for $V_{L}$, and any $g_{h^{-}}$ twisted module for $V_{L}$ is of the form $V_{L+h^{\prime}}$ for some $h^{\prime} \in L \otimes \mathbb{Z} \mathbb{Q}$ that is congruent to $h$ modulo $L^{*}$.

Note that the action of $L \otimes_{\mathbb{Z}} \mathbb{Q}$ on $V_{L}$, given by $h \mapsto g_{h}$, extends to the $g_{h^{\prime}}$ twisted module $V_{L+h^{\prime}}$, for $h^{\prime} \in L \otimes_{\mathbb{Z}} \mathbb{Q}$. For given $h, h^{\prime} \in L \otimes_{\mathbb{Z}} \mathbb{Q}$, we may define

$$
\begin{equation*}
g_{h}\left(v \otimes \boldsymbol{v}_{\lambda+h^{\prime}}\right):=e^{2 \pi i\langle h, \lambda\rangle}\left(v \otimes \boldsymbol{v}_{\lambda+h^{\prime}}\right) \tag{2-13}
\end{equation*}
$$

for $v \in S\left(\hat{\mathfrak{h}}^{-}\right)$and $\lambda \in L$. Then we have $g_{h} Y_{h^{\prime}}(v, z) v^{\prime}=Y_{h^{\prime}}\left(g_{h} v, z\right) g_{h} v^{\prime}$ for $v \in V_{L}$ and $v^{\prime} \in V_{L+h^{\prime}}$.

2C. Clifford module vertex algebra. We also require the standard procedure which attaches a Clifford module super vertex operator algebra to a vector space equipped with a symmetric bilinear form; see [Feingold et al. 1991] for a general treatment, and [Feingold et al. 1996] for the special, one-dimensional case we consider here.

So let $\mathfrak{p}$ be a one-dimensional complex vector space equipped with a nondegenerate symmetric bilinear form $\langle\cdot, \cdot\rangle$. Set $\hat{\mathfrak{p}}=\mathfrak{p}\left[t, t^{-1}\right] t^{1 / 2}$ and write $a(r)$ for $a \otimes t^{r}$. Extend the bilinear form from $\mathfrak{p}$ to $\hat{\mathfrak{p}}$ by requiring that $\langle a(r), b(s)\rangle=\langle a, b\rangle \delta_{r+s, 0}$. Set $\hat{\mathfrak{p}}^{ \pm}=\mathfrak{p}\left[t^{ \pm 1}\right] t^{ \pm 1 / 2}$, write $\left\langle\hat{\mathfrak{p}}^{ \pm}\right\rangle$for the subalgebra of Cliff $(\hat{\mathfrak{p}})$ generated by $\hat{\mathfrak{p}}^{ \pm}$, and define a one-dimensional $\left\langle\hat{\mathfrak{p}}^{+}\right\rangle$-module $\mathbb{C} \boldsymbol{v}$ by requiring that $\mathbf{1} \boldsymbol{v}=\boldsymbol{v}$ and $a(r) \boldsymbol{v}=0$ for $a \in \mathfrak{p}$ and $r>0$. Here Cliff( $(\hat{\mathfrak{p}})$ denotes the Clifford algebra attached to $\hat{\mathfrak{p}}$, which we take to be the quotient of the tensor algebra $T(\hat{\mathfrak{p}})=\mathbb{C} \mathbf{1} \oplus \hat{\mathfrak{p}} \oplus \hat{\mathfrak{p}}^{\otimes 2} \oplus \cdots$ by the ideal generated by expressions of the form $u \otimes u+\frac{1}{2}\langle u, u\rangle \mathbf{1}$ for $u \in \hat{\mathfrak{p}}$.

Observe that the induced $\operatorname{Cliff}(\hat{\mathfrak{p}})$-module, $A(\mathfrak{p})=\operatorname{Cliff}(\hat{\mathfrak{p}}) \otimes_{\hat{\mathfrak{p}}^{+} \mid} \mathbb{C} \boldsymbol{v}$, is isomorphic to $\bigwedge\left(\hat{\mathfrak{p}}^{-}\right) \boldsymbol{v}$ as a $\left\langle\hat{\mathfrak{p}}^{-}\right\rangle$-module. We obtain a super vertex algebra structure on $A(\mathfrak{p})$ by setting

$$
\begin{equation*}
Y\left(a\left(-\frac{1}{2}\right) \boldsymbol{v}, z\right)=\sum_{n \in \mathbb{Z}} a\left(n+\frac{1}{2}\right) z^{-n-1} \tag{2-14}
\end{equation*}
$$

for $a \in \mathfrak{p}$, for the reconstruction theorem of [Frenkel and Ben-Zvi 2004] ensures that this rule extends uniquely to a super vertex algebra structure $Y: A(\mathfrak{p}) \otimes A(\mathfrak{p}) \rightarrow$ $A(\mathfrak{p})((z))$ with $Y(\boldsymbol{v}, z)=\mathrm{Id}$.

Let $p \in \mathfrak{p}$ such that $\langle p, p\rangle=-2$. We obtain a super vertex operator algebra structure, with central charge $c=\frac{1}{2}$, by taking

$$
\begin{equation*}
\omega=\frac{1}{4} p\left(-\frac{3}{2}\right) p\left(-\frac{1}{2}\right) \boldsymbol{v} \tag{2-15}
\end{equation*}
$$

to be the conformal element.
To construct canonically twisted modules for $A(\mathfrak{p})$ set $\hat{\mathfrak{p}}_{\mathrm{tw}}=\mathfrak{p}\left[t, t^{-1}\right]$ and extend the bilinear form from $\mathfrak{p}$ to $\hat{\mathfrak{p}}_{\mathrm{tw}}$ as before, by requiring that $\langle a(r), b(s)\rangle=\langle a, b\rangle \delta_{r+s, 0}$. Set $\hat{\mathfrak{p}}_{\mathrm{tw}}^{>}=\mathfrak{p}[t] t$ and $\hat{\mathfrak{p}}_{\mathrm{tw}}^{\leq}=\mathfrak{p}\left[t^{-1}\right]$, and define a one-dimensional $\left\langle\hat{\mathfrak{p}}_{\mathrm{tw}}^{>}\right\rangle$-module $\mathbb{C} \boldsymbol{v}_{\mathrm{tw}}$ by requiring, much as before, that $\mathbf{1} \boldsymbol{v}_{\mathrm{tw}}=\boldsymbol{v}_{\mathrm{tw}}$ and $a(r) \boldsymbol{v}_{\mathrm{tw}}=0$ for $a \in \mathfrak{p}$ and $r>0$. Then for the induced $\operatorname{Cliff}\left(\hat{\mathfrak{p}}_{\mathrm{tw}}\right)$-module

$$
\begin{equation*}
A(\mathfrak{p})_{\mathrm{tw}}:=\operatorname{Cliff}\left(\hat{\mathfrak{p}}_{\mathrm{tw}}\right) \otimes_{\left\langle\hat{p}_{\mathrm{tw}}\right\rangle} \mathbb{C} \boldsymbol{v}_{\mathrm{tw}}, \tag{2-16}
\end{equation*}
$$

there is a unique linear map $Y_{\mathrm{tw}}: A(\mathfrak{p}) \otimes A(\mathfrak{p})_{\mathrm{tw}} \rightarrow A(\mathfrak{p})_{\mathrm{tw}}\left(\left(z^{1 / 2}\right)\right)$ such that

$$
\begin{equation*}
Y_{\mathrm{tw}}\left(u\left(-\frac{1}{2}\right) \boldsymbol{v}, z\right)=\sum_{n \in \mathbb{Z}} u(n) z^{-n-1 / 2} \tag{2-17}
\end{equation*}
$$

for $u \in \mathfrak{p}$, and $\left(A(\mathfrak{p})_{\mathrm{tw}}, Y_{\mathrm{tw}}\right)$ is a canonically twisted module for $A(\mathfrak{p})$. One may use a suitably modified formulation of the reconstruction theorem of [Frenkel and BenZvi 2004] to see this; see [Frenkel and Szczesny 2004]. We refer to [Feingold et al. 1996] for a concrete and detailed description of $Y_{\mathrm{tw}}$. Note that $A(\mathfrak{p})$ is isomorphic to $\bigwedge\left(\hat{\mathfrak{p}}_{\mathrm{tw}}^{\leq}\right) \boldsymbol{v}$ as a $\left\langle\hat{\mathfrak{p}}_{\mathrm{tw}}^{\leq}\right\rangle$-module.

With $p \in \mathfrak{p}$ as above, such that $\langle p, p\rangle=-2$, we have $p(0)^{2}=\mathbf{1}$ in $\operatorname{Cliff}(\mathfrak{p})$. Set

$$
\begin{equation*}
\boldsymbol{v}_{\mathrm{tw}}^{ \pm}:=(\mathbf{1} \pm p(0)) \boldsymbol{v}_{\mathrm{tw}}, \tag{2-18}
\end{equation*}
$$

so that $p(0) \boldsymbol{v}_{\mathrm{tw}}^{ \pm}= \pm \boldsymbol{v}_{\mathrm{tw}}^{ \pm}$. Then $A(\mathfrak{p})_{\mathrm{tw}}=A(\mathfrak{p})_{\mathrm{tw}}^{+} \oplus A(\mathfrak{p})_{\mathrm{tw}}^{-}$is a decomposition of $A(\mathfrak{p})_{\mathrm{tw}}$ into irreducible canonically twisted $A(\mathfrak{p})$-modules, where $A(\mathfrak{p})_{\mathrm{tw}}^{ \pm}$denotes the submodule of $A(\mathfrak{p})_{\mathrm{tw}}$ generated by $\boldsymbol{v}_{\mathrm{tw}}^{ \pm}$:

$$
\begin{equation*}
A(\mathfrak{p})_{\mathrm{tw}}^{ \pm}:=\operatorname{Cliff}\left(\hat{\mathfrak{p}}_{\mathrm{tw}}\right) \otimes_{\left\langle\hat{\mathfrak{p}}_{\mathfrak{t}\rangle}^{>}\right.} \mathbb{C} \boldsymbol{v}_{\mathrm{tw}}^{ \pm} . \tag{2-19}
\end{equation*}
$$

From (2-17) we see that the $L(0)$-degree preserving component of $Y_{\mathrm{tw}}\left(p\left(-\frac{1}{2}\right) \boldsymbol{v}, z\right)$ is $p(0)$. Computing the graded-trace of $p(0)$ on $A(\mathfrak{p})_{\mathrm{tw}}^{ \pm}$, we find

$$
\begin{equation*}
\operatorname{tr}_{A(\mathfrak{p}) \pm \mathrm{tw}}^{ \pm} p(0) q^{L(0)-c / 24}= \pm q^{1 / 24} \prod_{n>0}\left(1-q^{n}\right) \tag{2-20}
\end{equation*}
$$

where the factor $q^{1 / 24}$ appears because $L(0) \boldsymbol{v}_{\mathrm{tw}}^{ \pm}=\frac{1}{16} \boldsymbol{v}_{\mathrm{tw}}^{ \pm}$and $c=\frac{1}{2}$.
2D. Main construction. We now take $L=\mathbb{Z} \varepsilon_{1}+\mathbb{Z} \varepsilon_{2}+\mathbb{Z} \varepsilon_{3}$ to be the rank 3 lattice with bilinear form $\langle\cdot, \cdot\rangle$ determined by

$$
\begin{equation*}
\left\langle\varepsilon_{i}, \varepsilon_{j}\right\rangle=2-\delta_{i, j} . \tag{2-21}
\end{equation*}
$$

This is an integral, noneven lattice with signature $(1,2)$. Set $\rho:=\frac{1}{5}\left(\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}\right)$ and observe that

$$
\begin{equation*}
\langle\lambda, \rho\rangle=k+l+m \tag{2-22}
\end{equation*}
$$

for $\lambda=k \varepsilon_{1}+l \varepsilon_{2}+m \varepsilon_{3}$, so $\rho$ belongs to the dual $L^{*}$ of $L$. In fact, $L^{*} / L$ is cyclic of order 5 , and $\rho+L$ is a generator. If we set

$$
\begin{equation*}
L^{j}:=\{\lambda \in L \mid\langle\lambda, \rho\rangle=j(\bmod 2)\} \tag{2-23}
\end{equation*}
$$

then $L=L^{0} \cup L^{1}$ is the decomposition of $L$ into its even and odd parts, by which we mean that $\langle\lambda, \lambda\rangle$ is even or odd according as $\lambda$ lies in $L^{0}$ or $L^{1}$.

Let $V_{L}$ be the super vertex operator algebra attached to $L$ via the construction of Section 2A, where the bilinear function $b: L \times L \rightarrow \mathbb{Z} / 2 \mathbb{Z}$ is determined by setting

$$
b\left(\varepsilon_{i}, \varepsilon_{j}\right):= \begin{cases}0 & \text { when } i \leq j  \tag{2-24}\\ 1 & \text { when } i>j\end{cases}
$$

There is an obvious action of the symmetric group $S_{3}$ on $L$, by permutations of the basis vectors $\varepsilon_{i}$. We lift this action to $V_{L}$ in the following way. Recall from Section 2A that a lift $\hat{g} \in \operatorname{Aut}\left(V_{L}\right)$ of an automorphism $g \in \operatorname{Aut}(L)$ is determined by a choice of function $\alpha: L \rightarrow\{ \pm 1\}$ satisfying (2-8). Taking $\mu=k \lambda$ in (2-8) we have $\alpha((k+1) \lambda)=\alpha(\lambda) \alpha(k \lambda) \beta(\lambda, \lambda)^{k} \beta(g \lambda, g \lambda)^{k}$, since $\beta$ is bimultiplicative. So given (2-24) we see that $\beta(\lambda, \lambda)=k_{1} k_{2}+k_{2} k_{3}+k_{3} k_{1}$ for $\lambda=k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}$, which is invariant under the action of $S_{3}$. So actually $\beta(\lambda, \lambda)=\beta(g \lambda, g \lambda)$, and thus we may assume $\alpha(k \lambda)=\alpha(\lambda)^{k}$ in (2-8) for $\lambda \in L$ and $k$ a positive integer, when $g$ acts by permuting the $\varepsilon_{i}$. Observe also that for $\lambda, \mu, \nu \in L$ we have

$$
\begin{align*}
& \alpha(\lambda+\mu+v) \beta(\lambda, \mu) \beta(\mu, v) \beta(v, \lambda) \\
& \quad=\alpha(\lambda) \alpha(\mu) \alpha(v) \beta(g \lambda, g \mu) \beta(g \mu, g v) \beta(g v, g \lambda) \tag{2-25}
\end{align*}
$$

according to (2-8), which specializes to

$$
\begin{align*}
& \alpha(\lambda) \beta\left(\varepsilon_{1}, \varepsilon_{2}\right)^{k_{1} k_{2}} \beta\left(\varepsilon_{2}, \varepsilon_{3}\right)^{k_{2} k_{3}} \beta\left(\varepsilon_{3}, \varepsilon_{1}\right)^{k_{3} k_{1}} \\
& \quad=\alpha\left(\varepsilon_{1}\right)^{k_{1}} \alpha\left(\varepsilon_{2}\right)^{k_{2}} \alpha\left(\varepsilon_{3}\right)^{k_{3}} \beta\left(g \varepsilon_{1}, g \varepsilon_{2}\right)^{k_{1} k_{2}} \beta\left(g \varepsilon_{2}, g \varepsilon_{3}\right)^{k_{2} k_{3}} \beta\left(g \varepsilon_{3}, g \varepsilon_{1}\right)^{k_{3} k_{1}} \tag{2-26}
\end{align*}
$$

for $\lambda=k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}$.
Consider the case that $g=\sigma$ is the cyclic permutation (123). From (2-26) we see that we may lift $\sigma$ to $\operatorname{Aut}\left(V_{L}\right)$ by taking $\alpha\left(\varepsilon_{i}\right)=1$ for $i \in\{1,2,3\}$, and more generally $\alpha\left(k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}\right)=(-1)^{k_{2} k_{3}+k_{3} k_{1}}$, in the construction of Section 2A. We denote the corresponding automorphism of $V_{L}$ by $\hat{\sigma}$. In the notation of (2-9) we have

$$
\begin{equation*}
\hat{\sigma}\left(v \otimes \boldsymbol{v}_{k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}}\right):=(-1)^{k_{2} k_{3}+k_{3} k_{1}}(\sigma \cdot v) \otimes \boldsymbol{v}_{k_{3} \varepsilon_{1}+k_{1} \varepsilon_{2}+k_{2} \varepsilon_{3}} . \tag{2-27}
\end{equation*}
$$

Next consider $g=\tau:=$ (12). Applying (2-26) we see that we may lift $\tau$ to $\operatorname{Aut}\left(V_{L}\right)$ by taking $\alpha\left(\varepsilon_{i}\right)=1$ as before, and more generally $\alpha\left(k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}\right)=(-1)^{k_{1} k_{2}}$. We denote the corresponding automorphism of $V_{L}$ by $\hat{\tau}$, so that

$$
\begin{equation*}
\hat{\tau}\left(v \otimes \boldsymbol{v}_{k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}}\right):=(-1)^{k_{1} k_{2}}(\tau \cdot v) \otimes \boldsymbol{v}_{k_{2} \varepsilon_{1}+k_{1} \varepsilon_{2}+k_{3} \varepsilon_{3}} . \tag{2-28}
\end{equation*}
$$

Using (2-27) and (2-28) one can check that $\hat{\sigma}^{3}=\hat{\tau}^{2}=(\hat{\tau} \hat{\sigma})^{2}=\operatorname{Id}$ in $\operatorname{Aut}\left(V_{L}\right)$, so $\hat{\sigma}$ and $\hat{\tau}$ generate a group

$$
\begin{equation*}
\hat{G}:=\langle\hat{\sigma}, \hat{\tau}\rangle \simeq S_{3} \tag{2-29}
\end{equation*}
$$

in $\operatorname{Aut}\left(V_{L}\right)$.
Note that $V_{L}=V_{L^{0}} \oplus V_{L^{1}}$ is the decomposition of $V_{L}$ into its even and odd parity subspaces, where $L^{j}$ is defined by (2-23). Thus the canonical involution of $V_{L}$,
acting as +1 on the even subspace $V_{L^{0}}$ and -1 on the odd subspace $V_{L^{1}}$, is realized by $g_{\rho / 2}$ in the notation of (2-11). So the canonically twisted modules for $V_{L}$ are exactly the $V_{L+a \rho / 2}$, for $a \in\{1,3,5,7,9\}$ (see Section 2B).

The prescription (2-13) furnishes an extension of the action of the canonical involution $g_{\rho / 2}$ from $V_{L}$ to $V_{L+a \rho / 2}$. Since $\rho$ is $S_{3}$-invariant we may also extend the actions of $\hat{\sigma}$ and $\hat{\tau}$ to $V_{L+a \rho / 2}$ by setting

$$
\begin{align*}
\hat{\sigma}\left(v \otimes \boldsymbol{v}_{\lambda+a \rho / 2}\right) & :=(-1)^{k_{2} k_{3}+k_{3} k_{1}}(\sigma \cdot v) \otimes \boldsymbol{v}_{\sigma \lambda+a \rho / 2}, \\
\hat{\tau}\left(v \otimes \boldsymbol{v}_{\lambda+a \rho_{2}}\right) & :=(-1)^{k_{1} k_{2}+(a-1) / 2}(\tau \cdot v) \otimes \boldsymbol{v}_{\tau \lambda+a \rho / 2}, \tag{2-30}
\end{align*}
$$

for $v \in S\left(\hat{\mathfrak{h}}^{-}\right)$and $\lambda=k_{1} \varepsilon_{1}+k_{2} \varepsilon_{2}+k_{3} \varepsilon_{3}$. We use these rules to equip the $V_{L+a \rho / 2}$ with $\hat{G}$ - and $\left\langle g_{\rho / 2}\right\rangle$-module structures.

Now observe that if $K \subset L$ is closed under addition and contains 0 then the $\hat{\mathfrak{h}}$-submodule $V_{K}<V_{L}$ generated by the $\boldsymbol{v}_{\lambda}$ for $\lambda \in K$,

$$
\begin{equation*}
V_{K} \simeq S\left(\hat{\mathfrak{h}}^{-}\right) \otimes \mathbb{C}[K], \tag{2-31}
\end{equation*}
$$

is a sub-super vertex algebra of $V_{L}$, and the $\omega$ of (2-7) is a conformal element for $V_{K}$. Furthermore, if $K^{\prime} \subset L+\frac{1}{2} a \rho$ satisfies $K+K^{\prime} \subset K^{\prime}$ then the restriction of the twisted vertex operators $u \otimes v \mapsto Y_{a \rho / 2}\left(u, z^{1 / 2}\right) v$ to $V_{K} \otimes V_{K^{\prime}}<V_{L} \otimes V_{L+a \rho / 2}$ equips $V_{K^{\prime}}$ with a canonically twisted module structure over $V_{K}$ (for $a$ odd). To describe the choices of $K$ and $K^{\prime}$ that are relevant to us, define $P$ to be the monoid of nonnegative integer combinations of the $\varepsilon_{i}$,

$$
\begin{equation*}
P:=\left\{\sum_{i} k_{i} \varepsilon_{i} \in L \mid k_{i} \geq 0, \forall i\right\} . \tag{2-32}
\end{equation*}
$$

Then $V_{P}$ is naturally a conformal super vertex algebra, and for $a$ odd, $V_{P+a \rho / 2}$ is a canonically twisted module for it. By our choice of basis $\left\{\varepsilon_{i}\right\}$, all nontrivial vectors of the monoid $P$ have strictly positive norm. So the eigenspaces for the action of $L(0)$ on $V_{P}$ are finite-dimensional, and the eigenvalues of $L(0)$ are contained in $\frac{1}{2} \mathbb{Z}$ and bounded from below. Thus $V_{P}$ is actually a super vertex operator algebra.

Observe that the actions (2-30) restrict to $V_{P+a \rho / 2}$ for any $a$, since $P$ and $\rho$ are invariant under coordinate permutations. The canonical involution $g_{\rho / 2}$, acting on $V_{L+a \rho / 2}$ according to (2-13), also preserves the subspace $V_{P+a \rho / 2}$.

We now let $V^{X}$ denote the tensor product super vertex operator algebra

$$
\begin{equation*}
V^{X}:=A(\mathfrak{p}) \otimes V_{P} . \tag{2-33}
\end{equation*}
$$

For $a$ an odd integer we define $V_{\mathrm{tw}, a}^{ \pm}$to be the canonically twisted $V^{X}$-module

$$
\begin{equation*}
V_{\mathrm{tw}, a}^{ \pm}:=A(\mathfrak{p})_{\mathrm{tw}}^{ \pm} \otimes V_{P+a \rho / 2} \oplus A(\mathfrak{p})_{\mathrm{tw}}^{\mp} \otimes V_{P+(10-a) \rho / 2} \tag{2-34}
\end{equation*}
$$

We extend the action of $\hat{G} \simeq S_{3}$ to $V^{X}$ and $V_{\mathrm{tw}, a}^{ \pm}$by letting $\hat{G}$ act trivially on the Clifford module factors, setting

$$
\begin{equation*}
\hat{\sigma}(u \otimes v):=u \otimes \hat{\sigma}(v), \quad \hat{\tau}(u \otimes v):=u \otimes \hat{\tau}(v) \tag{2-35}
\end{equation*}
$$

for $u \in A(\mathfrak{p})$ and $v \in V_{P}$, and for $u \in A(\mathfrak{p})_{\mathrm{tw}}^{ \pm}$and $v \in V_{P+a \rho / 2}$.
Given $g \in \hat{G}$ and $a$ an odd integer, we now define $T_{g, a}^{ \pm}$to be the trace of the operator $g g_{\rho / 2} p(0) q^{L(0)-c / 24}$ on the canonically twisted $V^{X}$-module $V_{\mathrm{tw}, a}^{ \pm}$,

$$
\begin{equation*}
T_{g, a}^{ \pm}:=\operatorname{tr}_{V_{\mathrm{vw}, a}^{ \pm}} g g_{\rho / 2} p(0) q^{L(0)-c / 24} . \tag{2-36}
\end{equation*}
$$

Note that $c=\frac{7}{2}$ here. Also, the identities

$$
\begin{equation*}
T_{g, a}^{ \pm}=-T_{g, a}^{\mp}=T_{g, 10-a}^{\mp} \tag{2-37}
\end{equation*}
$$

follow directly from (2-34) and (2-36). In particular, we have $T_{g, 5}^{ \pm}=0$ for all $g$.
Recall that $(q ; q)_{\infty}=\prod_{n>0}\left(1-q^{n}\right)$ (see (1-1)). Our concrete construction allows us to compute explicit formulas for the trace functions $T_{g, a}^{ \pm}$.

Proposition 2.2. The trace functions $T_{g, a}^{ \pm}$admit the following expressions:

$$
\begin{align*}
& T_{e, a}^{ \pm}= \pm \frac{q^{-1 / 12}}{(q ; q)_{\infty}^{2}}\left(\sum_{k, l, m \geq 0}+\sum_{k, l, m<0}\right)(-1)^{k+l+m} \\
& \times q^{\left(k^{2}+l^{2}+m^{2}\right) / 2+2(k l+l m+m k)+a(k+l+m) / 2+3 a^{2} / 40},  \tag{2-38}\\
& T_{\hat{\tau}, a}^{ \pm}= \pm(-1)^{(a-1) / 2} \frac{q^{-1 / 12}}{\left(q^{2} ; q^{2}\right)_{\infty}}\left(\sum_{k, m \geq 0}-\sum_{k, m<0}\right)(-1)^{k+m} \\
& \times q^{3 k^{2}+m^{2} / 2+4 k m+a(2 k+m) / 2+3 a^{2} / 40},  \tag{2-39}\\
& T_{\hat{\sigma}, a}^{ \pm}= \pm q^{-1 / 12} \frac{(q ; q)_{\infty}}{\left(q^{3} ; q^{3}\right)_{\infty}} \sum_{k \in \mathbb{Z}}(-1)^{k} q^{15 k^{2} / 2+3 a k / 2+3 a^{2} / 40} \tag{2-40}
\end{align*}
$$

Proof. First consider the case that $g=e$ is the identity. From the definition (2-36) of $T_{e, a}^{ \pm}$we derive

$$
\begin{align*}
T_{e, a}^{ \pm}= \pm \frac{1}{(q ; q)_{\infty}^{2}} & \sum_{\mu \in P+a \rho / 2}(-1)^{\langle\mu-a \rho / 2, \rho\rangle} q^{\langle\mu, \mu\rangle / 2-1 / 12} \\
& \mp \frac{1}{(q ; q)_{\infty}^{2}} \sum_{\mu \in P+(10-a) \rho / 2}(-1)^{\langle\mu-(10-a) \rho / 2, \rho\rangle} q^{\langle\mu, \mu\rangle / 2-1 / 12} . \tag{2-41}
\end{align*}
$$

We replace $\mu$ with $k \varepsilon_{1}+l \varepsilon_{2}+m \varepsilon_{3}+\frac{1}{2} a \rho$ in the first summation, where $k, l, m \geq 0$, and obtain

$$
\begin{equation*}
\pm \frac{q^{-1 / 12}}{(q ; q)_{\infty}^{2}} \sum_{k, l, m \geq 0}(-1)^{k+l+m} q^{\left(k^{2}+l^{2}+m^{2}\right) / 2+2(k l+l m+m k)+a(k+l+m) / 2+3 a^{2} / 40} \tag{2-42}
\end{equation*}
$$

using (2-21) and (2-22) and the fact that $\langle\rho, \rho\rangle=\frac{3}{5}$. For the second summation we replace $P+\frac{1}{2}(10-a) \rho$ with $-P-\frac{1}{2}(10-a) \rho=-P^{+}+\frac{1}{2} a \rho$, where

$$
\begin{equation*}
P^{+}:=\left\{\sum_{i} k_{i} \varepsilon_{i} \in L \mid k_{i}>0, \forall i\right\} \tag{2-43}
\end{equation*}
$$

and replace $\mu$ with $-\mu$ in the summands. We obtain

$$
\begin{equation*}
\pm \frac{q^{-1 / 12}}{(q ; q)_{\infty}^{2}} \sum_{k, l, m<0}(-1)^{k+l+m} q^{\left(k^{2}+l^{2}+m^{2}\right) / 2+2(k l+l m+m k)+a(k+l+m) / 2+3 a^{2} / 40} \tag{2-44}
\end{equation*}
$$

which together with (2-42) gives $(2-38)$ as required.
Next take $g=\hat{\tau}$. Using (2-36) and the formula (2-30) we compute

$$
\begin{align*}
& T_{\hat{\tau}, a}^{ \pm}= \pm(-1)^{(a-1) / 2} \frac{1}{\left(q^{2} ; q^{2}\right)_{\infty}} \\
& \times \sum_{\substack{\mu \in P+a \rho / 2 \\
\tau \mu=\mu}}(-1)^{\left\langle\mu-a \rho / 2, \rho+\varepsilon_{1}^{\prime}\right\rangle} q^{\langle\mu, \mu\rangle / 2-1 / 12} \mp(-1)^{(a-1) / 2} \frac{1}{\left(q^{2} ; q^{2}\right)_{\infty}} \\
& \times \sum_{\substack{\mu \in P+(10-a) \rho / 2 \\
\tau \mu=\mu}}(-1)^{\left\langle\mu-(10-a) \rho / 2, \rho+\varepsilon_{1}^{\prime}\right\rangle} q^{\langle\mu, \mu\rangle / 2-1 / 12} \tag{2-45}
\end{align*}
$$

We now replace $\mu$ with $k \varepsilon_{1}+k \varepsilon_{2}+m \varepsilon_{3}+\frac{1}{2} a \rho$ in the first summation, where $k, m \geq 0$, and obtain

$$
\begin{equation*}
\pm(-1)^{(a-1) / 2} \frac{q^{-1 / 12}}{\left(q^{2} ; q^{2}\right)_{\infty}} \sum_{k, m \geq 0}(-1)^{k+m} q^{3 k^{2}+m^{2} / 2+4 k m+a(2 k+m) / 2+3 a^{2} / 40} \tag{2-46}
\end{equation*}
$$

Note that the factor $(-1)^{k}$ in $(-1)^{k+m}$, corresponding to $(-1)^{\left\langle\mu-a \rho / 2, \varepsilon_{1}^{\prime}\right\rangle}$ in $(2-45)$, arises from the factor $(-1)^{k_{1} k_{2}}=(-1)^{k^{2}}=(-1)^{k}$ in (2-30). For the second summation we proceed as before, replacing $P+\frac{1}{2}(10-a) \rho$ with $-P^{+}+\frac{1}{2} a \rho$ and $\mu$ with $-\mu$, and obtain

$$
\begin{equation*}
\mp(-1)^{(a-1) / 2} \frac{q^{-1 / 12}}{\left(q^{2} ; q^{2}\right)_{\infty}} \sum_{k, m<0}(-1)^{k+m} q^{3 k^{2}+m^{2} / 2+4 k m+a(2 k+m) / 2+3 a^{2} / 40} \tag{2-47}
\end{equation*}
$$

This taken together with (2-46) gives the required expression (2-39).

Finally we consider $g=\hat{\sigma}$ (see (2-30)). Then the appropriate analogue of (2-41) and (2-45) is

$$
\begin{align*}
T_{\hat{\sigma}, a}^{ \pm}= \pm \frac{(q ; q)_{\infty}}{\left(q^{3} ; q^{3}\right)_{\infty}} \sum_{\substack{\mu \in P+a \rho / 2 \\
\sigma \mu=\mu}}(-1)^{\langle\mu-a \rho / 2, \rho\rangle} q^{\langle\mu, \mu\rangle / 2-1 / 12} \\
\mp \frac{(q ; q)_{\infty}}{\left(q^{3} ; q^{3}\right)_{\infty}} \sum_{\substack{\mu \in P+(10-a) \rho / 2 \\
\sigma \mu=\mu}}(-1)^{\langle\mu-(10-a) \rho / 2, \rho\rangle} q^{\langle\mu, \mu\rangle / 2-1 / 12} \tag{2-48}
\end{align*}
$$

We obtain (2-40) from (2-48) in much the same way as for $g=e$, so we omit the remaining details.

## 3. Mock theta functions

In this section we consider the modular properties of the trace functions defined in Section 2D, computed explicitly in Proposition 2.2. We recall some basic facts about Maass forms in Section 3A, including their relationship to mock modular forms. We require some facts about theta series of cones in indefinite lattices due to Zwegers [2002], which we recall in Section 3B. The proof of our main result, Theorem 1.1, appears in Section 3C. In particular, we identify the umbral McKay-Thompson series attached to $X=E_{8}^{3}$ as trace functions arising from the action of $G^{X}$ on canonically twisted modules for $V^{X}$ in Section 3C.

3A. Harmonic Maass forms. Define the weight $\frac{1}{2}$ Casimir operator $\Omega_{\frac{1}{2}}$, a differential operator on smooth functions $H: \mathbb{H} \rightarrow \mathbb{C}$, by setting

$$
\begin{equation*}
\left(\Omega_{\frac{1}{2}} H\right)(\tau):=-4 \Im(\tau)^{2} \frac{\partial^{2} H}{\partial \tau \partial \bar{\tau}}(\tau)+i \Im(\tau) \frac{\partial H}{\partial \bar{\tau}}(\tau)+\frac{3}{16} H(\tau) . \tag{3-1}
\end{equation*}
$$

Note that $\Omega_{\frac{1}{2}}=\Delta_{\frac{1}{2}}+\frac{3}{16}$, where $\Delta_{k}$ is the hyperbolic Laplace operator in weight $k$.
Following [Bruinier and Funke 2004] (see also [Ono 2009; Zagier 2009]), a harmonic weak Maass form of weight $\frac{1}{2}$ for $\Gamma<\mathrm{SL}_{2}(\mathbb{Z})$ is defined to be a smooth function $H: \mathbb{H} \rightarrow \mathbb{C}$ that transforms as a (not necessarily holomorphic) modular form of weight $\frac{1}{2}$ for $\Gamma$, is an eigenfunction for $\Omega_{\frac{1}{2}}$ with eigenvalue $\frac{3}{16}$, and has at most exponential growth as $\tau$ approaches cusps of $\Gamma$.

Define $\beta(x)$ for $x \in \mathbb{R}_{\geq 0}$ by setting

$$
\begin{equation*}
\beta(x):=\int_{x}^{\infty} u^{-1 / 2} e^{-\pi u} \mathrm{~d} u . \tag{3-2}
\end{equation*}
$$

Note that $\beta$ is related to the incomplete gamma function by $\sqrt{\pi} \beta(x)=\Gamma\left(\frac{1}{2}, \pi x\right)$. If $H$ is a harmonic weak Maass form of weight $\frac{1}{2}$ then we can canonically decompose
$H$ into its holomorphic and nonholomorphic parts, $H=H^{+}+H^{-}$, where

$$
\begin{align*}
& H^{+}(\tau)=\sum_{n \gg-\infty} c_{H}^{+}(n) q^{n}  \tag{3-3}\\
& H^{-}(\tau)=2 i c_{H}^{-}(0) \sqrt{2 \Im(\tau)}-i \sum_{n>0} c_{H}^{-}(n) \frac{1}{\sqrt{2 n}} \beta(4 n \Im(\tau)) q^{-n} \tag{3-4}
\end{align*}
$$

for some uniquely determined values $c_{H}^{ \pm}(n) \in \mathbb{C}$. (See $\S 3$ of [Bruinier and Funke 2004]. See also §5 of [Zagier 2009] and §7.1 of [Dabholkar et al. 2012].) Note that $n$ should be allowed to range over rational values in (3-3) and (3-4).

We may define the mock modular forms of weight $\frac{1}{2}$ to be those holomorphic functions $H^{+}: \mathbb{H} \rightarrow \mathbb{C}$ which arise as the holomorphic parts of harmonic weak Maass forms of weight $\frac{1}{2}$. For $H^{ \pm}$as above, the shadow of $H^{+}$is defined, up to a choice of scaling factor $C$, by

$$
\begin{equation*}
g(\tau):=C \sqrt{2 \Im(\tau)} \frac{\overline{\partial H^{-}}}{\partial \bar{\tau}}=C \sum_{n \geq 0} c_{H}^{-}(n) q^{n} \tag{3-5}
\end{equation*}
$$

Then so long as $c_{H}^{-}(0)=0$ (i.e., $g$ is a cusp form), the function $H^{-}$is the Eichler integral of $g$,

$$
\begin{equation*}
H^{-}(\tau)=\frac{e\left(-\frac{1}{8}\right)}{C} \int_{-\bar{\tau}}^{\infty} \frac{\overline{g(-\bar{z})}}{\sqrt{z+\tau}} \mathrm{d} z \tag{3-6}
\end{equation*}
$$

In this setting, the weak harmonic Maass form $H=H^{+}+H^{-}$is called the completion of $H^{+}$.

Various choices for $C$ can be found in the literature. In [Cheng et al. 2014b] we find $C=\sqrt{2 m}$ in the case that $H=\left(H_{r}\right)$ is a $2 m$-vector-valued Maass form for some $\Gamma_{0}(N)$, such that

$$
\begin{equation*}
(H \cdot \theta)(\tau, z):=\sum_{r} H_{r}(\tau) \theta_{m, r}(\tau, z) \tag{3-7}
\end{equation*}
$$

transforms like a (not necessarily holomorphic in $\tau$ ) Jacobi form of weight 1 and index $m$ for $\Gamma_{0}(N)$, where

$$
\begin{equation*}
\theta_{m, r}(\tau, z):=\sum_{k \in \mathbb{Z}} q^{(2 k m+r)^{2} / 4 m} e^{2 \pi i z(2 k m+r)} \tag{3-8}
\end{equation*}
$$

The cases of relevance to us here all have $m=30$, so we take $C=\sqrt{60}$ henceforth in (3-5) and (3-6). All the shadows arising in this work are linear combinations of the unary theta functions

$$
\begin{equation*}
S_{m, r}(\tau):=\left.\frac{1}{2 \pi i} \frac{\partial}{\partial z} \theta_{m, r}(\tau, z)\right|_{z=0}=\sum_{k \in \mathbb{Z}}(2 k m+r) q^{(2 k m+r)^{2} / 4 m} \tag{3-9}
\end{equation*}
$$

where $m=30$ and $r \neq 0(\bmod 30)$. In particular, we do not encounter any examples for which the shadow $g$ (see (3-5)) is not a cusp form.

3B. Indefinite theta series. Even though our main construction uses a lattice of signature $(1,2)$, it will develop in Section 3C that the trace functions (2-38) and (2-39) can be analyzed in terms of theta series of indefinite lattices with signature $(1,1)$, whereas $(2-40)$ is essentially a theta series with rank 1 and consequently can be handled by classical methods. With this in mind we now recall some results from [Zwegers 2002] on theta series for lattices of signature $(r-1,1)$, restricting to the case that $r=2$.

Given a symmetric $2 \times 2$ matrix $A$, we define a quadratic form $Q: \mathbb{R}^{2} \rightarrow \mathbb{R}$, by setting

$$
\begin{equation*}
Q(\boldsymbol{x}):=\frac{1}{2}(\boldsymbol{x}, A \boldsymbol{x}), \tag{3-10}
\end{equation*}
$$

where $(\cdot, \cdot)$ denotes the usual Euclidean inner product on $\mathbb{R}^{2}$. The associated bilinear form is

$$
\begin{equation*}
B(\boldsymbol{x}, \boldsymbol{y}):=(\boldsymbol{x}, A \boldsymbol{y})=Q(\boldsymbol{x}+\boldsymbol{y})-Q(\boldsymbol{x})-Q(\boldsymbol{y}) \tag{3-11}
\end{equation*}
$$

Henceforth assume that $A$ has signature (1,1). Then the set of vectors $c \in \mathbb{R}^{2}$ with $Q(\boldsymbol{c})<0$ is nonempty and has two components. Let $C_{Q}$ be one of these components. Two vectors $\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}$ belong to the same component if $B\left(\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}\right)<0$. Thus, picking a vector $\boldsymbol{c}_{0}$ in $C_{Q}$, we may identify

$$
\begin{equation*}
C_{Q}=\left\{\boldsymbol{c} \in \mathbb{R}^{2} \mid Q(\boldsymbol{c})<0, B\left(\boldsymbol{c}, \boldsymbol{c}_{0}\right)<0\right\} . \tag{3-12}
\end{equation*}
$$

Zwegers also defines a set of representatives of cusps,

$$
\begin{equation*}
S_{Q}:=\left\{\boldsymbol{c} \in \mathbb{Z}^{2} \mid \boldsymbol{c} \text { primitive, } Q(\boldsymbol{c})=0, B\left(\boldsymbol{c}, \boldsymbol{c}_{0}\right)<0\right\} \tag{3-13}
\end{equation*}
$$

Define the indefinite theta function with characteristics $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{2}$, with respect to $\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)} \in C_{Q}$, by setting

$$
\begin{align*}
& \vartheta_{\boldsymbol{a}, \boldsymbol{b}}^{\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}}(\tau):=\sum_{\nu \in \boldsymbol{a}+\mathbb{Z}^{2}}\left(E\left(\frac{B\left(\boldsymbol{c}^{(1)}, v\right)}{\sqrt{-Q\left(\boldsymbol{c}^{(1)}\right)}} \sqrt{\Im(\tau)}\right)\right. \\
&\left.-E\left(\frac{B\left(\boldsymbol{c}^{(2)}, v\right)}{\sqrt{-Q\left(\boldsymbol{c}^{(2)}\right)}} \sqrt{\Im(\tau)}\right)\right) q^{Q(\nu)} e^{2 \pi i B(v, \boldsymbol{b})}, \tag{3-14}
\end{align*}
$$

where $E(z):=\operatorname{sgn}(z)\left(1-\beta\left(z^{2}\right)\right)$. Corollary 2.9 of [Zwegers 2002] (see also Theorem 3.1 of [Zagier 2009]) shows that $\vartheta_{a, b}^{c^{(1)}, \boldsymbol{c}^{(2)}}(\tau)$ is a nonholomorphic modular form of weight 1.

Presently we will see that these indefinite theta functions can be used to define harmonic Maass forms whose nonholomorphic parts can be written in terms of the functions

$$
\begin{equation*}
R_{a, b}(\tau):=\sum_{v \in a+\mathbb{Z}} \operatorname{sgn}(v) \beta\left(2 v^{2} \Im(\tau)\right) q^{-v^{2} / 2} e^{-2 \pi i v b} \tag{3-15}
\end{equation*}
$$

Note that the $R_{a, b}$ are Eichler integrals (see (3-6)) of unary theta functions of weight $\frac{3}{2}$. Indeed, we have

$$
\begin{equation*}
R_{a, b}(\tau)=e\left(-\frac{1}{8}\right) \int_{-\bar{\tau}}^{i \infty} \frac{g_{a,-b}(z)}{\sqrt{z+\tau}} \mathrm{d} z \tag{3-16}
\end{equation*}
$$

for

$$
\begin{equation*}
g_{a, b}(\tau):=\sum_{v \in a+\mathbb{Z}} v q^{\nu^{2} / 2} e^{2 \pi i v b} \tag{3-17}
\end{equation*}
$$

Note that $\overline{g_{a, b}(-\bar{z})}=g_{a,-b}(z)$. Observe also that

$$
\begin{equation*}
g_{r / 2 m, 0}(m \tau)=\frac{1}{2 m} S_{m, r}(\tau) \tag{3-18}
\end{equation*}
$$

(see (3-9)), which is useful for comparing the results of [Zwegers 2002] to those of [Cheng et al. 2014b].

Define $\langle\boldsymbol{c}\rangle_{\mathbb{Z}}:=\left\{\xi \in \mathbb{Z}^{r} \mid B(\boldsymbol{c}, \xi)=0\right\}$. For future use we quote the $r=2$ case of Proposition 4.3 from [Zwegers 2002].

Proposition 3.1 (Zwegers). Let $\boldsymbol{c} \in C_{Q} \cap \mathbb{Z}^{2}$ be primitive. Let $P_{0} \subset \mathbb{R}^{2}$ be any finite set such that

$$
\begin{equation*}
\left\{\mu \in \boldsymbol{a}+\mathbb{Z}^{2} \left\lvert\, 0 \leq \frac{B(\boldsymbol{c}, \mu)}{2 Q(\boldsymbol{c})}<1\right.\right\}=\bigsqcup_{\mu_{0} \in P_{0}}\left(\mu_{0}+\langle\boldsymbol{c}\rangle_{\frac{\mathbb{Z}}{}}^{\perp}\right) . \tag{3-19}
\end{equation*}
$$

Then we have

$$
\begin{align*}
& \sum_{\nu \in \boldsymbol{a}+\mathbb{Z}^{2}} \operatorname{sgn}(B(\boldsymbol{c}, \nu)) \beta\left(-\frac{B(\boldsymbol{c}, \nu)^{2}}{Q(\boldsymbol{c})} \Im(\tau)\right) e^{2 \pi i Q(v) \tau+2 \pi i B(v, \boldsymbol{b})} \\
& =-\sum_{\mu_{0} \in P_{0}} R_{B\left(\boldsymbol{c}, \mu_{0}\right) / 2 Q(\boldsymbol{c}), B(\boldsymbol{c}, \boldsymbol{b})(-2 Q(\boldsymbol{c}) \tau) \cdot \sum_{\xi \in \mu_{0}^{\perp}+\langle\boldsymbol{c}) \frac{1}{\mathbb{Z}}} e^{2 \pi i Q(\xi) \tau+2 \pi i B\left(\xi, \boldsymbol{b}^{\perp}\right)}}, \tag{3-20}
\end{align*}
$$

where $\mu_{0}^{\perp}=\mu_{0}-\frac{B\left(\boldsymbol{c}, \mu_{0}\right)}{2 Q(\boldsymbol{c})} \boldsymbol{c}$ and $\boldsymbol{b}^{\perp}=\boldsymbol{b}-\frac{B(\boldsymbol{c}, \boldsymbol{b})}{2 Q(\boldsymbol{c})} \boldsymbol{c}$.
Note that the term

$$
\begin{equation*}
\sum_{\xi \in \mu_{0}^{\perp}+\langle\boldsymbol{c}) \frac{1}{Z}} e^{2 \pi i Q(\xi) \tau+2 \pi i B\left(\xi, \boldsymbol{b}^{\perp}\right)} \tag{3-21}
\end{equation*}
$$

is a classical (positive-definite) theta function of weight $\frac{1}{2}$.
The indefinite theta function construction (3-14) is applied in [Zwegers 2002] to mock theta functions of Ramanujan (other than $\chi_{0}$ and $\chi_{1}$, which are treated in [Zwegers 2009]). Amongst those appearing are the four functions $F_{0}, F_{1}, \phi_{0}$ and
$\phi_{1}$, where $\phi_{0}$ and $\phi_{1}$ are defined in (1-9), and

$$
\begin{align*}
& F_{0}(q):=\sum_{n \geq 0} \frac{q^{2 n^{2}}}{\left(q ; q^{2}\right)_{n}}, \\
& F_{1}(q):=\sum_{n \geq 0} \frac{q^{2 n(n+1)}}{\left(q ; q^{2}\right)_{n+1}} . \tag{3-22}
\end{align*}
$$

These are amongst the fifth-order mock theta functions introduced by Ramanujan in his last letter to Hardy.

To study these functions, 6-vector-valued mock modular forms

$$
\begin{equation*}
F_{5,1}(\tau)=\left(F_{5,1, r}(\tau)\right), \quad F_{5,2}(\tau)=\left(F_{5,2, r}(\tau)\right) \tag{3-23}
\end{equation*}
$$

are introduced on pages 74 and 79, respectively, of [Zwegers 2002]. Inspecting their definitions, and substituting $2 \tau$ for $\tau$, we find that

$$
\begin{array}{ll}
F_{5,1,3}(2 \tau)=q^{-1 / 120}\left(F_{0}(q)-1\right), & F_{5,2,3}(2 \tau)=q^{-1 / 120} \phi_{0}(-q), \\
F_{5,1,4}(2 \tau)=q^{71 / 120} F_{1}(q), & F_{5,2,4}(2 \tau)=-q^{-49 / 120} \phi_{1}(-q) . \tag{3-25}
\end{array}
$$

The content of Proposition 4.10 of [Zwegers 2002] is that

$$
\begin{equation*}
H_{5,1}(\tau)=F_{5,1}(\tau)-G_{5,1}(\tau), \tag{3-26}
\end{equation*}
$$

where the vector-valued functions $H_{5,1}$ and $G_{5,1}$ are such that the components of $2 \eta(\tau) H_{5,1}(\tau)$ are nonholomorphic indefinite theta functions of the form $\vartheta_{\boldsymbol{a}, \boldsymbol{b}}^{\boldsymbol{c}^{(1)} \boldsymbol{c}^{(2)}}(\tau)$ (see (3-14)), and the third and fourth components of $G_{5,1}$ satisfy

$$
\begin{align*}
& G_{5,1,3}(2 \tau)=-\frac{1}{2}\left(R_{\frac{19}{60}, 0}+R_{\frac{29}{60}, 0}-R_{\frac{49}{60}, 0}-R_{\frac{59}{60}, 0}\right)(60 \tau),  \tag{3-27}\\
& G_{5,1,4}(2 \tau)=-\frac{1}{2}\left(R_{\frac{13}{60}, 0}+R_{\frac{23}{60}, 0}-R_{\frac{43}{60}, 0}-R_{\frac{53}{60}, 0}\right)(60 \tau) . \tag{3-28}
\end{align*}
$$

(See (3-15) for $R_{a, b}$.) Moreover, $H_{5,1}(\tau)$ is an eigenfunction for $\Omega_{\frac{1}{2}}$ with eigenvalue $\frac{3}{16}$ (see (3-1)). In other words, the components of $H_{5,1}=\left(H_{5,1, r}\right)$ are harmonic weak Maass forms of weight $\frac{1}{2}$ (see Section 3A).

Proposition 4.13 of [Zwegers 2002] establishes a similar result for $F_{5,2}$, namely

$$
\begin{equation*}
H_{5,2}(\tau)=F_{5,2}(\tau)-G_{5,2}(\tau), \tag{3-29}
\end{equation*}
$$

where $H_{5,2}$ is again a harmonic weak Maass form of weight $\frac{1}{2}$, and $G_{5,2}=-G_{5,1}$.
The left-hand sides of (3-26) and (3-29) are harmonic weak Maass forms of weight $\frac{1}{2}$, so they admit canonical decompositions into holomorphic (see (3-3)) and nonholomorphic (see (3-4)) parts. The summands $F_{5,1}$ and $F_{5,2}$ on the right-hand sides are holomorphic by construction, and the $R_{a, b}$ are of the same form as (3-4) by construction (see (3-15)), so the right-hand sides of (3-26) and (3-29) are precisely
the decompositions of $H_{5,1}$ and $H_{5,2}$ into their holomorphic and nonholomorphic parts.

Equivalently, the four functions $F_{5, j, r}$ are mock modular forms of weight $\frac{1}{2}$ with completions given by the $H_{5, j, r}$, and the $G_{5, j, r}$ are the Eichler integrals of their shadows. Thus we can describe their shadows explicitly. Applying (3-16), (3-17) and (3-18), and the identities $g_{1-a, 0}=g_{-a, 0}=-g_{a, 0}$, we see that $F_{5,1,3}(2 \tau)$ and $-F_{5,2,3}(2 \tau)$ have the same shadow

$$
\begin{equation*}
\frac{1}{2}\left(S_{30,1}+S_{30,11}+S_{30,19}+S_{30,29}\right)(\tau) \tag{3-30}
\end{equation*}
$$

while $F_{5,1,4}(2 \tau)$ and $-F_{5,2,4}(2 \tau)$ both have shadow

$$
\begin{equation*}
\frac{1}{2}\left(S_{30,7}+S_{30,13}+S_{30,17}+S_{30,23}\right)(\tau) \tag{3-31}
\end{equation*}
$$

3C. McKay-Thompson series. We now prove our main result, Theorem 1.1, that the trace functions arising from the action of $G^{X}$ on the $V_{\mathrm{tw}, a}^{ \pm}$recover the Fourier expansions of the mock modular forms $H_{g}^{X}$ attached to $g \in G^{X} \simeq S_{3}$ by umbral moonshine at $X=E_{8}^{3}$.

To formulate this precisely, let $T_{g}^{X}=\left(T_{g, r}^{X}\right)$ be the vector of Laurent series in $q^{1 / 120}$, with components indexed by $\mathbb{Z} / 60 \mathbb{Z}$, such that

$$
T_{g, r}^{X}:= \begin{cases}T_{g, 1}^{\mp} & \text { for } r= \pm 1, \pm 11, \pm 19, \pm 29(\bmod 60)  \tag{3-32}\\ T_{g, 7}^{\mp} & \text { for } r= \pm 7, \pm 13, \pm 17, \pm 23(\bmod 60) \\ 0 & \text { else }\end{cases}
$$

(Recall from Section 2D that $T_{g, a}^{\mp}=-T_{g, 10-a}^{\mp}$ and in particular $T_{g, 5}^{\mp}=0$ for all $g$.) Define the polar part at infinity of $T_{g}^{X}$ to be the vector of polynomials in $q^{-1 / 120}$ obtained by removing all nonnegative rational powers of $q$ in each component $T_{g, r}^{X}$. Let $g \mapsto \bar{\chi}_{g}^{X}$ be the natural permutation character of $G^{X}$, so that $\bar{\chi}_{g}$ is 3,1 or 0 , according as $g$ has order 1,2 or 3, and define a vector $S_{g}^{X}=\left(S_{g, r}^{X}\right)$ of theta series, with components indexed by $\mathbb{Z} / 60 \mathbb{Z}$, by setting

$$
S_{g, r}^{X}:=\left\{\begin{array}{l} 
\pm \bar{\chi}_{g}\left(S_{30,1}+S_{30,11}+S_{30,19}+S_{30,29}\right)  \tag{3-33}\\
\quad \text { for } r= \pm 1, \pm 11, \pm 19, \pm 29(\bmod 60), \\
\pm \bar{\chi}_{g}\left(S_{30,7}+S_{30,13}+S_{30,17}+S_{30,23}\right) \\
0 \\
\text { for } r= \pm 7, \pm 13, \pm 17, \pm 23(\bmod 60), \\
\text { else }
\end{array}\right.
$$

(See (3-9) for $S_{m, r}$.)
Set $S^{X}:=S_{e}^{X}$, and let $\sigma^{X}: \mathrm{SL}_{2}(\mathbb{Z}) \rightarrow \mathrm{GL}_{60}(\mathbb{C})$ denote the multiplier system of $S^{X}$, so that

$$
\begin{equation*}
\sigma^{X}(\gamma) S^{X}(\gamma \tau)(c \tau+d)^{-3 / 2}=S^{X}(\tau) \tag{3-34}
\end{equation*}
$$

for $\tau \in \mathbb{H}$ and $\gamma \in \mathrm{SL}_{2}(\mathbb{Z})$, when $(c, d)$ is the lower row of $\gamma$. Our next goal (to be realized in Proposition 3.2) is to show that $2 T_{g}^{X}$ is a mock modular form with shadow $S_{g}^{X}$ for $g \in G^{X}$. This condition tells us what the multiplier system of $T_{g}^{X}$ must be, at least when $o(g)$ is 1 or 2 (as $S_{g}^{X}$ is identically zero when $o(g)=3$ ). For the convenience of the reader we describe this multiplier system in more detail now.

It is cumbersome to work with matrices in $\mathrm{GL}_{60}(\mathbb{C})$, but we can avoid this since any nonzero component of $T_{g}^{X}$ is $\pm 1$ times $T_{g, 1}^{X}$ or $T_{g, 7}^{X}$. In other words, we can work with the 2-vector-valued functions $\check{T}_{g}^{X}:=\left(T_{g, 1}^{X}, T_{g, 7}^{X}\right)$ and $\check{S}_{g}^{X}:=\left(S_{g, 1}^{X}, S_{g, 7}^{X}\right)$. If $h=\left(h_{r}\right)$ is a modular form of weight $\frac{1}{2}$ with multiplier system conjugate to that of $S^{X}$, and satisfying

$$
h_{r}:= \begin{cases}h_{1} & \text { for } r= \pm 1, \pm 11, \pm 19, \pm 29(\bmod 60)  \tag{3-35}\\ h_{7} & \text { for } r= \pm 7, \pm 13, \pm 17, \pm 23(\bmod 60) \\ 0 & \text { else }\end{cases}
$$

then, setting $\check{h}=\left(h_{1}, h_{7}\right)$, we have

$$
\begin{equation*}
\check{h}\left(\frac{a \tau+b}{c \tau+d}\right) \check{v}\left(\frac{a \tau+b}{c \tau+d}\right)(c \tau+d)^{-1 / 2}=\check{h}(\tau) \tag{3-36}
\end{equation*}
$$

where $\check{v}: \mathrm{SL}_{2}(\mathbb{Z}) \rightarrow \mathrm{GL}_{2}(\mathbb{C})$ is determined by the rules

$$
\begin{align*}
\check{v}\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) & =\left(\begin{array}{cc}
e\left(-\frac{1}{120}\right) & 0 \\
0 & e\left(-\frac{49}{120}\right)
\end{array}\right) \\
\check{v}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) & =\frac{2 e\left(\frac{3}{8}\right)}{\sqrt{15}}\left(\begin{array}{lr}
\sin \left(\frac{1}{30} \pi\right)+\sin \left(\frac{11}{30} \pi\right) & \sin \left(\frac{7}{30} \pi\right)+\sin \left(\frac{13}{30} \pi\right) \\
\sin \left(\frac{7}{30} \pi\right)+\sin \left(\frac{13}{30} \pi\right) & -\sin \left(\frac{1}{30} \pi\right)-\sin \left(\frac{11}{30} \pi\right)
\end{array}\right) . \tag{3-37}
\end{align*}
$$

We now return to our main objective: the determination of the modularity of $T_{g}^{X}$ for $g \in G^{X}$. To describe the multiplier system for $T_{g}^{X}$ when $o(g)=3$, we require the function $\rho_{3 \mid 3}: \Gamma_{0}(3) \rightarrow \mathbb{C}^{\times}$, defined by setting

$$
\rho_{3 \mid 3}\left(\begin{array}{ll}
a & b  \tag{3-38}\\
c & d
\end{array}\right):=e\left(\frac{c d}{9}\right)
$$

Evidently $\rho_{3 \mid 3}$ has order 3 , and restricts to the identity on $\Gamma_{0}(9)$.
Proposition 3.2. Let $g \in G^{X}$. Then $2 T_{g}^{X}$ is the Fourier series of a mock modular form for $\Gamma_{0}(o(g))$, whose shadow is $S_{g}^{X}$. The polar part at infinity of $2 T_{g}^{X}$ is given by

$$
T_{g, r}^{X}= \begin{cases}\mp 2 q^{-1 / 120}+O(1) & \text { for } r= \pm 1, \pm 11, \pm 19, \pm 29(\bmod 60)  \tag{3-39}\\ O(1) & \text { otherwise }\end{cases}
$$

and $2 T_{g}^{X}$ has vanishing polar part at all noninfinite cusps of $\Gamma_{0}(o(g))$. If $o(g)=3$ then the multiplier system of $2 T_{g}^{X}$ is given by $\gamma \mapsto \rho_{3 \mid 3}(\gamma) \overline{\sigma^{X}(\gamma)}$.

Proof. According to our definition (3-32), the components of $T_{g}^{X}$ are $T_{g, 1}^{ \pm}$or $T_{g, 7}^{ \pm}$. In practice it is more convenient to work with $T_{g, 3}^{ \pm}$than $T_{g, 7}^{ \pm}$, and we may do so because $T_{g, 7}^{ \pm}=-T_{g, 3}^{ \pm}$according to (2-37).

We now verify that the series $T_{g}^{X}$ are Fourier expansions of vector-valued mock modular forms, and determine their shadows. For the case $g=e$ we compute $\frac{3}{40}-\frac{1}{12}=-\frac{1}{120}$ and $\frac{27}{40}-\frac{1}{12}=\frac{71}{120}$, and see, upon comparison of (2-38) with (1-4), that $T_{e, 1}^{ \pm}(q)= \pm q^{-1 / 120}\left(2-\chi_{0}(q)\right)$ and $T_{e, 3}^{ \pm}= \pm q^{71 / 120} \chi_{1}(q)$. In particular,

$$
\begin{align*}
& 2 T_{e, 1}^{-}=2 q^{-1 / 120}\left(\chi_{0}(q)-2\right) \\
& 2 T_{e, 7}^{-}=2 q^{71 / 120} \chi_{1}(q) \tag{3-40}
\end{align*}
$$

Note that identities $H_{e, 1}^{X}=2 q^{-1 / 120}\left(\chi_{0}(q)-2\right)$ and $H_{e, 7}^{X}=2 q^{71 / 120} \chi_{1}(q)$ are predicted in $\S 5.4$ of [Cheng et al. 2014b], but it is not verified there that this specification yields a mock modular form with shadow $S^{X}=S_{e}^{X}$.

We determine the modular properties of $2 T_{e, 1}^{-}$and $2 T_{e, 7}^{-}$by applying the results of Zwegers on $F_{0}, F_{1}, \phi_{0}$ and $\phi_{1}$ that we summarized in Section 3B. To apply these results we first recall the expressions

$$
\begin{align*}
& \chi_{0}(q)=2 F_{0}(q)-\phi_{0}(-q) \\
& \chi_{1}(q)=2 F_{1}(q)+q^{-1} \phi_{1}(-q) \tag{3-41}
\end{align*}
$$

which are proven in $\S 3$ of [Watson 1937]. (The first of these was given by Ramanujan in his last letter to Hardy, where he also mentioned the existence of a similar formula relating $\chi_{1}, F_{1}$ and $\phi_{1}$.) Thus we obtain

$$
\begin{align*}
& 2 T_{e, 1}^{-}=4 F_{5,1,3}(2 \tau)-2 F_{5,2,3}(2 \tau)  \tag{3-42}\\
& 2 T_{e, 7}^{-}=4 F_{5,1,4}(2 \tau)-2 F_{5,2,4}(2 \tau) \tag{3-43}
\end{align*}
$$

upon comparison of (3-24), (3-25), (3-40) and (3-41).
Applying the results of Zwegers on $F_{5,1}$ and $F_{5,2}$ recalled in Section 3B, and the equations (3-30) and (3-31) in particular, we conclude that $2 T_{e, 1}^{-}$and $2 T_{e, 7}^{-}$are mock modular forms of weight $\frac{1}{2}$, with respective shadows given by

$$
\begin{align*}
& 3\left(S_{30,1}+S_{30,11}+S_{30,19}+S_{30,29}\right)(\tau)  \tag{3-44}\\
& 3\left(S_{30,7}+S_{30,13}+S_{30,17}+S_{30,23}\right)(\tau) \tag{3-45}
\end{align*}
$$

In other words, the shadow of $T_{e}^{X}$ is precisely $S_{e}^{X}$, as required. The modular transformation formulas for $H_{5,1}(\tau)$ and $H_{5,2}(\tau)$ given in Propositions 4.10 and 4.13 of [Zwegers 2002], respectively, show that $T_{e}^{X}$ transforms in the desired way under $\mathrm{SL}_{2}(\mathbb{Z})$.

We now consider the case $o(g)=2$. We may take $g=\hat{\tau}$. We again begin by using the results recalled in Section 3 B to analyze the components $T_{\hat{\tau}, 1}^{-}$and $T_{\hat{\tau}, 7}^{-}$
separately. For $T_{\hat{\tau}, 1}^{-}$let

$$
A=\left(\begin{array}{ll}
6 & 4  \tag{3-46}\\
4 & 1
\end{array}\right), \quad \boldsymbol{a}=\binom{\frac{1}{10}}{\frac{1}{10}}, \quad \boldsymbol{b}=\binom{\frac{3}{20}}{-\frac{2}{20}}, \quad \boldsymbol{c}^{(1)}=\binom{-1}{4}, \quad \boldsymbol{c}^{(2)}=\binom{-2}{3} .
$$

Then a direct computation using

$$
\begin{gather*}
v=\binom{k+\frac{1}{10}}{m+\frac{1}{10}}, \quad Q(\nu)=3 k^{2}+\frac{1}{2} m^{2}+4 k m+k+\frac{1}{2} m+\frac{3}{40}, \\
B(v, \boldsymbol{b})=\frac{1}{2}(k+m)+\frac{1}{10}, \tag{3-47}
\end{gather*}
$$

$$
\operatorname{sgn}\left(B\left(c^{(1)}, \nu\right)\right)=\operatorname{sgn}\left(k+\frac{1}{10}\right), \quad \operatorname{sgn}\left(B\left(c^{(2)}, v\right)\right)=\operatorname{sgn}\left(-m-\frac{1}{10}\right),
$$

gives

$$
\begin{align*}
& 2 T_{\hat{\tau}, 1}^{-}=-\frac{e\left(-\frac{1}{10}\right)}{\eta(2 \tau)} \sum_{\nu \in \boldsymbol{a}+\mathbb{Z}^{2}}\left(\operatorname{sgn}\left(B\left(\boldsymbol{c}^{(1)}, \nu\right)\right)\right. \\
&\left.-\operatorname{sgn}\left(B\left(\boldsymbol{c}^{(2)}, \nu\right)\right)\right) e^{2 \pi i Q(\nu) \tau+2 \pi i B(\nu, \boldsymbol{b})} \tag{3-48}
\end{align*}
$$

Comparing this to the indefinite theta function construction (3-14) we find that

$$
\begin{align*}
& \vartheta_{a, \boldsymbol{b}}^{v^{(1)}, \boldsymbol{c}^{(2)}}(\tau)=-e\left(\frac{1}{10}\right) \eta(2 \tau) 2 T_{\hat{\tau}, 1}^{-}(\tau) \\
& \quad+\sum_{\nu \in \boldsymbol{a}+\mathbb{Z}^{2}}\left(\sum_{k=1}^{2}(-1)^{k} \operatorname{sgn}\left(B\left(\boldsymbol{c}^{(k)}, \nu\right)\right) \beta\left(-\frac{B\left(\boldsymbol{c}^{(k)}, \nu\right)^{2} \Im(\tau)}{Q\left(\boldsymbol{c}^{(k)}\right)}\right)\right) \\
& \quad \times q^{Q(\nu)} e^{2 \pi i B(\nu, b)} . \tag{3-49}
\end{align*}
$$

We now use Proposition 3.1 to rewrite the terms involving $\boldsymbol{c}^{(1)}$ and $\boldsymbol{c}^{(2)}$ in the second line of (3-49). For the term with $\boldsymbol{c}^{(1)}$ the set $P_{0}$ of Proposition 3.1 has one element, $\mu_{0}=\frac{1}{10}\binom{-9}{1}$, and we find

$$
\begin{equation*}
\left\langle\boldsymbol{c}^{(1)}\right\rangle \frac{1}{\mathbb{Z}}=\left\{\left.\binom{0}{m} \right\rvert\, m \in \mathbb{Z}\right\}, \quad \boldsymbol{b}^{\perp}=\frac{1}{2}\binom{0}{1}, \quad \mu_{0}^{\perp}=\frac{1}{2}\binom{0}{-7} . \tag{3-50}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\sum_{\xi \in \mu_{0}^{\perp}+\langle c) \frac{\perp}{\mathbb{Z}}} e^{2 \pi i Q(\xi) \tau+2 \pi i B\left(\xi, b^{\perp}\right)}=e\left(-\frac{1}{4}\right) \sum_{m \in \mathbb{Z}}(-1)^{m} q^{(m-1 / 2)^{2} / 2}=0, \tag{3-51}
\end{equation*}
$$

so this term vanishes.
For the term with $\boldsymbol{c}^{(2)}$ the set $P_{0}$ has three elements, $\mu_{0}=\frac{1}{10}\binom{1}{1}, \frac{1}{10}\binom{1}{11}, \frac{1}{10}\binom{1}{21}$, and we have $B\left(\boldsymbol{c}^{(2)}, \mu_{0}\right) / 2 Q\left(\boldsymbol{c}^{(2)}\right)=\frac{1}{30}, \frac{11}{30}, \frac{21}{30}$, in the respective cases. The last value of $\mu_{0}$ also leads to a vanishing contribution, while the other two lead to

$$
\begin{equation*}
-e\left(\frac{1}{12}\right) R_{\frac{1}{30},-\frac{1}{2}}(15 \tau) \eta(2 \tau)-e\left(-\frac{1}{12}\right) R_{\frac{11}{30},-\frac{1}{2}}(15 \tau) \eta(2 \tau), \tag{3-52}
\end{equation*}
$$

which we see by applying Euler's identity

$$
\begin{equation*}
q^{1 / 12} \sum_{k \in \mathbb{Z}}(-1)^{k} q^{3 k^{2}+k}=\eta(2 \tau) \tag{3-53}
\end{equation*}
$$

We thus have

$$
\begin{align*}
-e\left(-\frac{1}{10}\right) \frac{\vartheta_{a, \boldsymbol{b}}^{c^{(1)}, \boldsymbol{c}^{(2)}}(\tau)}{\eta(2 \tau)} & \\
& =2 T_{\hat{\tau}, 1}^{-}-e\left(-\frac{1}{60}\right) R_{\frac{1}{30},-\frac{1}{2}}(15 \tau)-e\left(-\frac{11}{60}\right) R_{\frac{11}{30},-\frac{1}{2}}(15 \tau) . \tag{3-54}
\end{align*}
$$

In particular, $T_{\hat{\tau}, 1}^{-}$is the Fourier expansion of a holomorphic function on $\mathbb{H}$, which we henceforth denote $T_{\hat{\tau}, 1}^{-}(\tau)$.

Since $T_{\hat{\tau}, 1}^{-}(\tau)$ is holomorphic, the function (3-54) is a harmonic weak Maass form of weight $\frac{1}{2}$, according to Proposition 4.2 of [Zwegers 2002] (see also Section 3A). Thus we are in a directly similar situation to that encountered at the end of Section 3B. Namely, we have that $T_{\hat{\tau}, 1}^{-}(\tau)$ is a mock modular form of weight $\frac{1}{2}$ for some congruence subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$, and the second and third summands of the righthand side of (3-54) comprise the Eichler integral of its shadow. Applying (3-16), (3-17) and (3-18), and also

$$
\begin{align*}
& e\left(-\frac{1}{60}\right) g_{\frac{1}{30}, \frac{1}{2}}(15 \tau)+e\left(-\frac{11}{60}\right) g_{\frac{11}{30}, \frac{, 2}{2}}(15 \tau) \\
&=\frac{1}{30}\left(S_{30,1}+S_{30,11}+S_{30,19}+S_{30,29}\right)(\tau), \tag{3-55}
\end{align*}
$$

we conclude that the shadow of $2 T_{\hat{\tau}, 1}^{-}(\tau)$ is indeed $S_{\hat{\tau}, 1}^{X}(\tau)$ (see (3-33)).
For $T_{\hat{\tau}, 7}^{-}$we take $A, \boldsymbol{b}, \boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}$ as before but set $\boldsymbol{a}=\frac{1}{10}\binom{3}{3}$. We now have

$$
\left.\begin{array}{c}
v=\binom{k+\frac{3}{10}}{m+\frac{3}{10}}, \quad Q(v)=3 k^{2}+\frac{1}{2} m^{2}+4 k m+3 k+\frac{3}{2} m-\frac{27}{40}, \\
B(v, \boldsymbol{b})=\frac{1}{2}(k+m)+\frac{3}{10}, \tag{3-56}
\end{array}\right] .
$$

Proceeding as we did for $T_{\hat{\tau}, 1}^{-}$, the contribution from the $\boldsymbol{c}^{(1)}$ term vanishes again. For the $\boldsymbol{c}^{(2)}$ term, $P_{0}$ consists of the three values $\mu_{0}=\frac{1}{10}\binom{3}{3}, \frac{1}{10}\binom{3}{13}, \frac{1}{10}\binom{3}{23}$, and we have

$$
\begin{equation*}
\frac{B\left(\boldsymbol{c}^{(2)}, \mu_{0}\right)}{2 Q\left(\boldsymbol{c}^{(2)}\right)}=\frac{3}{30}, \frac{13}{30}, \frac{23}{30} \tag{3-57}
\end{equation*}
$$

respectively. The first value of $\mu_{0}$ leads to a vanishing contribution while the other two terms lead to
$-e\left(-\frac{3}{10}\right) \frac{\vartheta_{\boldsymbol{a}, \boldsymbol{b}}^{\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}}(\tau)}{\eta(2 \tau)}$

$$
\begin{equation*}
=2 T_{\hat{\tau}, 7}^{-}-e\left(-\frac{13}{60}\right) R_{\frac{13}{30},-\frac{1}{2}}(15 \tau)-e\left(-\frac{23}{60}\right) R_{\frac{23}{30},-\frac{1}{2}}(15 \tau) . \tag{3-58}
\end{equation*}
$$

We conclude thus that $T_{\hat{\tau}, 7}^{-}$is the Fourier expansion of a mock modular form of weight $\frac{1}{2}$, and using

$$
\begin{align*}
& e\left(-\frac{13}{60}\right) g_{\frac{13}{30}, \frac{1}{2}}(15 \tau)+e\left(-\frac{23}{60}\right) g_{\frac{23}{30}, \frac{1}{2}}(15 \tau) \\
&=\frac{1}{30}\left(S_{30,7}+S_{30,13}+S_{30,17}+S_{30,23}\right)(\tau) \tag{3-59}
\end{align*}
$$

we see that the shadow of $2 T_{\hat{\tau}, 1}^{-}(\tau)$ is $S_{\hat{\tau}, 1}^{X}(\tau)$ (see (3-33)). So we have verified that the shadow of $2 T_{g}^{-}=\left(2 T_{g, r}^{-}\right)$is $S_{g}^{X}=\left(S_{g, r}^{X}\right)$ for $o(g)=2$.

Corollary 2.9 of [Zwegers 2002] details the modular transformation properties of the indefinite theta functions $\vartheta_{\boldsymbol{a}, \boldsymbol{b}}^{\boldsymbol{c}^{(1)}, \boldsymbol{c}^{(2)}}(\tau)$. Applying these formulas, much as in the proofs of Propositions 4.10 and 4.13. in [Zwegers 2002], we see that $2 T_{\hat{\tau}}^{-}$ transforms in the desired way under the action of $\Gamma_{0}(2)$.

Corollary 2.9 also enables us to compute the expansion of $2 T_{\hat{\tau}}^{-}$at the cusp of $\Gamma_{0}(2)$ represented by 0 . We ultimately find that both $T_{\hat{\tau}, 1}^{-}(\tau)$ and $T_{\hat{\tau}, 7}^{-}(\tau)$ vanish as $\tau \rightarrow 0$. Thus $2 T_{\hat{\tau}}^{-}$has no poles away from the infinite cusp.

It remains to consider the case $o(g)=3$, but this can be handled by applying classical results on positive-definite theta functions, since the formula (2-40) gives $T_{\hat{\sigma}, 1}^{-}$and $T_{\hat{\sigma}, 7}^{-}$explicitly in terms of the Dedekind eta function and the theta series of a rank 1 lattice. We easily check that these functions transform in the desired way under $\Gamma_{0}(3)$, and have no poles away from the infinite cusp of $\Gamma_{0}(3)$. In particular, $2 T_{\hat{\sigma}}^{-}$is modular, and has vanishing shadow.

We are now ready to prove our main results.
Proof of Theorem 1.1. Proposition 3.2 demonstrates that the functions $2 T_{g}^{X}$ are mock modular forms of weight $\frac{1}{2}$ with the claimed shadows, multiplier systems and polar parts. It remains to verify that they are the unique such functions.

The uniqueness in case $g=e$ is shown in Corollary 4.2 of [Cheng et al. 2014b], using the fact that there are no weak Jacobi forms of weight 1 (see Theorem 9.7 in [Dabholkar et al. 2012]). We give a different (but certainly related) argument here.

Consider first the case that $o(g)$ is 1 or 2 . It suffices to show that if $h=\left(h_{r}\right)$ is a modular form of weight $\frac{1}{2}$, transforming with the same multiplier system as $H^{X}$ under $\Gamma_{0}(2)$, with $h_{r}$ vanishing whenever $r$ does not belong to

$$
\begin{equation*}
\{ \pm 1, \pm 7, \pm 11, \pm 13, \pm 17, \pm 19, \pm 23, \pm 29\} \tag{3-60}
\end{equation*}
$$

then $h$ vanishes identically. The multiplier system for $H^{X}$ is trivial when restricted to $\Gamma(120)$, so the components $h_{r}$ are modular forms for $\Gamma_{0}(2) \cap \Gamma(120)=\Gamma(120)$.

Satz 5.2 of [Skoruppa 1985] is an effective version of the celebrated theorem of Serre and Stark [1977] on modular forms of weight $\frac{1}{2}$ for congruence subgroups of $\mathrm{SL}_{2}(\mathbb{Z})$. It tells us that the space of modular forms of weight $\frac{1}{2}$ for $\Gamma(120)$ is spanned by certain linear combinations of the thetanullwerte $\theta_{n, r}^{0}(\tau):=\theta_{n, r}(\tau, 0)$, and the only $n$ that can appear are those that divide 30 . On the other hand, the restriction (3-60) implies that any nonzero component $h_{r}$ must belong to one of $q^{-1 / 120} \mathbb{C} \llbracket q \rrbracket$ or $q^{71 / 120} \mathbb{C} \llbracket q \rrbracket$. We conclude that all the $h_{r}$ are necessarily zero by checking, using

$$
\begin{equation*}
\theta_{n, r}^{0}(\tau)=\sum_{k \in \mathbb{Z}} q^{(2 k n+r)^{2} / 4 n} \tag{3-61}
\end{equation*}
$$

that none of the $\theta_{n, r}^{0}$ belong to either space, for $n$ a divisor of 30 .
The case that $o(g)=3$ is very similar, except that the $h_{r}$ are now modular forms on $\Gamma_{0}(9) \cap \Gamma(120)$, which contains $\Gamma(360)$, and the relevant thetanullwerte are those $\theta_{n, r}^{0}$ with $n$ a divisor of 90 . We easily check using (3-61) that there are nonzero possibilities for $h_{r}$, and this completes the proof.
Proof of Theorem 1.2. Taking now (1-6) as the definition of $H_{g}^{X}$, the identities (1-7) follow directly from the definition (3-32) of $T_{g}^{X}$, and the explicit expressions (2-38) for the components of $T_{e}^{X}$.

The identities (1-8) follow from the characterization of $H_{g}^{X}$ for $o(g)=2$ that is entailed in Theorem 1.1. Indeed, using Zwegers' results (viz., Propositions 4.10 and 4.13 in [Zwegers 2002]) on the modularity of $\phi_{0}(-q)$ and $\phi_{1}(-q)$, we see that the function defined by the right-hand side of $(1-8)$ is a vector-valued mock modular form with exactly the same shadow as $2 T_{\hat{\tau}}^{X}$, transforming with the same multiplier system under $\Gamma_{0}(2)$, and having the same polar parts at both the infinite and noninfinite cusps of $\Gamma_{0}(2)$. So it must coincide with $H_{2 A, 1}^{X}=2 T_{\hat{\tau}}^{X}$ according to Theorem 1.1. This completes the proof.
Proof of Corollary 1.3. Andrews [1986] established Hecke-type "double sum" identities for $\phi_{0}$ and $\phi_{1}$. Rewriting these slightly, we find

$$
\begin{align*}
\phi_{0}(-q)= & \frac{(q ; q)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}^{2}}\left(\sum_{k, m \geq 0}-\sum_{k, m<0}\right)_{k=m(\bmod 2)}(-1)^{m} \\
& \times q^{k^{2} / 2+m^{2} / 2+4 k m+k / 2+3 m / 2}  \tag{3-62}\\
-q^{-1} \phi_{1}(-q)= & \frac{(q ; q)_{\infty}}{\left(q^{2} ; q^{2}\right)_{\infty}^{2}}\left(\sum_{k, m \geq 0}-\sum_{k, m<0}\right)_{k=m(\bmod 2)}(-1)^{m} \\
& \times q^{k^{2} / 2+m^{2} / 2+4 k m+3 k / 2+5 m / 2} \tag{3-63}
\end{align*}
$$

Armed with the identities (1-8), we obtain (1-10) and (1-11) by comparing (3-62) and (3-63) with the explicit expression (2-39) for the components of $T_{\hat{\tau}}^{X}$.

## Appendix: Coefficients

| $[g]$ | 1 A | 2 A | 3 A |
| :---: | ---: | ---: | ---: |
| $\Gamma_{g}$ | $1 \mid 1$ | $2 \mid 1$ | $3 \mid 3$ |
| -1 | -2 | -2 | -2 |
| 119 | 2 | 2 | 2 |
| 239 | 2 | -2 | 2 |
| 359 | 4 | 0 | -2 |
| 479 | 2 | -2 | 2 |
| 599 | 6 | 2 | 0 |
| 719 | 4 | 0 | -2 |
| 839 | 6 | 2 | 0 |
| 959 | 6 | -2 | 0 |
| 1079 | 10 | 2 | -2 |
| 1199 | 6 | -2 | 0 |
| 1319 | 12 | 0 | 0 |
| 1439 | 10 | -2 | -2 |
| 1559 | 14 | 2 | 2 |
| 1679 | 14 | -2 | 2 |
| 1799 | 18 | 2 | 0 |
| 1919 | 14 | -2 | 2 |
| 2039 | 24 | 4 | 0 |
| 2159 | 22 | -2 | -2 |
| 2279 | 26 | 2 | 2 |
| 2399 | 26 | -2 | 2 |
| 2519 | 34 | 2 | -2 |
| 2639 | 30 | -2 | 0 |
| 2759 | 42 | 2 | 0 |
| 2879 | 40 | -4 | -2 |
| 2999 | 48 | 4 | 0 |
| 3119 | 48 | -4 | 0 |
| 3239 | 58 | 2 | -2 |
| 3359 | 56 | -4 | 2 |
| 3479 | 72 | 4 | 0 |
| 3599 | 70 | -2 | -2 |
| 3719 | 80 | 4 | 2 |
| 3839 | 84 | -4 | 0 |
| 3959 | 100 | 4 | -2 |
| 4079 | 96 | -4 | 0 |
| 4199 | 116 | 4 | 2 |
| 4319 | 116 | -4 | -4 |
| 4439 | 134 | 6 | 2 |
| 4559 | 140 | -4 | 2 |

Table 1. $H_{g, 1}^{X}, X=E_{8}^{3}$

| $[g]$ | 1 A | 2 A | 3 A |
| ---: | ---: | ---: | ---: |
| $\Gamma_{g}$ | $1 \mid 1$ | $2 \mid 1$ | $3 \mid 3$ |
| 71 | 2 | -2 | 2 |
| 191 | 4 | 0 | -2 |
| 311 | 4 | 0 | -2 |
| 431 | 6 | 2 | 0 |
| 551 | 6 | -2 | 0 |
| 671 | 8 | 0 | 2 |
| 791 | 8 | 0 | 2 |
| 911 | 12 | 0 | 0 |
| 1031 | 10 | -2 | -2 |
| 1151 | 14 | 2 | 2 |
| 1271 | 16 | 0 | -2 |
| 1391 | 18 | 2 | 0 |
| 1511 | 18 | -2 | 0 |
| 1631 | 24 | 0 | 0 |
| 1751 | 24 | 0 | 0 |
| 1871 | 30 | 2 | 0 |
| 1991 | 30 | -2 | 0 |
| 2111 | 36 | 0 | 0 |
| 2231 | 38 | -2 | 2 |
| 2351 | 46 | 2 | -2 |
| 2471 | 46 | -2 | -2 |
| 2591 | 54 | 2 | 0 |
| 2711 | 60 | 0 | 0 |
| 2831 | 66 | 2 | 0 |
| 2951 | 68 | -4 | 2 |
| 3071 | 82 | 2 | -2 |
| 3191 | 84 | 0 | 0 |
| 3311 | 98 | 2 | 2 |
| 3431 | 102 | -2 | 0 |
| 3551 | 114 | 2 | 0 |
| 3671 | 122 | -2 | 2 |
| 3791 | 138 | 2 | 0 |
| 3911 | 144 | -4 | 0 |
| 4031 | 162 | 2 | 0 |
| 4151 | 174 | -2 | 0 |
| 4271 | 192 | 4 | 0 |
| 4391 | 200 | -4 | 2 |
| 4511 | 226 | 2 | -2 |
| 4631 | 238 | -2 | -2 |

Table 2. $H_{g, 7}^{X}, X=E_{8}^{3}$
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# Geometry on totally separably closed schemes 

Stefan Schröer


#### Abstract

We prove, for quasicompact separated schemes over ground fields, that Čech cohomology coincides with sheaf cohomology with respect to the Nisnevich topology. This is a partial generalization of Artin's result that for noetherian schemes such an equality holds with respect to the étale topology, which holds under the assumption that every finite subset admits an affine open neighborhood (AF-property). Our key result is that on the absolute integral closure of separated algebraic schemes, the intersection of any two irreducible closed subsets remains irreducible. We prove this by establishing general modification and contraction results adapted to inverse limits of schemes. Along the way, we characterize schemes that are acyclic with respect to various Grothendieck topologies, study schemes all local rings of which are strictly henselian, and analyze fiber products of strict localizations.
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## Introduction

An integral scheme $X$ that is normal and whose function field $k(X)$ is algebraically closed is called totally algebraically closed, or absolutely algebraically closed. These notion were introduced by Enochs [1968] and Artin [1971] and further studied, for example, in [Hochster 1970; Borho and Weber 1971].

Artin used such schemes to prove that Čech cohomology coincides with sheaf cohomology for any abelian sheaf in the étale topos of a noetherian scheme $X$ that satisfies the $A F$-property, that is, every finite subset admits an affine open neighborhood. This is a rather large and very useful class of schemes, which includes all schemes that are quasiprojective over some affine scheme. Note, however, that there are smooth threefolds lacking this property (see Hironaka's example [Hartshorne 1977, Appendix B, Example 3.4.1]).

In recent years, absolutely closed domains were studied in connection with tight closure theory. Hochster and Huneke [1992] showed that the absolute algebraic closure is a big Cohen-Macaulay module in characteristic $p>0$. This was further extended by Huneke and Lyubeznik [2007]. Schoutens [2004] and Aberbach [2005] used the absolute closure to characterize regularity for local rings. Huneke [2011] also gave a nice survey on absolute algebraic closure.

Other applications include Gabber's rigidity property [1994] for abelian torsion sheaves for affine henselian pairs, or Rydh's study [Rydh 2010] of descent questions, or the proof by Bhatt and de Jong [2014] of the Lefschetz theorem for local Picard groups. Closely related ideas occur in the proétale site, introduced by Bhatt and Scholze [2015], or the construction of universal coverings for schemes by Vakil and Wickelgren [2011]. Absolute integral closure in characteristic $p>0$ provides examples of flat ring extensions that are not a filtered colimit of finitely presented flat ring extensions, as Bhatt [2014] noted. I have used absolute closure to study points in the fppf topos [Schröer 2014].

For aesthetic reasons, and also to stress the relation to strict localization and étale topology, I prefer to work with separable closure instead of algebraic closure: if $X_{0}$ is an integral scheme, the total separable closure $X=\operatorname{TSC}\left(X_{0}\right)$ is the integral closure of $X_{0}$ in some chosen separable closure of the function field. The goal of this paper is to make a systematic study of geometric properties of $X=\operatorname{TSC}\left(X_{0}\right)$, and to apply it to cohomological questions. One of our main results is the following rather counterintuitive property:

Theorem (see Theorem 12.1). Let $X_{0}$ be separated and of finite type over a ground field $k$, and $X=\operatorname{TSC}\left(X_{0}\right)$. Then for every pair of closed irreducible subsets $A, B \subset X$, the intersection $A \cap B$ remains irreducible.

Note that for algebraic surfaces, this means that for all closed irreducible subsets $A \neq B$ in $X$, the intersection $A \cap B$ contains at most one point. I conjecture that
our result actually holds true for arbitrary integral schemes that are quasicompact and separated.

Such geometric properties were crucial for Artin to establish the equality

$$
\check{H}^{p}\left(X_{\mathrm{et}}, F\right)=H^{p}\left(X_{\mathrm{et}}, F\right) .
$$

He achieved this by assuming the AF-property. This condition, however, appears to be somewhat alien to the problem. Indeed, for locally factorial schemes, the AF-property is equivalent to quasiprojectivity, according to Kleiman's proof of the Chevalley conjecture [Kleiman 1966, Theorem 3, p. 327]. Recently, this was extended to arbitrary normal schemes by Benoist [2013]. Note, however, that nonnormal schemes may have the AF-property without being quasiprojective, as examples of Horrocks [1971] and Ferrand [2003] show.

For schemes $X$ lacking the AF-property, Artin's argument break down at two essential steps: First, he uses the AF-property to reduce the analysis of fiber products $\operatorname{Spec}\left(\mathscr{O}_{X, x}^{s}\right) \times{ }_{X} \operatorname{Spec}\left(\mathscr{O}_{X, y}^{s}\right)$ of strict henselizations to the more accessible case of integral affine schemes $X=\operatorname{Spec}(R)$, in fact to the situation $A=\mathbb{Z}\left[T_{1}, \ldots, T_{n}\right]$, which then leads to the join construction $B=\left[A_{p}^{h}, A_{q}^{h}\right]$ inside some algebraic closure of the field of fractions $\operatorname{Frac}(A)$ (see [Artin 1971, Theorem 2.2]). Second, he needs the affine situation to form meaningful semilocal intersection rings $R=A_{p}^{h} \cap A_{q}^{h}$, in order to prove that $B$ has separably closed residue field (see [Artin 1971, Theorem 2.5]).

My motivation to study totally separably closed schemes was to bypass the AF-property in Artin's arguments. In some sense, I was able to generalize half of his reasoning to arbitrary schemes $X$, namely those steps that pertain to henselization $\mathbb{O}_{X, x}^{h}$ for points $x \in X$ rather then strict localizations $\widehat{O}_{X, a}^{s}$ for geometric points $a: \operatorname{Spec}(\Omega) \rightarrow X$, the latter having in addition separably closed residue fields.

In terms of Grothendieck topologies, we thus get results on the Nisnevich topology rather then the étale topology. This is one of the more recent Grothendieck topologies, which was considered in connection with motivic questions. Recall that the covering families of the Nisnevich topology on $(\mathrm{Et} / X)$ are those $\left(U_{\lambda} \rightarrow U\right)_{\lambda}$ so that each $U_{\lambda} \rightarrow U$ is completely decomposed, that is, over each point lies at least one point with the same residue field, and that $\bigcup U_{\lambda} \rightarrow U$ is surjective. We refer to Nisnevich [1989] and the Stacks project [2005-] for more details. Note that the Nisnevich topology plays an important role in Voevodsky's theory of sheaves with transfer and motivic cohomology, see [Voevodsky et al. 2000, Chapter 3] and [Mazza et al. 2006]. Our second main result is:
Theorem (see Theorem 13.1). Let $X$ be a quasicompact and separated scheme over a ground field $k$. Then

$$
\check{H}^{p}\left(X_{\mathrm{Nis}}, F\right)=H^{p}\left(X_{\mathrm{Nis}}, F\right)
$$

for all abelian Nisnevich sheaves on $X$.

It is quite sad that my methods apparently need a ground field, in order to use the geometry of contractions, which lose some of their force over more general ground rings. Again I conjecture that the result holds true for quasicompact and separated schemes, even for the étale topology. Indeed, this paper contains several general reduction steps, which reveal that it suffices to prove this conjecture merely for separated integral $\mathbb{Z}$-schemes of finite type. It seems likely that it suffices that the diagonal $\Delta: X \rightarrow X \times X$ is affine, rather than closed.

Along the way, it is crucial to characterize schemes that are acyclic with respect to various Grothendieck topologies. With analogous results for the Zariski and the étale topology, we have:

Theorem (see Theorem 4.2). Let $X$ be a quasicompact scheme. Then the following are equivalent:
(i) $H^{p}\left(X_{\mathrm{Nis}}, F\right)=0$ for every abelian Nisnevich sheaf $F$ and every $p \geq 1$.
(ii) Every completely decomposed étale surjection $U \rightarrow X$ admits a section.
(iii) The scheme $X$ is affine, and each connected component is local henselian.
(iv) The scheme $X$ is affine, each irreducible component is local henselian, and the space $\operatorname{Max}(X)$ is at most zero-dimensional.

The paper is organized as follows: In Section 1, we review some properties of schemes that are stable by integral surjections. These will be important for many reduction steps that follow. Section 2 contains a discussion of schemes all of whose local rings are strictly local. Such schemes $X$ have the crucial property that any integral morphism $f: Y \rightarrow X$ with $Y$ irreducible must be injective. In Section 3 we discuss the total separable closure $X=\operatorname{TSC}\left(X_{0}\right)$ of an integral scheme $X_{0}$, which are the most important examples of schemes that are everywhere strictly local.

Section 4 contains our characterizations of acyclic schemes with respect to three Grothendieck topologies, namely Zariski, Nisnevich and étale. In Section 5, we introduce technical conditions, namely the weak/strong Cartan-Artin properties, which roughly speaking means that the fiber products of strict localizations are acyclic with respect to the Nisnevich/étale topology. Note that such fiber products are almost always nonnoetherian. Sections 6 and 7 contain reduction arguments, which basically show that it suffices to check the Cartan-Artin properties on total separable closures $X=\operatorname{TSC}\left(X_{0}\right)$. On the latter, it translates into a simple, but rather counterintuitive geometric condition on the intersection of irreducible closed subsets.

Section 8 reveals in the special case of algebraic surfaces that this geometric condition indeed holds. It is used here that one understands very well which integral curves on a normal surface are contractible to a point. The next three sections prepare the ground to generalize this to higher dimensions: In Section 9, we collect some facts on noetherian schemes concerning quasiprojectivity and connectedness
of divisors. The latter is an application of Grothendieck's connectedness theorem. In Section 10 we show how to make a closed subset contractible on some modification. In Section 11, we introduce the technical notion of cyclic systems, which is better suited to understand contractions in inverse limits like $X=\operatorname{TSC}\left(X_{0}\right)$. Having this, Section 12 contains Theorem 12.1: on total separable closures there are no cyclic systems, in particular the intersection of irreducible closed subsets remains irreducible. The application to Nisnevich cohomology appears in Section 13. There are also three appendices, discussing Lazard's observation on connected components of schemes, H. Cartan's argument on equality of Čech and sheaf cohomology, and some results on inductive dimension in general topology used in this paper.

## 1. Integral surjections

Throughout the paper, integral surjections and inverse limits play an important role. We start by reexamining these concepts.

Let $X_{\lambda}, \lambda \in L$, be a filtered inverse system of schemes with affine transition morphisms $X_{\mu} \rightarrow X_{\lambda}, \lambda \leq \mu$. Then the corresponding inverse limit exists as a scheme. For its construction, one may tacitly assume that there is a smallest index $\lambda=0$, and regard the $X_{\lambda}=\operatorname{Spec}\left(\mathscr{A}_{\lambda}\right)$ as relatively affine schemes over $X_{0}$. Then

$$
X=\underset{\rightleftarrows}{\lim }\left(X_{\lambda}\right)=\operatorname{Spec}(\mathscr{A}), \quad \mathscr{A}=\underset{\longrightarrow}{\lim } \mathscr{A}_{\lambda} .
$$

Moreover, the underlying topological space of $X$ is the inverse limit of the underlying topological spaces for $X_{\lambda}$, by [EGAIV ${ }_{3}$ 1966, Proposition 8.2.9]. In turn, for each point $x=\left(x_{\lambda}\right) \in X$ the canonical map $\xrightarrow{\lim }\left(\mathbb{O}_{X_{\lambda}, x_{\lambda}}\right) \rightarrow \mathbb{O}_{X, x}$ is bijective. Consequently, the residue field $\kappa(x)$ is the union of the $\kappa\left(x_{\lambda}\right)$, viewed as subfields.

Recall that a homomorphism of rings $R \rightarrow A$ is integral if each element in $A$ is the root of a monic polynomial with coefficients in $R$. A morphism of schemes $f: X \rightarrow Y$ is called integral if there is a affine open covering $Y=\bigcup V_{i}$ so that $U_{i}=f^{-1}\left(V_{i}\right)$ is affine and $A_{i}=\Gamma\left(V_{i}, \widehat{O}_{X}\right)$ is integral as an algebra over $R_{i}=\Gamma\left(V_{i}, \widehat{O}_{Y}\right)$. Note that the underlying topological space of the fibers $f^{-1}(y)$ are profinite.

Of particular interest are those $f: X \rightarrow Y$ that are integral and surjective. The following locution will be useful throughout: Let $\mathscr{P}$ be a class of schemes. We say that $\mathscr{P}$ is stable under images of integral surjections if for each integral surjection $f: X \rightarrow Y$ where the domain $X$ belongs to $\mathscr{P}$, the range $Y$ belongs to $\mathscr{P}$ as well. For example:

Theorem 1.1. The class of affine schemes is stable under images of integral surjections.

In this generality, the result is due to Rydh [2015], who established it even for algebraic spaces. It generalizes Chevalley's theorem [EGA II 1961, Theorem 6.7.1],
where $Y$ is a noetherian scheme and $f$ is finite surjective. See also [Conrad 2007, Corollary A.2] for the case that $Y$ is an arbitrary scheme and $f$ is finite surjective.

A scheme $Y$ is called local if it is quasicompact and contains precisely one closed point. Equivalently $Y$ is the spectrum of a local ring. We have the following permanence property:
Proposition 1.2. The class of local schemes is stable under images of integral surjections.
Proof. Let $f: X \rightarrow Y$ be an integral surjection, with $X$ local. We have to show that $Y$ is local. According to Theorem 1.1, the scheme $Y$ is affine. It follows that $Y$ contains at least one closed point. Let $y, y^{\prime} \in Y$ be two closed points. Since $f$ is surjective, there are closed points $x, x^{\prime} \in X$ mapping to $y, y^{\prime}$, respectively. Since $X$ is local, we have $x=x^{\prime}$, whence $y=y^{\prime}$.

A scheme $Y$ is called local henselian if it is local, and for every finite morphism $g: Y^{\prime} \rightarrow Y$, the domain $Y^{\prime}$ is a sum of local schemes. Of course, there are only finitely many such summands, because $g^{-1}(b)$, where $b \in Y$ is the closed point, contains only finitely many points and $g$ is a closed map.
Proposition 1.3. The class of local henselian schemes is stable under images of integral surjections.
Proof. Let $f: X \rightarrow Y$ be an integral surjection, with $X$ local henselian. By Proposition 1.2, the scheme $Y$ is local. Now let $Y^{\prime} \rightarrow Y$ be a finite morphism, and consider the induced finite morphism $X^{\prime}=Y^{\prime} \times_{Y} X \rightarrow X$. Then $X^{\prime}=X_{1}^{\prime} \amalg \cdots \amalg X_{n}^{\prime}$ for some local schemes $X_{i}^{\prime}, 1 \leq i \leq n$. Their images $Y_{i}^{\prime} \subset Y^{\prime}$ are closed, because $f$ and the induced morphism $X^{\prime} \rightarrow Y^{\prime}$ are integral. Moreover, these images form a closed covering of $Y$, since $f$ and the induced morphism $X^{\prime} \rightarrow Y^{\prime}$ is surjective. Regarding the $Y_{i}$ as reduced schemes, the canonical morphism $X_{i}^{\prime} \rightarrow Y_{i}^{\prime}$ is integral and surjective. Using Proposition 1.2 again, we conclude that the $Y_{i}^{\prime}$ are local. It follows that there are at most $n$ closed points on $Y^{\prime}$. Denote them by $b_{1}, \ldots, b_{m}$, for some $m \leq n$. For each closed point $b_{j}$, let $C_{j} \subset Y^{\prime}$ be the union of those $Y_{i}^{\prime}$ that contain $b_{j}$. Then the $C_{j}$ are closed connected subsets, pairwise disjoint and finite in number. We conclude that the $C_{j}$ are the connected components of $Y^{\prime}$. By construction, each $C_{j}$ is quasicompact and contains only one closed point, namely $b_{j}$, such that $C_{j}$ is local. It follows that $Y^{\prime}$ is a sum of local schemes, thus $Y$ is local henselian.

A scheme $Y$ is called strictly local, if it is local henselian, and the residue field of the closed point is separably closed. The class of such schemes is not stable under images of surjective integral morphisms, for example $\operatorname{Spec}(\mathbb{C}) \rightarrow \operatorname{Spec}(\mathbb{R})$.

We say that a class $\mathscr{P}$ of schemes is stable under images of integral surjections with radical residue field extensions if for every morphism $f: X \rightarrow Y$ that is
integral, surjective and whose field extensions $\kappa(y) \subset \kappa(x), y=f(x), x \in X$ are radical (that is, algebraic and purely inseparable), and with domain $X$ belonging to $\mathscr{P}$, the domain $Y$ also belongs to $\mathscr{P}$.

Proposition 1.4. The class of strictly local schemes is stable under images of integral surjections with radical residue field extensions.

Proof. This follows from Proposition 1.3, together with the fact that a field $K$ is separably closed if it admits a radical extension $K \subset E$ that is separably closed.

Recall that a ring $R$ is called a pm-ring, if every prime ideal $\mathfrak{p} \subset R$ is contained in exactly one maximal ideal $\mathfrak{m} \subset R$, see [De Marco and Orsatti 1971]. Clearly, it suffices to check this for minimal prime ideals, which correspond to the irreducible components of $\operatorname{Spec}(R)$. Therefore, we call a scheme $X$ a pm-scheme if it is quasicompact, and each irreducible component is local. These notions will show up in Section 4. For later use, we observe the following fact:

Proposition 1.5. The class of pm-schemes is stable under images of integral surjections.

Proof. Let $f: X \rightarrow Y$ be integral surjective, with $X$ a pm-scheme. Clearly, $Y$ is quasicompact. Let $Y^{\prime} \subset Y$ be an irreducible component. We have to check that $Y^{\prime}$ is local. Since $f$ is surjective and closed, there is an irreducible closed subset $X^{\prime} \subset Y^{\prime}$ with $f\left(X^{\prime}\right)=Y^{\prime}$. Replacing $X$ and $Y$ be these subschemes, we may assume that $X$ and $Y$ are irreducible. Let $y, y^{\prime} \in Y$ be two closed points. Choose closed points $x, x^{\prime} \in X$ mapping to them. Then $x=x^{\prime}$, because $X$ is pm, whence $y=y^{\prime}$.

## 2. Schemes that are everywhere strictly local

We now introduce a class of schemes that, in my opinion, seems rather natural with respect to the étale topology. Recall that a strictly local ring $R$ is a local ring that is henselian and has separably closed residue field $\kappa=R / \mathfrak{m}$.

Definition 2.1. A scheme $X$ is called everywhere strictly local if the local rings $0_{X, x}$ are strictly local, for all $x \in X$.

Similarly, we call a ring $R$ everywhere strictly local if the $R_{\mathfrak{p}}$ are strictly local for all prime ideals $\mathfrak{p} \subset R$. Note that strictly local rings are usually not everywhere strictly local. The relation between these classes of rings appears to be similar in nature to the relation between valuation rings and Prüfer rings (see, for example, [Endler 1972, §11]). We have the following permanence property:

Proposition 2.2. If $X$ is everywhere strictly local, then the same holds for each quasifinite $X$-scheme.

Proof. Let $U \rightarrow X$ be quasifinite, and $u \in U$, with image point $x \in X$. Obviously, the residue field $\kappa(u)$ is separably closed. To check that $\mathbb{O}_{U, u}$ is henselian, we may replace $X$ by the spectrum of $\mathbb{O}_{X, x}$. According to [EGA IV $4_{4}$ 1967, Theorem 18.12.1] there is an étale morphism $X^{\prime} \rightarrow X$, a point $u^{\prime} \in U^{\prime}=U \times_{X} X^{\prime}$ lying over $u \in U$, and an open neighborhood $u^{\prime} \in V^{\prime} \subset U^{\prime}$ so that the projection $V^{\prime} \rightarrow X^{\prime}$ is finite. Let $x^{\prime} \in X^{\prime}$ be the image of $u^{\prime}$. After replacing $X^{\prime}$ by some affine open neighborhood of $x^{\prime}$, we may assume that $X^{\prime} \rightarrow X$ is separated. There is a section $s: X \rightarrow X^{\prime}$ with $s(x)=x^{\prime}$ for the projection $X^{\prime} \rightarrow X$, because $\mathbb{O}_{X, x}$ is strictly local, by [EGA IV ${ }_{4}$ 1967, Proposition 18.8.1]. Its image is an open connected component, according to [EGA IV 4 1967, Corollary 17.9.4] so shrinking further we may assume that $X^{\prime}=X$. By [EGA IV $4_{4}$ 1967, Proposition 18.6.8] the local ring $\mathbb{O}_{U, u}=\mathcal{O}_{V^{\prime}, u^{\prime}}$ is henselian.

Recall that a morphism $f: Y \rightarrow X$ is referred to as radical if it is universally injective. Equivalently, the map is injective, and the induced residue field extension $\kappa(x) \subset \kappa(y)$, are purely inseparable [EGA I 1971, Section 3.7] for all $y \in Y$ and $x=f(y)$. The following geometric property will play a crucial role later:
Lemma 2.3. Let $X$ be an everywhere strictly local scheme and $Y$ be an irreducible scheme. Then every integral morphism $f: Y \rightarrow X$ is radical and, in particular, an injective map.

Proof. Since the residue fields of $X$ are separably closed and $f$ is integral, it suffices to check that $f$ is injective. Let $y, y^{\prime} \in Y$ with the same image $x=f(y)=f\left(y^{\prime}\right)$. Our task is to show $y=y^{\prime}$. Replace $X$ by the spectrum of the local ring $R=0_{X, x}$ and $Y$ by the corresponding fiber product. Then $Y=\operatorname{Spec}(A)$ becomes affine, and the morphism of schemes $f: Y \rightarrow X$ corresponds to a homomorphism of rings $R \rightarrow A$. Write $A=\bigcup A_{\iota}$ as the filtered union of finite $R$-subalgebras. Since $R$ is henselian and the $A_{\iota}$ are integral domains, the $A_{\iota}$ are local. Hence $A$ is local too. It follows that the closed points $y, y^{\prime} \in \operatorname{Spec}(A)$ coincide

Proposition 2.4. Let $X$ be everywhere strictly local. Then every étale morphism $f: U \rightarrow X$ is a local isomorphism with respect to the Zariski topology.

Proof. Fix a point $u \in U$. We must find an open neighborhood on which $f$ is an open embedding. Set $x=f(u)$. Consider first the special case that $f$ admits a section $s: X \rightarrow U$ through $u$. Since $U \rightarrow X$ is unramified, such a section must be an open embedding by [EGA IV 4 1967, Corollary 17.4.2]. Replacing $U$ by the image of this section, we reduce to the situation that $f$ admits a right inverse $s$ that is an isomorphism. Multiplying $f \circ s=\operatorname{id}_{X}$ with $s^{-1}$ from the right yields $f=s^{-1}$, which is an isomorphism.

We now come to the general case. Since $\mathcal{O}_{X, x}$ is strictly local, the morphism $U \otimes_{X} \operatorname{Spec}\left(O_{X, x}\right) \rightarrow \operatorname{Spec}\left(0_{X, x}\right)$ admits a section through $u \in U$, see $\left[\operatorname{EGA~IV}_{4}\right.$ 1967, Proposition 18.5.11]. According to [EGA IV 33 1966, Theorem 8.8.2] such a
section comes from a section defined on some open neighborhood of $x \in X$, and the assertion follows.

Given a scheme $X$, we denote by $(\mathrm{Et} / X)$ the site whose objects are the étale morphisms $U \rightarrow X$, and (Zar/ $X$ ) the site whose objects are the open subschemes $U \subset X$. In both cases, the covering families $\left(U_{\alpha} \rightarrow X\right)_{\alpha}$ are those where the map $\amalg U_{\alpha} \rightarrow X$ are surjective. In turn, we denote by $X_{\text {et }}$ and $X_{\text {Zar }}$ the corresponding topoi of sheaves within a fixed universe. The inclusion functor $i:(\mathrm{Zar} / X) \rightarrow$ (Et / X) is cocontinuous, which means that the adjoint $i^{*}$ on presheaves of the restriction functor $i_{*}$ preserves the sheaf property. We thus obtain a morphism of topoi $i: X_{\mathrm{et}} \rightarrow X_{\mathrm{Zar}}$. The following is a direct consequence of the comparison lemma [SGA 41 1972, Exposé III, Theorem 4.1]:

Corollary 2.5. Let $X$ be everywhere strictly local. Then the canonical morphism $i: X_{\mathrm{et}} \rightarrow X_{\mathrm{Zar}}$ of topoi is an equivalence. In particular, sheaves and cohomology groups for the étale site of $X$ is essentially the same as for the Zariski site.

We are mainly interested in irreducible schemes. Recall that a scheme $X$ is called unibranch if it is irreducible, and the normalization map $X_{\text {red }}^{\prime} \rightarrow X_{\text {red }}$ is bijective see ( $[E G A$ IV 1 1964, Section 23.2.1]). Equivalently, the henselian local schemes $\operatorname{Spec}\left(\mathbb{O}_{X, x}^{h}\right)$ are irreducible, for all $x \in X$, by [EGA IV 44 1967, Corollary 18.8.16]. We have the following characterization, which is close to Artin's original definition [1971].

Proposition 2.6. Let $X$ be irreducible. Then $X$ is everywhere strictly local if and only if it is unibranch and its function field $k(X)=\kappa(\eta)$ is separably closed.

Proof. In light of [EGA IV 4 1967, Corollary 18.6.13] the condition is necessary. To see that it is sufficient, we may assume that $X=\operatorname{Spec}(R)$ is a local integral scheme and have to check that $R$ is henselian with separably closed residue field $k=R / \mathfrak{m}_{R}$.

Let us start with the latter. Seeking a contradiction, we assume that $k$ is not separably closed. Then there is a finite separable field extension $k \subset L$ of degree $d \geq 2$. By the primitive element theorem, we have $L=k[T] /(f)$ for some irreducible separable monic polynomial $f \in k[T]$. Choose a monic polynomial $F(T)$ with coefficients in $R$ reducing to $f(T)$. Then $\partial F / \partial T \in R$ is a unit, and it follows from [Milne 1980, Chapter I, Corollary 3.6] that the finite $R$-algebra $A=R[T] /(F)$ is étale. Since the field of fractions $\Omega=\operatorname{Frac}(R)$ is separably closed, we have a decomposition $A \otimes_{R} \Omega=\prod_{i=1}^{d} \Omega$. Set $S=\operatorname{Spec}(A)$, and fix one generic point $\eta_{0} \in S$. Note that its residue field must be $\Omega$. Its closure $S_{0} \subset S$ is a local scheme, finite over $R$, and thus with residue field $L$.

Now choose a separable closure $k \subset k^{\prime}$, consider the resulting strict henselization $R^{\prime}=R^{s}$, and write $S_{0}^{\prime}=S_{0} \otimes_{R} R^{\prime}$ and $S^{\prime}=S \otimes_{R} R^{\prime}$ for the ensuing faithfully flat base-change. According to [SGA 1 1971, Exposé VIII, Theorem 4.1] the preimage
$S_{0}^{\prime} \subset S^{\prime}$ is the closure of the point $\eta_{0}^{\prime} \in S^{\prime}$ lying over $\eta_{0} \in S$, and thus $S_{0}^{\prime}$ is irreducible, in particular connected. The closed fiber $S_{0}^{\prime} \otimes_{R^{\prime}} k^{\prime}=\operatorname{Spec}(L) \otimes_{k} k^{\prime}$ is a disjoint union of $d \geq 2$ closed points, which lie in the same connected component inside $S^{\prime}$. But, since $R^{\prime}$ is henselian, [EGA $\mathrm{IV}_{4}$ 1967, Theorem 18.5.11 (a)] ensures that no two points in the closed fiber $S^{\prime} \otimes_{R^{\prime}} k^{\prime}$ lie in the same connected component of $S^{\prime}$, contradiction. Summing up, the residue field $k=R / \mathfrak{m}_{R}$ is separably closed.

It remains to see that $R$ is henselian. Let $F \in R[T]$ be a monic polynomial. In light of [EGA $\mathrm{EV}_{4} 1967$, Theorem $\left.18.5 .11\left(\mathrm{a}^{\prime}\right)\right]$, it suffices to see that the finite flat $R$-algebra $A=R[T] /(F)$ is a product of local rings. Let $d=\operatorname{deg}(F)=\operatorname{deg}(A)$ be its degree, and consider the $R$-scheme $Y=\operatorname{Spec}(A)$. Let $Y_{1}, \ldots, Y_{r} \subset Y$ be the closures of the connected components of the generic fiber $Y \otimes \Omega$. Using that $R$ is unibranch, we infer that the closed fibers $Y_{i} \otimes k$ are local. By the going-down theorem for the integral ring extension $R \subset A$, every point $y \in Y \otimes k$ lies in some $Y_{i}$. It follows that $Y=\bigcup Y_{i}$. For each $y \in Y_{k}$, let $C_{y} \subset Y$ by the union of all those $Y_{i}$ containing $y$. Clearly, the $C_{y}$ are connected and local. Since the closed fibers of $Y_{i}$ are local, the $C_{y}, y \in Y_{k}$, are pairwise disjoint. In turn, the $C_{y}$ are the connected components of $Y=\operatorname{Spec}(A)$. It follows that $A$ is a product of local rings.

## 3. Total separable closure

Let $X$ be an integral scheme. We say that $X$ is totally separably closed if it is normal, and the function field $k(X)$ is separably closed. According to Proposition 2.6, these are precisely the integral normal schemes that are everywhere strictly local. From this we deduce:

Proposition 3.1. If $X$ is totally separably closed, so is every normal closed subscheme $X^{\prime} \subset X$.

Now let $X_{0}$ be an integral scheme, and choose a separable closure $F^{s}$ of the function field $F=k\left(X_{0}\right)$. We define the total separable closure

$$
X=\mathrm{TSC}\left(X_{0}\right)
$$

to be the integral closure of $X_{0}$ inside $F^{s}$. We may regard it as the filtered inverse limit: Let $F \subset F_{\lambda} \subset F^{\text {alg }}, \lambda \in L$, be the set of intermediate fields that are finite over $F=k\left(X_{0}\right)$, ordered by the inclusion relation, and let $X_{\lambda} \rightarrow X_{0}$ be the corresponding integral closures. These form a filtered inverse system of schemes with finite surjective transition maps, and we get a canonical identification

$$
X \rightarrow \underset{\leftrightarrows}{\lim } X_{\lambda},
$$

We tacitly assume that the smallest element in the index set $L$ is denoted by $\lambda=0$. Note that the fibers of the map $X \rightarrow X_{0}$, viewed as a topological space, are profinite.

Recall that such spaces are precisely totally disconnected compacta, which are also called Stone spaces.

Let me introduce the following notation as a general convention for this paper: Suppose that $C \subset X$ is a closed subscheme. Then the schematic images $C_{\lambda} \subset X_{\lambda}$ are closed, and the underlying set is just the image set. These form a filtered inverse system of schemes, again with affine transition maps by [EGA II 1961, Proposition 1.6.2]. According to [Bourbaki 1971, Chapter I, §4, No. 4, Corollary to Proposition 9] we get a canonical identification $C=\underset{\varliminf}{l i m} C_{\lambda}$ as sets, and it is easy to see that this is an equality of schemes. The fiber products $X \times_{X_{\lambda}} C_{\lambda} \subset X, \lambda \in L$, are closed subschemes and each one contains $C$ as a closed subscheme, but is usually much larger. In fact, one has $C=\bigcap_{\lambda \in L}\left(X \times_{X_{\lambda}} C_{\lambda}\right)$ as closed subschemes inside $X$. Now if $C$ is integral, then its function field $k(C)$ is separably closed. This yields:
Proposition 3.2. If the closed subscheme $C \subset X$ is normal, then $C=\operatorname{TSC}\left(C_{\lambda}\right)$ for each index $\lambda \in L$.

Now suppose that we have a ground field $k$. Let $X_{0}$ be an integral $k$-scheme and $X=\operatorname{TSC}\left(X_{0}\right)$ its total separable closure, as above. The following observation reduces the situation to the case that the ground field is separably closed: Let $k^{\prime}$ be the relative algebraic closure of $k$ inside $F^{s}$, where $F=k\left(X_{0}\right)$. The scheme $X \otimes_{k} k^{\prime}$ is not necessarily integral, but the schematic image $X^{\prime} \subset X \otimes_{k} k^{\prime}$ of the canonical morphism $X \rightarrow X \otimes_{k} k^{\prime}$ is. Note that if the $k$-scheme $X_{0}$ is algebraic, quasiprojective, or proper, the respective properties hold for the $k^{\prime}$-scheme $X^{\prime}$. Clearly, the morphism $X \rightarrow X^{\prime}$ is integral and dominant. Regarding $k(X)$ as an separable closure of $k\left(X^{\prime}\right)$, we get a canonical morphism $X \rightarrow \operatorname{TSC}\left(X^{\prime}\right)$.

Proposition 3.3. The canonical morphism $X \rightarrow \operatorname{TSC}\left(X^{\prime}\right)$ is an isomorphism.
Proof. The scheme $X$ is integral, the morphism in question is integral and birational, and the scheme $\operatorname{TSC}\left(X^{\prime}\right)$ is normal, and the result follows.

Finally, suppose that $X_{0}$ is an integral algebraic space rather than a scheme. Then one may define its total separable closure $X=\operatorname{TSC}\left(X_{0}\right)=\lim _{\swarrow} X_{\lambda}$ in the analogous way. But here nothing interesting happens: indeed, then some $X_{\lambda}$ is a scheme ([Laumon and Moret-Bailly 2000, Corollary 16.6.2], when $X_{0}$ is noetherian, and [Rydh 2010, Theorem B], for $X_{0}$ quasicompact and quasiseparated), such that $\operatorname{TSC}\left(X_{0}\right)$ is a scheme.

## 4. Acyclic schemes

In this section we study acyclicity for quasicompact schemes with respect to the Zariski topology, the Nisnevich topology, and the étale topology. We thus take up the question in [SGA 42 1972, Exposé V, Problem 4.14] to study topoi for which every abelian sheaf has trivial higher cohomology.

First recall that a topological space is called at most zero-dimensional if its topology admits a basis consisting of subsets that are open-and-closed. Note that this is in the sense of dimension theory in general topology (see, for example, [Pears 1975]), rather than dimension theory in commutative algebra and algebraic geometry.

Given a ring $R$, we write $\operatorname{Max}(R) \subset \operatorname{Spec}(R)$ for the subspace of points corresponding to maximal ideals. Similarly, we write $\operatorname{Max}(X) \subset X$ for the set of closed points of a scheme $X$, endowed with the subspace topology.
Theorem 4.1. Let $X$ be a quasicompact scheme. Then the following are equivalent:
(i) We have $H^{p}(X, F)=0$ for every abelian sheaf $F$ and every $p \geq 1$, where cohomology is taken with respect to the Zariski topology.
(ii) Every surjective local isomorphism $U \rightarrow X$ admits a section.
(iii) The scheme $X$ is affine, and each connected component is local.
(iv) The scheme $X$ is affine, each irreducible component is local, and the space of closed points $\operatorname{Max}(X)$ is at most zero-dimensional.
(v) The scheme $X$ is affine, and every element in $R=\Gamma\left(X, О_{X}\right)$ is the sum of an idempotent and a unit.
Proof. (i) $\Rightarrow$ (ii) Seeking a contradiction, suppose that some surjective local isomorphism $U \rightarrow X$ does not admit a section. Since $X$ is quasicompact, there are finitely many affine open subsets $U_{1}, \ldots, U_{n} \subset U$ so that each $U_{i} \rightarrow X$ is an open embedding, and $\amalg U_{i} \rightarrow X$ is surjective. Replace $U$ by the direct sum $\amalg U_{i}$. Let $F$ be the product of the extension-by-zero sheaves $\left(f_{i}\right)!\left(\mathbb{Z}_{U_{i}}\right)$, where $f_{i}: U_{i} \rightarrow X$ are the inclusion maps. Then $\Gamma(X, F)=0$ for all $1 \leq i \leq n$. Consider the Čech complex

$$
\Gamma(X, F) \rightarrow \prod_{i=1}^{n} \Gamma\left(U_{i}, F\right) \rightarrow \prod_{i, j=1}^{n} \Gamma\left(U_{i} \cap U_{j}, F\right)
$$

The constant section ( $1_{U_{i}}$ ) in the middle is a cocycle, but not a coboundary, and this holds true for all refinements of the open covering $X=\bigcup U_{i}$. In turn, we have $\check{H}^{1}(X, F) \neq 0$. On the other hand, the canonical map $\check{H}^{p}(X, F) \rightarrow H^{p}(X, F)$ from
 whence $H^{1}(X, F) \neq 0$, contradiction.
(ii) $\Rightarrow$ (i) Let $F$ be an abelian sheaf. Every $F$-torsor becomes trivial on some $U \rightarrow X$ as above. Since the latter has a section, the torsor is already trivial on $X$. It follows $H^{1}(X, F)=0$. In turn, the global section functor $F \mapsto \Gamma(X, F)$ is exact, hence $H^{p}(X, F)=0$ for all $F$ and $p \geq 1$.
(ii) $\Rightarrow$ (iii) Choose an affine open covering $X=U_{1} \cup \cdots \cup U_{n}$. Using that $\bigsqcup U_{i} \rightarrow X$ has a section, we infer that $X$ is quasiaffine, in particular separated. By the previous implication, $H^{1}(X, \mathscr{F})=0$ for each quasicoherent sheaf. According to Serre's criterion [EGA II 1961, Theorem 5.2.1] the scheme $X$ is affine. Next, let $C \subset X$ be
a connected component, and suppose $C$ is not local. Choose two different closed points $a_{1} \neq a_{2}$ in $C$, and let $U$ be the sum of $U_{1}=X \backslash\left\{a_{2}\right\}$ and $U_{2}=X \backslash\left\{a_{1}\right\}$. The ensuing local isomorphism $U \rightarrow X$ allows a section $s: X \rightarrow U$. Then $s(C) \subset U$ is connected, and intersects both $U_{1}$ and $U_{2}$. In turn, $s(C) \subset U_{i}$ for $i=1$, 2. But $U_{1}$ and $U_{2}$ have empty intersection when regarded as subsets of $U$, contradiction.
(iii) $\Rightarrow$ (iv) Let $A \subset X$ be an irreducible component, and $C \subset X$ be its connected component. Then $A$ is local, because the subset $A \subset C$ is closed and nonempty. To see that $\operatorname{Max}(X)$ is at most zero-dimensional, write $X=\operatorname{Spec}(R)$. Let $x \in X$ be a closed point, $x \in U \subset X$ an open neighborhood of the form $U=\operatorname{Spec}\left(R_{f}\right)$, and $C \subset X$ be the connected component of $x$. Let $S \subset R$ be the multiplicative system of all idempotents $e \in R$ that are units on $C$. Then $C=\operatorname{Spec}\left(S^{-1} R\right)$, and the localization map $R \rightarrow S^{-1} R$ factors over $R_{f}$. In turn, there is some $e \in S$ so that the localization map $R \rightarrow R_{e}$ factors over $R_{f}$. In other words, there is an open-and-closed neighborhood $x \in V$ contained in $U$. It follows that the subspace $\operatorname{Max}(X) \subset X$ is at most zero-dimensional.
(iv) $\Leftrightarrow$ (v) This equivalence is due to [Johnstone 1977, Chapter V, Proposition in 3.9].
(v) $\Rightarrow$ (iii) Write $X=\operatorname{Spec}(R)$, and let $C=\operatorname{Spec}(A)$ be a connected component, $A=R / \mathfrak{a}$. Then every nonunit $f \in A$ is of the form $f=1+u$ for some unit $u \in A^{\times}$. In turn, the subset $A \backslash A^{\times} \subset A$ comprises an ideal, because it coincides with the Jacobson radical

$$
J=\left\{f \mid f g-1 \in A^{\times} \text {for all } g \in A\right\}
$$

Thus $A$ is local.
(iii) $\Rightarrow$ (ii) Let $f: U \rightarrow X$ be a surjective local isomorphism. To produce a section, we may assume that $U$ is a finite sum of affine open subschemes of $X$, in particular of finite presentation over $X$. Let $x \in X$ be a closed point. Obviously, there is a section after base-changing to $C=\operatorname{Spec}\left(0_{X, x}\right)$. Since this is a connected component, we may write $C=\bigcap V_{\lambda}$, where the $V_{\lambda}$ are the open-and-closed neighborhoods of $x$, see Appendix A. According to [EGA IV 3 1966, Theorem 8.8.2] a section already exists over some $V_{\lambda}$. Using quasicompactness of $X$, we infer that there is an open-and-closed covering $X=X_{1} \cup \cdots \cup X_{n}$ so that sections exists over each $X_{i}$. By induction on $n \geq 1$, one easily infers that a section exists over $X$.

Let us call a scheme $X$ acyclic with respect to the Zariski topology if it is quasicompact and satisfies the equivalent conditions of Theorem 4.1. Note that some conditions in Theorem 4.1 already occurred in various other contexts:

Rings satisfying condition (v), that is, every element is a sum of an idempotent and a unit are also known as clean rings. Such rings have been extensively studied in the realm of commutative algebra (we refer to [Nicholson and Zhou 2005] for an overview).

Rings for which every prime ideal is contained in only one maximal ideal, one of the conditions occurring in (iv), are called pm-rings or Gelfand rings (they were introduced in [De Marco and Orsatti 1971]).

Also note that in condition (iv) one cannot remove the assumption that $\operatorname{Max}(X)$ is at most zero-dimensional. In fact, if $K$ is an arbitrary compact topological space, then the ring $R=\mathscr{C}(K)$ is pm , such that its spectrum has local irreducible components; on the other hand, $\operatorname{Max}(X)=K$ (see [Gillman and Jerison 1960], Section 4 for the latter, and Theorem 2.11 on p. 29 for the former).

We now turn to the Nisnevich topology on the category ( $\mathrm{Et} / X$ ). Recall that a morphism $U \rightarrow V$ of schemes is called completely decomposed if, for each $v \in V$, there is a point $u \in U$ with $f(u)=v$ and $\kappa(v)=\kappa(u)$. The covering families $\left(U_{\alpha} \rightarrow U\right)$ for the Nisnevich topology are those families for which each $U_{\alpha} \rightarrow U$ is completely decomposed, and $\bigcup U_{\alpha} \rightarrow U$ is surjective. Sheaves on the ensuing site are referred to as Nisnevich sheaves, and we write $H^{p}\left(X_{\text {Nis }}, F\right)$ for their cohomology groups, see [Nisnevich 1989]. Note that each point $x \in X$ yields a point in the sense of topos-theory, and that the corresponding local ring is the henselization $\mathbb{O}_{X, x}^{h}$.
Theorem 4.2. Let $X$ be a quasicompact scheme. Then the following are equivalent:
(i) $H^{p}\left(X_{\mathrm{Nis}}, F\right)=0$ for every abelian Nisnevich sheaf $F$ and every $p \geq 1$.
(ii) Every completely decomposed étale surjection $U \rightarrow X$ admits a section.
(iii) The scheme $X$ is affine, and each connected component is local henselian.
(iv) The scheme $X$ is affine, each irreducible component is local henselian, and the space $\operatorname{Max}(X)$ is at most zero-dimensional.

The arguments are parallel to the ones for Theorem 4.1, and left to the reader. For the implication (iv) $\Rightarrow$ (iii), one needs the following:
Lemma 4.3. Let $Y$ be a local scheme. Then $Y$ is henselian if and only if each irreducible component $Y_{i} \subset Y, i \in I$, is henselian.

Proof. The condition is necessary, because $X_{i} \subset X$ are closed subsets. Conversely, suppose that each $X_{i}$ is henselian. Let $f: X \rightarrow Y$ be a finite morphism, and let $a_{1}, \ldots, a_{n} \in X$ be the closed points. Each of them maps to the closed point $b \in Y$. The closed subsets $X_{i}=f^{-1}\left(Y_{i}\right)$ contain $a_{1}, \ldots, a_{n}$ and are finite over $X_{i}$, whence the canonical map $\coprod_{j=1}^{n} \operatorname{Spec}\left(\mathbb{O}_{X_{i}, a_{j}}\right) \rightarrow X_{i}$ is an isomorphism. For each $1 \leq j \leq n$, consider the subset

$$
C_{j}=\bigcup_{i \in I} \operatorname{Spec}\left(0_{X_{i}, a_{j}}\right) \subset X .
$$

Then the $C_{j} \subset X$ are stable under generization and contain a single closed point $a_{j}$, thus $C_{j}=\operatorname{Spec}\left(0_{X, a_{j}}\right)$. Furthermore, the $C_{j}$ form a partition of $X$. It is not a
priori clear that $C_{j} \subset X$ is closed if the index set $I$ is infinite. But this nevertheless holds: Write $X=\operatorname{Spec}(A)$, where $A$ is a semilocal ring. Let $\mathfrak{m}_{j} \subset A$ be the maximal ideal corresponding to $a_{j} \in X$. Since the $C_{j}$ are pairwise disjoint, the ideals $\mathfrak{m}_{j}$ are pairwise coprime. By the Chinese reminder theorem, the canonical map $A \rightarrow \prod_{j=1}^{n} A_{\mathfrak{m}_{j}}$ is bijective. Hence $C_{j} \subset X$ are closed, and $X$ is the sum of local schemes.

We finally come to the étale topology. This is the Grothendieck topology on the category (Et / $X$ ) whose covering families $\left(U_{\alpha} \rightarrow U\right)$ are those families with $\bigcup U_{\alpha} \rightarrow U$ surjective. Sheaves on this site are called étale sheaves, and we write $H^{p}\left(X_{\mathrm{et}}, F\right)$ for their cohomology groups. In the following, the equivalence (ii) $\Leftrightarrow$ (iii) is due to Artin [1971]:

Theorem 4.4. Let $X$ be a quasicompact scheme. Then the following are equivalent:
(i) We have $H^{p}\left(X_{\mathrm{et}}, F\right)=0$ for every abelian étale sheaf $F$ and every $p \geq 1$.
(ii) Every étale surjective $U \rightarrow X$ admits a section.
(iii) The scheme $X$ is affine, and each connected component is strictly local.
(iv) The scheme $X$ is acyclic, each irreducible component is strictly local, and the space $\operatorname{Max}(X)$ is at most zero-dimensional.

The remaining arguments are parallel to the ones for Theorem 4.1, and left to the reader.

I conjecture that the class of schemes that are acyclic with respect to either the Zariski or the Nisnevich topology are stable under images of integral surjections. Indeed, if $f: X \rightarrow Y$ is integral and surjective, with $X$ acyclic, then $Y$ is affine by Theorem 1.1, and it follows from Propositions 1.2 and 1.3 that each irreducible component is local or local henselian, respectively. It only remains to check that $\operatorname{Max}(Y)$ is at most zero-dimensional, and here lies the problem: We have a closed continuous surjection $\operatorname{Max}(X) \rightarrow \operatorname{Max}(Y)$, but cannot conclude from this that the image is at most zero-dimensional, in light of the existence of dimension-raising maps (see [Pears 1975, Chapter 7, Theorem 1.8]). The following weaker statement will suffice for our applications:

Proposition 4.5. Let $Y$ be a scheme, and $Y=Y_{1} \cup \cdots \cup Y_{n}$ be a closed covering. If each $Y_{i}$ is acyclic with respect to the Zariski topology, so is $Y$.

Proof. As discussed above, it remains to show that the space of closed points $\operatorname{Max}(Y)$ is at most zero-dimensional. The canonical morphism $Y_{1} \amalg \cdots \amalg Y_{n} \rightarrow Y$ is surjective and integral, whence $Y$ is a pm-scheme by Proposition 1.5. Note that this ensures that the topological space $Y$ is normal, that is, disjoint closed subsets can be separated by disjoint open neighborhoods, according to [Carral and Coste 1983, Proposition 2]. Furthermore, the subspace $\operatorname{Max}(Y)$ is compact, which means quasicompact and

Hausdorff [Schwartz 2011, Corollary 4.7 together with Proposition 4.1]. Since our covering is closed, we have $\operatorname{Max}(Y)=\operatorname{Max}\left(Y_{1}\right) \cup \cdots \cup \operatorname{Max}\left(Y_{n}\right)$, and this is again a closed covering.

To proceed, we now use the notion of small and large inductive dimension from general topology. Since this material is perhaps not so well-known outside general topology, I have included a brief discussion in Appendix C. The relevant results are tricky, but rely only on basic notations of topology. Proposition C.3, which is a consequence of a general sum theorem on the large inductive dimension, ensures that the compact space $\operatorname{Max}(Y)=\operatorname{Max}\left(Y_{1}\right) \cup \cdots \cup \operatorname{Max}\left(Y_{n}\right)$ is at most zero-dimensional.

## 5. The Cartan-Artin properties

Let $X$ be a topological space and $F$ be an abelian sheaf. Then there is a spectral sequence

$$
E_{2}^{p q}=\check{H}^{p}\left(X, \underline{H}^{q}(F)\right) \Longrightarrow H^{p+q}(X, F)
$$

computing sheaf cohomology in terms of Čech cohomology, where $\underline{H}^{q}(F)$ denotes the presheaf $U \mapsto H^{p}(U, F)$. A result of H . Cartan using this spectral sequence tells us that Čech and sheaf cohomology coincide on spaces admitting a basis $\mathscr{B}$ for the topology that is stable under finite intersections and satisfies $H^{p}(U, F)=0$ for all $U \in \mathscr{B}, p \geq 1$, and $F$.

The same holds, cum grano salis, for arbitrary sites (see the discussion in Appendix B). For the étale site of a scheme $X$, there seems to be no candidate for such a basis $\mathscr{B}$ of open sets. However, there is the following substitute: Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a sequence of geometric points $a_{i}: \operatorname{Spec}\left(\Omega_{i}\right) \rightarrow X$. Following Artin, we define

$$
X_{a}=X_{a_{1}, \ldots, a_{n}}=\operatorname{Spec}\left(O_{X, a_{1}}^{S}\right) \times{ }_{X} \cdots \times_{X} \operatorname{Spec}\left(\mathbb{O}_{X, a_{n}}^{S}\right) .
$$

The schemes $X_{a}$ can be viewed as inverse limits of finite intersections of smaller and smaller neighborhoods, and therefore appears to be a good substitute for the $U \in \mathscr{B}$. It was M. Artin's insight [1971] that for the collapsing of the Cartan-Leray spectral sequence in the étale topology it indeed suffices to verify that the inverse limits $X_{a}$ are acyclic.

In order to treat the Nisnevich topology, we use the following: If $x=\left(x_{1}, \ldots, x_{n}\right)$ is a sequence of ordinary points $x_{i} \in X$, we likewise set

$$
X_{x}=X_{x_{1}, \ldots, x_{n}}=\operatorname{Spec}\left(\mathbb{O}_{X, x_{1}}^{h}\right) \times_{X} \cdots \times_{X} \operatorname{Spec}\left(\mathscr{O}_{X, x_{n}}^{h}\right),
$$

using the henselizations rather then the strict localizations. Usually, one writes $\bar{x}_{i}: \operatorname{Spec}\left(\Omega_{i}\right) \rightarrow X$ for geometric points with image point $x_{i} \in X$. In order to keep notation simple, and since we are mainly interested in geometric points, I prefer to
write $a_{i}$ for geometric points. Although this is slightly ambiguous, it should cause no confusion. Let us now introduce the following terminology:

Definition 5.1. We say that the scheme $X$ has the weak Cartan-Artin property if for each sequence $x=\left(x_{1}, \ldots, x_{n}\right)$ of points on $X$, the scheme $X_{x}$ is acyclic with respect to the Nisnevich topology. We say that $X$ has the strong Cartan-Artin property if for each sequence $a=\left(a_{1}, \ldots, a_{n}\right)$ of geometric points on $X$, the scheme $X_{a}$ is acyclic with respect to the étale topology.

In the latter case, this means that the schemes $X_{a}$ are affine, their irreducible components are strictly local, and the subspace $\operatorname{Max}\left(X_{a}\right) \subset X_{a}$ of closed points is at most zero-dimensional. In the former case, however, there is no condition on the residue fields of the closed points. Our interest in this property comes from the following result, which was proved by Artin [1971] for the strong Cartan-Artin property. For the weak Cartan-Artin property, the arguments are virtually the same.

Theorem 5.2 (M. Artin). Let $X$ be a noetherian scheme. If it has the strong CartanArtin property, then $\check{H}^{p}\left(X_{\mathrm{et}}, \underline{H}^{q}(F)\right)=0$ for all abelian étale sheaves $F$ and all $p \geq 0, q \geq 1$. If it has the weak Cartan-Artin property, then $\check{H}^{p}\left(X_{\mathrm{Nis}}, \underline{H}^{q}(F)\right)=0$ for all abelian Nisnevich sheaves $F$ and all $p \geq 0, q \geq 1$. In particular, ट̌ech cohomology coincides with sheaf cohomology.

To avoid tedious repetitions, we will work in both cases with the schemes $X_{a}$ constructed with the strict localizations. This is permissible, in light of the following observation:

Proposition 5.3. The scheme $X$ has the weak Cartan-Artin property if and only iffor each sequence $a=\left(a_{1}, \ldots, a_{n}\right)$ of geometric points on $X$, the scheme $X_{a}$ is acyclic with respect to the Nisnevich topology.

Proof. Let $x_{i} \in X$ be the image of the geometric point $a_{i}$, and set $x=\left(x_{1}, \ldots, x_{n}\right)$. Consider the canonical morphism $X_{a} \rightarrow X_{x}$. The rings $O_{X, a}^{s}$ are filtered direct limits of finite étale $\mathbb{O}_{X, x}^{h}$-algebras, whence the scheme $X_{a}$ is a filtered inverse limit $X_{a}=\lim V_{\lambda}$ of $X_{x}$-schemes whose structure morphism $V_{\lambda} \rightarrow X_{x}$ are étale coverings. In particular, the morphism $f: X_{a} \rightarrow X_{x}$ and the projections $X_{a} \rightarrow V_{\lambda}$ are a flat integral surjections.

We now make the following observation: Suppose $B \subset X_{a}$ and $C \subset X_{x}$ are connected components, with $f(B) \subset C$. We claim that the induced map $f: B \rightarrow C$ is surjective. To see this, let $B_{\lambda} \subset V_{\lambda}$ be the connected components containing the images of $B$. These $B_{\lambda}$ form a filtered inverse system of connected affine schemes with $B=\lim _{\leftrightarrows} B_{\lambda}$, and the structure maps $B_{\lambda} \rightarrow X_{x}$ factor over $C$. Since $C$ is connected and the induced projections $V_{\lambda} \times_{X_{x}} C \rightarrow C$ are étale coverings, the preimages $V_{\lambda} \times_{X_{x}} C$ are sums of finitely many connected components, each being an étale covering of $C$. This follows, for example, from the fact that the category
of finite Galois coverings of a connected scheme is a Galois category admitting a fiber functor. This was established for locally noetherian schemes in [SGA 1 1971, Exposé V]; for the general case see [Lenstra 1985, Theorem 5.24]. One of the connected components must be $B_{\lambda}$, and we conclude that the $B_{\lambda} \rightarrow C$ are surjective. Likewise, the transition maps $B_{\lambda} \rightarrow B_{\mu}, \lambda \geq \mu$ must be surjective, and we infer that $B=\lim B_{\lambda} \rightarrow C$ is surjective.

Now suppose that $X_{a}$ is acyclic with respect to the Nisnevich topology. Then it is affine by Theorem 4.2. It follows from Theorem 1.1 that $X_{x}$ is affine. Let $C \subset X_{x}$ be a connected component. We have to show that $C$ is local. Since $f: X_{a} \rightarrow X_{x}$ is surjective, there is a connected component $B \subset X_{a}$ with $f(B) \subset C$, and we saw in the preceding paragraph that $f: B \rightarrow C$ is an integral surjection. Since $X_{a}$ is acyclic, the scheme $B$ is local henselian. The same then holds for $C$, by Proposition 1.3.

Conversely, suppose that $X_{x}$ is acyclic. Then $X_{x}$ is affine, and the same holds for $X_{a}$, because $f$ is an affine morphism. Let $B \subset X_{a}$ be a connected component, and $C \subset X_{x}$ the connected component containing $f(B)$. Then $B$ is local, and we saw above that $f: B \rightarrow C$ is an integral surjection. Moreover, the $B_{\lambda}$ are local, and the transition maps are local, whence $B=\underset{\longleftrightarrow}{\lim } B_{\lambda}$ is local.

## 6. Reduction to normal schemes

The goal of this section is to reduce checking the Cartan-Artin properties to the case of irreducible, or even normal schemes. Artin [1971] bypassed this by assuming the AF-property, together with the fact that any affine scheme is a subscheme of some integral scheme. Without assuming the AF-property, or knowing that any scheme is a subscheme of some integral scheme, a different approach is necessary.

Let $X$ be a scheme. We now take a closer look at the functoriality of the $X_{a}$ with respect to $X$. Let $f: X \rightarrow Y$ be a morphism of schemes, and $a=\left(a_{1}, \ldots, a_{n}\right)$ a sequence of geometric points on $X$, and $b=\left(b_{1}, \ldots, b_{n}\right)$ the sequence of geometric image points on $Y$. We then obtain an induced map between strictly local rings, and thus a morphism $X_{a} \rightarrow Y_{b}$.
Lemma 6.1. Let $\mathscr{P}$ be a class of morphisms that is stable under fiber products, and that contains all closed embeddings. If $f: X \rightarrow Y$ is separated, and the induced morphisms $\operatorname{Spec}\left(\mathscr{O}_{X, a_{i}}^{s}\right) \rightarrow \operatorname{Spec}\left(\mathbb{O}_{Y, b_{i}}^{s}\right)$ belong to $\mathscr{P}$, then $X_{a} \rightarrow Y_{b}$ belongs to $\mathscr{P}$.
Proof. By assumption, the induced morphism

$$
\prod_{i=1}^{n} \operatorname{Spec}\left(\mathbb{O}_{X, a_{i}}^{s}\right) \rightarrow \prod_{i=1}^{n} \operatorname{Spec}\left(\mathscr{O}_{Y, b_{i}}^{s}\right)
$$

belongs to $\mathscr{P}$, where the products designate fiber products over $Y$. It remains to check the following: If $U, V$ are two $X$-schemes, then the morphism $U \times_{X} V \rightarrow U \times_{Y} V$
is a closed embedding. This indeed holds by [EGA I 1971, Proposition 5.2], because $f: X \rightarrow Y$ is separated.

Proposition 6.2. With the notation above, if $f: X \rightarrow Y$ is integral then the same holds for $X_{a} \rightarrow Y_{b}$. Moreover, if $f: X \rightarrow Y$ is a finite, closed embedding, radical or with radical field extensions, the respective property holds for $X_{a} \rightarrow Y_{b}$.

Proof. In light of Lemma 6.1, it suffices to treat the case that the sequence $a=$ $\left(a_{1}, \ldots, a_{n}\right)$ consists of a single geometric point, which by abuse of notation we also denote by $a$. Write $X=\lim X_{\lambda}$ as a filtered inverse limit of finite $Y$-schemes $X_{\lambda}$, and let $a_{\lambda}$ be the geometric point on $X_{\lambda}$ induced by $a$. Let $x \in X$ and $x_{\lambda} \in X_{\lambda}$ be their respective images. Then $\mathbb{O}_{X, x}=\xrightarrow{\lim } \mathcal{O}_{X_{\lambda}, x_{\lambda}}$, and it follows from [EGAIV ${ }_{4}$ 1967, Corollary 18.6.14] that $\mathbb{O}_{X, a}^{s}=\underline{\longrightarrow}{ }_{O_{X}, a_{\lambda}}^{s}$. On the other hand, the base change $X_{\lambda} \times_{Y} \operatorname{Spec}\left(O_{Y, b}^{s}\right)$ is a finite sum of strictly local schemes. Let $C_{\lambda}$ be the connected component corresponding to $a_{\lambda}^{\prime}=\left(a_{\lambda}, b\right)$. It follows from [EGA IV ${ }_{4}$ 1967, Proposition 18.6.8] that $\mathbb{O}_{X_{\lambda}, a_{\lambda}}^{s}={ }^{0} C_{\lambda, ~} a_{\lambda}^{\prime}$. In turn, $\mathbb{O}_{X, a}^{s}$ is a filtered inverse limit of finite $\mathbb{O}_{Y, b}^{s}$-algebras, thus integral. From this description, the additional assertions follow as well.

Our goal now is to reduce checking the Cartan-Artin properties to the case of integral normal schemes. Recall that $a=\left(a_{1}, \ldots, a_{n}\right)$ is a fixed sequence of geometric points on $X$.

Proposition 6.3. Suppose there are only finitely many irreducible components $X_{j} \subset X, 1 \leq j \leq r$ that contain all geometric points $a_{1}, \ldots, a_{n}$. Then the closed subschemes

$$
X_{j, a}=\left(X_{j}\right)_{a}=\prod_{i=1}^{n} \operatorname{Spec}\left(\mathscr{O}_{X_{j}, a_{i}}^{s}\right), \quad 1 \leq j \leq r,
$$

form a closed covering of $X_{a}$. Here the product means fiber product over $X$.
Proof. Let $x_{i} \in X$ be the images of the geometric points $a_{i}$. Clearly, the structure morphism $X_{a} \rightarrow X$ factors through $\bigcap_{i=1}^{n} \operatorname{Spec}\left(0_{X, x_{i}}\right)$, and this intersection is the set of points $x \in X$ containing all $x_{1}, \ldots, x_{n}$ in their closure. Thus the inclusion $\bigcap_{i=1}^{n} \operatorname{Spec}\left(0_{X^{\prime}, x_{i}}\right) \subset \bigcap_{i=1}^{n} \operatorname{Spec}\left(0_{X, x_{i}}\right)$ is an equality, where $X^{\prime}=X_{1} \cup \cdots \cup X_{r}$. It then follows that the closed embedding $X_{a}^{\prime} \subset X_{a}$ is bijective. We thus may assume that $X=X^{\prime}$.

Let $\eta \in X_{a}$ be a generic point. The structure morphism $X_{a} \rightarrow X$ is flat. By going-down, the point $\eta$ maps to the generic point $\eta_{j} \in X_{j}$ for some $1 \leq j \leq r$. In turn, it is contained in $\left(X_{j}\right)_{a}=X_{a} \times_{X} X_{j}$. Consequently the $\left(X_{j}\right)_{a} \subset X$ form a covering, because they are contain every generic point and are closed subsets.

Proposition 6.4. Suppose the irreducible components of $X$ are locally finite, and that the diagonal $X \rightarrow X \times X$ is an affine morphism. Then $X$ has the weak/strong

Cartan-Artin property if and only if the respective property holds for each irreducible component, regarded as an integral scheme.
Proof. Let $a=\left(a_{1}, \ldots, a_{n}\right)$ be a sequence of geometric points on $X$, and denote by $X_{1}, \ldots, X_{r} \subset X$ the irreducible components over which all $a_{i}$ factors. According to Proposition 6.3, we have a closed covering $X_{a}=\left(X_{1}\right)_{a} \cup \cdots \cup\left(X_{r}\right)_{a}$. Now Proposition 4.5 ensures that the space of closed points $\operatorname{Max}\left(X_{a}\right)$ is at most zerodimensional. Let $S=\left(X_{1}\right)_{a} \amalg \cdots \amalg\left(X_{r}\right)_{a}$ be the sum. Then $S \rightarrow X_{a}$ is integral and surjective. By the assumption on the diagonal morphism of $X$, the scheme $S$ is affine, and the scheme $X_{a}$ must be affine as well, by Theorem 1.1. Finally, let $C \subset X_{a}$ be an irreducible component. Choose some $1 \leq j \leq r$ with $C \subset\left(X_{j}\right)_{a}$. Then $C$ is an irreducible component of $\left(X_{j}\right)_{a}$. Since $\left(X_{j}\right)_{a}$ is acyclic, the scheme $C$ is strictly local, according to Theorems 4.2 and 4.4, and it follows that $X_{a}$ is acyclic.

Concerning the Cartan-Artin properties, we now may restrict our attention to integral schemes. Our next task is to reduce to normal schemes. Suppose that $f: X \rightarrow Y$ is a finite birational morphism between integral schemes, and let $b=\left(b_{1}, \ldots, b_{n}\right)$ be a sequence of geometric points in $Y$. As a shorthand, we write

$$
f^{-1}(b)=f^{-1}\left(b_{1}\right) \times \cdots \times f^{-1}\left(b_{n}\right)
$$

for the finite set of sequences $a=\left(a_{1}, \ldots, a_{n}\right)$ of geometric points with $f\left(a_{i}\right)=b_{i}$. Note that one may regard $f^{-1}(b)$ as the product of the points in the finite schemes $X \times_{Y} \operatorname{Spec} \kappa\left(b_{i}\right)$. For each $a \in f^{-1}(b)$, we obtain an induced morphism $X_{a} \rightarrow Y_{b}$, which is finite. Its image is denoted, for the sake of simplicity, by $f\left(X_{a}\right) \subset Y_{b}$, which is a closed subset. Now recall that an integral scheme $X$ is called geometrically unibranch if the normalization map $X^{\prime} \rightarrow X$ is radical. This obviously holds if $X$ is already normal.
Proposition 6.5. With the assumptions above, suppose that $X$ is geometrically unibranch. Then the finite morphisms $X_{a} \rightarrow Y_{b}$ are radical, and the closed subsets

$$
f\left(X_{a}\right) \subset Y_{b}, \quad a \in f^{-1}(b),
$$

form a closed covering of $Y_{b}$.
Proof. First, let us check that $X_{a} \rightarrow Y_{b}$ is radical. In light of Proposition 6.2, it suffices to treat the case that the sequence $a=\left(a_{1}, \ldots, a_{n}\right)$ consists of a single geometric point. Let $x \in X$ and $y \in Y$ be the points corresponding to the geometric points $a=a_{1}$ and $b=b_{1}$, respectively. Set $R=0_{Y, y}$ and write $X \times_{Y} \operatorname{Spec}\left(0_{Y, y}\right)=$ $\operatorname{Spec}(A)$. Then $A$ is a semilocal, integral, and finite $R$-algebra. According to [EGA IV 4 1967, Proposition 18.6.8] we have $A \otimes_{R} R^{s}=A^{s}$. This is a finite $R^{s}$ algebra, whence splits into $A^{s}=B_{1} \times \cdots \times B_{m}$, where the factors are local and correspond to the geometric points in $f^{-1}(y)$. In fact, the factors are the strict
localizations of $X$ at the these geometric points, and $\mathbb{O}_{X, a}$ is one of them. Since $X$ is geometrically unibranch, all factors $B_{i}$ are integral, according to [EGA IV ${ }_{4}$ 1967, Proposition 18.6.12].

As $f: X \rightarrow Y$ is birational, the inclusion $R \subset A$ becomes bijective after localizing with respect to the multiplicative system $S=R \backslash 0$. In turn, the inclusion on the left

$$
S^{-1} R^{s} \subset S^{-1} A^{s}=S^{-1}\left(A \otimes_{R} R^{s}\right)=S^{-1} A \otimes_{S^{-1} R} S^{-1} R^{s}=S^{-1} R^{s}
$$

is bijective, such that we have a canonical identification $S^{-1} A^{s}=S^{-1} R^{s}$. Let $R_{i} \subset$ $B_{i}$ be the image of the composite map $R^{s} \rightarrow B_{i}$, which is also a residue class ring of $R^{s}$. Hence the $R_{i} \simeq R^{s}$ are integral strictly local rings, in particular geometrically unibranch, and $R_{i} \subset B_{i}$ induces a bijection on fields of fractions. It follows that

$$
\operatorname{Spec}\left(B_{i}\right) \rightarrow \operatorname{Spec}\left(R_{i}\right) \quad \text { and } \quad \operatorname{Spec}\left(\mathscr{O}_{X, a}^{S}\right) \rightarrow \operatorname{Spec}\left(O_{Y, b}^{S}\right)
$$

are radical.
It remains to check that $Y_{b}=\bigcup_{a} f\left(X_{a}\right)$. Let $\eta \in Y_{b}$ be a generic point. The images $\eta_{i} \in \operatorname{Spec}\left(\mathbb{O}_{Y, b_{i}}\right)$ are generic points as well, because the projections $Y_{b} \rightarrow \operatorname{Spec}\left(\mathbb{O}_{Y, b_{i}}^{S}\right)$ are flat, whence satisfy going-down. We saw in the preceding paragraph that the generic points in $\operatorname{Spec}\left(\mathbb{O}_{Y, b_{i}}^{s}\right)$ correspond to the points in $f^{-1}\left(b_{i}\right)$. Let $a_{i} \in f^{-1}\left(b_{i}\right)$ be the point corresponding to $\eta_{i}$, and form the sequence $a=\left(a_{1}, \ldots, a_{n}\right)$. Using that the $f: X \rightarrow Y$ is birational, we infer that $\eta$ lies in the image of $X_{a} \rightarrow Y_{b}$.

If $Y$ is an integral scheme, its normalization map $f: X \rightarrow Y$ is integral, but not necessarily finite. However, the latter holds for the so-called Japanese schemes, see [EGA IV 1 1964, Chapter 0, §23].

Proposition 6.6. Suppose that $Y$ is an integral scheme whose normalization morphism $f: X \rightarrow Y$ is finite. If $X$ has the weak or strong Cartan-Artin property, then the respective property holds for $Y$.

Proof. Let $b=\left(b_{1}, \ldots, b_{n}\right)$ be a sequence of geometric points on $Y$. One argues as in the proof of Proposition 6.4. Using that $f: X_{a} \rightarrow Y_{b}$ are radical, one sees that the closed points on $Y_{b}$ have residue fields that are separably closed. Hence $Y_{b}$ is acyclic with respect to the Nisnevich or étale topology, respectively.

## 7. Reduction to TSC schemes

I conjecture that the class of schemes having the weak Cartan-Artin property is stable under images of integral surjections. The goal of this section is to establish a somewhat weaker variant that suffices for our applications. Recall that a scheme $X$ is called geometrically unibranch if it is irreducible, and the normalization morphism $Y \rightarrow X_{\text {red }}$ is radical. Equivalently, the strictly local rings $\mathbb{O}_{X, a}^{S}$ are irreducible, for all geometric points $a$ on $X$, according to [EGA IV 4 1967, Proposition 18.8.15].

Theorem 7.1. Let $f: X \rightarrow Y$ be an integral surjection between schemes that are geometrically unibranch and have affine diagonal. If $X$ has the weak Cartan-Artin property, so does $Y$.

This relies on a precise understanding of the connected components inside the $X_{a}$, for sequences $a=\left(a_{1}, \ldots, a_{n}\right)$ of geometric points. We start by collecting some useful facts.

Proposition 7.2. Suppose $X$ is geometrically unibranch and quasiseparated. Then the connected components of $X_{a}$ are irreducible.

Proof. Clearly, the scheme

$$
X_{a}=X_{a_{1}, \ldots, a_{n}}=\operatorname{Spec}\left(0_{X, a_{1}}^{s}\right) \times_{X} \cdots \times_{X} \operatorname{Spec}\left(O_{X, a_{n}}^{s}\right)
$$

is a filtered inverse limit of étale $X$-schemes that are quasicompact and quasiseparated. Let $U \rightarrow X$ be an étale morphism, with $U$ affine. Since $U \rightarrow X$ satisfies going-down, each generic point on $U$ maps to the generic point in $X$. Thus $U$ contains only finitely many irreducible components, because $U \rightarrow X$ is quasifinite. Hence for each connected component $U^{\prime} \subset U$, there is a sequence of irreducible components $U_{1}, \ldots, U_{n} \subset U$, possibly with repetitions, so that $U^{\prime}=\bigcup U_{i}$ and $U_{i} \cap U_{i+1} \neq \varnothing$. Choose such a sequence with $n \geq 1$ minimal. Seeking a contradiction, we suppose $n \geq 2$. Choose $u \in U_{1} \cap U_{2}$. Let $x \in X$ be its image. Clearly, $\mathbb{O}_{X, x} \rightarrow \mathbb{O}_{U, u}$ becomes bijective upon passing to strict henselizations. Since $O_{X, x}^{S}$ is irreducible and $0_{U, u} \subset \mathbb{O}_{U, u}^{s}$ satisfies going-down, we conclude that $\mathbb{O}_{U, u}$ is irreducible, contradiction. The upshot is that the connected components of $U$ are irreducible. It remains to apply Lemma 7.3 below with $X_{a}=V$.

Lemma 7.3. Let $V=\lim V_{\lambda}$ be a filtered inverse limit with flat transition maps of schemes $V_{\lambda}$ that are quasicompact and quasiseparated, and whose connected components irreducible. Then each connected component of $V$ is irreducible.

Proof. Let $C \subset V$ be a connected component. Then the closure of the images $\operatorname{pr}_{\lambda}(C) \subset V_{\lambda}$ are connected, whence are contained in a connected component $C_{\lambda} \subset V_{\lambda}$. These connected components form an inverse system, and we have canonical maps $C \rightarrow \varliminf_{\lambda} C_{\lambda} \subset \varliminf_{\lambda}=V$. The inclusion is a closed embedding, and $\varliminf_{\grave{\prime}} C_{\lambda}$ is connected, since the $C_{\lambda}$ are quasicompact and quasiseparated. In turn $C=\lim C_{\lambda}$. By assumption, the closed subsets $C_{\lambda} \subset V_{\lambda}$ are irreducible. According to a result of Lazard discussed in Appendix A, the connected component $C_{\lambda} \subset V_{\lambda}$ is the intersection of its neighborhoods that are open-and-closed. This ensures that the transition maps $C_{\mu} \rightarrow C_{\lambda}$ remain flat. If follows that the projections $C \rightarrow C_{\lambda}$ are flat as well. By going-down, each generic point $\eta \in C$ maps to the generic point $\eta_{\lambda} \in C_{\lambda}$, whence $\eta=\left(\eta_{\lambda}\right)$ is unique, and $C$ must be irreducible.

Suppose that $X$ is geometrically unibranch and quasiseparated, such that the connected components of $X_{a}$ coincide with the irreducible components. We may describe the subspace $\operatorname{Min}\left(X_{a}\right) \subset X_{a}$ of generic points as follows: Let $K=k(X)$ be the function field, and $\mathbb{O}_{X, a_{i}}^{s} \subset L_{i}$ be the field of fractions of the strictly local ring. Since $f: X_{a} \rightarrow X$ is flat and thus satisfies going-down, each generic point of $X_{a}$ maps to the generic point $\eta \in X$. Since $X_{a} \rightarrow X$ is an inverse limit of quasifinite $X$-scheme, each point in $f^{-1}(\eta)$ is indeed a generic point of $X_{a}$. Thus:
Proposition 7.4. With the assumptions above, the subspace of generic points $\operatorname{Min}\left(X_{a}\right) \subset X_{a}$ is canonically identified with $\operatorname{Spec}\left(L_{1} \otimes_{K} \cdots \otimes_{K} L_{n}\right)$.

In particular, the space $\operatorname{Min}\left(X_{a}\right)$ is profinite. We may describe it in terms of Galois theory as follows: Choose a separable closure $K \subset K^{s}$ and embeddings $L_{i} \subset K^{s}$. Let $G=\operatorname{Gal}\left(K^{s} / K\right)$ be the Galois group, and set $H_{i}=\operatorname{Gal}\left(K^{s} / L_{i}\right)$. Then $G$ is a profinite group, the $H_{i} \subset G$ are closed subgroups, and the quotients $G / H_{i}$ are profinite. Thus:

Proposition 7.5. With the assumptions above, the space of generic points $\operatorname{Min}\left(X_{a}\right)$ is homeomorphic to the orbit space for the canonical left $G$-action on the space $G / H_{1} \times \cdots \times G / H_{n}$.
Proof of Theorem 7.1. Suppose that $X, Y$ are geometrically unibranch, with affine diagonal, and let $f: X \rightarrow Y$ be an integral surjection. Assume $X$ satisfies the weak Cartan-Artin property. We have to show that the same holds for $Y$. Without restriction, it suffices to treat the case that $Y, X$ are integral.

Let $b=\left(b_{1}, \ldots, b_{n}\right)$ be a sequence of geometric points on $Y$, and $C \subset Y_{b}$ be a connected component. Our task is to check that $C$ is local henselian. According to Proposition 7.2, the scheme $C$ is integral. Let $\eta \in C$ be the generic point. Since $f$ is surjective and integral, we may lift $b$ to a sequence of geometric points $a$ on $X$. Since $X, Y$ are geometrically unibranch, the strictly local rings $\mathbb{O}_{X, a_{i}}^{s}$ and $\mathbb{O}_{Y, b_{i}}^{s}$ remain integral, and we have a commutative diagram

where the terms on the right are the fields of fractions. Let $K=k(X)$ and $L=k(Y)$. Then the induced morphism

$$
K_{1} \otimes_{K} \cdots \otimes_{K} K_{n} \subset L_{1} \otimes_{L} \cdots \otimes_{L} L_{n}
$$

is faithfully flat and integral. It follows that each generic point $\eta \in Y_{b}$ is in the image of $X_{a} \rightarrow Y_{b}$. The latter morphism is integral by Proposition 6.2, whence also surjective. In particular, there is an irreducible closed subscheme $B \subset X_{a}$ surjecting
onto $C \subset Y_{b}$. By assumption, $B$ is local henselian, and the morphism $B \rightarrow C$ is surjective and integral. Hence $C$ is local henselian, according to Proposition 1.3. $\square$

In particular, an integral normal scheme $X_{0}$ has the weak Cartan-Artin property if and only if this holds for the total separable closure $X=\operatorname{TSC}\left(X_{0}\right)$. The latter is a scheme that is everywhere strictly local. For such schemes, the Cartan-Artin properties reduce to a striking geometric property with respect to the Zariski topology:
Theorem 7.6. Let $X$ be an irreducible quasiseparated scheme that is everywhere strictly local. Then the following are equivalent:
(i) The scheme $X$ has the Cartan-Artin property.
(ii) The scheme $X$ has the weak Cartan-Artin property.
(iii) For every pair of irreducible closed subset $A, B \subset X$ the intersection $A \cap B$ is irreducible.
Proof. Given a sequence $x=\left(x_{1}, \ldots, x_{n}\right)$ of geometric points, which we may regard as ordinary points $x_{i} \in X$, we have $\mathbb{O}_{X, x_{i}}=\mathbb{O}_{X, x_{i}}^{S}$, whence

$$
X_{x}=\operatorname{Spec}\left(0_{X, x_{1}}\right) \cap \cdots \cap \operatorname{Spec}\left(0_{X, x_{n}}\right),
$$

and this is the set of points in $X$ containing each $x_{i}$ in their closure. Since $X$ is quasiseparated, the scheme $X_{x}$ is quasicompact, so every point specializes to a closed point. It follows that

$$
X_{x}=\bigcup_{z} \operatorname{Spec}\left(0_{X, z}\right),
$$

where the union runs over all closed points $z \in X_{x}$.
The implication (i) $\Rightarrow$ (ii) is trivial.
To see (iii) $\Rightarrow$ (i), it suffices, in light of Theorem 4.4, to check that each $X_{x}$ contains at most one closed point, that is, $X_{x}$ is either empty or local. By induction on $n \geq 1$, it is enough to treat the case $n=2$, with $x_{1} \neq x_{2}$. Now suppose there are two closed points $a \neq b$ in $X_{x}=\operatorname{Spec}\left(0_{X, x_{1}}\right) \cap \operatorname{Spec}\left(0_{X, x_{2}}\right)$, and let $A, B \subset X$ be their closure. Then $x_{1}, x_{2} \in A \cap B$. The intersection is irreducible by assumption. Hence the generic point $\eta \in A \cap B$ lies in $X_{x}$. Since it is in the closure of $a, b \in X_{x}$, and these points are closed in $X_{x}$, we must have $a=\eta=b$, contradiction.

It remains to verify (ii) $\Rightarrow$ (iii). Seeking a contradiction, we suppose that there are irreducible closed subsets $A, B \subset X$ with $A \cap B$ reducible. Choose generic points $x_{1} \neq x_{2}$ in this intersection, and consider the pair $x=\left(x_{1}, x_{2}\right)$. The resulting scheme $X_{x}=\operatorname{Spec}\left(0_{X, x_{1}}\right) \cap \operatorname{Spec}\left(0_{X, x_{2}}\right)$ is irreducible, because this holds for $X$. In light of Theorem 4.2, $X_{x}$ must be local. Let $z \in X_{x}$ be the closed point. Write $\eta_{A}$ and $\eta_{B}$ for the generic points of $A$ and $B$, respectively. By construction, $\eta_{A}, \eta_{B} \in X_{x}$, whence $z \in A \cap B$. Using that $x_{1}, x_{2} \in A \cap B$ are generic and contained in the closure of $\{z\} \subset X$, we infer $x_{1}=z=x_{2}$, contradiction.

## 8. Algebraic surfaces

Let $k$ be a ground field, and $S_{0}$ a separated scheme of finite type, assumed to be integral and 2-dimensional. Note that we do not suppose that $S_{0}$ is quasiprojective. Examples of normal surfaces that are proper but not projective appear in [Schröer 1999]. In this section we investigate geometric properties of the absolute integral closure $S=\operatorname{TSC}\left(S_{0}\right)$. Our result is:

Theorem 8.1. With the assumptions above, let $A, B \subset S$ be two integral, 1-dimensional closed subschemes with $A \neq B$. Then $A \cap B$ contains at most one point.

Proof. Clearly, we may assume that $S_{0}$ is proper and normal, and that the ground field $k$ is algebraically closed. Employing the notation from Section 3, we write

$$
S=\lim S_{\lambda} \quad \text { and } \quad A=\underset{\leftrightarrows}{\lim } A_{\lambda} \quad \text { and } \quad B=\lim B_{\lambda}, \quad \lambda \in L .
$$

Seeking a contradiction, we assume that there are two closed points $x \neq y$ in $A \cap B$. Let $x_{\lambda}, y_{\lambda} \in A_{\lambda} \cap B_{\lambda}$ be their images on $S_{\lambda}$. Enlarging $\lambda=0$, we may assume that $A_{0} \neq B_{0}$ and $x_{0} \neq y_{0}$.

The integral Weil divisor $B_{0} \subset S_{0}$ has a rational self-intersection number $\left(B_{0}\right)^{2} \in \mathbb{Q}$, defined in the sense of Mumford [1961, §II (b)]. Now choose finitely many closed points $z_{1}, \ldots, z_{n} \in B_{0}$ neither contained in $A_{0}$ nor the singular locus $\operatorname{Sing}\left(S_{0}\right)$, and let $S_{0}^{\prime} \rightarrow S_{0}$ be the blowing-up with reduced center given by these points. If we choose $n \gg 0$ large enough, the self-intersection number of the strict transform $B_{0}^{\prime} \subset S_{0}^{\prime}$ of $B_{0}$ becomes strictly negative. According to Artin [1970, Corollary 6.12] one may contract it to a point: there exist a proper birational morphism $g: S_{0}^{\prime} \rightarrow Y_{0}$ with $\mathbb{O}_{Y_{0}}=g_{*}\left(\mathbb{O}_{S_{0}^{\prime}}\right)$ sending the integral curve $B_{0}^{\prime}$ to a closed point, and being an open embedding on the complement. Note that $Y_{0}$ is a proper 2-dimensional algebraic space over $k$, which is usually not a scheme. We also write $A_{0} \subset S_{0}^{\prime}$ for the curve $A_{0}$, considered as a closed subscheme of $S_{0}^{\prime}$. The projection $A_{0} \rightarrow Y_{0}$ is a finite morphism, which is not injective because the two points $x_{0}, y_{0} \in A_{0} \cap B_{0}^{\prime}$ are mapped to a common image.

We now make an analogous construction in the inverse system. Consider the normalization $S_{\lambda}^{\prime} \rightarrow S_{\lambda} \times S_{0} S_{0}^{\prime}$ of the integral component dominating $S_{0}^{\prime}$. The universal properties of normalization and fiber product ensure that the $S_{\lambda}^{\prime}, \lambda \in L$ form an inverse system, and the transition maps are obviously affine. In turn, we get an integral scheme

$$
S^{\prime}=\varliminf_{\leftrightharpoons} S_{\lambda}^{\prime},
$$

coming with a birational morphism $S^{\prime} \rightarrow S$. This scheme $S^{\prime}$ is totally separably closed. Clearly, the projection $S_{\lambda}^{\prime} \rightarrow S_{\lambda}$ are isomorphisms over a neighborhood of the preimage of $A_{0} \subset S_{0}$, which contains $A_{\lambda} \subset S^{\prime}$. Therefore, we may regard $A_{\lambda}$ and the points $x_{\lambda}, y_{\lambda}$ also as a closed subscheme of $S_{\lambda}^{\prime}$.

Let $S_{\lambda}^{\prime} \rightarrow Y_{\lambda}$ be the Stein factorization of the composition $S_{\lambda}^{\prime} \rightarrow S_{0}^{\prime} \rightarrow Y_{0}$. This map contracts the connected components of the preimage of $B_{0}^{\prime} \subset S_{0}^{\prime}$ to closed points, and is an open embedding on the complement. Using that this preimage contains the strict transform $B_{\lambda}^{\prime} \subset S_{\lambda}^{\prime}$ of $B_{\lambda} \subset S_{\lambda}$, which is irreducible and thus connected, we infer that $x_{\lambda}, y_{\lambda} \in S_{\lambda}^{\prime}$ map to a common image in $Y_{\lambda}$. By the universal property of Stein factorizations, the $Y_{\lambda}, \lambda \in L$ form a filtered inverse system. The transition morphisms $Y_{\lambda} \rightarrow Y_{j}$ are finite, because these schemes are finite over $Y_{0}$. In turn, we get another totally separably closed scheme $Y=\underset{\varliminf}{ } Y_{\lambda}$, endowed with a birational morphism $S^{\prime} \rightarrow Y$. By construction, the finite morphism $A_{\lambda} \rightarrow Y_{\lambda}$ maps $x_{\lambda}$ and $y_{\lambda}$ to a common image. Passing to the inverse limit, we get an integral morphism

$$
A=\lim _{\leftrightarrows} A_{\lambda} \rightarrow \underset{\leftrightarrows}{\lim } Y_{\lambda}=Y,
$$

which maps $x \neq y$ to a common image. By assumptions, $A$ is an integral scheme. According to Lemma 2.3, the map $A \rightarrow Y$ must be injective, contradiction.

## 9. Two facts on noetherian schemes

Before we come to higher-dimensional generalizations of Theorem 8.1, we have to establish two properties pertaining to quasiprojectivity and connectedness that might be of independent interest.

Proposition 9.1. Let $R$ be a noetherian ground ring, $X$ a separated scheme of finite type, and $U \subset X$ be a quasiprojective open subset. Then there is a closed subscheme $Z \subset X$ disjoint from $U$ and containing no point $x \in X$ of codimension $\operatorname{dim}\left(0_{X, x}\right)=1$ such that the blowing up $f: X^{\prime} \rightarrow X$ with center $Z$ yields a quasiprojective scheme $X^{\prime}$.
Proof. By a result of Gross [2012, proof of Theorem 1.5] there exists an open subscheme $V \subset X$ containing $U$ and all points of codimension $\leq 1$ that is quasiprojective over $R$. (Note that Gross's overall assumption that the ground ring $R$ is excellent does not enter in this result.) By Chow's lemma (in the refined form of [Deligne 2010, Corollary 1.4]), there is a blowing-up $X^{\prime} \rightarrow X$ with center $Z \subset X$ disjoint from $V$ so that $X^{\prime}$ becomes quasiprojective over $R$.
Proposition 9.2. Let $X$ be a noetherian scheme satisfying Serre's Condition $\left(S_{2}\right)$, and $D \subset X$ a connected Cartier divisor. Suppose that the local rings $\mathcal{O}_{X, x}, x \in X$ are catenary and homomorphic images of Gorenstein local rings. Then there is a sequence of irreducible components $D_{0}, \ldots, D_{r} \subset D$, possibly with repetitions and covering $D$ such that the successive intersections $D_{i-1} \cap D_{i}, 1 \leq i \leq r$ have codimension $\leq 2$ in $X$.

Proof. Since $D$ is connected and noetherian, there is a sequence of irreducible components $D_{0}, \ldots, D_{s} \subset D$, possibly with repetitions and covering $D$ so that the
successive intersections are nonempty [EGA I 1971, Corollary 2.1.10]. Fix an index $1 \leq i \leq r$, choose a closed point $x \in D_{i-1} \cap D_{i}$, let $R=\mathcal{O}_{X, x}$ be the corresponding local ring on $X$, and $f \in R$ the regular element defining the Cartier divisor $D$ at $x$.

To finish the proof, we insert between $D_{i-1}$ and $D_{i}$ a sequence of further irreducible components satisfying the codimension condition of the assertion on the local ring $R$. This can be achieved with Grothendieck's connectedness theorem [SGA 2 1968, Exposé XIII, Theorem 2.1] given in the form of Flenner, O'Carroll and Vogel [Flenner et al. 1999, §3.1] as follows:

Recall that a noetherian scheme $S$ is called connected in dimension $d$ if we have $\operatorname{dim}(S)>d$, and the complement $S \backslash T$ is connected for all closed subsets of dimension $\operatorname{dim}(T)<d$. Set $n=\operatorname{dim}(R)$. Since the local ring $R$ is catenary and satisfies Serre's condition ( $S_{2}$ ), it must be connected in dimension $n-1$ [Flenner et al. 1999, Corollary 3.1.13]. It follows that $R / f R$ is connected in dimension $n-2$ by Lemma 3.1.11 of [loc. cit.], which is essentially Grothendieck's connectedness theorem. Consequently, there is a sequence $H_{0}, \ldots, H_{q}$ of irreducible components of $\operatorname{Spec}(R / f R)$ so that $H_{0}$ and $H_{q}$ are the local schemes attached to $x \in D_{i-1}, D_{i}$, and whose successive intersections have dimension $\geq n-2$ in $\operatorname{Spec}(R)$, whence codimension $\leq 2$. The closures of the $H_{0}, \ldots, H_{q}$ inside $D$ yield the desired sequence of further irreducible components.

Let me state this result in a simplified form suitable for most applications:
Corollary 9.3. Let $X$ be a normal irreducible scheme that is of finite type over a regular noetherian ring $R$, and $D \subset X$ a connected Cartier divisor. Then there is a sequence of irreducible components $D_{0}, \ldots, D_{r} \subset D$, possibly with repetitions, covering $D$ such that the successive intersections $D_{i-1} \cap D_{i}, 1 \leq i \leq r$ have codimension $\leq 2$ in $X$.

Proof. For every affine open subset $U \subset X$, the ring $A=\Gamma\left(U, \mathcal{O}_{X}\right)$ is the homomorphic image of some polynomial ring $R\left[T_{1}, \ldots, T_{n}\right]$. Since the latter is regular, in particular Gorenstein and catenary, it follows that all local rings $\mathcal{O}_{X, x}$ are catenary, and homomorphic images of Gorenstein local rings.

## 10. Contractions to points

Let $k$ be a ground field, and $X$ a proper scheme assumed to be normal and irreducible. Set $n=\operatorname{dim}(X)$. We say that a connected closed subscheme $D \subset X$ is contractible to a point if there is a proper algebraic space $Y$ and a morphism $g: X \rightarrow Y$ with $\mathrm{O}_{Y}=f_{*}\left(\mathrm{O}_{X}\right)$ sending $D$ to a closed point and being an open embedding on the complement. Note that such a morphism is automatically proper, because $X$ is proper and $Y$ is separable. Moreover, it is unique up to unique isomorphism.

Let $C \subsetneq X$ be a connected closed subscheme. The goal of this section is to construct a projective birational morphism $f: X^{\prime \prime} \rightarrow X$ so that some connected Cartier
divisor $D^{\prime \prime} \subset X^{\prime \prime}$ with $f\left(D^{\prime \prime}\right)=C$ becomes contractible to a point, generalizing the procedure in dimension $n=2$ used in the proof for Theorem 8.1. The desired morphism $f$ will be a composition $f=g \circ h$ of two birational morphisms.

The first morphism $g: X^{\prime} \rightarrow X$ will replace the connected closed subscheme $C \subset X$ by some connected Cartier divisor $D^{\prime} \subset X^{\prime}$ that is a projective scheme. It will be itself a composition of three projective birational morphisms

$$
X \stackrel{g_{1}}{\leftrightarrows} X_{1} \stackrel{g_{2}}{\leftrightarrows} X_{2} \stackrel{g_{3}}{\leftrightarrows} X_{3}=X^{\prime} .
$$

Here $g_{1}: X_{1} \rightarrow X$ is the normalized blowing-up with center $C \subset Y$. Such a map has connected fibers by Zariski's main theorem. Let $D_{1}=g_{1}^{-1}(C)$. According to Proposition 9.1, there is a closed subscheme $Z \subset D_{1}$ containing no point $d \in D_{1}$ of codimension $\operatorname{dim}\left(\mathcal{O}_{D_{1}, d}\right) \leq 1$ so that the blowing-up $\widetilde{D}_{1} \rightarrow D_{1}$ becomes projective. Let $g_{2}: X_{2} \rightarrow X_{1}$ be the normalized blowing-up with the same center regarded as a closed subscheme $Z \subset X$. Viewing $\widetilde{D}_{1}$ as a closed subscheme on the blowing-up $\widetilde{X}_{1} \rightarrow X_{1}$ with center $Z$, we denote by $D_{2} \subset X_{2}$ its preimage on the normalized blowing-up, which is a Weil divisor. Finally, let $g_{3}: X=X_{3} \rightarrow X_{2}$ be the normalized blowing-up with center $D_{2} \subset X_{2}$, and $D^{\prime}=D_{3}$ be the preimage of $D_{2}$. Then $D^{\prime} \subset X^{\prime}$ is a Cartier divisor by the universal property of blowing-ups. The morphism $X^{\prime} \rightarrow X$ has connected fibers, by Zariski's main theorem, and induces a surjection $D^{\prime} \rightarrow C$. Since $C$ is connected, it follows that $D^{\prime}$ is connected. The proper scheme $D^{\prime}$ is projective, because $\widetilde{D}$ is projective, and finite maps and blowing-ups are projective morphisms. Setting $g=g_{1} \circ g_{2} \circ g_{3}: X^{\prime} \rightarrow X$, we record:

Proposition 10.1. The scheme $X^{\prime}$ is proper and normal, the morphism $g: X^{\prime} \rightarrow X$ is projective and birational, the closed subscheme $D^{\prime} \subset X^{\prime}$ is a connected Cartier divisor that is a projective scheme, and $g\left(D^{\prime}\right)=C$.

In a second step, we now construct the proper birational morphism $h: X^{\prime \prime} \rightarrow X^{\prime}$, so that $X^{\prime \prime}$ contains the desired contractible effective Cartier divisor. Choose an ample Cartier divisor $A \subset D^{\prime}$ containing no generic point from the intersection of two irreducible component of $D^{\prime}$, and so that the invertible sheaf $\mathbb{O}_{D^{\prime}}\left(A-D^{\prime}\right)$ is ample. Let $\varphi: \tilde{X}^{\prime} \rightarrow X^{\prime}$ be the blowing-up with center $A \subset X^{\prime}$. By the universal property of blowing-ups, there is a partial section $\sigma: D^{\prime} \rightarrow \widetilde{X}^{\prime}$. Let $v: X^{\prime \prime} \rightarrow \widetilde{X}^{\prime}$ be the normalization map, such that the composition

$$
h: X^{\prime \prime} \xrightarrow{\nu} \widetilde{X}^{\prime} \xrightarrow{\varphi} X^{\prime}
$$

is the normalized blowing-up with center $A$. Set $D^{\prime \prime}=v^{-1}\left(\sigma\left(D^{\prime}\right)\right) \subset X^{\prime \prime}$, and let $f=g \circ h: X^{\prime \prime} \rightarrow X$ be the composite morphism.

Theorem 10.2. The scheme $X^{\prime \prime}$ is proper and normal, the morphism $f: X^{\prime \prime} \rightarrow X$ is projective and birational, and $D^{\prime \prime} \subset X^{\prime \prime}$ is a connected Cartier divisor that is a
projective scheme with $f\left(D^{\prime \prime}\right)=C$. Moreover, the closed subscheme $D^{\prime \prime} \subset X^{\prime \prime}$ is contractible to a point.

Proof. By construction, $X^{\prime \prime}$ is normal and proper, $f$ is projective and birational, and $f\left(D^{\prime \prime}\right)=C$. According to [Perling and Schröer 2014, Lemma 4.4] the subschemes

$$
\sigma\left(D^{\prime}\right), \varphi^{-1}(A), \varphi^{-1}\left(D^{\prime}\right) \subset \widetilde{X}^{\prime}
$$

are Cartier, with $\varphi^{-1}(D)=\sigma\left(D^{\prime}\right)+\varphi^{-1}(A)$ in the group of Cartier divisors on $\widetilde{X}^{\prime}$. Pulling back along the finite surjective morphism between integral schemes $v: X^{\prime \prime} \rightarrow \widetilde{X}^{\prime}$, we get Cartier divisors $D^{\prime \prime}=v^{-1}\left(\sigma\left(D^{\prime}\right)\right), E=h^{-1}(A)$, and $\widehat{D}=h^{-1}\left(D^{\prime}\right)$ on $X^{\prime \prime}$ satisfying $\widehat{D}=D^{\prime \prime}+E$. In turn, $\widehat{O}_{D^{\prime \prime}}\left(-D^{\prime \prime}\right) \simeq \widehat{O}_{D^{\prime \prime}}(E-\widehat{D})$. The latter is isomorphic to the preimage with respect to the normalization map $v: X^{\prime \prime} \rightarrow \widetilde{X}^{\prime}$ of

$$
\mathbb{O}_{\sigma\left(D^{\prime}\right)}(-1) \otimes \varphi^{*} \mathbb{O}_{D^{\prime}}\left(-D^{\prime}\right) .
$$

The first tensor factor becomes, under the canonical identification $\sigma\left(D^{\prime}\right) \rightarrow D^{\prime}$, the invertible sheaf $\mathbb{O}_{D}(A)$. Summing up, $\mathbb{O}_{D^{\prime \prime}}\left(-D^{\prime \prime}\right)$ is isomorphic to the pull back of the ample invertible sheaf $0_{D^{\prime}}\left(A-D^{\prime}\right)$ under a finite morphism, whence is ample. By Artin's contractibility criterion [Artin 1970, Corollary 6.12] the connected components of $D^{\prime \prime}$ are contractible to points.

It remains to verify that $D^{\prime \prime}$ is connected. For this it suffices to check that the dense open subscheme $D^{\prime \prime} \backslash E$ is connected, which is isomorphic to $D^{\prime} \backslash A$. By Proposition 9.2, there is a sequence of irreducible components $D_{1}^{\prime}, \ldots, D_{r}^{\prime} \subset D^{\prime}$, possibly with repetitions, covering $D^{\prime \prime}$ so that the successive intersections $D_{i-1}^{\prime} \cap D_{i}^{\prime}$ have codimension $\leq 2$ in $X^{\prime}$, whence codimension $\leq 1$ in $D_{i-1}^{\prime}$ and $D_{i}^{\prime}$. By the choice of $A \subset D^{\prime}$, the complements $\left(D_{i-1}^{\prime} \cap D_{i}^{\prime}\right) \backslash A$ are nonempty, and it follows that $D^{\prime} \backslash A$ is connected.

## 11. Cyclic systems

Let $X$ be a scheme. Let us call a pair of closed subschemes $A, B \subset X$ a cyclic system if the following hold:
(i) The space $A$ is irreducible.
(ii) The space $B$ is connected.
(iii) The intersection $A \cap B$ is disconnected.

This ad hoc definition will be useful when dealing with totally separably closed schemes, and is somewhat more flexible than the "polygons" used in [Artin 1971], see also [Sergio 1982]. Note that this notion is entirely topological in nature, and that the conditions ensures that $A$ and $B$ are nonempty and $A \not \subset B$. One should bear in mind a picture like the following:


In this section, we establish some elementary but technical permanence properties for cyclic systems, which will be used later.

Proposition 11.1. Let $A, B \subset X$ be a cyclic system, and $f: X^{\prime} \rightarrow X$ closed surjection with connected fibers. Let $A^{\prime} \subset X^{\prime}$ be a closed irreducible subset with $f\left(A^{\prime}\right)=A$ and $B^{\prime}=f^{-1}(B)$. Then the pair $A^{\prime}, B^{\prime} \subset X^{\prime}$ is a cyclic system.

Proof. By assumption, $A^{\prime}$ is irreducible. Since $f$ is closed, surjective and continuous, the space $B$ carries the quotient topology with respect to $f: B^{\prime} \rightarrow B$. Thus $B^{\prime}$ is connected, because $B$ is connected and $f$ has connected fibers [EGA I 1971, Proposition 2.1.14]. The set-theoretic "projection formula" gives

$$
f\left(A^{\prime} \cap B^{\prime}\right)=f\left(A^{\prime} \cap f^{-1}(B)\right)=f\left(A^{\prime}\right) \cap B=A \cap B,
$$

whence $A^{\prime} \cap B^{\prime}$ is disconnected.
Proposition 11.2. Let $A, B \subset X$ be a cyclic system, and $f: X^{\prime} \rightarrow X$ be a morphism. Let $U \subset X$ be an open subset over which $f$ becomes an isomorphism, and let $A^{\prime}, B^{\prime} \subset X^{\prime}$ be the closures of $f^{-1}(A \cap U), f^{-1}(B \cap U)$, respectively. Suppose the following:
(i) $B \cap U$ is connected.
(ii) $U$ intersects at least two connected components of $A \cap B$.

Then the pair $A^{\prime}, B^{\prime} \subset X^{\prime}$ is a cyclic system.
Proof. Since $A$ is irreducible, so is the nonempty open subset $A \cap U$, and thus the closure $A^{\prime}$. Since $B \cap U$ is connected by Condition (i), the same holds for its closure $B^{\prime}$. It remains to check that $A^{\prime} \cap B^{\prime}$ is disconnected. Since $f$ is continuous and $A \subset X$ is closed, we have

$$
f\left(A^{\prime}\right)=f\left(\overline{f^{-1}(A \cap U)}\right) \subset \overline{A \cap U} \subset A,
$$

and similarly $f\left(B^{\prime}\right) \subset B$. Hence $f\left(A^{\prime} \cap B^{\prime}\right) \subset A \cap B$. Seeking a contradiction, we assume that $A^{\prime} \cap B^{\prime}$ is connected. Choose points $u, v \in A \cap B$ from two different connected components with $u, v \in U$. Regarding $u, v$ as elements from $X^{\prime}$ via $U=f^{-1}(U)$, we see that they are contained in the connected subset $A^{\prime} \cap B^{\prime} \subset X^{\prime}$, whence the points $u, v \in A \cap B$ are contained in a connected subset of $f\left(A^{\prime} \cap B^{\prime}\right)$, contradiction.

Proposition 11.3. Let $X=\varliminf_{\grave{\lambda}} X_{\lambda}$ be a filtered inverse system of quasicompact quasiseparated schemes with integral transition maps, and $A, B \subset X$ be a cyclic system. Then their images $A_{\lambda}, B_{\lambda} \subset X_{\lambda}$ form cyclic systems for a cofinal subset of indices $\lambda$.

Proof. The subsets $A_{\lambda}, B_{\lambda} \subset X_{\lambda}$ are irreducible and connected, because they are images of such spaces. They are closed, because the projections $X \rightarrow X_{\lambda}$ are closed maps. It remains to check that $A_{\lambda} \cap B_{\lambda}$ are disconnected for a cofinal subset of indices. Since inverse limits commute with fiber products, we have

$$
\underset{\varliminf}{\lim }\left(A_{\lambda}\right) \cap \varliminf_{\check{\prime}}\left(B_{\lambda}\right)=\lim ^{( }\left(A_{\lambda} \cap B_{\lambda}\right) .
$$

The canonical inclusion $A \subset \underset{\varliminf}{\lim }\left(A_{\lambda}\right)$ of closed subsets in $X$ is bijective, since the underlying set of the letter is the inverse limit of the underlying sets of the $X_{\lambda}$. Similarly we have $B=\lim \left(B_{\lambda}\right)$ as closed subsets. Thus $A \cap B=\lim \left(A_{\lambda} \cap B_{\lambda}\right)$. By assumption, $A \cap B$ is disconnected and the $A_{\lambda} \cap B_{\lambda}$ are quasicompact. It follows from Proposition A. 2 that $A_{\lambda} \cap B_{\lambda}$ must be disconnected for a cofinal subset of indices $\lambda$.

## 12. Algebraic schemes

We now come to the main result of this paper, which generalizes Theorem 8.1 from surfaces to arbitrary dimensions. It takes the following form:

Theorem 12.1. Let $k$ be a ground field and $X_{0}$ an integral scheme that is separated, connected and of finite type. Then its total separable closure $X=\operatorname{TSC}\left(X_{0}\right)$ contains no cyclic system. In particular, for any pair $A, B \subset X$ of irreducible closed subsets, the intersection $A \cap B$ remains irreducible.

Proof. Seeking a contradiction, we assume that there is a cyclic system $A, B \subset X$. Passing to normalization and compactification, we easily reduce to the situation that $X_{0}$ is normal and proper. As usual, write the total separable closure as an inverse limit of finite $X_{0}$-schemes $X_{\lambda}, \lambda \in L$, that are connected normal, and let $A_{\lambda}, B_{\lambda} \subset X_{\lambda}$ be the images of $A, B \subset X$, respectively. Then we have

$$
X=\underset{\leftrightarrows}{\lim } X_{\lambda}, \quad A=\lim A_{\lambda}, \quad \text { and } \quad B=\lim _{\leftrightarrows} B_{\lambda},
$$

and all transition morphisms are finite and surjective. Clearly, the $A_{\lambda}$ are irreducible and the $B_{\lambda}$ are connected. In light of Proposition 11.3, we may replace $L$ by a cofinal subset and assume that the $A_{\lambda}, B_{\lambda} \subset X_{\lambda}$ form cyclic systems for all $\lambda \in L$, including $\lambda=0$.

To start with, we deal with a rather special case, namely that the connected subset $B_{0} \subset X_{0}$ is contractible to a point. Let $X_{0} \rightarrow Y_{0}$ be the contraction. Then the composite map $A_{0} \rightarrow Y_{0}$ has a disconnected fiber, because the connected components
of the disconnected subset $A_{0} \cap B_{0}$ are mapped to a common image point. Next, consider the induced maps $X_{\lambda} \rightarrow Y_{\lambda}$ contracting the connected components of the preimage $X_{\lambda} \times{ }_{X_{0}} B_{0} \subset X_{\lambda}$ to points. Again the composite map $A_{\lambda} \rightarrow Y_{\lambda}$ has a disconnected fiber. This is because the irreducible subset $A_{\lambda}$ is not contained in the preimage $X_{\lambda} \times{ }_{X_{0}} B_{0}$, the connected subset $B_{\lambda}$ is contained in $X_{\lambda} \times{ }_{X_{0}} B_{0}$, thus contained in a connected component of the latter, whence maps to a point in the scheme $Y_{\lambda}$.

To proceed, consider the Stein factorization

$$
A_{\lambda} \rightarrow A_{\lambda}^{\prime} \rightarrow Y_{\lambda} .
$$

Then $A_{\lambda}^{\prime} \rightarrow Y_{\lambda}$ is finite, but not injective. Passing to the inverse limits $A^{\prime}=$ $\lim A_{\lambda}^{\prime}$ and $Y=\lim Y_{\lambda}$, we obtain a totally separably closed scheme $Y$, an integral scheme $A^{\prime}$, and an integral morphism $A^{\prime} \rightarrow Y$. The latter must be radical, by Lemma 2.3. In turn, the maps $A_{\lambda}^{\prime} \rightarrow Y_{\lambda}$ are radical for sufficiently large indices $\lambda \in L$, according to [EGA $\operatorname{IV}_{3} 1966$, Theorem 8.10.5]. In particular, these maps are injective, contradiction.

We now come to the general case. We shall proceed in six steps, some of which are repeated. In each step, a given proper normal connected scheme $X_{0}$ whose absolute separable closure $X=\operatorname{TSC}\left(X_{0}\right)$ contains a cyclic system $A, B \subset X$ will be replaced by another such scheme with slightly modified properties, until we finally reach the special case discussed in the preceding paragraphs. As we saw, the latter is impossible. To start with, choose points $u, v \in A \cap B$ coming from different connected components. Let $u_{\lambda}, v_{\lambda} \in A_{\lambda} \cap B_{\lambda}$ be their images, respectively.

Step 1: We first reduce to the case that $u_{0}, v_{0} \in A_{0} \cap B_{0}$ lie in different connected components. Suppose that for all indices $\lambda \in L$, the points $u_{\lambda}, v_{\lambda} \in A_{\lambda} \cap B_{\lambda}$ are contained in the same connected component $C_{\lambda} \subset A_{\lambda} \cap B_{\lambda}$. Then the $C_{\lambda}, \lambda \in L$, form an inverse system with finite transition maps, and their inverse limit $C=\lim C_{\lambda}$ is connected ([EGA IV 3 1966, Proposition 8.4.1], see also Appendix A). Using $u, v \in C \subset A \cap B$, we reach a contradiction. Hence there exist an index $\lambda \in L$ such that $u_{\lambda}, v_{\lambda} \in A_{\lambda} \cap B_{\lambda}$ stem from different connected components. Replacing $X_{0}$ by such an $X_{\lambda}$ we thus may assume that $u_{0}, v_{0} \in A_{0} \cap B_{0}$ lie in different connected components.
Step 2: Next we reduce to the case that $u_{0}, v_{0} \in A_{0} \cap B_{0}$ are not contained in a common irreducible component of $B_{0}$. Let $f: X_{0}^{\prime} \rightarrow X_{0}$ be the normalized blowingup with center $A_{0} \cap B_{0} \subset X_{0}$, such that the strict transforms of $A_{0}, B_{0}$ on $X_{0}^{\prime}$ become disjoint.

Let $X_{\lambda}^{\prime}$ be the normalization of $X_{\lambda} \times{ }_{X_{0}} X_{0}^{\prime}$ inside the function field $k\left(X_{\lambda}\right)=k\left(X_{\lambda}^{\prime}\right)$. Then the $X_{\lambda}^{\prime}, \lambda \in L$, form an inverse system of proper normal connected schemes whose transition morphisms are finite and dominant. Let $X^{\prime}$ be their inverse limit.

By construction, we have projective birational morphisms $X_{\lambda}^{\prime} \rightarrow X_{\lambda}$ and a resulting birational morphism $X^{\prime} \rightarrow X$, which is a proper surjective map with connected fibers, according to $\left[E^{2} A V_{3} 1966\right.$, Proposition 8.10 .5 (xii), (vi) and (vii)]. Note that all these $X$-morphisms become isomorphisms when base-changed to $X_{0} \backslash\left(A_{0} \cap B_{0}\right)$.

Let $A^{\prime} \subset X^{\prime}$ be the strict transform of $A \subset X$, and $B^{\prime} \subset X^{\prime}$ the reduced schemetheoretic preimage of $B \subset X$. These form a cyclic system on $X^{\prime}$, by Proposition 11.1. Consider their images $A_{\lambda}^{\prime}, B_{\lambda}^{\prime} \subset X_{\lambda}^{\prime}$, which are closed subsets. The $A_{\lambda}^{\prime}$ are irreducible and the $B_{\lambda}^{\prime}$ are connected. Clearly, the $A_{\lambda}^{\prime}$ can be viewed as the strict transforms of $A_{\lambda} \subset X_{\lambda}$. Moreover, the inclusion $B_{\lambda}^{\prime} \subset X_{\lambda}^{\prime} \times_{X_{\lambda}} B_{\lambda}$ is an equality of sets. This is because the morphisms $B \rightarrow B_{\lambda}$ and $X^{\prime} \rightarrow X$ are surjective, by [EGA IV ${ }_{3}$ 1966, Theorem 8.10.5 (vi)]. Again with Proposition 11.1, we infer that all $A_{\lambda}, B_{\lambda} \subset X_{\lambda}$ form a cyclic system.

Let $\varphi: X^{\prime} \rightarrow X$ be the canonical morphism. The set-theoretic projection formula gives

$$
\varphi\left(A^{\prime} \cap B^{\prime}\right)=A \cap B
$$

Choose points $u^{\prime}, v^{\prime} \in A^{\prime} \cap B^{\prime}$ mapping to $u$ and $v$, respectively, and consider their images $u_{0}^{\prime}, v_{0}^{\prime} \in A_{0}^{\prime} \cap B_{0}^{\prime}$. The latter are not contained in the same connected component, because they map to $u_{0}, v_{0} \in A_{0} \cap B_{0}$. Moreover, we claim that the $u_{0}^{\prime}, v_{0}^{\prime} \in A_{0}^{\prime} \cap B_{0}^{\prime}$ are not contained in a common irreducible component of $B_{0}^{\prime}$ : Suppose they would lie in a common irreducible component $W_{0}^{\prime} \subset B_{0}^{\prime}$. Since the strict transforms of $A_{0}, B_{0}$ on $X_{0}^{\prime}$ are disjoint, the image $f\left(W_{0}^{\prime}\right) \subset X_{0}$ under the blowing-up $f: X_{0}^{\prime} \rightarrow X_{0}$ must lie in the center $A_{0} \cap B_{0}$. Then $u_{0}, v_{0} \in f\left(W_{0}\right) \subset$ $A_{0} \cap B_{0}$ are contained in some connected subset, contradiction.

Summing up, after replacing $X_{0}$ by $X_{0}^{\prime}$, we may additionally assume that $u_{0}, v_{0} \in B_{0}$ are not contained in a common irreducible component of $B_{0}$.
Step 3: The next goal is to turn the closed subscheme $B_{0} \subset X_{0}$ into a Cartier divisor. Let $X_{0}^{\prime} \rightarrow X_{0}$ be the normalized blowing-up with center $B_{0} \subset X_{0}$, such that its preimage on $X_{0}^{\prime}$ becomes a Cartier divisor. Define $X_{\lambda}^{\prime}, X^{\prime}, A^{\prime}, B^{\prime}, A_{\lambda}^{\prime}, B_{\lambda}^{\prime}$ as in Step 2. Then $A^{\prime}, B^{\prime} \subset X^{\prime}$ and the $A_{\lambda}^{\prime}, B_{\lambda}^{\prime} \subset X_{\lambda}^{\prime}$ form cyclic systems.

Again let $\varphi: X^{\prime} \rightarrow X$ be the canonical morphism. Then $\varphi\left(A^{\prime} \cap B^{\prime}\right)=A \cap B$ by the projection formula. Let $u^{\prime}, v^{\prime} \in A^{\prime} \cap B^{\prime}$ be in the preimage of the points $u, v \in A \cap B$. Since their images $u_{0}, v_{0} \in A_{0} \cap B_{0}$ do not lie in a common connected component and are not contained in a common irreducible component of $B$, the same necessarily holds for their images $u_{0}^{\prime}, v_{0}^{\prime} \in A_{0}^{\prime} \cap B_{0}^{\prime}$.

Replacing $X_{0}$ by $X_{0}^{\prime}$, we thus may additionally assume that $B_{0} \subset X_{0}$ is the support of an effective Cartier divisor.
Step 4: We now reduce to the case that all $B_{\lambda} \subset X_{\lambda}$ are supports of connected effective Cartier divisors. The preimages $X_{\lambda} \times X_{0} B_{0} \subset X_{\lambda}$ of the Cartier divisor $B_{0} \subset X_{0}$ remain Cartier divisors, because $X_{\lambda} \rightarrow X$ is a dominant morphism between
normal schemes. Let

$$
C_{\lambda} \subset X_{\lambda} \times_{X_{0}} B_{0}
$$

be the connected component containing the connected subscheme

$$
B_{\lambda} \subset X_{\lambda} \times{ }_{X_{0}} B_{0} .
$$

Clearly, the $C_{\lambda} \subset X_{\lambda}$ are connected Cartier divisors, which form an inverse system such that $C=\lim _{\lambda} C_{\lambda}$ contains $B=\lim _{\lambda}$. Note that the transition maps $C_{j} \rightarrow C_{\lambda}$, $i \leq j$ and the projections $C \rightarrow C_{\lambda}$ are not necessarily surjective. Nevertheless, we conclude with [EGA IV 3 1966, Proposition 8.4.1] that $C$ is connected. Clearly, the points $u, v \in A \cap C$ lie in different connected components, and are not contained in a common irreducible component of $C$, because this hold for their images $u_{0}, v_{0} \in A_{0} \cap B_{0}$. Thus $A, C \subset X$ form a cyclic system.

Replacing $B$ by $C$ and $B_{\lambda}$ by $C_{\lambda}$, we thus may additionally assume that all $B_{\lambda} \subset X_{\lambda}$ are supports of connected Cartier divisors. Note that at this stage we have sacrificed our initial assumption that the projections $B \rightarrow B_{\lambda}$ and the transition maps $B_{j} \rightarrow B_{\lambda}$ are surjective.

Step 5: Here we reduce to the case that the proper scheme $B_{0}$ is projective. Since $u_{0}, v_{0} \in B_{0}$ are not contained in a common irreducible component, they admit a common affine open neighborhood inside $B_{0}$ : To see this, let $B_{0}^{\prime} \subset B_{0}$ be the finite union of the irreducible components that do not contain $u_{0}$, and let $B_{0}^{\prime \prime} \subset B_{0}$ be the finite union of the irreducible components that do not contain $v_{0}$. Then $B_{0}=B_{0}^{\prime} \cup B_{0}^{\prime \prime}$, so any affine open neighborhoods of $u_{0} \in B_{0} \backslash B_{0}^{\prime}$ and $v_{0} \in B_{0} \backslash B_{0}^{\prime \prime}$ are disjoint, and their union is the desired common affine open neighborhood.

It follows that there is a closed subscheme $Z_{0} \subset B_{0}$ containing neither $u_{0}, v_{0}$ nor any point $b \in B_{0}$ of codimension $\operatorname{dim}\left(\mathscr{O}_{B_{0}, b}\right)=1$ so that the blowing-up $\widetilde{B}_{0} \rightarrow B_{0}$ with center $Z_{0}$ yields a projective scheme $\widetilde{B}_{0}$. This holds by Proposition 9.1. Note that $Z_{0} \subset B_{0}$ has codimension $\geq 2$.

Let $X_{0}^{\prime} \rightarrow X_{0}$ be the normalized blowing-up with the same center $Z_{0}$, regarded as a closed subscheme $Z_{0} \subset X_{0}$. Define $X_{\lambda}^{\prime}$ and $X^{\prime}=\lim _{\rightleftarrows} X_{\lambda}^{\prime}$ as in Step 2. Let $U \subset X$ be the complement of the closed subscheme $X \times_{X_{0}} Z_{0} \subset X$. This open subscheme intersects at least two connected components of $A \cap B$, because $u, v \in U$. Clearly, the canonical morphism $f: X^{\prime} \rightarrow X$ becomes an isomorphism over $U$. Furthermore, the intersection $B \cap U$ is connected. To see this, set $Z_{\lambda}=X_{\lambda} \times X_{0} Z_{0}$ and $U_{\lambda}=X_{\lambda} \backslash Z_{\lambda}$, such that $B \cap U=\lim \left(B_{\lambda} \cap U_{\lambda}\right)$. In light of $\left[E G A I V_{3} 1966\right.$, Proposition 8.4.1] it suffices to check that $B_{\lambda} \cap U_{\lambda}$ is connected for each $\lambda \in L$. Indeed, by the going-down theorem applied to the finite morphism $B_{\lambda} \rightarrow B_{0}$, all $Z_{\lambda} \subset B_{\lambda}$ have codimension $\geq 2$. The $B_{\lambda} \subset X_{\lambda}$ are supports of connected Cartier divisors. In light of Corollary 9.3, the set $B_{\lambda} \cap U_{\lambda}=B_{\lambda} \backslash Z_{\lambda}$ must remain connected.

According to Proposition 11.2, the closures $A^{\prime}, B^{\prime} \subset X^{\prime}$ of $A \cap U$ and $B \cap U$ form a cyclic system. Clearly, the image of the composite map $B^{\prime} \rightarrow X_{0}$ is $B_{0} \subset X_{0}$. Replacing $X$ by $X^{\prime}$, we may assume that $B_{0}$ is a projective scheme. Note that with this step we have sacrificed the property that the $B_{\lambda} \subset X_{\lambda}$ are Cartier divisors.
Step 6: We now repeat Step 4, and achieve again that $B_{\lambda} \subset X_{\lambda}$ are supports of connected Cartier divisors. Moreover, the $B_{\lambda}$ stay projective, because $B_{0}$ is projective and the $X_{\lambda} \rightarrow X_{0}$ are finite.
Step 7: In this last step we achieve that $B_{0} \subset X_{0}$ becomes contractible to a point, thus reaching a contradiction. Choose an ample Cartier divisor $H_{0} \subset B_{0}$ containing no generic point from the intersection of two irreducible components of $B_{0}$, and no generic point from the intersection $A_{0} \cap B_{0}$, and no point from $\left\{u_{0}, v_{0}\right\}$. Furthermore, we demand that the invertible $\mathbb{O}_{B_{0}}$-module $\mathbb{O}_{B_{0}}\left(H_{0}-B_{0}\right)$ is ample. Let $X_{0}^{\prime} \rightarrow X_{0}$ be the normalized blowing-up with center $H_{0} \subset X_{0}$, and $A_{0}^{\prime}, B_{0}^{\prime} \subset X_{0}^{\prime}$ the strict transforms of $A_{0}, B_{0} \subset X_{0}$, respectively. As in the proof for Theorem 10.2, the subscheme $B_{0}^{\prime} \subset X_{0}^{\prime}$ is connected and contractible to a point. Define $X_{\lambda}^{\prime}$ and $X^{\prime}=\lim _{\swarrow} X_{\lambda}^{\prime}$ as in Step 2.

Let $U \subset X$ be the complement of the closed subscheme $X \times_{X_{0}} H_{0}$. This open subscheme intersects at least two connected components of $A \cap B$, because $u, v \in U \cap V$. Clearly, the canonical morphism $f: X^{\prime} \rightarrow X$ becomes an isomorphism over $U$. Furthermore, the intersection $B \cap U$ is connected. To see this, set $H_{\lambda}=X_{\lambda} \times{ }_{X_{0}} H_{0}$ and $U_{\lambda}=X_{\lambda} \backslash H_{\lambda}$, such that

$$
B \cap U=\underset{\leftrightarrows}{\lim }\left(B_{\lambda} \cap U_{\lambda}\right) .
$$

In light of [EGA IV ${ }_{3}$ 1966, Proposition 8.4.1] it suffices to check that $B_{\lambda} \cap U_{\lambda}=$ $B_{\lambda} \backslash H_{\lambda}$ is connected for each $\lambda \in L$. Since $B_{\lambda} \subset X_{\lambda}$ is the support of a connected Cartier divisor, there is a sequence of irreducible components $C_{1}, \ldots, C_{n}$ covering $B_{\lambda}$ so that each successive intersection $C_{j-1} \cap C_{j}$ has codimension $\leq 2$ in $X_{\lambda}$. Let $f: X_{\lambda} \rightarrow X_{0}$ be the canonical morphisms, and consider the inclusion

$$
f\left(C_{j-1} \cap C_{j}\right) \subset f\left(C_{j-1}\right) \cap f\left(C_{j}\right)
$$

Since $f$ is finite and dominant, the left hand side has codimension $\leq 2$ in $X_{0}$, and the $f\left(C_{j-1}\right)$ and $f\left(C_{j}\right)$ are irreducible components of $B_{0}$. By the choice of the ample Cartier divisor $H_{0} \subset X_{0}$, the image $f\left(C_{j-1} \cap C_{j}\right)$ is not entirely contained in $H_{0}$. We conclude that $\left(C_{j-1} \cap C_{j}\right) \backslash H_{\lambda}$ is nonempty, thus $B_{\lambda} \backslash H_{\lambda}$ remains connected.

Let $A^{\prime}, B^{\prime} \subset X^{\prime}$ be the closure of $A \cap U$ and $B \cap U$. The former comprise a cyclic system, in light of Proposition 11.2. Clearly, the image of $B^{\prime} \rightarrow X_{0}$ equals $B_{0}^{\prime}$. Replacing $X_{0}$ by $X_{0}^{\prime}$, we thus have achieved the situation that $B_{0} \subset X_{0}$ is contractible to a point. We have seen in the beginning of this proof that such a cyclic system $A, B \subset X$ does not exist.

## 13. Nisnevich Čech cohomology

We now apply our results to prove the following:
Theorem 13.1. Let $k$ be a ground field, and $X$ be a quasicompact and separated $k$-scheme. Then $\check{H}^{p}\left(X_{\mathrm{Nis}}, \underline{H}^{q}(F)\right)=0$ for all integers $p \geq 0, q \geq 1$ and all abelian Nisnevich sheaves $F$ on $X$. In particular, the canonical maps

$$
\check{H}^{p}\left(X_{\mathrm{Nis}}, F\right) \rightarrow H^{p}\left(X_{\mathrm{Nis}}, F\right)
$$

are bijective for all $p \geq 0$.
Proof. Recall that $\check{H}^{p}\left(X_{\text {Nis }}, \underline{H}^{q}(F)\right)=\underline{\lim _{U}} \check{H}^{p}\left(U_{\text {Nis }}, \underline{H}^{q}(F)\right)$, where the direct limit runs over the system of all completely decomposed étale surjections $U \rightarrow X$. For an explanation of the transition maps, we refer to [Godement 1958, Chapter II, Section 5.7]. Since $X$ is quasicompact and étale morphisms are open, one easily sees that the subsystem of all étale surjections $U \rightarrow X$ with $U$ affine form a cofinal subsystem.

Let $[\alpha] \in \check{H}^{p}\left(X_{\mathrm{Nis}}, \underline{H}^{q}(F)\right)$ be a Čech class with $q \geq 1$. Represent the class by some cocycle $\alpha \in H^{q}\left(U^{p}, F\right)$, where $U \rightarrow X$ is a completely decomposed étale surjection, and $U^{p}$ denotes the $p$-fold self-product in the category of $X$-schemes. This self-product remains quasicompact, because $X$ is quasiseparated. Since $q \geq 1$, there is a completely decomposed étale surjection $W \rightarrow U^{p}$ with $W$ affine so that $\alpha \mid W=0$. It suffices to show that there is a refinement $U^{\prime} \rightarrow U$ so that the structure morphisms $U^{\prime p} \rightarrow U^{p}$ factors over $W \rightarrow U^{p}$, because then the class of $\alpha$ in the direct limit of the Čech complex vanishes. From this point on we merely work with the schemes $W, U, X$ and may forget about the sheaf $F$ and the cocycle $\alpha$.

This allows us to reduce to the case of $k$-schemes of finite type: Write $X=\lim X_{\lambda}$ as an inverse limit with affine transition maps of $k$-schemes $X_{\lambda}$ that are of finite type. Passing to a cofinal subset of indices, we may assume that there is a smallest index $\lambda=0$, so that $X_{0}$ is separated [Thomason and Trobaugh 1990, Appendix C, Proposition 7]. Since $U$ is quasicompact, our morphisms $U \rightarrow X$ is of finite presentation, so we may assume that $U=U_{0} \times{ }_{X_{0}} X_{0}$ for some $X_{0}$-scheme $U_{0}$ of finite presentation. Similarly, we can assume $W=W_{0} \times_{U_{0}^{p}} U^{p}$ for some $U_{0}^{p}$ scheme $W_{0}$ of finite presentation. We may assume that $U_{0} \rightarrow X_{0}$ and $W_{0} \rightarrow U_{0}^{p}$ are étale $\left[E G A I V_{4} 1967\right.$, Proposition 17.7.8] and surjective $\left[E G A V_{3} 1966\right.$, Proposition 8.10 .5$]$. According to Lemma 13.2 below, we can also impose that these morphisms are completely decomposed. Summing up, it suffices to produce a refinement $U_{0}^{\prime} \rightarrow U_{0}$ so that $U_{0}^{\prime p} \rightarrow U_{0}^{p}$ factors over $W_{0}$. In other words, we may assume that $X$ is of finite type over the ring $\mathbb{Z}$. In particular, $X$ has only finitely many irreducible components, the normalization of the corresponding integral schemes are finite over $X$, and $X$ is noetherian.

Next, we make use of the weak Cartan-Artin property. Indeed, according to Artin's induction argument [1971, Theorem 4.1] applied to the Nisnevich topology rather than the étale topology, we see that it suffices to check that $X$ satisfies the weak Cartan-Artin property. Let $X_{0}$ be the normalization of some irreducible component of $X$, viewed as an integral scheme. According to Propositions 6.4 and 6.6, it is permissible to replace $X$ by $X_{0}$. Changing notation, we write $X=\operatorname{TSC}\left(X_{0}\right)$ for the total separable closure of the integral scheme $X_{0}$. In light of Theorem 7.1, it is enough to verify the weak Cartan-Artin property for $X$.

Here, our problem reduces to a simple geometric statement: according to Theorem 7.6, it suffices to check that for each pair of irreducible closed subsets $A, B \subset X$, the intersection $A \cap B$ remains irreducible. Indeed, this holds by Theorem 12.1. Note that only in this very last step, we have used that $X$ is separated, and the existence of a ground field $k$.

In the preceding proof, we used the following facts:
Lemma 13.2. Suppose that $X=\lim X_{\lambda}$ is a filtered inverse system of quasicompact schemes with affine transition maps, and $U \rightarrow X$ is a completely decomposed étale surjection, with $U$ quasicompact. Then there is an index $\alpha$ and a completely decomposed étale surjection $U_{\alpha} \rightarrow X_{\alpha}$ with $U=X \times_{X_{\alpha}} U_{\alpha}$.

Proof. The morphism $U \rightarrow X$ is of finite presentation, because it is étale and its domain is quasicompact. According to [EGA $\mathrm{IV}_{3}$ 1966, Theorem 8.8.2] there is an $X_{\alpha}$-scheme $U_{\alpha}$ of finite presentation with $U=X \times_{X_{\alpha}} U_{\alpha}$ for some index $\alpha$. We may assume that $U_{\alpha} \rightarrow X_{\alpha}$ is surjective $\left[E G A I V V_{3} 1966\right.$, Theorem 8.10.5] and étale [EGA IV 4 1967, Proposition 17.7.8].

For each index $\lambda \geq \alpha$, let $F_{\lambda} \subset X_{\lambda}$ be the subset of all points $s \in X_{\lambda}$ so that the étale surjection $U_{\lambda} \otimes \kappa(s) \rightarrow \operatorname{Spec} \kappa(s)$ is completely decomposed, that is, admits a section. According to Lemma 13.3 below, this subset is indconstructible. In light of [EGAIV 4 1967, Corollary 8.3.4] it remains to show that the inclusion $\bigcup_{\lambda} u_{\lambda}^{-1}\left(F_{\lambda}\right) \subset X$ is an equality, where $u_{\lambda}: X \rightarrow X_{\lambda}$ denote the projections.

Fix a point $x \in X$, and choose a point $u \in U$ above so that the inclusion $k(x) \subset \kappa(u)$ is an equality. Let $x_{\lambda} \in X_{\lambda}$ and $u_{\lambda} \in U_{\lambda}$ be the respective image points. Then $U_{x}=\lim _{\longleftarrow}\left(U_{\lambda}\right)_{x_{\lambda}}$, because inverse limits commute with fiber products. Furthermore, the section of $U_{x} \rightarrow \operatorname{Spec} \kappa(x)$ corresponding to $u$ comes from a section of $\left(U_{\lambda}\right)_{x_{\lambda}} \rightarrow \operatorname{Spec} \kappa\left(x_{\lambda}\right)$, for some index $\lambda$, by [EGA IV ${ }_{3}$ 1966, Theorem 8.8.2].

Recall that a subset $F \subset X$ is called indconstructible if each point $x \in X$ admits an open neighborhood $x \in U$ so that $F \cap U$ is the union of constructible subsets of $U$ (see [EGA I 1971, Chapter I, Section 7.2 and Chapter 0, Section 2.2]).

Lemma 13.3. Let $f: U \rightarrow X$ be a étale surjection. Then the subset $F \subset X$ of points $x \in X$ for which $U_{x} \rightarrow \operatorname{Spec} \kappa(x)$ admits a section is indconstructible.

Proof. The problem is local, so we may assume that $X=\operatorname{Spec}(R)$ is affine. Fix a point $x \in X$ so that $U_{x} \rightarrow \operatorname{Spec} \kappa(x)$ admits a section, and let $A \subset X$ be its closure. The section extends to a section for $U_{A} \rightarrow A$ over some dense open subset $C \subset A$. Shrinking $C$ if necessary, we may assume that $C=A \cap \operatorname{Spec}\left(R_{g}\right)$ for some $g \in R$. Then $C \subset X$ is constructible and contains $x$.

## Appendix A: Connected components of schemes

Let $X$ be a topological space and $a \in X$ a point. The corresponding connected component $C=C_{a}$ is the union of all connected subsets containing $a$. This is then the largest connected subset containing $a$, and it is closed but not necessarily open. In contrast, the quasicomponent $Q=Q_{a}$ is defined as the intersection of all open-andclosed neighborhoods of $a$, which is also closed but not necessarily open. Clearly, we have $C \subset Q$. Equality holds if $X$ has only finitely many quasicomponents, or if $X$ is compact or locally connected, but in general there is a strict inclusion.

The simplest example with $C \subsetneq Q$ seems to be the following: Let $U$ be an infinite discrete space, $Y_{i}=U \cup\left\{a_{i}\right\}$ be two copies of the Alexandroff compactification, and $X=Y_{1} \cup Y_{2}$ the space obtained by gluing along the open subset $U$, which is quasicompact but not Hausdorff. Then all connected components are singletons, but the discrete space $Q=\left\{a_{1}, a_{2}\right\}$ is a quasicomponent.

Assume that $X$ is a locally ringed space. Write $R=\Gamma\left(X, O_{X}\right)$ for the ring of global sections and $\mathfrak{p} \subset R$ for the prime ideal of all global sections vanishing at our point $a \in X$. Obviously, the open-and-closed neighborhoods $U \subset X$ correspond to the idempotent elements $\epsilon \in R \backslash \mathfrak{p}$, via $U=X_{\epsilon}=\{x \in X \mid \epsilon(x)=1\}$. Let $L \subset R \backslash \mathfrak{p}$ the multiplicative subsystem of all idempotent elements. We put an order relation by declaring $\epsilon \leq \epsilon^{\prime}$ if $\epsilon^{\prime} \mid \epsilon$. Then $\epsilon \mapsto X_{\epsilon}$ is a filtered inverse system of subspaces, and the quasicomponent is

$$
Q=\bigcap_{\epsilon \in L} X_{\epsilon}=\lim _{\epsilon \in L} X_{\epsilon} .
$$

Now suppose that $X$ is a scheme. Then each inclusion morphism $t_{\epsilon}: X_{\epsilon} \rightarrow X$ is affine, hence $\mathscr{A}_{l}=l_{\epsilon *}\left(0_{X_{\epsilon}}\right)$ are quasicoherent, and the same holds for $\mathscr{A}=\underline{\lim _{A}} \mathscr{A}_{\epsilon}$. In turn, we have $Q=\lim _{\epsilon \in L} X_{\epsilon}=\operatorname{Spec}(\mathscr{A})$, which puts a scheme structure on the quasicomponent. The quasicoherent ideal sheaf for the closed subscheme $Q \subset X$ is $\mathscr{\mathscr { C }}=\bigcup_{\epsilon \in L}(1-\epsilon) \Theta_{X}$. The following observation is due to Ferrand in the affine case, and Lazard in the general case (see [Lazard 1967, Proposition 6.1 and Corollary 8.5]):

Lemma A.1. Let $X$ be a quasicompact and quasiseparated scheme and $a \in X$ be $a$ point. Then we have an equality $C=Q$ between the connected component and the quasicomponent containing $a \in X$.

If $X=\operatorname{Spec}(R)$ is affine, and $a \in X$ is the point corresponding to a prime ideal $\mathfrak{p} \subset R$, then the corresponding $C=Q$ is defined by the ideal $\mathfrak{a}=\bigcup R e$, where $e$ runs through the idempotent elements in $\mathfrak{p}$. Clearly, we have $R / \mathfrak{a}=\underline{\lim }_{e} A / e A$. The latter description was already given by Artin [1971, p. 292].

Let $X_{0}$ be a scheme, and $X=\lim _{\lambda \in L} X_{\lambda}$ be an inverse system of affine $X_{0^{-}}$ schemes. The argument for Lemma A. 1 essentially depends on [EGA IV ${ }_{3}$ 1966, Proposition 8.4.1 (ii)]. There, however, it is incorrectly claimed that a sum decomposition of $X$ comes from a sum decomposition of $X_{\lambda}$ for sufficiently large $\lambda \in L$, provided that $X_{0}$ is merely quasicompact. This only becomes true only under the additional hypothesis of quasiseparatedness:
Proposition A.2. Let $X_{0}$ be a quasicompact and quasiseparated scheme, and $X_{\lambda}$ an filtered inverse system of affine $X_{0}$-schemes, and $X=\lim X_{\lambda}$. If $X=X^{\prime} \cup X^{\prime \prime}$ is a decomposition into disjoint open subsets, then there is some $\lambda \in L$ and a decomposition $X_{\lambda}=X_{\lambda}^{\prime} \cup X_{\lambda}^{\prime \prime}$ into disjoint open subset so that $X^{\prime}, X^{\prime \prime} \subset X$ are the respective preimages.
Proof. This is a special case of [EGA IV 3 1966, Theorem 8.3.11] but I would like to give an alternative proof relying on absolute noetherian approximation rather than ind- and proconstructible sets: Choose a $\mathbb{Z}$-scheme of finite type $S$ so that there is an affine morphism $X_{0} \rightarrow S$ [Thomason and Trobaugh 1990, Appendix C, Theorem 9]. Replacing $X_{0}$ by $S$, we may assume that $X_{0}$ is noetherian. Let $\mathscr{A}_{\lambda}$ be the quasicoherent $\mathbb{O}_{X_{0}}$-algebras corresponding to the $X_{\lambda}$, such that $X$ is the relative spectrum of $\mathscr{A}=\underline{\longrightarrow}\left(\mathscr{A}_{\lambda}\right)$. Since the topological space of $X_{0}$ is noetherian, the canonical map

$$
\underline{\lim } H^{0}\left(X_{0}, \mathscr{A}_{\mathscr{L}}\right) \rightarrow H^{0}\left(X_{0}, \underline{\lim } \mathscr{A}_{\lambda}\right)
$$

is bijective, see [Hartshorne 1977, Chapter III, Proposition 2.9]. Thus each idempotent $e \in \Gamma\left(X_{0}, \mathscr{A}\right)$ comes from an element $e_{\lambda} \in \Gamma\left(X_{0}, \mathscr{A}_{\lambda}\right)$. Passing to a larger index, we may assume that $e_{\lambda}^{2}=e_{\lambda}$, such that our element $e_{\lambda}$ becomes idempotent. The statement follows from the aforementioned correspondence between idempotent global sections and open-and-closed subsets.

Here is a counterexamples with $X_{0}$ not quasiseparated. Let $U$ be an infinite discrete set, and $X=Y_{1} \cup Y_{2}$ be the gluing of two copies $Y=Y_{1}=Y_{2}$ of the Alexandroff compactification along the open subset $U \subset Y_{i}$ mentioned above. We may regard the Alexandroff compactification as a profinite space, by choosing a total order on $U$ : Let $L$ be the set of all finite subsets of $U$, ordered by inclusion. Given $\lambda \in L$, we write $F_{\lambda} \subset U$ for the corresponding finite subset. For every $\lambda \leq \mu$, let $F_{\mu} \rightarrow F_{\lambda}$ by the retraction of the canonical inclusion $F_{\lambda} \subset F_{\mu}$ sending the complementary points to the largest element $f_{\lambda} \in F_{\lambda}$. Then one easily sees that $Y=\lim F_{\lambda}$, where the point at infinity becomes the tuple of largest elements $a=\left(f_{\lambda}\right)_{\lambda \in L}$.

To proceed, fix a ground field $k$. Then we may endow the profinite space $Y$ with the structure of an affine $k$-scheme, by regarding $F_{\lambda}$ as the spectrum of the $k$-algebra $R_{\lambda}=\operatorname{Hom}_{\text {Set }}\left(F_{\lambda}, k\right)$. In turn, we regard the gluing $X=Y_{1} \cup Y_{2}$ as a $k$-scheme. This scheme is quasicompact, but not quasiseparated, because the intersection $Y_{1} \cap Y_{2}=U$ is infinite and discrete. Consider the subset $V_{\lambda}=X \backslash F_{\lambda}$, which is open-and-closed. Moreover, the inclusion morphism $V_{\lambda} \rightarrow X$ is affine, and ${\underset{\longleftarrow}{\neq}}_{\lambda \in L} V_{\lambda}=Q=\left\{a_{1}, a_{2}\right\}$ is the disconnected quasicomponent. The sum decomposition of the quasicomponent $Q$, however, does not come from a sum decomposition of any $V_{\lambda}$.

Here is a counterexample with $X_{0}$ not quasicompact. Let $X_{0}$ be the disjoint union of two infinite chains $C^{\prime}=\bigcup C_{n}^{\prime}$ and $C^{\prime \prime}=\bigcup C_{n}^{\prime \prime}, n \in \mathbb{Z}$, of copies of the projective line over the ground field $k$, together with further copies $B_{n}$ of the projective line joining the intersection $C_{n-1}^{\prime} \cap C_{n}^{\prime}$ with $C_{n-1}^{\prime \prime} \cap C_{n}^{\prime \prime}$. Let $L$ be the collection of all finite subset of $\mathbb{Z}$, ordered by inclusion. Consider the inverse system of closed subsets $X_{\lambda} \subset X$ consisting of $C^{\prime} \cup C^{\prime \prime}$ and the union $\bigcup_{n \notin \lambda} B_{n}$. Then all $X_{\lambda}$ are connected, but $X=\underset{\rightleftarrows}{\lim }\left(X_{\lambda}\right)=\bigcap X_{\lambda}=C^{\prime} \amalg C^{\prime \prime}$ becomes disconnected.

## Appendix B: Čech and sheaf cohomology

Here we briefly recall H. Cartan's criterion for equality for Čech and sheaf cohomology, which is described in Godement's monograph [1958, Chapter II, Theorem 5.9.2]. Throughout we work in the context of topoi and sites. The general reference is [SGA $4_{1}$ 1972]. Suppose $\mathscr{E}$ is a topos. Choose a site $\mathscr{C}$ and an equivalence $\operatorname{Sh}(\mathscr{C})=\mathscr{E}$, and make the choice so that the category $\mathscr{C}$ has a terminal object $X \in \mathscr{C}$ and all fiber products, and so that the Grothendieck topology is given in terms of a pretopology of coverings. Suppose we additionally have a subcategory $\mathscr{B} \subset \mathscr{C}$ such that every object $U \in \mathscr{C}$ admits a covering $\left(U_{\alpha} \rightarrow U\right)_{\alpha}$ with $U_{\alpha} \in \mathscr{B}$, and that $\mathscr{B}$ has all fiber products. Then the subcategory inherits a pretopology, and the restriction functor of sheaves on $\mathscr{C}$ to sheaves on $\mathscr{B}$ is an equivalence.

For each abelian sheaf $F$ on $\mathscr{C}$ and each object $U \in \mathscr{C}$, we write $H^{p}(U, F)$ for the cohomology groups in the sense of derived functors, and

$$
\check{H}^{p}(U, F)=\underline{\lim } \check{H}^{p}\left(\mathfrak{V}, \check{H}^{q}(F)\right),
$$

for the Čech cohomology groups, where the direct limit runs over all coverings $\mathfrak{V}=\left(U_{\alpha} \rightarrow U\right)_{\alpha}$, and the transition maps are defined as in [Godement 1958, Chapter II, Section 5.7]. Note that me may restrict to those coverings with all $U_{\alpha} \in \mathscr{B}$.

Let $F$ be an abelian sheaf on the site $\mathscr{C}$. We denote by $\underline{H}^{q}(F)$ the presheaf $U \mapsto H^{q}(U, F)$. The functors $F \mapsto \underline{H}^{p}(F), p \geq 0$, form a $\delta$-functor from the category of abelian sheaves to the category of abelian presheaves. This $\delta$-functor is universal because it vanishes on injective objects for $p \geq 1$.

The inclusion functor $F \mapsto \underline{H}^{0}(F)$ from the category of abelian sheaves to the category of abelian presheaves is right adjoint to the sheafification functor. This adjointness ensures that $F \mapsto \underline{H}^{0}(F)$ sends injective objects to injective objects. Furthermore, $F \mapsto \check{H}^{p}(U, F), \bar{p} \geq 0$, form a universal $\delta$-functor from the category of abelian presheaves on $U$ to the category of abelian groups, see [Tamme 1994, Theorem 2.2.6]. In turn, we get a Grothendieck spectral sequence

$$
\begin{equation*}
\check{H}^{p}\left(U, \underline{H}^{q}(F)\right) \Rightarrow H^{p+q}(U, F) \tag{1}
\end{equation*}
$$

which we call a Čech-to-sheaf-cohomology spectral sequence.
Theorem B. 1 (H. Cartan). The following are equivalent:
(i) $H^{q}(U, F)=0$ for all $U \in \mathscr{B}$ and $q \geq 1$.
(ii) $\check{H}^{q}(U, F)=0$ for all $U \in \mathscr{B}$ and $q \geq 1$.

If these equivalent conditions are satisfied, then $\check{H}^{p}\left(X, \underline{H}^{q}(F)\right)=0$ for all $p \geq 0$ and $q \geq 1$, and the edge maps $\check{H}^{p}(X, F) \rightarrow H^{p}(X, F)$ are bijective for all $p \geq 0$.

Proof. Suppose (i) holds. Then $\underline{H}^{q}(F)=0$ for all $q \geq 1$. This ensures that $\check{H}^{p}\left(V, \underline{H}^{q}(F)\right)=0$ for all $V \in \mathscr{C}$. In turn, the edge map $\check{H}^{p}(V, F) \rightarrow H^{p}(U, F)$ in the Čech-to-sheaf-cohomology spectral sequence (1) is bijective. For $V=U \in \mathscr{B}$, this gives (ii), while for $V=X$ we get the amendment of the statement.

Conversely, suppose that (ii) holds. We inductively show that $H^{p}(U, F)=0$, or equivalently that the edge maps $\check{H}^{p}(U, F) \rightarrow H^{p}(U, F)$ are bijective, for all $p \geq 1$ and all $U \in \mathscr{B}$. First note that $\check{H}^{0}\left(U, \underline{H}^{r}(F)\right)=0$ for all $r \geq 1$, because the sheafification of $\underline{H}^{r}(F)$ vanishes. Thus the case $p=1$ in the induction follows from the short exact sequence

$$
0 \rightarrow \check{H}^{1}(U, F) \rightarrow H^{1}(U, F) \rightarrow \check{H}^{0}\left(U, \underline{H}^{1}(F)\right)
$$

Now let $p \geq 1$ be arbitrary, and suppose that $H^{p}(U, F)=0$ for $1, \ldots, p-1$ and all $U \in \mathscr{B}$. The argument in the previous paragraph gives $\check{H}^{r}\left(U, \underline{H}^{s}(F)\right)=0$ for all $0<s<p$ and $r \geq 1$, and we already noted that $\check{H}^{0}\left(U, \underline{H}^{p}(F)\right)=0$. Consequently, the edge map $\check{H}^{p}(U, F) \rightarrow H^{p}(U, F)$ must be bijective.

## Appendix C: Inductive dimension in general topology

The proof of the crucial Proposition 4.5 depends on results from dimension theory that are perhaps not so well-known outside general topology. Here we briefly review the relevant material. For a comprehensive treatment see, for example, Pears' monograph [1975, Chapter 4].

Let $X$ be a topological space. There are several ways to obtain suitable notions of dimension that are meaningful for compact spaces. One of them is the large inductive dimension $\operatorname{Ind}(X) \geq-1$, which goes back to Brouwer [1913]. Here
one first defines $\operatorname{Ind}(X) \leq n$ as a property of topological spaces by induction as follows: The induction starts with $n=-1$, where $\operatorname{Ind}(X) \leq-1$ simply means that $X$ is empty. Now suppose that $n \geq 0$, and that the property is already defined for $n-1$. Then $\operatorname{Ind}(X) \leq n$ means that for all closed subsets $A \subset X$ and all open neighborhoods $A \subset V$, there is a smaller open neighborhood $A \subset U \subset V$ whose boundary $\Phi=\bar{U} \backslash U$ has $\operatorname{Ind}(\Phi) \leq n-1$. Now one defines $\operatorname{Ind}(X)=n$ as the least integer $n \geq-1$ for which $\operatorname{Ind}(X) \leq n$ holds, or $n=\infty$ if no such integer exists.

A variant is the small inductive dimension $\operatorname{ind}(X) \geq-1$, which is defined in an analogous way, but with points $a \in X$ instead of closed subsets $A \subset X$. If every point $a \in X$ is closed, an easy induction gives

$$
\operatorname{ind}(X) \leq \operatorname{Ind}(X)
$$

There are, however, compact spaces with strict inequality [Pears 1975, Chapter 8, §3]. Moreover, little of use can be said if the space contains nonclosed points. For example, a finite linearly ordered space $X=\left\{x_{0}, \ldots, x_{n}\right\}$ obviously has $\operatorname{Ind}(S)=0$ and $\operatorname{ind}(S)=n$. Note that such spaces arise as spectra of valuation rings $R$ with Krull dimension $\operatorname{dim}(R)=n$.

Recall that a space $X$ is called at most zero-dimensional if its topology admits a basis consisting of open-and-closed subsets $U \subset X$. It is immediate that this is equivalent to $\operatorname{ind}(X) \leq 0$. In fact, both small and large inductive dimension can be seen as generalizations of this concept [Pears 1975, Chapter 4, Proposition 1.1 and Corollary 2.2], at least for compact spaces:

Proposition C.1. If $X$ is compact, then the following conditions are equivalent:
(i) $X$ is at most zero-dimensional.
(ii) $\operatorname{ind}(X) \leq 0$.
(iii) $\operatorname{Ind}(X) \leq 0$.

There are several sum theorems which express the large inductive dimension of a covering $X=\bigcup A_{\lambda}$ in terms of the large inductive dimension of the subspaces $A_{\lambda} \subset X$. The following sum theorem is very useful for us; its proof is tricky, but only relies only basic notations of set-theoretical topology [Pears 1975, Chapter 4, Proposition 4.13].

Proposition C.2. Suppose that $X$ is compact, and $X=A \cup B$ is a closed covering. If the intersection $A \cap B$ is at most zero-dimensional, and the subspaces have $\operatorname{Ind}(A), \operatorname{Ind}(B) \leq n$, then $\operatorname{Ind}(X) \leq n$.

From this we deduce the following fact, which, applied to $X_{i}=\operatorname{Max}\left(Y_{i}\right)$, enters in the proof of Proposition 4.5.

Proposition C.3. Suppose that $X$ is compact, and that $X=X_{1} \cup \cdots \cup X_{n}$ is a closed covering, where the $X_{i}$ are at most zero-dimensional. Then $X$ is at most zero-dimensional.

Proof. By induction it suffices to treat the case $n=2$. Since $X_{i}$ are at most zero-dimensional, the same holds for the subspace $X_{1} \cap X_{2} \subset X_{i}$. The spaces $X_{i}$ are compact, because they are closed inside the compact space $X$. According to Proposition C.1, we have $\operatorname{Ind}\left(X_{i}\right) \leq 0$. Proposition C. 2 yields $\operatorname{Ind}(X) \leq 0$, and Proposition C. 1 again tells us that $X$ is at most zero-dimensional.
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# The sixth moment of automorphic L-functions 

## Vorrapan Chandee and Xiannan Li

We consider the $L$-functions $L(s, f)$, where $f$ is an eigenform for the congruence subgroup $\Gamma_{1}(q)$. We prove an asymptotic formula for the sixth moment of this family of automorphic $L$-functions.

## 1. Introduction

Moments of $L$-functions are of great interest to analytic number theorists. For instance, for $\zeta(s)$ denoting the Riemann zeta function and

$$
I_{k}(T):=\int_{0}^{T}\left|\zeta\left(\frac{1}{2}+i t\right)\right|^{2 k} d t
$$

asymptotic formulae were proven for $k=1$ by Hardy and Littlewood and for $k=2$ by Ingham; see [Titchmarsh 1986, Chapter VII]. This work is closely related to zero density results and the distribution of primes in short intervals. More recently, moments of other families of $L$-functions have been studied for their numerous applications, including nonvanishing and subconvexity results. In many applications, it is important to develop technology which can understand such moments for larger $k$.

The behavior of moments for larger $k$ remain mysterious. However, recently there has been great progress in our understanding. First, good heuristics and conjectures on the behavior of $I_{k}(T)$ have appeared in the literature. To be precise, a folklore conjecture states that

$$
I_{k}(T) \sim c_{k} T(\log T)^{k^{2}}
$$

for constants $c_{k}$ depending on $k$, but the values of $c_{k}$ were unknown for general $k$ until the work of Keating and Snaith [2000], which related these moments to circular unitary ensembles and provided precise conjectures for $c_{k}$. The choice of group is consistent with the Katz-Sarnak philosophy [Katz and Sarnak 1999], which indicates that the symmetry group associated to this family should be unitary.

[^1]Based on heuristics for shifted divisor sums, Conrey and Ghosh [1998] derived a conjecture in the case $k=3$ and Conrey and Gonek [2001] derived a conjecture in the case $k=4$. In particular, the conjecture for the sixth moment is

$$
I_{3}(T) \sim 42 a_{3} \frac{T(\log T)^{9}}{9!}
$$

for some arithmetic factor $a_{3}$. Further conjectures, including lower order terms and cases of other symmetry groups, are available from the work of Conrey, Farmer, Keating, Rubinstein and Snaith [Conrey et al. 2005] as well as from the work of Diaconu, Goldfeld and Hoffstein [Diaconu et al. 2003].

In support of these conjectures, lower bounds of the right order of magnitude are available due to Rudnick and Soundararajan [2005], while good upper bounds of the right order of magnitude are available, conditionally on the Riemann hypothesis, due to Soundararajan [2009] and later improved by Harper [2013].

Despite this, verifications of the moment conjectures for high moments remain elusive. Typically, even going slightly beyong the fourth moment to obtain a twisted fourth moment is quite difficult, and there are few families for which this is known.

Quite recently, Conrey, Iwaniec and Soundararajan [Conrey et al. 2012] derived an asymptotic formula for the sixth moment of Dirichlet $L$-functions with a power saving error term. Instead of fixing the modulus $q$ and only averaging over primitive characters $\chi(\bmod q)$, they also averaged over the modulus $q \leq Q$, giving them a larger family of size $Q^{2}$. Further, they included a short average on the critical line. In particular, they showed that
$\begin{aligned} & \sum_{q \leq Q} \sum_{\chi(\bmod q)}^{*} \int_{-\infty}^{\infty}\left|L\left(\frac{1}{2}+i t, \chi\right)\right|^{6}\left|\Gamma\left(\frac{1}{4}+\frac{1}{2} i t\right)\right|^{6} d t \\ & \sim 42 b_{3} \frac{Q^{2}(\log Q)^{9}}{9!} \int_{-\infty}^{\infty}\left|\Gamma\left(\frac{1}{4}+\frac{1}{2} i t\right)\right|^{6} d t\end{aligned}$
for some constant $b_{3}$. This is consistent with the analogous conjecture for the Riemann zeta function above.

The authors of this paper subsequently derived an asymptotic formula for the eight moment of this family of $L$-functions, conditionally on the generalized Riemann hypothesis [Chandee and Li 2014], namely
$\sum_{q \leq Q} \sum_{\chi(\bmod q)}^{*} \int_{-\infty}^{\infty}\left|L\left(\frac{1}{2}+i t, \chi\right)\right|^{8}\left|\Gamma\left(\frac{1}{4}+\frac{1}{2} i t\right)\right|^{8} d t$

$$
\sim 24024 b_{4} \frac{Q^{2}(\log Q)^{16}}{16!} \int_{-\infty}^{\infty}\left|\Gamma\left(\frac{1}{4}+\frac{1}{2} i t\right)\right|^{8} d t
$$

for some constant $b_{4}$.
In this paper, we study a family of $L$-functions attached to automorphic forms on GL(2). To be more precise, let $S_{k}\left(\Gamma_{0}(q), \chi\right)$ be the space of cusp forms of weight
$k \geq 2$ for the group $\Gamma_{0}(q)$ and the nebentypus character $\chi(\bmod q)$, where

$$
\Gamma_{0}(q)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, a d-b c=1, c \equiv 0(\bmod q)\right\} .
$$

Also, let $S_{k}\left(\Gamma_{1}(q)\right)$ be the space of holomorphic cusp forms for the group

$$
\Gamma_{1}(q)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \right\rvert\, a d-b c=1, c \equiv 0(\bmod q), a \equiv d \equiv 1(\bmod q)\right\} .
$$

Note that $S_{k}\left(\Gamma_{1}(q)\right)$ is a Hilbert space with the Petersson's inner product

$$
\langle f, g\rangle=\int_{\Gamma_{1}(q) \backslash \nmid-} f(z) \bar{g}(z) y^{k-2} d x d y,
$$

and

$$
S_{k}\left(\Gamma_{1}(q)\right)=\bigoplus_{\chi(\bmod q)} S_{k}\left(\Gamma_{0}(q), \chi\right)
$$

Let $\mathcal{H}_{\chi} \subset S_{k}\left(\Gamma_{0}(q), \chi\right)$ be an orthogonal basis of $S_{k}\left(\Gamma_{0}(q), \chi\right)$ consisting of Hecke cusp forms, normalized so that the first Fourier coefficient is 1. For each $f \in \mathcal{H}_{\chi}$, we let $L(f, s)$ be the $L$-function associated to $f$, defined for $\operatorname{Re}(s)>1$ as

$$
\begin{equation*}
L(f, s)=\sum_{n \geq 1} \frac{\lambda_{f}(n)}{n^{s}}=\prod_{p}\left(1-\frac{\lambda_{f}(p)}{p^{s}}+\frac{\chi(p)}{p^{2 s}}\right)^{-1}, \tag{1-1}
\end{equation*}
$$

where $\left\{\lambda_{f}(n)\right\}$ are the Hecke eigenvalues of $f$. With our normalization, $\lambda_{f}(1)=1$. In general, the Hecke eigenvalues satisfy the Hecke relation

$$
\begin{equation*}
\lambda_{f}(m) \lambda_{f}(n)=\sum_{d \mid(m, n)} \chi(d) \lambda_{f}\left(\frac{m n}{d^{2}}\right) \tag{1-2}
\end{equation*}
$$

for all $m, n \geq 1$. We define the completed $L$-function as

$$
\begin{equation*}
\Lambda\left(f, \frac{1}{2}+s\right)=\left(\frac{q}{4 \pi^{2}}\right)^{s / 2} \Gamma\left(s+\frac{1}{2} k\right) L\left(f, \frac{1}{2}+s\right) \tag{1-3}
\end{equation*}
$$

which satisfies the functional equation

$$
\Lambda\left(f, \frac{1}{2}+s\right)=i^{k} \bar{\eta}_{f} \Lambda\left(\bar{f}, \frac{1}{2}-s\right),
$$

where $\left|\eta_{f}\right|=1$ when $f$ is a newform.
Suppose for each $f \in \mathcal{H}_{x}$ we have an associated number $\alpha_{f}$. Then we define the harmonic average of $\alpha_{f}$ over $\mathcal{H}_{x}$ to be

$$
\sum_{f \in \mathcal{H}_{x}}^{h} \alpha_{f}=\frac{\Gamma(k-1)}{(4 \pi)^{k-1}} \sum_{f \in \mathcal{H}_{x}} \frac{\alpha_{f}}{\|f\|^{2}} .
$$

Note that when the first coefficient $\lambda_{f}(1)=1,\|f\|^{2}$ is essentially the value of a certain $L$-function at 1 , and so on average, $\|f\|^{2}$ is constant. As in other works,
it is possible to remove the weighting by $\|f\|^{2}$ through what is now a standard argument.

We shall be interested in moments of the form

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ x(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{x}}^{h}\left|L\left(f, \frac{1}{2}\right)\right|^{2 k} .
$$

We note that the size of the family is around $q^{2}$. For prime level, $\eta_{f}$ can be expressed in terms of Gauss sums, and in particular we expect $\eta_{f}$ to equidistribute on the circle as $f$ varies over an orthogonal basis of $S_{k}\left(\Gamma_{1}(q)\right)$. Thus, we expect our family of $L$-functions to be unitary.

In this paper, we prove an asymptotic formula for the sixth moment; this will be the first time that the sixth moment of a family of $L$-functions over GL(2) has been understood. Following [Conrey et al. 2005], we have the following conjecture for the sixth moment of our family. We refer the reader to Appendix A for a brief derivation of the arithmetic factor in the conjecture.

Conjecture 1.1. Let $q$ be a prime number. As $q \rightarrow \infty$, we have

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ x(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{x}}^{h}\left|L\left(f, \frac{1}{2}\right)\right|^{6} \sim 42 \mathscr{C}_{3}\left(1-\frac{1}{q}\right)^{4}\left(1+\frac{4}{q}+\frac{1}{q^{2}}\right) C_{q}^{-1} \frac{(\log q)^{9}}{9!},
$$

where

$$
\begin{align*}
\mathscr{C}_{3} & :=\prod_{p} C_{p},  \tag{1-4}\\
C_{p} & :=\left(1+\frac{4}{p}+\frac{7}{p^{2}}-\frac{2}{p^{3}}+\frac{9}{p^{4}}-\frac{16}{p^{5}}+\frac{1}{p^{6}}-\frac{4}{p^{7}}\right)\left(1+\frac{1}{p}\right)^{-4} .
\end{align*}
$$

Iwaniec and Xiaoqing Li [2007] proved a large sieve result for this family, and Djankovic [2011] used their result to prove, for an odd integer $k \geq 3$ and prime $q$, that

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ \chi(-1)=-1}} \sum_{f \in \mathcal{H}_{\chi}}^{h}\left|L\left(f, \frac{1}{2}\right)\right|^{6} \ll q^{\varepsilon} .
$$

as $q \rightarrow \infty$. In this paper, we shall prove the following.
Theorem 1.2. Let $q$ be a prime and $k \geq 5$ be odd. Then, as $q \rightarrow \infty$, letting $\mathscr{C}_{3}$ and $C_{p}$ be as defined in (1-4), we have

$$
\begin{aligned}
\frac{2}{\phi(q)} & \sum_{\substack{x(\bmod q) \\
x(-1)=-1}} \sum_{f \in \mathcal{H}_{x}}^{h} \int_{-\infty}^{\infty}\left|\Lambda\left(f, \frac{1}{2}+i t\right)\right|^{6} d t \\
& \sim 42 \mathscr{C}_{3}\left(1-\frac{1}{q}\right)^{4}\left(1+\frac{4}{q}+\frac{1}{q^{2}}\right) C_{q}^{-1} \frac{(\log q)^{9}}{9!} \int_{-\infty}^{\infty}\left|\Gamma\left(\frac{1}{2} k+i t\right)\right|^{6} d t .
\end{aligned}
$$

In fact, we are able to prove this with an error term of $q^{-1 / 4}$, as opposed to the $q^{-1 / 10}$ error term in [Conrey et al. 2012]. The reason behind this superior error term is explained in the outline in Section 1A. In future work, we hope to extend our attention to the eighth moment.

The assumption that $k$ is odd implies that all $f \in \mathcal{H}_{\chi}$ are newforms. This is for convenience only and is not difficult to remove. Indeed, when $k$ is even, all $f \in \mathcal{H}_{\chi}$ are newforms except possibly when $\chi$ is the principal character and $f$ is induced by a cusp form of full level. We avoid this case for the sake of brevity. Similarly, the assumption that $k \geq 5$ simplifies parts of the calculation; it is possible to prove Theorem 1.2 for smaller $k$.

Since the $\Gamma$ function decays rapidly on vertical lines, the average over $t$ is fairly short. It is included for the same reason as in [Conrey et al. 2012; Chandee and Li 2014]: it allows us to avoid certain unbalanced sums in the computation of the moment. Although this appears to be a small technical change in the main statement, evaluating such moments without the short integration over $t$ is a significant challenge. Our theorem follows from the more general Theorem 2.5 for shifted moments in Section 2.

1A. Outline of the paper. To help orient the reader, we provide a sketch of the proof, and introduce the various sections of the paper. After applying the approximate functional equation developed in Section 3, the main object to be understood is roughly of the form

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ x(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{x}}^{h} \sum_{m, n \asymp q^{3 / 2}} \frac{\sigma_{3}(m) \sigma_{3}(n) \lambda_{f}(n) \overline{\lambda_{f}}(m)}{\sqrt{m n}} .
$$

In fact, since the coefficients $\lambda_{f}(n)$ are not completely multiplicative, the expression is significantly more complicated for the purpose of extracting main terms.

Applying Petersson's formula for the average over $f \in \mathcal{H}_{\chi}$ leads to diagonal terms $m=n$ which are evaluated fairly easily in Section 4A, as well as off-diagonal terms which involve sums of the form

$$
\sum_{m, n \asymp q^{3 / 2}} \frac{\sigma_{3}(m) \sigma_{3}(n)}{\sqrt{m n}} \frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ x(-1)=(-1)^{k}}} \sum_{c} S_{\chi}(m, n ; c q) J_{k-1}\left(\frac{4 \pi \sqrt{m n}}{c q}\right),
$$

where $S_{\chi}(m, n ; c q)$ is the Kloosterman sum defined in Lemma 2.3, and $J_{k-1}(x)$ is the $J$-Bessel function of order $k-1$.

Let us focus on the transition region for the Bessel function where $c \asymp q^{1 / 2}$, so that the conductor is a priori of size $q c \asymp q^{3 / 2}$. It is here that the addition average over
$\chi(\bmod q)$ comes into play. To be more precise, to understand the exponential sum

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ x(-1)=(-1)^{k}}} S_{\chi}(m, n ; c q),
$$

it suffices to understand

$$
\sum_{\substack{a(\bmod c q) \\ a \equiv 1(\bmod q)}}^{*} \mathrm{e}\left(\frac{a m+\bar{a} n}{c q}\right),
$$

which, assuming that $(c, q)=1$ and using the Chinese remainder theorem and reciprocity, is

$$
\mathrm{e}\left(\frac{m+n}{c q}\right) \sum_{a(\bmod c)}^{*} \mathrm{e}\left(\frac{\bar{q}(a-1) m+\bar{q}(\bar{a}-1) n}{c}\right)
$$

Note that $\mathrm{e}(x)=\exp (2 \pi i x)$. The factor $\mathrm{e}\left(\frac{m+n}{c q}\right)$ has small derivatives and may be treated as a smooth function, while the conductor of the rest of the exponential sum has decreased to $c \asymp q^{1 / 2}$. The details of these calculations are in Section 5.

This phenomenon of the drop in conductor appears in other examples. In the case of the sixth moment of Dirichlet $L$-functions in [Conrey et al. 2012], it occurs when replacing $q$ with the complementary divisor $(m-n) / q \asymp q^{1 / 2}$. It is quite interesting that the same drop in conductor occurs by seemingly very different mechanisms. However, note that when the complementary divisor is small, the ordered pair $(m, n)$ is forced to be in a narrow region. That this does not occur in our case is one of the reasons behind the superior error term in our result.

After the conductor drop, we apply Voronoi summation to the sum over $m$ and $n$ in Section 6. We need a version of Voronoi summation including shifts. The proof of this is essentially the same as the proof of the standard Voronoi summation formula for $\sigma_{3}(n)$ by Ivić [1997]. We state the result required in Appendix B.

After applying Voronoi, it is easy to guess which terms should contribute to the main terms and which terms should be error terms. The main terms are described in Proposition 6.1 and the error terms are bounded in Proposition 6.2. Essentially, we expect the main terms to be a sum of products of 9 factors of $\zeta$, the same as the diagonal contribution but with permutations in the shifts, as in Theorem 2.5. This is by no means immediately visible from the expression in Proposition 6.1. Indeed, it takes some effort to see that we get the right number of $\zeta$ factors. Along the way, we use, among other things, a calculation of Iwaniec and Xiaoqing Li in [Iwaniec and Li 2007]. This is done in Section 7. In order to finish the verifications, we need to check that the local factors of two expressions agree. The details here are standard but intricate, and are provided in Appendix A.

Finally, the error terms from Voronoi summation are bounded in Section 8. Here, one needs to show that the dual sums from Voronoi summation are essentially quite short, which is related to the reduction in conductor from $c q$ to $c$ earlier.

## 2. Notation and the shifted sixth moment

We begin with some notation. Let $\boldsymbol{\alpha}:=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ and $\boldsymbol{\beta}:=\left(\beta_{1}, \beta_{2}, \beta_{3}\right)$. For a complex number $s$, we write $\boldsymbol{\alpha}+s:=\left(\alpha_{1}+s, \alpha_{2}+s, \alpha_{3}+s\right)$. We define

$$
\begin{align*}
\delta(\boldsymbol{\alpha}, \boldsymbol{\beta}) & :=\frac{1}{2} \sum_{j=1}^{3}\left(\alpha_{j}-\beta_{j}\right)  \tag{2-1}\\
G(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) & :=\prod_{j=1}^{3} \Gamma\left(s+\frac{1}{2}(k-1)+\alpha_{j}\right) \Gamma\left(s+\frac{1}{2}(k-1)-\beta_{j}\right), \tag{2-2}
\end{align*}
$$

and

$$
\begin{equation*}
\Lambda(f, s ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\prod_{j=1}^{3} \Lambda\left(f, s+\alpha_{j}\right) \Lambda\left(\bar{f}, s-\beta_{j}\right) \tag{2-3}
\end{equation*}
$$

Note that we have

$$
\begin{align*}
\Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta}) & =\Lambda\left(f, \frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) \\
& =\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} G\left(\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) \prod_{j=1}^{3} L\left(f, \frac{1}{2}+\alpha_{j}\right) L\left(\bar{f}, \frac{1}{2}-\beta_{j}\right) . \tag{2-4}
\end{align*}
$$

We define the shifted $k$-divisor function by

$$
\begin{equation*}
\sigma_{k}\left(n ; \alpha_{1}, \ldots, \alpha_{k}\right)=\sum_{n_{1} n_{2} \cdots n_{k}=n} n_{1}^{-\alpha_{1}} n_{2}^{-\alpha_{2}} \cdots n_{k}^{-\alpha_{k}} . \tag{2-5}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathscr{B}(a, b ; \boldsymbol{\alpha}):=\frac{\mu(a) \sigma_{3}\left(b ; \alpha_{1}+\alpha_{2}, \alpha_{2}+\alpha_{3}, \alpha_{3}+\alpha_{1}\right)}{a^{\alpha_{1}+\alpha_{2}+\alpha_{3}}} . \tag{2-6}
\end{equation*}
$$

Next we need the following lemmas, which help us generate the conjecture of the sixth moment, namely

$$
\begin{equation*}
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ x(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{x}}^{h} \Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta}) . \tag{2-7}
\end{equation*}
$$

Lemma 2.1. We have

$$
\sigma_{2}\left(n_{1} n_{2} ; \alpha_{1}, \alpha_{2}\right)=\sum_{d \mid\left(n_{1}, n_{2}\right)} \mu(d) d^{-\alpha_{1}-\alpha_{2}} \sigma_{2}\left(\frac{n_{1}}{d} ; \alpha_{1}, \alpha_{2}\right) \sigma_{2}\left(\frac{n_{2}}{d} ; \alpha_{1}, \alpha_{2}\right) .
$$

Proof. Since both sides are multiplicative functions, it is enough to prove the lemma when $n_{1} n_{2}$ is a prime power. We set $n_{1}=p^{a}$ and $n_{2}=p^{b}$, where $1 \leq a \leq b$. Then

$$
\begin{align*}
\sigma_{2}\left(p^{a} p^{b} ; \alpha_{1}, \alpha_{2}\right)= & \sum_{0 \leq k \leq a} \mu\left(p^{k}\right) p^{-k\left(\alpha_{1}+\alpha_{2}\right)} \sigma_{2}\left(p^{a-k} ; \alpha_{1}, \alpha_{2}\right) \sigma_{2}\left(p^{b-k} ; \alpha_{1}, \alpha_{2}\right) \\
= & \sigma_{2}\left(p^{a} ; \alpha_{1}, \alpha_{2}\right) \sigma_{2}\left(p^{b} ; \alpha_{1}, \alpha_{2}\right) \\
& \quad-p^{-\left(\alpha_{1}+\alpha_{2}\right)} \sigma_{2}\left(p^{a-1} ; \alpha_{1}, \alpha_{2}\right) \sigma_{2}\left(p^{b-1} ; \alpha_{1}, \alpha_{2}\right) \tag{2-8}
\end{align*}
$$

On the other hand,

$$
\sigma_{2}\left(p^{n} ; \alpha_{1}, \alpha_{2}\right)=\sum_{\ell=0}^{n} p^{-\ell \alpha_{1}} p^{-(n-\ell) \alpha_{2}}=p^{-n \alpha_{2}} \frac{1-1 / p^{(n+1)\left(\alpha_{1}-\alpha_{2}\right)}}{1-1 / p^{\alpha_{1}-\alpha_{2}}}
$$

and the lemma follows by substituting the above formula into (2-8).
We write the product of $L$-functions in terms of Dirichlet series in the next lemma.

Lemma 2.2. Let $L(f, w)$ be an L-function in $\mathcal{H}_{\chi}$. For $\operatorname{Re}\left(s+\alpha_{i}\right)>1$, we have

$$
\begin{aligned}
L\left(f, s+\alpha_{1}\right) L\left(f, s+\alpha_{2}\right) L(f, s & \left.+\alpha_{3}\right) \\
& =\sum_{a, b \geq 1} \sum_{n \geq 1} \frac{\chi(a b) \mathscr{B}(a, b ; \boldsymbol{\alpha})}{(a b)^{2 s}} \sum_{n \geq 1} \frac{\lambda_{f}(a n) \sigma_{3}(n ; \boldsymbol{\alpha})}{(a n)^{s}}
\end{aligned}
$$

Proof. From the Hecke relation (1-2) and Lemma 2.1, we have

$$
\begin{align*}
L\left(f, s+\alpha_{1}\right) & L\left(f, s+\alpha_{2}\right) L\left(f, s+\alpha_{3}\right) \\
= & \sum_{n_{1} \geq 1} \frac{\lambda_{f}\left(n_{1}\right)}{n_{1}^{s+\alpha_{1}}} \sum_{d \geq 1} \frac{\chi(d)}{d^{2 s+\alpha_{2}+\alpha_{3}}} \sum_{j \geq 1} \frac{\lambda_{f}(j) \sigma_{2}\left(j ; \alpha_{2}, \alpha_{3}\right)}{j^{s}} \\
= & \sum_{d \geq 1} \frac{\chi(d)}{d^{2 s+\alpha_{2}+\alpha_{3}}} \sum_{n_{1}, j \geq 1} \sum_{i \geq 1} \frac{\sigma_{2}\left(j ; \alpha_{2}, \alpha_{3}\right)}{n_{1}^{s+\alpha_{1}} j^{s}} \sum_{e \mid\left(n_{1}, j\right)} \chi(e) \lambda_{f}\left(\frac{j n_{1}}{e^{2}}\right) \\
= & \sum_{a \geq 1} \frac{\mu(a) \chi(a)}{a^{2 s+\alpha_{1}+\alpha_{2}+\alpha_{3}}} \sum_{d, e \geq 1} \sum \frac{\chi(d e) \sigma_{2}\left(e ; \alpha_{2}, \alpha_{3}\right)}{(d e)^{2 s} d^{\alpha_{2}+\alpha_{3}} e^{\alpha_{1}}} \\
& \times \sum_{j, n_{1} \geq 1} \sum_{a \geq 1} \frac{\lambda_{f}\left(n_{1} j a\right) \sigma_{2}\left(j ; \alpha_{2}, \alpha_{3}\right)}{\left(a j n_{1}\right)^{s} n_{1}^{\alpha_{1}}} \\
= & \sum_{a \geq 1} \frac{\mu(a) \chi(a)}{a^{2 s+\alpha_{1}+\alpha_{2}+\alpha_{3}} \sum_{b \geq 1} \frac{\chi(b) \sigma_{3}\left(b ; \alpha_{1}+\alpha_{2}, \alpha_{2}+\alpha_{3}, \alpha_{3}+\alpha_{1}\right)}{b^{2 s}}} \\
& \times \sum_{n \geq 1} \frac{\lambda_{f}(a n) \sigma_{3}\left(n ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right)}{(a n)^{s}} . \tag{2-9}
\end{align*}
$$

This completes the lemma.

Lemma 2.3. The orthogonality relation for Dirichlet characters is

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q)  \tag{2-10}\\ \chi(-1)=(-1)^{k}}} \chi(m) \bar{\chi}(n)= \begin{cases}1 & \text { if } m \equiv n(\bmod q),(m n, q)=1, \\ (-1)^{k} & \text { if } m \equiv-n(\bmod q),(m n, q)=1, \\ 0 & \text { otherwise. } .\end{cases}
$$

Petersson's formula gives

$$
\begin{equation*}
\sum_{f \in \mathcal{H}_{\chi}}^{h} \bar{\lambda}_{f}(m) \lambda_{f}(n)=\delta_{m=n}+\sigma_{\chi}(m, n), \tag{2-11}
\end{equation*}
$$

where

$$
\begin{aligned}
\sigma_{\chi}(m, n) & =2 \pi i^{-k} \sum_{c \equiv 0(\bmod q)} c^{-1} S_{\chi}(m, n ; c) J_{k-1}\left(\frac{4 \pi}{c} \sqrt{m n}\right) \\
& =2 \pi i^{-k} \sum_{c=1}^{\infty}(c q)^{-1} S_{\chi}(m, n ; c q) J_{k-1}\left(\frac{4 \pi}{c q} \sqrt{m n}\right),
\end{aligned}
$$

and $S_{\chi}$ is the Kloosterman sum defined by

$$
S_{\chi}(m, n ; c q)=\sum_{a \bar{a} \equiv 1(\bmod c q)} \chi(a) \mathrm{e}\left(\frac{a m+\bar{a} n}{c q}\right) .
$$

From Lemma 2.2, we have that

$$
\begin{align*}
& \prod_{i=1}^{3} L\left(f, s+\alpha_{i}\right) L\left(f, s-\beta_{i}\right) \\
&=\sum_{a_{1}, b_{1}, a_{2}, b_{2} \geq 1} \sum \sum \frac{\chi\left(a_{1} b_{1}\right) \bar{\chi}\left(a_{2} b_{2}\right) \mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right) \mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{\left(a_{1} b_{1} a_{2} b_{2}\right)^{2 s}} \\
& \times \sum_{n, m \geq 1} \sum \frac{\lambda_{f}\left(a_{1} n\right) \overline{\lambda_{f}}\left(a_{2} m\right) \sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{1} n a_{2} m\right)^{s}} . \tag{2-12}
\end{align*}
$$

By the orthogonality relation of Dirichlet characters and Petersson's formula in Lemma 2.3, a naive guess might be that the main contribution comes from the diagonal terms $a_{1} b_{1}=a_{2} b_{2}$ and $a_{1} n=a_{2} m$, where $\left(a_{i} b_{i}, q\right)=1$, which is

$$
\mathcal{C}(s, \boldsymbol{\alpha}, \boldsymbol{\beta}):=
$$

$$
\begin{equation*}
\sum \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2}, b_{2}, n \geq 1 \\ a_{2}=a_{2}=\\ a_{1} a_{1}=a_{2} b_{2} \\\left(a_{i}, q\right)=\left(b_{j}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{\left(a_{1} b_{1}\right)^{2 s}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{\left(a_{2} b_{2}\right)^{2 s}} \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{1} n\right)^{s}\left(a_{2} m\right)^{s}} \tag{2-13}
\end{equation*}
$$

for $\operatorname{Re}(s)$ large enough. This can be written as the Euler product

$$
\mathcal{C}(s, \boldsymbol{\alpha}, \boldsymbol{\beta})=\prod_{p} \mathcal{C}_{p}(s, \boldsymbol{\alpha}, \boldsymbol{\beta}),
$$

where for $p \neq q$,

$$
\begin{align*}
& \mathcal{C}_{p}(s, \boldsymbol{\alpha}, \boldsymbol{\beta}):= \\
& \sum \sum_{\substack{r_{1}, t_{1}, r_{2}, t_{2}, u_{1}, u_{2} \geq 0 \\
r_{1}+u_{1}>r_{2}+u_{2} \\
r_{1}+t_{1}=r_{2}+t_{2}}} \sum \frac{\mathscr{B}\left(p^{r_{1}}, p^{t_{1}} ; \boldsymbol{\alpha}\right)}{p^{2 s\left(r_{1}+t_{1}\right)}} \frac{\mathscr{B}\left(p^{r_{2}}, p^{t_{2}} ;-\boldsymbol{\beta}\right)}{p^{2 s\left(r_{2}+t_{2}\right)}}  \tag{2-14}\\
& \times \frac{\sigma_{3}\left(p^{u_{1}} ; \boldsymbol{\alpha}\right) \sigma_{3}\left(p^{u_{2}} ;-\boldsymbol{\beta}\right)}{p^{s\left(r_{1}+u_{1}\right)} p^{s\left(r_{2}+u_{2}\right)}},
\end{align*}
$$

and for $p=q$,

$$
\begin{equation*}
\mathcal{C}_{q}(s, \boldsymbol{\alpha}, \boldsymbol{\beta}):=\sum_{u \geq 0} \frac{\sigma_{3}\left(q^{u} ; \boldsymbol{\alpha}\right) \sigma_{3}\left(q^{u} ;-\boldsymbol{\beta}\right)}{q^{2 u s}} . \tag{2-15}
\end{equation*}
$$

Next, for $\zeta_{p}(w):=\left(1-1 / p^{w}\right)^{-1}$, let

$$
\begin{align*}
\mathcal{Z}_{p}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) & :=\prod_{i=1}^{3} \prod_{j=1}^{3} \zeta_{p}\left(2 s+\alpha_{i}-\beta_{j}\right),  \tag{2-16}\\
\mathcal{Z}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) & :=\prod_{i=1}^{3} \prod_{j=1}^{3} \zeta\left(2 s+\alpha_{i}-\beta_{j}\right) .
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{A}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\mathcal{C}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{Z}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})^{-1}=\prod_{p} \mathcal{C}_{p}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{Z}_{p}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})^{-1} \tag{2-17}
\end{equation*}
$$

We define

$$
\begin{equation*}
\mathcal{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} G\left(\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) \mathcal{A} \mathcal{Z}\left(\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) . \tag{2-18}
\end{equation*}
$$

When $\operatorname{Re}\left(\alpha_{i}\right), \operatorname{Re}\left(\beta_{i}\right) \ll 1 / \log q$, the term $\mathcal{A}\left(\frac{1}{2}, \boldsymbol{\alpha}, \boldsymbol{\beta}\right)$ is absolutely convergent. Now, let $S_{j}$ be the permutation group of $j$ variables. Based on the analysis of the diagonal contribution, we expect $\mathcal{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ to be a part of the average in (2-7), and we also notice that the expression $\mathcal{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is fixed by the action of $S_{3} \times S_{3}$. Since we expect our final answer to be symmetric under the full group $S_{6}$, we sum over the cosets $S_{6} /\left(S_{3} \times S_{3}\right)$. In fact, the method of Conrey, Farmer, Keating, Rubinstein and Snaith [Conrey et al. 2005] gives the following conjecture for the average of $\Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta})$.

Conjecture 2.4. Assume that $\boldsymbol{\alpha}, \boldsymbol{\beta}$ satisfy

$$
\begin{aligned}
\operatorname{Re}\left(\alpha_{i}\right), \operatorname{Re}\left(\beta_{i}\right) & \ll \frac{1}{\log q}, \\
\operatorname{Im}\left(\alpha_{i}\right), \operatorname{Im}\left(\beta_{i}\right) & <q^{1-\varepsilon} .
\end{aligned}
$$

We have

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{\substack{\mathcal{H}_{x}}}^{h} \Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{\pi \in S_{6} /\left(S_{3} \times S_{3}\right)} \mathcal{M}(q ; \pi(\boldsymbol{\alpha}, \boldsymbol{\beta}))\left(1+O\left(q^{-1 / 2+\varepsilon}\right)\right),
$$

where we define $\pi(\boldsymbol{\alpha}, \boldsymbol{\beta})=\pi\left(\alpha_{1}, \ldots, \alpha_{k}, \beta_{1}, \ldots, \beta_{k}\right)$ for $\pi \in S_{2 k}$, where $\pi$ acts on the $2 k$-tuple ( $\alpha_{1}, \ldots, \alpha_{k}, \beta_{1}, \ldots, \beta_{k}$ ) as usual.

We also write $\pi(\boldsymbol{\alpha}, \boldsymbol{\beta})=(\pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))$ by an abuse of notation, where $\pi(\boldsymbol{\alpha}, \boldsymbol{\beta})$ is as above. Our main goal is to find an asymptotic formula for

$$
\begin{equation*}
\mathcal{M}_{6}(q):=\frac{2}{\phi(q)} \sum_{\substack{(\bmod q) \\ x(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{x}}^{h} \int_{-\infty}^{\infty} \Lambda(f ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t) d t, \tag{2-19}
\end{equation*}
$$

and we will prove the following result.
Theorem 2.5. Let $q$ be prime and $k \geq 5$ be odd. For $\alpha_{i}, \beta_{j} \ll \frac{1}{\log q}$, we have that

$$
\mathcal{M}_{6}(q)=\int_{-\infty}^{\infty} \sum_{\pi \in S_{6} /\left(S_{3} \times S_{3}\right)} \mathcal{M}(q, \pi(\boldsymbol{\alpha})+i t, \pi(\boldsymbol{\beta})+i t) d t+O\left(q^{-1 / 4+\varepsilon}\right)
$$

We note that as the shifts go to 0 , the main term of this moment is of the size $(\log q)^{9}$, and we derive Theorem 1.2. We refer the reader to [Conrey et al. 2005] for the details of this type of calculation.

## 3. Approximate functional equation

In this section, we prove an approximate functional equation for the product of $L$-functions. Let

$$
H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\prod_{j=1}^{3} \prod_{\ell=1}^{3}\left(s^{2}-\left(\frac{\alpha_{j}-\beta_{\ell}}{2}\right)^{2}\right)^{3}
$$

and define, for any $\xi>0$,

$$
W(\xi ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{1}{2 \pi i} \int_{(1)} G\left(\frac{1}{2}+s ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \xi^{-s} \frac{d s}{s} .
$$

Moreover, let $\Lambda_{0}(f, \boldsymbol{\alpha}, \boldsymbol{\beta})$ be

$$
\begin{align*}
&\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\alpha, \beta)} \sum_{a_{1}, b_{1}, a_{2}, b_{2} \geq 1} \frac{\sum_{1}}{} \frac{\chi\left(a_{1} b_{1}\right) \mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1} b_{1}} \frac{\bar{\chi}\left(a_{2} b_{2}\right) \mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2} b_{2}} \\
& \times \sum_{n, m \geq 1} \sum_{f} \frac{\lambda_{f}\left(a_{1} n\right) \sigma_{3}(n ; \boldsymbol{\alpha})}{\left(a_{1} n\right)^{1 / 2}} \frac{\overline{\lambda_{f}}\left(a_{2} m\right) \sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{2} m\right)^{1 / 2}} \\
& \times W\left(\frac{(2 \pi)^{6} a_{1}^{3} b_{1}^{2} a_{2}^{3} b_{2}^{2} n m}{q^{3}} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) . \tag{3-1}
\end{align*}
$$

Lemma 3.1. We have

$$
H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\Lambda_{0}(f, \boldsymbol{\alpha}, \boldsymbol{\beta})+\Lambda_{0}(f, \boldsymbol{\beta}, \boldsymbol{\alpha})
$$

Proof. We consider

$$
I:=\frac{1}{2 \pi i} \int_{(1)} \Lambda\left(f, s+\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \frac{d s}{s} .
$$

Moving the contour integral to $(-1)$, we obtain that

$$
\begin{aligned}
I & =\Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta}) H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\frac{1}{2 \pi i} \int_{(-1)} \Lambda\left(f, s+\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \frac{d s}{s} \\
& =\Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta}) H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta})-\frac{1}{2 \pi i} \int_{(1)} \Lambda\left(f,-s+\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) H(-s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \frac{d s}{s}
\end{aligned}
$$

By the functional equation, we have $\Lambda\left(f, s+\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right)=\Lambda\left(f,-s+\frac{1}{2} ; \boldsymbol{\beta}, \boldsymbol{\alpha}\right)$. Moreover, $H$ is an even function, and $H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})=H(s ; \boldsymbol{\beta}, \boldsymbol{\alpha})$. Therefore,

$$
\begin{aligned}
\Lambda(f ; \boldsymbol{\alpha}, \boldsymbol{\beta}) H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{1}{2 \pi i} \int_{(1)} \Lambda(f & \left.f+\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \frac{d s}{s} \\
& \quad+\frac{1}{2 \pi i} \int_{(1)} \Lambda\left(f, s+\frac{1}{2} ; \boldsymbol{\beta}, \boldsymbol{\alpha}\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \frac{d s}{s}
\end{aligned}
$$

The lemma follows after writing $\Lambda$ as a product of $L$-functions and Gamma functions and using Lemma 2.2.

Next, we let

$$
V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}(\xi, \eta ; \mu)=\left(\frac{\mu}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} \int_{-\infty}^{\infty}\left(\frac{\eta}{\xi}\right)^{i t} W\left(\frac{\xi \eta\left(4 \pi^{2}\right)^{3}}{\mu^{3}} ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t\right) d t
$$

and

$$
\begin{align*}
& \Lambda_{1}(f ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\sum \sum_{a_{1}, b_{1}, a_{2}, b_{2} \geq 1} \sum \frac{\chi\left(a_{1} b_{1}\right) \mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1} b_{1}} \frac{\bar{\chi}\left(a_{2} b_{2}\right) \mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2} b_{2}} \\
& \quad \times \sum_{n, m \geq 1} \sum_{f} \frac{\lambda_{f}\left(a_{1} n\right) \sigma_{3}(n ; \boldsymbol{\alpha})}{\left(a_{1} n\right)^{1 / 2}} \frac{\overline{\lambda_{f}}\left(a_{2} m\right) \sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{2} m\right)^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right) . \tag{3-2}
\end{align*}
$$

Lemma 3.2. With notation as above, we have

$$
H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \int_{-\infty}^{\infty} \Lambda(f ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t) d t=\Lambda_{1}(f ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\Lambda_{1}(f ; \boldsymbol{\beta}, \boldsymbol{\alpha})
$$

The proof follows easily from Lemma 3.1.
Remark. The integration over $t$ is added so that the main contribution comes from when $a_{1}^{3} b_{1}^{2} n \ll q^{3 / 2+\varepsilon}$ and $a_{2}^{3} b_{2}^{2} m \ll q^{3 / 2+\varepsilon}$, as we will see from Lemma 3.3 below. Without the integration over $t$, the ranges of $a_{i}, b_{j}, m, n$ that we need to consider
satisfy the weaker condition $a_{1}^{3} b_{1}^{2} n a_{2}^{3} b_{2}^{2} m \ll q^{3+\varepsilon}$, and the proof presented here does not extend to this range.

Lemma 3.3. If $\xi$ or $\eta \gg q^{3 / 2+\varepsilon}$, then for any $A>1$, we have

$$
V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}(\xi, \eta ; q) \ll q^{-A}
$$

where the implied constant depends on $\varepsilon$ and $A$.
Proof. From the definition of $W$ and $V$ and a change of variables $(s+i t=w$, $s-i t=z$ ), we can write $V_{\alpha, \boldsymbol{\beta}}(\xi, \eta ; \mu)$ as

$$
\begin{aligned}
& \left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} \frac{4 \pi}{(2 \pi i)^{2}} \int_{(0)} \prod_{j=1}^{3} \Gamma\left(w+\frac{1}{2}(k-1)+\alpha_{j}\right)\left(\frac{q^{3 / 2}}{\left(4 \pi^{2}\right)^{3 / 2} \xi}\right)^{w} \\
& \quad \times \int_{(1)} \prod_{j=1}^{3} \Gamma\left(z+\frac{1}{2}(k-1)-\beta_{j}\right)\left(\frac{q^{3 / 2}}{\left(4 \pi^{2}\right)^{3 / 2} \eta}\right)^{z} H\left(\frac{1}{2}(z+w) ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) \frac{d z d w}{z+w} .
\end{aligned}
$$

When $\xi \gg q^{3 / 2+\varepsilon}$, we move the contour integral over $w$ to the far right, and similarly, when $\eta \gg q^{3 / 2+\varepsilon}$, we move the contour integral over $z$ to the far right. The lemma then follows.

## 4. Setup for the proof of Theorem 2.5 and diagonal terms

From Lemma 3.2, we have that for $\alpha_{i}, \beta_{i} \ll 1 / \log q$,

$$
H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{M}_{6}(q)=\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{\chi}}^{h}\left\{\Lambda_{1}(f ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\Lambda_{1}(f ; \boldsymbol{\beta}, \boldsymbol{\alpha})\right\}
$$

Therefore, to evaluate $\mathcal{M}_{6}(q)$, it is sufficient to compute asymptotically

$$
\begin{equation*}
\mathscr{M}_{1}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{H}_{\chi}}^{h} \Lambda_{1}(f ; \boldsymbol{\alpha}, \boldsymbol{\beta}) . \tag{4-1}
\end{equation*}
$$

Applying Petersson's formula, we obtain

$$
\sum_{f \in \mathcal{H}_{\chi}}^{h} \bar{\lambda}_{f}\left(a_{2} m\right) \lambda_{f}\left(a_{1} n\right)=\delta_{a_{2} m=a_{1} n}+\sigma_{\chi}\left(a_{2} m, a_{1} n\right)
$$

where $\sigma_{\chi}\left(a_{2} m, a_{1} n\right)$ is defined as in Lemma 2.3. We then write

$$
\begin{equation*}
\mathscr{M}_{1}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \tag{4-2}
\end{equation*}
$$

where $\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is the diagonal contribution from $\delta_{a_{2} m=a_{1} n}$, and $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is the contribution from $\sigma_{\chi}\left(a_{2} m, a_{1} n\right)$.

In Section 4A, we show that the term $\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ contributes one of the twenty terms in Conjecture 2.4, namely the term corresponding to $\mathcal{M}(q ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t)$. Moreover, $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ gives another nine terms in the conjecture, namely those transpositions in $S_{6} / S_{3} \times S_{3}$ which switch $\alpha_{i}$ and $\beta_{j}$ for a fixed $i, j=1,2,3$. We explicitly work out one of these terms in Proposition 6.1. Similarly, $\mathscr{D}(q ; \boldsymbol{\beta}, \boldsymbol{\alpha})$ gives rise to the term corresponding to $\mathcal{M}(q ; \boldsymbol{\beta}+i t, \boldsymbol{\alpha}+i t)$, and the last nine expressions arise from $\mathscr{K}(q ; \boldsymbol{\beta}, \boldsymbol{\alpha})$.

4A. Evaluating the diagonal terms $\mathscr{D}(\boldsymbol{q} ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. Recall that

$$
\begin{aligned}
& \mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi(-1)=(-1)^{k}}} \sum \sum \sum \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2}, m, n \geq 1 \\
a_{1} n=a_{2} m}} \sum \chi\left(a_{1} b_{1}\right) \bar{\chi}\left(a_{2} b_{2}\right) \\
& \quad \times \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1} b_{1}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2} b_{2}} \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{1} n\right)^{1 / 2}\left(a_{2} m\right)^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right) .
\end{aligned}
$$

We compute the diagonal contribution in the following lemma.
Lemma 4.1. With the same notation as above, we have

$$
\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \int_{-\infty}^{\infty} \mathcal{M}(q ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t) d t+O\left(q^{-3 / 4+\varepsilon}\right) .
$$

Proof. We apply the orthogonality relation for Dirichlet characters in (2-10) and obtain that for $\left(a_{i} b_{i}, q\right)=1$,

$$
\frac{2}{\phi(q)} \sum_{\substack{x(\bmod q) \\ \chi(-1)=(-1)^{k}}} \chi\left(a_{1} b_{1}\right) \bar{\chi}\left(a_{2} b_{2}\right)= \begin{cases}1 & \text { if } a_{1} b_{1} \equiv a_{2} b_{2}(\bmod q), \\ (-1)^{k} & \text { if } a_{1} b_{1} \equiv-a_{2} b_{2}(\bmod q), \\ 0 & \text { otherwise. }\end{cases}
$$

When $a_{1} b_{1} \geq q / 4$ or $a_{2} b_{2} \geq q / 4$, we have that $a_{1}^{3} b_{1}^{2} n \geq q^{2} / 16$ or $a_{2}^{3} b_{2}^{2} m \geq q^{2} / 16$. From Lemma 3.3, $V_{\alpha, \beta}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right) \ll q^{-A}$ in that range, so the contribution from these terms is negligible. Hence the main contribution from $\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ comes from the terms with $a_{1} b_{1}=a_{2} b_{2}$ when $\left(a_{i} b_{i}, q\right)=1$, and

$$
\begin{aligned}
& \mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\sum \sum \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2}, m, n \geq 1 \\
a_{1}, a_{2} m \\
a_{1} b_{1} a_{2} b_{2} b_{2} \\
\left(a_{i} b_{i}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1} b_{1}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2} b_{2}} \\
& \times \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{1} n\right)^{1 / 2}\left(a_{2} m\right)^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right)+O\left(q^{-A}\right) .
\end{aligned}
$$

Since $a_{1} b_{1}=a_{2} b_{2}$ and $a_{1} n=a_{2} m, a_{1}^{3} b_{1}^{2} n=a_{2}^{3} b_{2}^{2} m$. Therefore, $\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ can be written as

$$
\begin{aligned}
& \frac{1}{2 \pi i}\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} \int_{-\infty}^{\infty} \int_{(1)} G\left(\frac{1}{2}+s ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t\right) \\
& \times H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})\left(\frac{q}{4 \pi^{2}}\right)^{3 s} \mathcal{A Z}\left(\frac{1}{2}+s, \boldsymbol{\alpha}, \boldsymbol{\beta}\right) \frac{d s}{s} d t
\end{aligned}
$$

where we have used equations (2-13)-(2-17).
Note that $\mathcal{A}(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is absolutely convergent when $\operatorname{Re}(s)>\frac{1}{4}+\varepsilon$. Furthermore, the pole at $s=-\frac{1}{2}\left(\alpha_{i}-\beta_{j}\right)$ from the zeta factor $\mathcal{Z}\left(\frac{1}{2}+s ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right)$ is canceled by the zero at the same point from $H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. Thus, in the region $\operatorname{Re}(s)>-\frac{1}{4}+\varepsilon$, the integrand is analytic except for a simple pole at $s=0$. Moving the line of integration to $\operatorname{Re}(s)=-\frac{1}{4}+\varepsilon$, we obtain that $\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is

$$
\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} \int_{-\infty}^{\infty} G\left(\frac{1}{2} ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t\right) H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{A} \mathcal{Z}\left(\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) d t+O\left(q^{-3 / 4+\varepsilon}\right)
$$

The lemma now follows from (2-18) and $\mathcal{A Z}\left(\frac{1}{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right)=\mathcal{A Z}\left(\frac{1}{2} ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t\right)$.

## 5. Setup for the off-diagonal terms $\mathscr{K}(q ; \alpha, \beta)$

Define $\mathcal{K} f=i^{-k} f+i^{k} \bar{f}$. If $g$ is a real function, then $g \mathcal{K} f=\mathcal{K}(g f)$. Applying the orthogonality relation for $\chi$ from (2-10) to $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$, we obtain that

$$
\begin{aligned}
\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})= & 2 \pi \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1} b_{1}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2} b_{2}} \\
& \times \sum_{n, m \geq 1} \sum \frac{\sigma_{3}(n ; \boldsymbol{\alpha})}{\left(a_{1} n\right)^{1 / 2}} \frac{\sigma_{3}(m ;-\boldsymbol{\beta})}{\left(a_{2} m\right)^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right) \\
& \times \sum_{c=1}^{\infty} \frac{1}{c q} J_{k-1}\left(\frac{4 \pi}{c q} \sqrt{a_{2} m a_{1} n}\right) \mathcal{K} \sum_{\substack{a(\bmod c q) \\
a \equiv a_{1} b_{1} a_{2} b_{2}(\bmod q)}}^{*} \mathrm{e}\left(\frac{a a_{2} m+\bar{a} a_{1} n}{c q}\right),
\end{aligned}
$$

where $\sum^{*}$ denotes a sum over reduced residues. Let $f$ be a smooth partition of unity such that

$$
\sum_{M}^{d} f\left(\frac{m}{M}\right)=1
$$

where $f$ is supported in $\left[\frac{1}{2}, 3\right]$ and $\sum_{M}^{d}$ denotes a dyadic sum over $M=2^{k}, k \geq 0$.
Rearranging the sum, we have
Rearranging the sum, we have

$$
\begin{aligned}
\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{2 \pi}{q} \sum \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} & \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} S(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta}),
\end{aligned}
$$

where

$$
\begin{align*}
S(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta}):= & \sum_{c=1}^{\infty} \frac{1}{c} \sum_{m, n \geq 1} \sum^{\mathcal{F}(\boldsymbol{a}, \boldsymbol{b}, m, n, c):=} \begin{array}{l}
\sigma_{3}(n ; \boldsymbol{a}, \boldsymbol{b}, m, n, c) \sigma_{3}(m ;-\boldsymbol{\beta}) \\
n^{1 / 2} m^{1 / 2} \\
\mathcal{F}(\boldsymbol{a}, \boldsymbol{b}, m, n, c), \\
\\
\times \mathcal{K} \sum_{a \equiv \frac{a}{a_{1} b_{1} a_{2} b_{2}(\bmod c q)}}^{*} \mathrm{e}\left(\frac{a a_{2} m+\bar{a} a_{1} n}{c q}\right) J_{k-1}\left(\frac{4 \pi}{c q} \sqrt{a_{2} m a_{1} n}\right), \\
\mathcal{G}(\boldsymbol{a}, \boldsymbol{b}, m, n, c):= \\
V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right) f\left(\frac{m}{M}\right) f\left(\frac{n}{N}\right) .
\end{array} .
\end{align*}
$$

As described in the outline of the paper, we now endeavor to compute $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$.
We write

$$
\begin{equation*}
\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \tag{5-3}
\end{equation*}
$$

letting $\mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ represent the contribution from the sum over $c<C$, where $C=\sqrt{a_{1} a_{2} M N} / q^{2 / 3}$, and $\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ the rest. We show that the contribution from $\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is small in Section 5 A . This is possible by the decay of the Bessel functions, and such a truncation bounds the size of the conductor inside the exponential sum.

For $\mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$, we start by reducing the conductor inside the exponential sum from $c q$ to $c$ in Section 5B. This step takes advantage of the average over $\chi(\bmod q)$.

Before showing each step, we provide properties of Bessel functions that will be used later.

Lemma 5.1. We have

$$
\begin{equation*}
J_{k-1}(2 \pi x)=\frac{1}{\pi \sqrt{x}}\left\{W(2 \pi x) \mathrm{e}\left(x-\frac{1}{4} k+\frac{1}{8}\right)+\bar{W}(2 \pi x) \mathrm{e}\left(-x+\frac{1}{4} k-\frac{1}{8}\right)\right\} \tag{5-4}
\end{equation*}
$$

where $W^{(j)}(x) \ll_{j, k} x^{-j}$. Moreover,

$$
\begin{equation*}
J_{k-1}(2 x)=\sum_{\ell=0}^{\infty}(-1)^{\ell} \frac{x^{2 \ell+k-1}}{\ell!(\ell+k-1)!} \tag{5-5}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{k-1}(x) \ll \min \left(x^{-1 / 2}, x^{k-1}\right) . \tag{5-6}
\end{equation*}
$$

Finally, when calculating the main terms of $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$, we use the fact that for $\alpha, \beta, \gamma>0$,

$$
\begin{align*}
\mathcal{K} \int_{0}^{\infty} \mathrm{e}\left((\alpha+\beta) x+\gamma x^{-1}\right) J_{k-1}(4 \pi \sqrt{\alpha \beta x}) & \frac{d x}{x} \\
& =2 \pi J_{k-1}(4 \pi \sqrt{\alpha \gamma}) J_{k-1}(4 \pi \sqrt{\beta \gamma}) \tag{5-7}
\end{align*}
$$

and the integration is 0 if $\alpha, \beta>0$ and $\gamma \leq 0$.

These results are standard. We refer the reader to [Watson 1944] for the first three claims, and to [Oberhettinger 1972] for the last claim.

5A. Truncating the sum over c. In this section we show that we can truncate the sum over $c$ in $S(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ with small error contribution.
Proposition 5.2. Let $C=\sqrt{a_{1} a_{2} M N} / q^{2 / 3}, k \geq 5$, and $\mathcal{F}(\boldsymbol{a}, \boldsymbol{b}, m, n, c)$ be defined as in (5-1). Further, let

$$
\begin{aligned}
\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} & \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} S_{E}(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta}),
\end{aligned}
$$

where

$$
S_{E}(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{c \geq C} \frac{1}{c} \sum_{m, n \geq 1} \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{n^{1 / 2} m^{1 / 2}} \mathcal{F}(\boldsymbol{a}, \boldsymbol{b}, m, n, c) .
$$

Then $\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \ll q^{-5 / 12+\varepsilon}$.
Proof. Note that the contribution of terms when $a_{1}^{3} b_{1}^{2} N$ or $a_{2}^{3} b_{2}^{2} M \gg q^{3 / 2+\varepsilon}$ is $<_{\varepsilon, A} q^{-A}$, due to the fast decay rate of $\mathcal{G}(\boldsymbol{a}, \boldsymbol{b}, m, n, c)$ defined in (5-2). Thus we discount such terms in the rest of the proof. For $k \geq 5$, we let

$$
\begin{aligned}
\tilde{\Delta}(m, n) & =\tilde{\Delta}(m, n, \boldsymbol{a}, \boldsymbol{b} ; C) \\
& =\sum_{c \geq C} \frac{1}{c} \mathcal{K} \sum_{\substack{a(\bmod c q) \\
a \equiv \frac{a}{a_{1} b_{1} a_{2} b_{2}(\bmod q)}}}^{*} \mathrm{e}\left(\frac{a a_{2} m+\bar{a} a_{1} n}{c q}\right) J\left(\frac{4 \pi \sqrt{a_{1} a_{2} m n}}{c q}\right) \\
& =\tilde{\Delta}_{1}(m, n)+\tilde{\Delta}_{2}(m, n),
\end{aligned}
$$

where

$$
\tilde{\Delta}_{1}(m, n):=\sum_{\substack{c \geq C \\(c, q)=1}} \frac{1}{c} \mathcal{K} \sum_{\substack{a(\bmod c q) \\ a \equiv a_{1} b_{1} a_{2} b_{2}(\bmod q)}}^{*} \mathrm{e}\left(\frac{a a_{2} m+\bar{a} a_{1} n}{c q}\right) J\left(\frac{4 \pi \sqrt{a_{1} a_{2} m n}}{c q}\right),
$$

and $\tilde{\Delta}_{2}(m, n)$ is the sum of the terms where $(c, q)>1$. Now for $(c, q)=1$, the Weil bound gives

$$
\sum_{\substack{a(\bmod c q) \\ a \equiv a_{1} b_{1} a_{2} b_{2}(\bmod q)}}^{*} \mathrm{e}\left(\frac{a a_{2} m+\bar{a} a_{1} n}{c q}\right) \ll c^{1 / 2+\varepsilon} \sqrt{\left(a_{1} m, a_{2} n, c\right)}
$$

and from the bound in (5-6), we have

$$
J\left(\frac{4 \pi \sqrt{a_{1} a_{2} m n}}{c q}\right) \ll\left(\frac{\sqrt{a_{1} a_{2} m n}}{c q}\right)^{k-1}
$$

When $a_{1}^{3} b_{1}^{2} N$ and $a_{2}^{3} b_{2}^{2} M \ll q^{3 / 2+\varepsilon}$, we obtain that for $k \geq 5$,

$$
\begin{aligned}
& \sum_{m, n} \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{\sqrt{m n}} \tilde{\Delta}_{1}(m, n) \mathcal{G}(\boldsymbol{a}, \boldsymbol{b}, m, n, c) \\
& \ll q^{\varepsilon} M^{k / 2} N^{k / 2} \sum_{c \geq C} \frac{1}{c} c^{1 / 2+\varepsilon}\left(\frac{\sqrt{a_{1} a_{2}}}{c q}\right)^{k-1} \ll q^{7 / 12+\varepsilon}
\end{aligned}
$$

In the above, we have used that $\max \left(a_{1}^{3} b_{1}^{2} N, a_{2}^{3} b_{2}^{2} M\right) \ll q^{3 / 2+\varepsilon}$. Then summing over $a_{1}, b_{1}, a_{2}, b_{2}$ gives the desired bound.

Now, for $(c, q)>1$, we use the bound

$$
\sum_{\substack{a(\bmod c q) \\ a \equiv a_{1} b_{1} a_{2} b_{2}(\bmod q)}}^{*} \mathrm{e}\left(\frac{a a_{2} m+\bar{a} a_{1} n}{c q}\right) \ll(c q)^{1 / 2+\varepsilon} \sqrt{\left(a_{1} m, a_{2} n, c q\right)}
$$

Hence, for $q \mid c$ and $k \geq 5$, we obtain

$$
\begin{aligned}
& \sum_{m, n} \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{\sqrt{m n}} \tilde{\Delta}_{2}(m, n) \mathcal{G}(\boldsymbol{a}, \boldsymbol{b}, m, n, c) \\
& \ll q^{\varepsilon} M^{k / 2} N^{k / 2} \sum_{\substack{c \geq C \\
q \mid c}} \frac{1}{c}(q c)^{1 / 2}\left(\frac{\sqrt{a_{1} a_{2}}}{c q}\right)^{k-1} \ll q^{1 / 12+\varepsilon}
\end{aligned}
$$

Then summing over $a_{1}, b_{1}, a_{2}, b_{2}$ gives the desired bound.
From this proposition, we are left to consider only

$$
\begin{align*}
& \mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum_{1} \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} S_{M}(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta}), \tag{5-8}
\end{align*}
$$

where

$$
\begin{equation*}
S_{M}(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\sum_{c<C} \frac{1}{c} \sum_{m, n \geq 1} \frac{\sigma_{3}(n ; \boldsymbol{\alpha}) \sigma_{3}(m ;-\boldsymbol{\beta})}{n^{1 / 2} m^{1 / 2}} \mathcal{F}(\boldsymbol{a}, \boldsymbol{b}, m, n, c) \tag{5-9}
\end{equation*}
$$

5B. Treatment of the exponential sum. Next, we reduce the conductor in the exponential sum in $\mathcal{F}(\boldsymbol{a}, \boldsymbol{b}, m, n, c)$ before applying Voronoi summation.

Lemma 5.3 (treatment of the exponential sum). Assume that $(c, q)=1$ and let

$$
Y:=\sum_{\substack{a(\bmod c q) \\ a \equiv a_{1} b_{1} a_{2} b_{2}(\bmod q)}}^{*} \mathrm{e}\left(\frac{a u+\bar{a} v}{c q}\right)
$$

Then we have

$$
Y=\mathrm{e}\left(\frac{\left(a_{2} b_{2}\right)^{2} u+\left(a_{1} b_{1}\right)^{2} v}{c q a_{1} b_{1} a_{2} b_{2}}\right) \sum_{x(\bmod c)}^{*} \mathrm{e}\left(\frac{\bar{q}\left(a_{1} b_{1} x-a_{2} b_{2}\right) u}{a_{1} b_{1} c}\right) \mathrm{e}\left(\frac{\bar{q}\left(a_{2} b_{2} \bar{x}-a_{1} b_{1}\right) v}{a_{2} b_{2} c}\right)
$$

Proof. By the Chinese remainder theorem, for each $a(\bmod c q)$, there exist unique $x(\bmod c)$ and $y(\bmod q)$ such that

$$
\begin{equation*}
a=x q \bar{q}+y c \bar{c} \tag{5-10}
\end{equation*}
$$

where $\bar{q}$ denotes the inverse of $q(\bmod c)$, and $\bar{c}$ denotes the inverse of $c(\bmod q)$. Using (5-10) and the reciprocity relation

$$
\frac{\bar{a}}{b}+\frac{\bar{b}}{a} \equiv \frac{1}{a b}(\bmod 1)
$$

where $(a, b)=1, \bar{a}$ is the inverse of $a(\bmod b)$, and $\bar{b}$ is the inverse of $b(\bmod a)$, we obtain that

$$
Y=\mathrm{e}\left(\frac{\overline{a_{1} b_{1}} a_{2} b_{2} \bar{c} u+a_{1} b_{1} \overline{a_{2} b_{2}} \bar{c} v}{q}\right) \sum_{x(\bmod c)}^{*} \mathrm{e}\left(\frac{x \bar{q} u+\bar{x} \bar{q} v}{c}\right)
$$

Thus

$$
Y=\mathrm{e}\left(\frac{\left(a_{2} b_{2}\right)^{2} u+\left(a_{1} b_{1}\right)^{2} v}{c q a_{1} b_{1} a_{2} b_{2}}\right) \sum_{x(\bmod c)}^{*} \mathrm{e}\left(\frac{x \bar{q} u+\bar{x} \bar{q} v}{c}\right) \mathrm{e}\left(\frac{-\bar{q} a_{2} b_{2} u}{c a_{1} b_{1}}\right) \mathrm{e}\left(\frac{-\bar{q} a_{1} b_{1} v}{c a_{2} b_{2}}\right)
$$

and the lemma follows.
Note that when $c<C<q$, we automatically have $(c, q)=1$. The point of this lemma is that we may treat

$$
\mathrm{e}\left(\frac{\left(a_{2} b_{2}\right)^{2} u+\left(a_{1} b_{1}\right)^{2} v}{c q a_{1} b_{1} a_{2} b_{2}}\right)
$$

as a smooth function with small derivatives, while the other exponentials have conductor at most $c a_{i} b_{i} \leq q^{1+\varepsilon}$ after truncation. It should be noted, however, that we are most concerned with the contribution from the transition region of the Bessel function, where the conductor $c a_{i} b_{i}$ should be thought of as around size $q^{1 / 2}$.

## 6. Applying Voronoi summation

To calculate $\mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ from Section 5A, we first evaluate $S_{M}(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta})$, defined in (5-9). We write

$$
S_{M}(\boldsymbol{a}, \boldsymbol{b}, M, N ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\sum_{c<C} \sum_{x(\bmod c)}^{*} \frac{1}{c}\left(\mathcal{S}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c, x)+\mathcal{S}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{-}(c, x)\right)
$$

in which

$$
\begin{array}{r}
\mathcal{S}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x)=i^{\mp k} \sum_{m \geq 1} \frac{\sigma_{3}(m ;-\boldsymbol{\beta})}{m^{1 / 2}} f\left(\frac{m}{M}\right) \mathrm{e}\left( \pm \frac{a_{2}^{2} b_{2} m}{c q a_{1} b_{1}}\right) \mathrm{e}\left( \pm \frac{\bar{q}\left(a_{1} b_{1} x-a_{2} b_{2}\right) a_{2} m}{a_{1} b_{1} c}\right) \\
\times \sum_{n \geq 1} \sigma_{3}(n ; \boldsymbol{\alpha}) F_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(m, n, c) \mathrm{e}\left( \pm \frac{\bar{q}\left(a_{2} b_{2} \bar{x}-a_{1} b_{1}\right) a_{1} n}{a_{2} b_{2} c}\right)
\end{array}
$$

with

$$
\begin{aligned}
& F_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(m, n, c) \\
& \qquad=\frac{1}{n^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} n, a_{2}^{3} b_{2}^{2} m ; q\right) J_{k-1}\left(\frac{4 \pi}{c q} \sqrt{a_{2} m a_{1} n}\right) \mathrm{e}\left( \pm \frac{a_{1}^{2} b_{1} n}{c q a_{2} b_{2}}\right) f\left(\frac{n}{N}\right)
\end{aligned}
$$

Let

$$
\begin{equation*}
\frac{\lambda_{1}}{\eta_{1}}=\frac{\bar{q}\left(a_{2} b_{2} \bar{x}-a_{1} b_{1}\right) a_{1}}{a_{2} b_{2} c} \tag{6-1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\lambda_{2}}{\eta_{2}}=\frac{\bar{q}\left(a_{1} b_{1} x-a_{2} b_{2}\right) a_{2}}{a_{1} b_{1} c} \tag{6-2}
\end{equation*}
$$

where $\left(\lambda_{1}, \eta_{1}\right)=\left(\lambda_{2}, \eta_{2}\right)=1$. Moreover, define

$$
\begin{aligned}
\mathcal{V}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c ; \boldsymbol{a}, \boldsymbol{b}, y, z)=\frac{1}{y^{1 / 2}} \frac{1}{z^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}} & \left(a_{1}^{3} b_{1}^{2} y, a_{2}^{3} b_{2}^{2} z ; q\right) J_{k-1}\left(\frac{4 \pi \sqrt{a_{2} z a_{1} y}}{c q}\right) \\
& \times i^{\mp k} \mathrm{e}\left( \pm \frac{a_{1}^{2} b_{1} y}{c q a_{2} b_{2}} \pm \frac{a_{2}^{2} b_{2} z}{c q a_{1} b_{1}}\right) f\left(\frac{y}{N}\right) f\left(\frac{z}{M}\right)
\end{aligned}
$$

We then apply Voronoi summation as in Theorem B. 1 to the sum over $n, m$ and obtain that $\mathcal{S}_{\alpha, \beta}^{+}(c, x)+\mathcal{S}_{\alpha, \beta}^{-}(c, x)$ is

$$
\begin{aligned}
\sum_{i=1}^{3} \sum_{j=1}^{3} \operatorname{Res}_{s_{1}=1-\alpha_{i}} \operatorname{Res}_{s_{2}=1+\beta_{j}}\left(\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}\left(c, x, s_{1}, s_{2}\right)+\right. & \left.\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{-}\left(c, x, s_{1}, s_{2}\right)\right) \\
& +\sum_{i=1}^{8}\left(\mathcal{T}_{i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c, x)+\mathcal{T}_{i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{-}(c, x)\right)
\end{aligned}
$$

where in the region of absolute convergence,

$$
\begin{align*}
\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}\left(c, x, s_{1}, s_{2}\right) & :=\mathcal{F}_{M}^{ \pm}(c ; \boldsymbol{\alpha}, \boldsymbol{\beta}) D_{3}\left(s_{1}, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) D_{3}\left(s_{2}, \pm \frac{\lambda_{2}}{\eta_{2}},-\boldsymbol{\beta}\right)  \tag{6-3}\\
\mathcal{F}_{M}^{ \pm}(c ; \boldsymbol{\alpha}, \boldsymbol{\beta}) & :=\mathcal{F}_{M}^{ \pm}\left(c, s_{1}, s_{2} ; \boldsymbol{\alpha}, \boldsymbol{\beta}\right) \\
& :=\int_{0}^{\infty} \int_{0}^{\infty} y^{s_{1}-1} z^{s_{2}-1} \mathcal{V}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c ; \boldsymbol{a}, \boldsymbol{b}, y, z) d y d z
\end{align*}
$$

$$
\begin{align*}
& \mathcal{T}_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x):=\frac{\pi^{3 / 2+\alpha_{1}+\alpha_{2}+\alpha_{3}}}{\eta_{1}^{3+\alpha_{1}+\alpha_{2}+\alpha_{3}}} \sum_{i=1}^{3} \underset{s=1+\beta_{i}}{\operatorname{Res}} D_{3}\left(s_{2}, \pm \frac{\lambda_{2}}{\eta_{2}},-\boldsymbol{\beta}\right) \\
& \times \sum_{n=1}^{\infty} A_{3}\left(n, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) \mathcal{F}_{1}^{ \pm}(c, n ; \boldsymbol{\alpha}, \boldsymbol{\beta})  \tag{6-4}\\
& \mathcal{F}_{1}^{ \pm}(c, n ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\mathcal{F}_{1}^{ \pm}(c, n, s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \\
&:=\int_{0}^{\infty} \int_{0}^{\infty} z^{s-1} \mathcal{V}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c ; \boldsymbol{a}, \boldsymbol{b}, y, z) U_{3}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}} ; \boldsymbol{\alpha}\right) d y d z
\end{align*}
$$

and $\mathcal{T}_{i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x)$ is defined similarly for $i=2,3,4$. Further,

$$
\begin{align*}
& \mathcal{T}_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x):= \frac{\pi^{3+\alpha_{1}-\beta_{1}+\alpha_{2}-\beta_{2}+\alpha_{3}-\beta_{3}}}{\eta_{1}^{3+\alpha_{1}+\alpha_{2}+\alpha_{3}} \eta_{2}^{3-\beta_{1}-\beta_{2}-\beta_{3}}} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} A_{3}\left(n, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) \\
& \times A_{3}\left(m, \pm \frac{\lambda_{2}}{\eta_{2}},-\boldsymbol{\beta}\right) \mathcal{F}_{5}^{ \pm}(c, n, m ; \boldsymbol{\alpha}, \boldsymbol{\beta})  \tag{6-5}\\
& \mathcal{F}_{5}^{ \pm}(c, n, m ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\int_{0}^{\infty} \int_{0}^{\infty} \mathcal{V}_{\boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c ; \boldsymbol{a}, \boldsymbol{b}, y, z)  \tag{0}\\
& \times U_{3}\left(\frac{\pi^{3} m z}{\eta_{2}^{3}} ;-\boldsymbol{\beta}\right) U_{3}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}} ; \boldsymbol{\alpha}\right) d y d z
\end{align*}
$$

and $\mathcal{T}_{i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x)$ is defined similarly for $i=6,7,8$.
As mentioned in Section 4, there are nine terms from $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. In particular, we will show that these terms arise from

$$
\sum_{c<C} \sum_{x(\bmod c)}^{*} \frac{1}{c}\left(\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}\left(c, x, s_{1}, s_{2}\right)+\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{-}\left(c, x, s_{1}, s_{2}\right)\right)
$$

and in fact each term comes from the residues at $s_{1}=1-\alpha_{i}$ and $s_{2}=1+\beta_{j}$ for $i=1,2,3$. We state the contribution from the residues $s_{1}=1-\alpha_{1}$ and $s_{2}=1+\beta_{1}$ in Proposition 6.1 below, and prove it in Section 7. By symmetry, the analogous result holds for the other residues. Then, we will show that the rest of $\mathcal{T}_{i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x)$ are negligible in Section 8 as stated in Proposition 6.2.

## Proposition 6.1. Let

$$
\begin{aligned}
& R_{\alpha_{1}, \beta_{1}}:= \frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} \sum_{c<C} \sum_{x(\bmod c)}^{*} \frac{1}{c} \operatorname{Res}_{s_{1}=1-\alpha_{1}} \operatorname{Res}_{s_{2}=1+\beta_{1}}\left(\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}\left(c, x, s_{1}, s_{2}\right)\right. \\
&\left.+\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{-}\left(c, x, s_{1}, s_{2}\right)\right)
\end{aligned}
$$

Then we have

$$
R_{\alpha_{1}, \beta_{1}}=H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \int_{-\infty}^{\infty} \mathcal{M}(q ; \pi(\boldsymbol{\alpha})+i t, \pi(\boldsymbol{\beta})+i t) d t+O\left(q^{-1 / 2+\varepsilon}\right),
$$

where $(\pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))=\left(\beta_{1}, \alpha_{2}, \alpha_{3} ; \alpha_{1}, \beta_{2}, \beta_{3}\right)$.
Proposition 6.2. For $i=1, \ldots, 8$, define

$$
\begin{aligned}
\mathcal{E}_{i}^{ \pm}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}):=\frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum_{1} \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
\quad \times \sum_{M}^{d} \sum_{N}^{d} \sum_{c<C} \sum_{x(\bmod c)}^{*} \frac{\mathcal{T}_{i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{ \pm}(c, x)}{c} .
\end{aligned}
$$

Then

$$
\mathcal{E}_{i}^{ \pm}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \ll q^{-1 / 4+\varepsilon} .
$$

We will prove this proposition in Section 8.

## 7. Proof of Proposition 6.1

We begin by collecting some lemmas which will be used in this section.

## 7A. Preliminary lemmas.

Lemma 7.1. Let $(a, \ell)=1$. We have

$$
f(c, \ell):=\sum_{\substack{x(\bmod c \ell) \\ x \equiv a(\bmod \ell)}}^{*} 1=c \prod_{\substack{p \mid c \\ p \nmid \ell}}\left(1-\frac{1}{p}\right)=\phi(c) \prod_{p \mid(\ell, c)}\left(1-\frac{1}{p}\right)^{-1} .
$$

Proof. We first prove that if $(m, n \ell)=1$, then

$$
\begin{equation*}
f(m n, \ell)=f(n, \ell) \phi(m) . \tag{71}
\end{equation*}
$$

For all $x$ satisfying $(x, m n \ell)=1$, we can write $x=u m \bar{m}+v n \ell \overline{n \ell}$ such that $m \bar{m} \equiv 1(\bmod n \ell), n \ell \overline{n \ell} \equiv 1(\bmod m)$, and $(u, n \ell)=(v, m)=1$. Moreover, $x \equiv a(\bmod \ell)$ if and only if $u \equiv a(\bmod \ell)$. By the Chinese remainder theorem,

$$
f(m n, \ell)=\sum_{\substack{x(\bmod \operatorname{mn\ell }) \\ x \equiv a(\bmod \ell)}}^{*} 1=\sum_{\substack{u(\bmod n \ell) \\ u \equiv a(\bmod \ell)}}^{*} \sum_{v(\bmod m)}^{*} 1=f(n, \ell) \phi(m)
$$

Let $c=c_{1} c_{2}$, where all prime factors of $c_{1}$ also divide $\ell$, and $\left(c_{2}, \ell\right)=1$. From (7-1), we have that $f(c, \ell)=f\left(c_{1}, \ell\right) \phi\left(c_{2}\right)$.

Now let $x$ be any residue modulo $c_{1} \ell$ with $x \equiv a(\bmod \ell)$. Then $\left(x, c_{1} \ell\right)=1$ since $(a, \ell)=1$. Thus all such $x$ can be uniquely written as $x=a+k \ell$, where $k=0, \ldots, c_{1}-1$, so $f\left(c_{1}, \ell\right)=c_{1}$. We then have $f(c, \ell)=c_{1} \phi\left(c_{2}\right)$, and the statement follows from the identity $\phi\left(c_{2}\right)=c_{2} \prod_{p \mid c_{2}}(1-1 / p)$.

Lemma 7.2. Let $\alpha, \beta, y, z$ be nonnegative real numbers satisfying $\alpha y, \beta z \ll q^{2}$ and define

$$
T=T(y, z, \alpha, \beta):=\sum_{\delta=1}^{\infty} \frac{1}{\delta} J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{\delta}\right) \mathcal{K} \mathrm{e}\left(\frac{\alpha y}{\delta}+\frac{\beta z}{\delta}\right) .
$$

Further, let $L=q^{100}$ and $w$ be a smooth function on $\mathbb{R}^{+}$with $w(x)=1$ if $0 \leq x \leq 1$, and $w(x)=0$ if $x>2$. Then for any $A>0$, we have

$$
\begin{aligned}
& T=2 \pi \sum_{\ell=1}^{\infty} w\left(\frac{\ell}{L}\right) J_{k-1}(4 \pi \sqrt{\alpha y \ell}) J_{k-1}(4 \pi \sqrt{\beta z \ell}) \\
& \quad-2 \pi \int_{0}^{\infty} w\left(\frac{\ell}{L}\right) J_{k-1}(4 \pi \sqrt{\alpha y \ell}) J_{k-1}(4 \pi \sqrt{\beta z \ell}) d \ell+O_{A}\left(q^{-A}\right) .
\end{aligned}
$$

Proof. We follow the arguments of Section 3 of [Iwaniec and Li 2007] to evaluate $T$. Let $\eta(s)$ be a smooth function on $\mathbb{R}^{+}$with $\eta(s)=0$ if $0 \leq s<\frac{1}{4}, 0 \leq \eta(s) \leq 1$ if $\frac{1}{4} \leq s \leq \frac{1}{2}$, and $\eta(s)=1$ if $s>\frac{1}{2}$. We then obtain that

$$
T=\mathcal{K} \sum_{\delta} \frac{\eta(\delta)}{\delta} J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{\delta}\right) \mathrm{e}\left(\frac{\alpha y}{\delta}+\frac{\beta z}{\delta}\right) .
$$

After inserting this smooth function we apply Poisson summation to obtain that

$$
T=\sum_{\ell} \hat{F}(\ell):=\sum_{\ell} \mathcal{K} \int_{0}^{\infty} \frac{\eta(u)}{u} \mathrm{e}\left(\ell u+\frac{\alpha y}{u}+\frac{\beta z}{u}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) d u .
$$

By (5-4), we can write the integral above in terms of two integrals with the phase

$$
\ell u+\frac{\alpha y \pm \sqrt{\alpha \beta y z}+\beta z}{u} .
$$

If $|\ell|>L$, the factor $\ell u$ dominates. Then integrating by parts $A$ times, we have that

$$
\int_{0}^{\infty} \frac{\eta(u)}{u} \mathrm{e}\left(\ell u+\frac{\alpha y}{u}+\frac{\beta z}{u}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) d u \ll q^{-A} .
$$

Therefore,

$$
T=\sum_{\ell} \hat{F}(\ell) w\left(\frac{|\ell|}{L}\right)+O\left(q^{-A}\right) .
$$

Now, we write $\sum_{\ell} \hat{F}(\ell) w(|\ell| / L)=T_{1}-T_{2}$, where

$$
T_{1}:=\sum_{\ell} w\left(\frac{|\ell|}{L}\right) \mathcal{K} \int_{0}^{\infty} \frac{1}{u} \mathrm{e}\left(\ell u+\frac{\alpha y}{u}+\frac{\beta z}{u}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) d u,
$$

and

$$
T_{2}:=\sum_{\ell} w\left(\frac{|\ell|}{L}\right) \mathcal{K} \int_{0}^{\infty} \frac{1-\eta(u)}{u} \mathrm{e}\left(\ell u+\frac{\alpha y}{u}+\frac{\beta z}{u}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) d u .
$$

We use (5-7) to evaluate $T_{1}$ and obtain

$$
\begin{equation*}
T_{1}=2 \pi \sum_{\ell=1}^{\infty} w\left(\frac{\ell}{L}\right) J_{k-1}(4 \pi \sqrt{\alpha y \ell}) J_{k-1}(4 \pi \sqrt{\beta z \ell}) \tag{7-2}
\end{equation*}
$$

For $T_{2}$, we note that $\xi(u)=1-\eta(u)=1$ if $0<s<\frac{1}{4}, 0 \leq \xi(u) \leq 1$ if $\frac{1}{4} \leq s \leq \frac{1}{2}$, and $\xi(u)=0$ if $s>\frac{1}{2}$. Interchanging the sum over $\ell$ and the integration over $u$ and applying the Poisson summation formula, we have

$$
T_{2}=\mathcal{K} \int_{0}^{\infty} \frac{\xi(u)}{u} \mathrm{e}\left(\frac{\alpha y}{\delta}+\frac{\beta z}{\delta}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) \sum_{\ell} L \hat{w}(L(\ell+u)) d u
$$

Since $\hat{w}(y) \ll(1+|y|)^{-A}$, the main contribution comes from $\ell=0$ and $0 \leq u<\frac{1}{4}$. Therefore

$$
\begin{align*}
T_{2} & =\mathcal{K} \int_{0}^{\infty} \frac{\xi(u)}{u} \mathrm{e}\left(\frac{\alpha y}{\delta}+\frac{\beta z}{\delta}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) L \hat{w}(L u) d u+O\left(q^{-A}\right) \\
& =\mathcal{K} \int_{0}^{\infty} \frac{1}{u} \mathrm{e}\left(\frac{\alpha y}{\delta}+\frac{\beta z}{\delta}\right) J_{k-1}\left(\frac{4 \pi \sqrt{\alpha \beta y z}}{u}\right) L \hat{w}(L u) d u+O\left(q^{-A}\right) \\
& =2 \pi \int_{0}^{\infty} w\left(\frac{\ell}{L}\right) J_{k-1}(4 \pi \sqrt{\alpha y \ell}) J_{k-1}(4 \pi \sqrt{\beta z \ell}) d \ell+O\left(q^{-A}\right), \tag{7-3}
\end{align*}
$$

where the last equality comes from Plancherel's formula and (5-7).
The next lemma deals with the sum and the integral involving $\ell$.
Lemma 7.3. Let $w$ be a smooth function on $\mathbb{R}^{+}$with $w(x)=1$ if $0 \leq x \leq 1$, and $w(x)=0$ if $x>2$. Also let $\gamma$ be a complex number with $\operatorname{Re} \gamma \ll 1 / \log q, \operatorname{Re} \gamma<0$, and $L=q^{100}$. Then

$$
\sum_{\ell=1}^{\infty} w\left(\frac{\ell}{L}\right) \frac{1}{\ell^{1+\gamma}}-\int_{0}^{\infty} w\left(\frac{\ell}{L}\right) \frac{1}{\ell^{1+\gamma}} d \ell=\zeta(1+\gamma)+O\left(q^{-20}\right)
$$

Proof. Let $\tilde{w}(z)$ be the Mellin transform of $w$, defined by

$$
\tilde{w}(z)=\int_{0}^{\infty} w(t) \frac{t^{z}}{t} d t
$$

From the definition, $\tilde{w}(z)$ is analytic for $\operatorname{Re} z>0$, and integration by parts gives

$$
\tilde{w}(z)=-\frac{1}{z} \int_{0}^{\infty} w^{\prime}(t) t^{z} d t,
$$

so $\tilde{w}(z)$ can be analytically continued to $\operatorname{Re} z>-1$ except at $z=0$, where it has a simple pole with residue $w(0)=1$. For $\sigma>\min \{0,-\operatorname{Re} \gamma\}$, we have

$$
\begin{align*}
\sum_{\ell=1}^{\infty} w\left(\frac{\ell}{L}\right) \frac{1}{\ell^{1+\gamma}} & =\sum_{\ell=1}^{\infty} \frac{1}{2 \pi i} \int_{(\sigma)} \tilde{w}(z)\left(\frac{\ell}{L}\right)^{-z} \frac{1}{\ell^{1+\gamma}} d z \\
& =\frac{1}{2 \pi i} \int_{(\sigma)} \tilde{w}(z) L^{z} \zeta(1+\gamma+z) d z \tag{7-4}
\end{align*}
$$

Shifting the contour to $\operatorname{Re}(z)=-\frac{1}{4}$, we have that (7-4) is

$$
\zeta(1+\gamma)+\tilde{w}(-\gamma) L^{-\gamma}+O\left(q^{-20}\right) .
$$

The lemma follows from noting that

$$
\tilde{w}(-\gamma) L^{-\gamma}=\int_{0}^{\infty} w\left(\frac{\ell}{L}\right) \frac{1}{\ell^{1+\gamma}} d \ell .
$$

7B. Calculation of residues. In this section, we calculate

$$
\underset{s_{1}=1-\alpha_{1}}{\operatorname{Res}} \underset{s_{2}=1+\beta_{1}}{\operatorname{Res}}\left(\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}\left(c, x, s_{1}, s_{2}\right)+\mathcal{T}_{M, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{-}\left(c, x, s_{1}, s_{2}\right)\right) .
$$

To do this, we essentially need to consider

$$
\operatorname{Res}_{s_{1}=1-\alpha_{1}} D_{3}\left(s_{1}, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) y^{s_{1}-1}
$$

where $\lambda_{1} / \eta_{1}$ is defined in (6-1). Let $\left(a_{1} b_{1}, a_{2} b_{2}\right)=\lambda, a_{1} b_{1}=u_{1} \lambda, a_{2} b_{2}=u_{2} \lambda$, where $\left(u_{1}, u_{2}\right)=1$. Note that $\left(u_{1} x-u_{2}, c\right)=\left(u_{2} \bar{x}-u_{1}, c\right)=\delta$. Hence

$$
\delta_{1}:=\left(\left(a_{2} b_{2} \bar{x}-a_{1} b_{1}\right) a_{1}, a_{2} b_{2} c\right)=\lambda\left(\left(u_{2} \bar{x}-u_{1}\right) a_{1}, u_{2} c\right)=\lambda \delta\left(a_{1}, u_{2} c / \delta\right),
$$

and $\lambda_{1}=\bar{q}\left(a_{2} b_{2} \bar{x}-a_{1} b_{1}\right) a_{1} / \delta_{1}$ and $\eta_{1}=a_{2} b_{2} c / \delta_{1}$.
By (B-4), we obtain that

$$
\begin{aligned}
\mathcal{R}_{1}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) & :=\underset{s_{1}=1-\alpha_{1}}{\operatorname{Res}} D_{3}\left(s_{1}, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) \\
& =\frac{1}{\eta_{1}^{2-2 \alpha_{1}+\alpha_{2}+\alpha_{3}}} \sum_{\substack{1 \leq a_{1}, a_{2} \leq \eta_{1} \\
\eta_{1} a_{1} a_{2}}} \zeta\left(1-\alpha_{1}+\alpha_{2}, \frac{a_{2}}{\eta_{1}}\right) \zeta\left(1-\alpha_{1}+\alpha_{3}, \frac{a_{3}}{\eta_{1}}\right) .
\end{aligned}
$$

Hence

$$
\operatorname{Res}_{s_{1}=1-\alpha_{1}} D_{3}\left(s_{1}, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) y^{s_{1}-1}=\mathcal{R}_{1}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) y^{-\alpha} .
$$

Similarly, we let $\mathcal{R}_{2}(c, \boldsymbol{a}, \boldsymbol{b}):=\operatorname{Res}_{s_{2}=1+\beta_{1}} D_{3}\left(s_{2}, \pm \lambda_{2} / \eta_{2},-\boldsymbol{\beta}\right)$. Then

$$
\mathcal{R}_{2}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right)=\frac{1}{\eta_{2}^{2+2 \beta_{1}-\beta_{2}-\beta_{3}}} \sum_{\substack{1 \leq a_{1}, a_{2} \leq \eta_{2} \\ \eta_{2} \mid a_{1} a_{2}}} \zeta\left(1+\beta_{1}-\beta_{2}, \frac{a_{2}}{\eta_{2}}\right) \zeta\left(1+\beta_{1}-\beta_{3}, \frac{a_{3}}{\eta_{2}}\right),
$$

and

$$
\operatorname{Res}_{s_{2}=1+\beta_{1}} D_{3}\left(s_{1}, \pm \frac{\lambda_{2}}{\eta_{2}}, \boldsymbol{\alpha}\right) z^{s_{2}-1}=\mathcal{R}_{2}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) z^{\beta} .
$$

7C. Computing $\boldsymbol{R}_{\alpha_{1}, \beta_{1}}$. From the previous section, $R_{\alpha_{1}, \beta_{1}}$ can be written as

$$
\begin{aligned}
R_{\alpha_{1}, \beta_{1}}=\frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} & \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} \mathcal{A}(\boldsymbol{a}, \boldsymbol{b}, M, N)+O\left(q^{-1 / 2+\varepsilon}\right),
\end{aligned}
$$

where $\mathcal{A}(\boldsymbol{a}, \boldsymbol{b}, M, N)$ is defined as

$$
\begin{equation*}
\sum_{c=1}^{\infty} \frac{\mathcal{F}(c)}{c} \sum_{x(\bmod c)}^{*} \mathcal{R}_{1}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) \mathcal{R}_{2}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right), \tag{7-5}
\end{equation*}
$$

and

$$
\begin{aligned}
& \mathcal{F}(c):= \mathcal{F}_{\alpha, \beta}(c, \boldsymbol{a}, \boldsymbol{b}) \\
&:=\int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{y^{1 / 2+\alpha_{1}}} \frac{1}{z^{1 / 2-\beta_{1}}} V_{\alpha, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} y, a_{2}^{3} b_{2}^{2} z ; q\right) J_{k-1}\left(\frac{4 \pi \sqrt{a_{2} y a_{1} z}}{c q}\right) \\
& \quad \times f\left(\frac{y}{N}\right) f\left(\frac{z}{M}\right) \mathcal{K} \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c q a_{2} b_{2}}+\frac{a_{2}^{2} b_{2} z}{c q a_{1} b_{1}}\right) d y d z .
\end{aligned}
$$

We remark that we can extend the sum over $c$ to all positive integers in a similar manner as in the truncation argument in Proposition 5.2. Now, we let

$$
\frac{1}{c^{2}} \mathcal{G}(c, \boldsymbol{a}, \boldsymbol{b}):=\mathcal{R}_{1}(c, \boldsymbol{a}, \boldsymbol{b}) \mathcal{R}_{2}(c, \boldsymbol{a}, \boldsymbol{b}),
$$

so that we can write the sum over $c$ in (7-5) as

$$
\begin{aligned}
\sum_{c=1}^{\infty} \frac{\mathcal{F}(c)}{c} \sum_{\delta \mid c} \sum_{\substack{x(\bmod c) \\
\left(u_{1} x-u_{2}, c\right)=\delta}}^{*} & \frac{1}{(c / \delta)^{2}} \mathcal{G}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) \\
& =\sum_{\delta=1}^{\infty} \frac{1}{\delta} \sum_{c=1}^{\infty} \frac{\mathcal{F}(c \delta)}{c} \sum_{\substack{x(\bmod c \delta) \\
\left(u_{1} x-u_{2}, c \delta\right)=\delta}}^{*} \frac{\mathcal{G}(c, \boldsymbol{a}, \boldsymbol{b})}{c^{2}} \\
& =\sum_{\delta=1}^{\infty} \frac{1}{\delta} \sum_{c=1}^{\infty} \frac{\mathcal{F}(c \delta)}{c} \sum_{x(\bmod c \delta)}^{*} \sum_{b \mid\left(\left(u_{1} x-u_{2}\right) / \delta, c\right)} \frac{\mu(b) \mathcal{G}(c, \boldsymbol{a}, \boldsymbol{b})}{c^{2}} \\
& =\sum_{\substack{\delta \geq 1 \\
\left(\delta, u_{1} u_{2}\right)=1}} \frac{1}{\delta} \sum_{\substack{b \geq 1 \\
\left(b, u_{1} u_{2}\right)=1}} \frac{\mu(b)}{b^{3}} \sum_{c \geq 1} \frac{\mathcal{G}(c b, \boldsymbol{a}, \boldsymbol{b}) \mathcal{F}(c b \delta)}{c^{3}} \sum_{\substack{x(\bmod c \delta b) \\
x \equiv u_{2} \bar{u}_{1}(\bmod b \delta)}}^{*} 1,
\end{aligned}
$$

where the sum over $x$ is 0 if $\left(u_{1} u_{2}, b \delta\right) \neq 1$ since $\left(u_{1}, u_{2}\right)=1$. Applying Lemma 7.1 to the sum over $x$, we then obtain that

$$
\mathcal{A}(\boldsymbol{a}, \boldsymbol{b}, M, N)
$$

$$
\begin{aligned}
& =\sum_{\substack{\delta \geq 1 \\
\left(\delta, u_{1} u_{2}\right)=1}} \frac{1}{\delta} \sum_{\substack{b \geq 1 \\
\left(b, u_{1} u_{2}\right)=1}} \frac{\mu(b)}{b^{3}} \sum_{c \geq 1} \frac{1}{c^{2}} \prod_{\substack{p \mid c \\
p \nmid b \delta}}\left(1-\frac{1}{p}\right) \mathcal{F}(c b \delta) \mathcal{G}(c b, \boldsymbol{a}, \boldsymbol{b}) \\
& =\sum_{\substack{h \geq 1 \\
h \mid u_{1} u_{2}}} \frac{\mu(h)}{h} \sum_{\delta \geq 1} \frac{1}{\delta} \sum_{\substack{b \geq 1 \\
\left(b, u, u_{2}\right)=1}} \frac{\mu(b)}{b^{3}} \sum_{c \geq 1} \frac{1}{c^{2}} \prod_{\substack{p \not c \\
p \nmid b h \delta}}\left(1-\frac{1}{p}\right) \mathcal{F}(c b h \delta) \mathcal{G}(c b, \boldsymbol{a}, \boldsymbol{b}) \\
& =\sum_{\substack{h \geq 1 \\
h \mid u_{1} u_{2}}} \frac{\mu(h)}{h} \sum_{\substack{b \geq 1 \\
\left(b, u_{1} u_{2}\right)=1}} \frac{\mu(b)}{b^{3}} \sum_{c \geq 1} \frac{\mathcal{G}(c b, \boldsymbol{a}, \boldsymbol{b})}{c^{2}} \\
& \times \sum_{\gamma \mid c} \prod_{\substack{p \mid c \\
p \nmid b h \gamma}}\left(1-\frac{1}{p}\right) \sum_{\delta \geq 1} \frac{1}{\delta} \mathcal{F}(c b h \delta) \sum_{g \mid(c / \gamma, \delta / \gamma)} \mu(g) \\
& =\sum^{\#} \mathscr{G}_{a, b}(1 ; h, b, c, \gamma, g) \sum_{\delta \geq 1} \frac{1}{\delta} \mathcal{F}(c b h g \gamma \delta),
\end{aligned}
$$

where

$$
\begin{align*}
& \sum^{\#} \mathscr{G}_{\boldsymbol{a}, \boldsymbol{b}}(s ; h, b, c, \gamma, g) \\
& =\sum_{\substack{h \geq 1 \\
h \mid u_{1} u_{2}}} \frac{\mu(h)}{h^{s}} \sum_{\substack{b \geq 1 \\
\left(b, u_{1} u_{2}\right)=1}} \frac{\mu(b)}{b^{2+s}} \sum_{c \geq 1} \frac{\mathcal{G}(c b, \boldsymbol{a}, \boldsymbol{b})}{c^{1+s}} \sum_{\gamma \mid c} \frac{1}{\gamma^{s}} \sum_{\substack{g \mid(c / \gamma)}} \frac{\mu(g)}{g^{s}} \prod_{\substack{p \nmid c \\
p \nmid b h \gamma}}\left(1-\frac{1}{p}\right) . \tag{7-6}
\end{align*}
$$

Next, applying Lemma 7.2 to the sum over $\delta$ and summing $\sum_{M}^{d} \sum_{N}^{d}$, we have that

$$
\begin{aligned}
& \sum_{M}^{d} \sum_{N}^{d} \mathcal{A}(\boldsymbol{a}, \boldsymbol{b}, M, N) \\
& =2 \pi \frac{1}{2 \pi i}\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})} \int_{-\infty}^{\infty} \int_{(1)} \sum^{\#} \mathscr{G}_{\boldsymbol{a}, \boldsymbol{b}}(1 ; h, b, c, \gamma, g) \\
& \quad \times\left\{\sum_{\ell=1}^{\infty} w\left(\frac{\ell}{L}\right)-\int_{0}^{\infty} w\left(\frac{\ell}{L}\right) d \ell\right\} G\left(\frac{1}{2}+s ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \\
& \quad \times\left(\frac{a_{2}^{3} b_{2}^{2}}{a_{1}^{3} b_{1}^{2}}\right)^{i t}\left(a_{1}^{3} b_{1}^{2} a_{2}^{3} b_{2}^{2}\right)^{-s} \frac{q^{3 s}}{\left(4 \pi^{2}\right)^{3 s}} \\
& \quad \times \int_{0}^{\infty} \int_{0}^{\infty} \frac{y^{-1 / 2-\alpha_{1}}}{y^{s+i t}} \frac{z^{-1 / 2+\beta_{1}}}{z^{s-i t} J_{k-1}\left(4 \pi \sqrt{\frac{a_{1}^{2} b_{1} y \ell}{a_{2} b_{2} c b h g \gamma q}}\right)} \\
& \quad \times J_{k-1}\left(4 \pi \sqrt{\frac{a_{2}^{2} b_{2} z \ell}{a_{1} b_{1} c b h g \gamma q}}\right) d y d z \frac{d s}{s} d t
\end{aligned}
$$

The integration over $y$ and $z$ can be evaluated by Equation 707.14 in [Gradshteyn and Ryzhik 2007], which is

$$
\int_{0}^{\infty} v^{\mu}(v k)^{1 / 2} J_{v}(v k) d v=2^{\mu+1 / 2} k^{-\mu-1} \frac{\Gamma(\mu / 2+v / 2+3 / 4)}{\Gamma(v / 2-\mu / 2+1 / 4)},
$$

for $-\operatorname{Re} v-\frac{3}{2}<\operatorname{Re} \mu<0$. Then we apply Lemma 7.3 to the sum and the integration over $\ell$. Therefore, after summing over $a_{1}, a_{2}, b_{1}, b_{2}$, we obtain that the main term of $R_{\alpha_{1}, \beta_{1}}$ is

$$
\begin{align*}
\frac{1}{2 \pi i}\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))} \int_{-\infty}^{\infty} \int_{(\varepsilon)} G_{\alpha_{1}, \beta_{1}} & \left(\frac{1}{2}+s ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t\right) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{M}_{\alpha_{1}, \beta_{1}}(s) \\
& \times \zeta\left(1-\alpha_{1}+\beta_{1}-2 s\right) \frac{q^{s}}{\left(4 \pi^{2}\right)^{s}} \frac{d s}{s} d t, \tag{7-7}
\end{align*}
$$

where $(\pi(\alpha), \pi(\beta))=\left(\beta_{1}, \alpha_{2}, \alpha_{3} ; \alpha_{1}, \beta_{2}, \beta_{3}\right)$,

$$
\begin{aligned}
G_{\alpha_{i}, \beta_{j}}\left(\frac{1}{2}\right. & +s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \\
& =\Gamma\left(\frac{k}{2}-s-\alpha_{i}\right) \Gamma\left(\frac{k}{2}-s+\beta_{j}\right) \prod_{\ell \neq i} \Gamma\left(\frac{k}{2}+s+\alpha_{\ell}\right) \prod_{\ell \neq j} \Gamma\left(\frac{k}{2}+s-\beta_{\ell}\right),
\end{aligned}
$$

and

$$
\begin{array}{r}
\mathcal{M}_{\alpha_{1}, \beta_{1}}(s):=\sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum_{\substack{ \\
a_{1}^{2-2 \alpha_{1}-\beta_{1}+2 s} b_{1}^{1-\alpha_{1}-\beta_{1}+2 s}}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{2+\alpha_{1}+2 \beta_{1}+2 s} b_{2}^{1+\alpha_{1}+\beta_{1}+2 s}} \\
\times \sum^{\#} \mathscr{G}_{\boldsymbol{a}, \boldsymbol{b}}\left(2 s+\alpha_{1}-\beta_{1} ; h, b, c, \gamma, g\right) \tag{7-8}
\end{array}
$$

Now, in the ensuing discussion, we temporarily assume $\operatorname{Re}\left(\alpha_{1}\right)<\operatorname{Re}\left(\alpha_{2}\right), \operatorname{Re}\left(\alpha_{3}\right)$ and $\operatorname{Re}\left(\beta_{1}\right)>\operatorname{Re}\left(\beta_{2}\right), \operatorname{Re}\left(\beta_{3}\right)$. In this region,
and

$$
\mathcal{R}_{1}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right)=\sum_{\substack{n_{2}, n_{3} \geq 1 \\ \frac{u_{2} c}{}\left(a_{1}, u_{2} c / \delta\right)} n_{2} n_{3}} \frac{1}{n_{2}^{1+\alpha_{2}-\alpha_{1}} n_{3}^{1+\alpha_{3}-\alpha_{1}}}
$$

$$
\begin{aligned}
\operatorname{Res}_{s_{1}=1-\alpha_{i}} D_{3}\left(s_{1}, \pm \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) y^{s_{1}-1} & =\mathcal{R}_{1}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) y^{-\alpha_{1}} \\
& =y^{-\alpha_{1}} \sum_{\substack{n_{2}, n_{3} \geq 1 \\
\delta\left(a_{1}, u_{2} c / \delta\right)} n_{2} n_{3}} \sum_{2} \frac{1}{n_{2}^{1+\alpha_{2}-\alpha_{1}} n_{3}^{1+\alpha_{3}-\alpha_{1}}}
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\operatorname{Res}_{s_{2}=1+\beta_{1}} D_{3}\left(s_{2}, \pm \frac{\lambda_{2}}{\eta_{2}},-\boldsymbol{\beta}\right) z^{s_{2}-1} & =\mathcal{R}_{2}\left(\frac{c}{\delta}, \boldsymbol{a}, \boldsymbol{b}\right) z^{\beta_{1}} \\
= & z^{\beta_{1}} \sum_{\substack{m_{2}, m_{3} \geq 1 \\
\frac{u_{1} c}{}\left(a_{2}, u_{1} c / \delta\right)} m_{2} m_{3}} \sum_{2}^{1+\beta_{1}-\beta_{2}} m_{3}^{1+\beta_{1}-\beta_{3}}
\end{aligned}
$$

Thus,

$$
\begin{align*}
& \frac{1}{c^{2}} \mathcal{G}(c, \boldsymbol{a}, \boldsymbol{b}) \\
& =\sum_{\substack{n_{2}, n_{3} \geq 1 \\
u_{2} c /\left(a_{1}, u_{2} c\right) \mid n_{2} n_{3}}} \frac{1}{n_{2}^{1+\alpha_{2}-\alpha_{1}} n_{3}^{1+\alpha_{3}-\alpha_{1}}} \sum_{\substack{m_{2}, m_{3} \geq 1 \\
u_{1} c /\left(a_{2}, u_{1} c\right) \mid m_{2} m_{3}}} \frac{1}{m_{2}^{1+\beta_{1}-\beta_{2}} m_{3}^{1+\beta_{1}-\beta_{3}}} \\
& =\frac{\left(a_{1}, u_{2} c\right)\left(a_{2}, u_{1} c\right)}{u_{1} u_{2} c^{2}} \sum_{n=1}^{\infty} \frac{\sigma_{2}\left(u_{2} c n /\left(a_{1}, u_{2} c\right) ; \alpha_{2}-\alpha_{1}, \alpha_{3}-\alpha_{1}\right)}{n} \\
& \tag{7-9}
\end{align*}
$$

From this, we may then check that

$$
\begin{equation*}
\mathcal{M}_{\alpha_{1}, \beta_{1}}(s)=\prod_{j=2}^{3} \zeta\left(1+2 s+\alpha_{j}-\beta_{1}\right) \zeta\left(1+2 s+\alpha_{1}-\beta_{j}\right) \mathcal{J}_{\alpha_{1}, \beta_{1}}(s), \tag{7-10}
\end{equation*}
$$

where $\mathcal{J}_{\alpha_{1}, \beta_{1}}$ is absolutely convergent in the region $\operatorname{Re}(s)=-\frac{1}{4}+\varepsilon$. Although we have a priori only verified (7-10) for the region $\operatorname{Re}\left(\alpha_{1}\right)<\operatorname{Re}\left(\alpha_{2}\right), \operatorname{Re}\left(\alpha_{3}\right)$ and $\operatorname{Re}\left(\beta_{1}\right)>\operatorname{Re}\left(\beta_{2}\right), \operatorname{Re}\left(\beta_{3}\right)$, we see that (7-10) must hold for all values of $\alpha_{i}, \beta_{j}$ by analytic continuation.

We note that the pole of $\zeta\left(1-\alpha_{1}+\beta_{1}-2 s\right)$ at $s=\frac{1}{2}\left(\alpha_{1}-\beta_{1}\right)$ and the poles of $\zeta\left(1+2 s+\alpha_{i}-\beta_{j}\right)$ at $s=\frac{1}{2}\left(\alpha_{i}-\beta_{j}\right)$ cancel with the zeros at the same point from $H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. Thus, the integrand in (7-7) has only a simple pole at $s=0$ and is analytic for all values of $s$ with $\operatorname{Re} s>-\frac{1}{4}+\epsilon$. Moving the line of integration to $\operatorname{Re}(s)=-\frac{1}{4}+\varepsilon$, we then obtain the main term

$$
\begin{aligned}
\zeta\left(1-\alpha_{1}+\beta_{1}\right) \mathcal{M}_{\alpha_{1}, \beta_{1}}(0)\left\{\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))}\right. & H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \\
& \left.\times \int_{-\infty}^{\infty} G\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha})+i t, \pi(\boldsymbol{\beta})+i t\right) d t\right\}
\end{aligned}
$$

with negligible error term. To finish the proof of Proposition 6.1, we will show that the local factor at prime $p$ of the Euler product of $\zeta\left(1-\alpha_{1}+\beta_{1}\right) \mathcal{M}_{\alpha_{1}, \beta_{1}}(0)$ is the same as the one in $\mathcal{A} \mathcal{Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right)$ defined in (2-16) and (2-17). The details of this are in Appendix A.

## 8. Proof of Proposition 6.2

To prove the proposition, it suffices to show that $\mathcal{E}_{i}^{+}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \ll q^{-1 / 4+\varepsilon}$ for $i=1$ and $i=5$, since the proofs of upper bounds for other terms are similar. We start with a lemma that will be used in the proof.

Lemma 8.1. Let $\lambda, \eta$ be integers such that $(\lambda, \eta)=1$ and $\lambda, \eta \ll q^{A}$, where $A$ is $a$ fixed constant. Moreover, for $i, j=1,2,3$, let $\alpha_{i} \ll 1 / \log q$ and $\left|\alpha_{i}-\alpha_{j}\right| \gg 1 / q^{\varepsilon_{1}}$ when $i \neq j$. Then for $\varepsilon>\varepsilon_{1}$,

$$
\operatorname{Res}_{s=1-\alpha_{i}} D_{3}\left(s, \frac{\lambda}{\eta}, \boldsymbol{\alpha}\right) \ll \frac{q^{\varepsilon}}{\eta}
$$

where $D_{3}(s, \lambda / \eta, \boldsymbol{\alpha})$ is defined in (B-4).
Proof. By symmetry, it suffices to prove the statement for the residue at $1-\alpha_{1}$. For $\operatorname{Re}(s)>1+\operatorname{Re}\left(\alpha_{1}-\alpha_{j}\right)$, where $j=2,3$, let

$$
\begin{aligned}
D(s) & :=\sum_{\substack{m=1 \\
\eta \mid m}}^{\infty} \frac{\sigma_{2}\left(m ; \alpha_{2}-\alpha_{1}, \alpha_{3}-\alpha_{1}\right)}{m^{s}} \\
& =\frac{1}{\eta^{s}} \sum_{d \mid \eta} \frac{\mu(d) \sigma_{2}\left(\eta / d ; \alpha_{2}-\alpha_{1}, \alpha_{3}-\alpha_{1}\right)}{d^{s+\alpha_{2}+\alpha_{3}-2 \alpha_{1}}} \zeta\left(s+\alpha_{2}-\alpha_{1}\right) \zeta\left(s+\alpha_{3}-\alpha_{1}\right)
\end{aligned}
$$

where we have used Lemma 2.1 to derive the last line. Now, $D(s)$ can be continued analytically to the whole complex plane except for poles at $s=1+\alpha_{1}-\alpha_{j}$ for $j=2,3$. Moreover, $D(1) \ll q^{\varepsilon} / \eta$.

For $i=1,2,3$, and $\operatorname{Re}\left(s+\alpha_{i}\right)>1$, the sum in the lemma can be rewritten as

$$
\frac{1}{\eta^{3 s+\alpha_{1}+\alpha_{2}+\alpha_{3}}} \sum_{r_{1}, r_{2}, r_{3}(\bmod \eta)} \sum_{\eta} \mathrm{e}\left(\frac{\lambda r_{1} r_{2} r_{3}}{\eta}\right) \zeta\left(s+\alpha_{1} ; \frac{r_{1}}{\eta}\right) \zeta\left(s+\alpha_{2} ; \frac{r_{2}}{\eta}\right) \zeta\left(s+\alpha_{3} ; \frac{r_{3}}{\eta}\right) .
$$

This sum can be analytically continued to the whole complex plane except for poles at $s=1-\alpha_{i}$ for $i=1,2,3$. After some arrangement, the contribution of the residue at $s=1-\alpha_{1}$ is

$$
\frac{1}{\eta^{2+\alpha_{2}+\alpha_{3}-2 \alpha_{1}}} \sum_{\substack{r_{2}, r_{3}(\bmod \eta) \\ \eta \mid r_{2} r_{3}}} \sum_{i} \zeta\left(1+\alpha_{2}-\alpha_{1} ; \frac{r_{2}}{\eta}\right) \zeta\left(1+\alpha_{3}-\alpha_{1} ; \frac{r_{3}}{\eta}\right)=D(1)
$$

and the lemma follows.
8A. Bounding $\mathcal{E}_{\mathbf{1}}^{+}(\boldsymbol{q} ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. With the same notation as in Section 7 and $\mathscr{B}$ defined as in (2-6), we recall that

$$
\begin{aligned}
\mathcal{E}_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} & \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} E_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N),
\end{aligned}
$$

where

$$
\begin{aligned}
E_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N): & =\sum_{c<C} \sum_{x(\bmod \delta c)}^{*} \frac{\mathcal{T}_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c, x)}{c} \\
= & \sum_{\delta<C} \frac{1}{\delta} \sum_{c<C / \delta} \sum_{\substack{x(\bmod \delta c) \\
\left(u_{1} x-u_{2}, c \delta\right)=\delta}}^{*} \frac{\mathcal{T}_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c \delta, x)}{c} \\
\mathcal{T}_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c \delta, x):= & \frac{\pi^{3 / 2+\alpha_{1}+\alpha_{2}+\alpha_{3}}}{\eta_{1}^{3+\alpha_{1}+\alpha_{2}+\alpha_{3}}} \sum_{i=1}^{3} \operatorname{Res}_{s=1+\beta_{i}} D_{3}\left(s, \frac{\lambda_{2}}{\eta_{2}},-\boldsymbol{\beta}\right) \\
& \times \sum_{n=1}^{\infty} A_{3}\left(n, \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) \mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta})
\end{aligned}
$$

for

$$
\begin{array}{ll}
\lambda_{1}=\frac{\bar{q}\left(u_{2} \bar{x}-u_{1}\right) a_{1}}{\delta\left(a_{1}, u_{2} c\right)}, & \eta_{1}=\frac{u_{2} c}{\left(a_{1}, u_{2} c\right)}, \\
& u_{2}=\underline{\bar{q}\left(u_{1} x-u_{2}\right) a_{2}}
\end{array}
$$

and

$$
\begin{aligned}
& \mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \\
& =\int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{y^{1 / 2}} \frac{z^{s-1}}{z^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} y, a_{2}^{3} b_{2}^{2} z ; q\right) J_{k-1}\left(\frac{4 \pi \sqrt{a_{2} y a_{1} z}}{c \delta q}\right) f\left(\frac{y}{N}\right) f\left(\frac{z}{M}\right) \\
& \quad \times i^{-k} \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}+\frac{a_{2}^{2} b_{2} z}{c \delta q a_{1} b_{1}}\right) U_{3}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}} ; \boldsymbol{\alpha}\right) d y d z
\end{aligned}
$$

We first note that the contribution from the terms $a_{1}^{3} b_{1}^{2} y \gg q^{3 / 2+\varepsilon}$ or $a_{2}^{3} b_{2}^{2} z \gg q^{3 / 2+\varepsilon}$ can be bounded by $q^{-A}$ for any $A$ due to the factor $V_{\alpha, \beta}\left(a_{1}^{3} b_{1}^{2} y, a_{2}^{3} b_{2}^{2} z ; q\right)$. So from now on we assume $a_{1}^{3} b_{1}^{2} N \ll q^{3 / 2+\varepsilon}$ and $a_{2}^{3} b_{2}^{2} M \ll q^{3 / 2+\varepsilon}$.

Moreover, the dyadic sum over $M$ and $N$ contains only $\ll \log ^{2} q$ terms, so it suffices to prove that

$$
\begin{equation*}
E_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N) \ll a_{1}^{1 / 2} q^{3 / 4+\varepsilon} \tag{8-1}
\end{equation*}
$$

for fixed $\boldsymbol{a}, \boldsymbol{b}, M, N$ satisfying $a_{1}^{3} b_{1}^{2} N \ll q^{3 / 2+\varepsilon}$ and $a_{2}^{3} b_{2}^{2} M \ll q^{3 / 2+\varepsilon}$. On a first reading, the reader may set $a_{1}=a_{2}=b_{1}=b_{2}=1$ as this simplifies the notation without substantially changing the calculation.

We now write

$$
\begin{equation*}
E_{1, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)=H_{1}+H_{2} \tag{8-2}
\end{equation*}
$$

where $H_{1}$ is the contribution from the sum over $n \leq \eta_{1}^{3} q^{\varepsilon} / N$, and $H_{2}$ is the rest.

8A1. Bounding $H_{1}$. By (B-6), $U_{3}\left(\pi^{3} n y / \eta_{1}^{3}\right) \ll q^{\varepsilon}$ when $n \ll \eta_{1}^{3} q^{\varepsilon} / N$. This and (5-6) gives us that

$$
\mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \ll M^{1 / 2} N^{1 / 2} q^{\varepsilon} \min \left\{\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{-1 / 2},\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{k-1}\right\} .
$$

Then, from Lemma 8.1, Lemma B.2, (B-1), and the fact that ( $\left.a_{2}, u_{1} c\right) \leq a_{2}$ and $1 /\left(a_{1}, u_{2} c\right) \leq 1$, we obtain that $H_{1}$ is bounded by

$$
\begin{aligned}
& M^{1 / 2} N^{1 / 2} q^{\varepsilon} \sum_{\delta<C} \sum_{c<C / \delta} \frac{1}{\eta_{1}^{3} \eta_{2}} \\
& \times \sum_{n \ll \eta_{1}^{3} q^{\varepsilon} / N} \sum_{h\left|\eta_{1}, h\right| n^{2}} \eta_{1}^{3 / 2} \sqrt{h} \min \left\{\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{-1 / 2},\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{k-1}\right\} \\
& \ll M^{5 / 4} N^{1 / 4} q^{\varepsilon} \frac{a_{1}^{3 / 4} a_{2}^{7 / 4} u_{2}^{3 / 2}}{u_{1} q^{3 / 2}} \ll q^{3 / 4+\varepsilon},
\end{aligned}
$$

as desired. In the above, we have used $\left(a_{1} b_{1}, a_{2} b_{2}\right) \geq 1, a_{1}^{3} b_{1}^{2} N \ll q^{3 / 2+\varepsilon}$, and $a_{2}^{3} b_{2}^{2} M \ll q^{3 / 2+\varepsilon}$.

8A2. Bounding $H_{2}$. We start by rewriting $\mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ as

$$
\int_{-\infty}^{\infty} \int_{(1 / \log q)} V_{1}(s, t) \int_{0}^{\infty} z^{\beta_{1}} F_{s-i t}\left(\frac{z}{M}\right) \mathrm{e}\left(\frac{a_{2}^{2} b_{2} z}{c \delta q a_{1} b_{1}}\right) \mathcal{I}(n, z) d z \frac{d s}{s} d t
$$

where $V_{1}(s, t):=V_{1}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{\alpha}, \boldsymbol{\beta}, s, t, M, N)$ is defined as

$$
\begin{align*}
\frac{1}{2 \pi i}\left(\frac{q}{4 \pi^{2}}\right)^{\delta(\boldsymbol{\alpha}, \boldsymbol{\beta})}\left(\frac{a_{2}^{3} b_{2}^{2}}{a_{1}^{3} b_{1}^{2}}\right)^{i t} G\left(\frac{1}{2}+s ; \boldsymbol{\alpha}+\right. & +i t, \boldsymbol{\beta}+i t) H(s ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \\
& \times\left(\frac{q}{4 \pi^{2}}\right)^{3 s} M^{-1 / 2-s+i t} N^{-1 / 2-s-i t} \tag{8-3}
\end{align*}
$$

and $\mathcal{I}(n, z):=\mathcal{I}_{\boldsymbol{\alpha}}(\boldsymbol{a}, \boldsymbol{b}, N, n, z, c, \delta)$ is defined as

$$
\begin{equation*}
\int_{0}^{\infty} F_{s+i t}\left(\frac{y}{N}\right) \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}\right) J_{k-1}\left(\frac{4 \pi \sqrt{a_{2} y a_{1} z}}{c \delta q}\right) U_{3}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}} ; \boldsymbol{\alpha}\right) d y \tag{8-4}
\end{equation*}
$$

and $F_{v}(x):=f(x) / x^{1 / 2+v}$. Note that the $j$-th derivative, $F_{s \pm i t}^{(j)}(y / N)=O\left(|t|^{j} N^{-j}\right)$.
Note that the trivial bound for $\mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ is

$$
\begin{equation*}
\mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \ll \sqrt{M N}(q n)^{\varepsilon} . \tag{8-5}
\end{equation*}
$$

There are two cases to consider: $c>\frac{8 \pi \sqrt{a_{1} a_{2} M N}}{\delta q}$ and $c \leq \frac{8 \pi \sqrt{a_{1} a_{2} M N}}{\delta q}$.
Case 1.

$$
c>\frac{8 \pi \sqrt{a_{1} a_{2} M N}}{\delta q} .
$$

By (5-5), (B-7), and $\pi^{3} n y / \eta_{1}^{3} \gg q^{\varepsilon}$, we can rewrite $\mathcal{I}(n, z)$ as

$$
\begin{aligned}
& \sum_{j=1}^{K}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}}\right)^{\left(\beta_{1}+\beta_{2}+\beta_{3}\right) / 3}\left(\frac{\eta_{1}}{\pi n^{1 / 3} N^{1 / 3}}\right)^{j} \sum_{\ell=0}^{\infty} \frac{(-1)^{\ell}}{\ell!(\ell+k-1)!} \\
& \quad \times \int_{0}^{\infty} \mathscr{F}_{j}(y, z, \ell) \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}\right)\left\{c_{j} \mathrm{e}\left(\frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}}\right)+d_{j} \mathrm{e}\left(-\frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}}\right)\right\} d y \\
& +O\left(q^{-\varepsilon(K+1)}\right)
\end{aligned}
$$

where $c_{j}, d_{j}$ are some constants, and

$$
\mathscr{F}_{j}(y, z, \ell)=F_{s+i t}\left(\frac{y}{N}\right)\left(\frac{2 \pi \sqrt{a_{2} y a_{1} z}}{c \delta q}\right)^{2 \ell+k-1}\left(\frac{y}{N}\right)^{-j / 3}
$$

is supported on $y \in[N, 2 N]$. Moreover,

$$
\frac{\partial^{i} \mathscr{F}_{j}(y, z, \ell)}{\partial y^{i}} \ll \frac{1}{2^{2 \ell}} \frac{|t|^{i}}{N^{i}} \quad \text { and } \quad \mathscr{F}_{j}(y, z, \ell) \ll 1
$$

Thus, picking $K$ large enough so that $q^{-\varepsilon(K+1)}$ is negligible, it suffices to bound integrals of the form

$$
\int_{0}^{\infty} \mathscr{F}_{j}(y, z, \ell) \mathrm{e}\left(\theta_{z}(y, n)\right) d y
$$

where

$$
\theta_{z}(y, n)= \pm \frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}}+B y \quad \text { and } \quad B=\frac{a_{1}^{2} b_{1}}{c \delta q a_{2} b_{2}}
$$

Taking the derivative of $\theta_{z}(y, n)$ with respect to $y$, we have that

$$
\theta_{z}^{\prime}(y, n)=B \pm \frac{n^{1 / 3}}{y^{2 / 3} \eta_{1}}
$$

When $n \geq 64\left(B \eta_{1}\right)^{3} N^{2}$ or $n \leq \frac{1}{4}\left(B \eta_{1}\right)^{3} N^{2}$, since $n \gg \eta_{1}^{3} q^{\varepsilon} / N$ we have

$$
\left|\theta_{z}^{\prime}(y, n)\right| \gg \frac{n^{1 / 3}}{y^{2 / 3} \eta_{1}} \gg \frac{q^{\varepsilon}}{N}
$$

Thus, integrating by parts many times shows that the contribution from these terms is negligible. Therefore we only consider the contribution from when $\frac{1}{4}\left(B \eta_{1}\right)^{3} N^{2} \leq$ $n \leq 64\left(B \eta_{1}\right)^{3} N^{2}$. Note however that

$$
\left(B \eta_{1}\right)^{3} N^{2} \ll \frac{\left(a_{1}^{2} b_{1}\right)^{3} N^{2}}{\delta^{3} q^{3}} \ll \frac{q^{\varepsilon}}{\delta^{3}}
$$

and that there are no terms of this form unless $N \gg q^{3 / 2} /\left(a_{1}^{2} b_{1}\right)^{3 / 2}$ and $\delta \ll q^{\varepsilon}$. From (8-5), trivially $\mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta})=O\left(M^{1 / 2} N^{1 / 2}(n q)^{\varepsilon}\right)$. Hence the contribution
to $H_{2}$ from these terms is bounded by

$$
\begin{aligned}
M^{1 / 2} N^{1 / 2} q^{\varepsilon} \sum_{\delta<q^{\varepsilon}} \sum_{c \gg \sqrt{a_{1} a_{2} M N} / \delta q} \frac{1}{\eta_{1}^{3 / 2} \eta_{2}} & \sum_{h \mid \eta_{1}} \sqrt{h} \sum_{\substack{n \ll q^{\varepsilon} \\
h^{2} \mid n}} \frac{\eta_{1}}{n^{1 / 3} N^{1 / 3}} \\
& \ll a_{1}^{5 / 4} b_{1}^{1 / 2} a_{2}^{3 / 4} M^{1 / 4} N^{1 / 4} q^{\varepsilon} \ll a_{1}^{1 / 2} q^{3 / 4+\varepsilon}
\end{aligned}
$$

similar to before.

Case 2.

$$
c \leq \frac{8 \pi \sqrt{a_{1} a_{2} M N}}{\delta q}
$$

By (5-4), we write $\mathcal{I}(n, z)$ as

$$
\int_{0}^{\infty}\left\{R^{+}(y, z)+R^{-}(y, z)\right\} \frac{\sqrt{c \delta q}}{\pi\left(a_{1} a_{2} y z\right)^{1 / 4}} U_{3}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}} ; \boldsymbol{\alpha}\right) \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}\right) d y
$$

where

$$
R^{ \pm}(y, z):=F_{s+i t}\left(\frac{y}{N}\right) W^{ \pm}\left(\frac{4 \pi \sqrt{a_{1} a_{2} y z}}{c \delta q}\right) \mathrm{e}\left( \pm\left(\frac{2 \sqrt{a_{1} a_{2} y z}}{c \delta q}-\frac{k}{4}+\frac{1}{8}\right)\right)
$$

and $W^{+}=W, W^{-}=\bar{W}$.
Similar to Case 1, we explicitly write $U_{3}\left(\pi^{3} n y / \eta_{1}^{3} ; \boldsymbol{\alpha}\right)$ as in (B-7) so it suffices to bound

$$
\begin{aligned}
& \sum_{j=1}^{K}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}}\right)^{\left(\beta_{1}+\beta_{2}+\beta_{3}\right) / 3}\left(\frac{\eta_{1}}{\pi n^{1 / 3} N^{1 / 3}}\right)^{j} \frac{1}{N^{1 / 4}} \frac{\sqrt{c \delta q}}{\pi\left(a_{1} a_{2} z\right)^{1 / 4}} \\
& \times \int_{0}^{\infty} \mathscr{H}_{j}^{ \pm}(y, z)\left\{c_{j} \mathrm{e}\left(\frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}}\right)+d_{j} \mathrm{e}\left(-\frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}}\right)\right\} \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}\right) \\
& \times \mathrm{e}\left( \pm\left(\frac{2 \sqrt{a_{1} a_{2} y z}}{c \delta q}-\frac{k}{4}+\frac{1}{8}\right)\right) d y+O\left(q^{-\varepsilon(K+1)}\right)
\end{aligned}
$$

where

$$
\mathscr{H}_{j}^{ \pm}(y, z)=\frac{F_{s+i t}(y / N) W^{ \pm}\left(4 \pi \sqrt{a_{1} a_{2} y z} / c \delta q\right)}{(y / N)^{j / 3+1 / 4}}
$$

is supported on $y \in[N, 2 N]$. Note that

$$
\frac{\partial^{(i)} \mathscr{H}_{j}^{ \pm}(y, z)}{\partial y^{i}} \ll j, i \frac{|t|^{i}}{N^{i}} \quad \text { and } \quad \mathscr{H}_{j}^{ \pm}(y, z) \ll 1
$$

Thus, the integration over $y$ is of the form

$$
\int_{0}^{\infty} \mathscr{H}_{j}^{ \pm}(y, z) \mathrm{e}\left(g_{z}(y, n)\right) d y
$$

where
$g_{z}(y, n)= \pm \frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}} \pm\left(2 A \sqrt{y}+\frac{k}{4}-\frac{1}{8}\right)+B y, \quad A=\frac{\sqrt{a_{1} a_{2} z}}{c \delta q}, \quad B=\frac{a_{1}^{2} b_{1}}{c \delta q a_{2} b_{2}}$.
Differentiating $g_{z}(y, n)$ with respect to $y$, we have

$$
g_{z}^{\prime}(y, n)= \pm \frac{n^{1 / 3}}{y^{2 / 3} \eta_{1}} \pm \frac{A}{y^{1 / 2}}+B
$$

When $a_{2}^{3 / 2} b_{2} M^{1 / 2} \geq 4 a_{1}^{3 / 2} b_{1} N^{1 / 2}$, it follows that

$$
\frac{A}{y^{1 / 2}} \geq \frac{A}{y^{1 / 2}}-B \geq \frac{1}{2} \frac{A}{y^{1 / 2}} \quad \text { and } \quad \frac{3}{2} \frac{A}{y^{1 / 2}} \geq \frac{A}{y^{1 / 2}}+B \geq \frac{A}{y^{1 / 2}}
$$

Therefore

$$
\frac{1}{2} \frac{A}{y^{1 / 2}} \leq\left| \pm \frac{A}{y^{1 / 2}}+B\right| \leq \frac{3}{2} \frac{A}{y^{1 / 2}}
$$

When $n \geq 54\left(A \eta_{1}\right)^{3} N^{1 / 2}$ or $n \leq \frac{1}{64}\left(A \eta_{1}\right)^{3} N^{1 / 2}$, since $n \gg \eta_{1}^{3} q^{\varepsilon} / N$ we have that

$$
\left|g_{z}^{\prime}(y, n)\right| \gg \frac{n^{1 / 3}}{y^{2 / 3} \eta_{1}} \gg \frac{q^{\varepsilon}}{N}
$$

Integrating by parts many times shows that these terms are negligible. We then consider only the terms where $\frac{1}{64}\left(A \eta_{1}\right)^{3} N^{1 / 2} \leq n \leq 54\left(A \eta_{1}\right)^{3} N^{1 / 2}$. Note however that

$$
\left(A \eta_{1}\right)^{3} N^{1 / 2} \ll\left(\frac{\sqrt{a_{1} a_{2} M} u_{2} c}{c \delta q}\right)^{3} N^{1 / 2} \ll\left(\frac{\sqrt{a_{1}}}{\delta q^{1 / 4}}\right)^{3} N^{1 / 2} \ll \frac{q^{\varepsilon}}{\delta^{3}}
$$

and that the left side is only $\gg 1$ if $N \gg q^{3 / 2} / a_{1}^{3}$ and $\delta \ll q^{\varepsilon}$.
By (8-5), the contribution of $\mathcal{F}_{1}^{+}(c \delta, n ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ to the terms in this range is $O\left(M^{1 / 2} N^{1 / 2}(n q)^{\varepsilon}\right)$. So the contribution to $H_{2}$ from these terms is bounded by

$$
\begin{aligned}
M^{1 / 2} N^{1 / 2} q^{\varepsilon} \sum_{\delta<q^{\varepsilon}} \sum_{\substack{c \ll \sqrt{a_{1} a_{2} M N} /(\delta q)}} \frac{1}{\eta_{1}^{3 / 2} \eta_{2}} & \sum_{h \mid \eta_{1}} \sqrt{h} \sum_{\substack{n \ll q^{\varepsilon} \\
h^{2} \mid n}}\left(\frac{\eta_{1}}{n^{1 / 3} N^{1 / 3}}\right) \frac{\sqrt{c \delta q}}{\left(a_{1} a_{2} M N\right)^{1 / 4}} \\
& \ll a_{1}^{5 / 4} b_{1}^{1 / 2} a_{2}^{3 / 4} M^{1 / 4} N^{1 / 4} q^{\varepsilon} \ll a_{1}^{1 / 2} q^{3 / 4+\varepsilon}
\end{aligned}
$$

which suffices.
When $4 a_{2}^{3 / 2} b_{2} M^{1 / 2} \leq a_{1}^{3 / 2} b_{1} N^{1 / 2}$, we have that $\frac{1}{2} B<B-A / y^{1 / 2}<B$ and $\frac{3}{2} B>A y^{1 / 2}+B>B$. By the same arguments as in Case 1 , the range of $n$ that should be considered is of the size $\left(B \eta_{1}\right)^{3} N^{2}$ and give a contribution to $H_{2}$ bounded by $a_{1}^{1 / 2} q^{3 / 4+\varepsilon}$.

When $\frac{1}{4} a_{1}^{3 / 2} b_{1} N^{1 / 2}<a_{2}^{3 / 2} b_{2} M^{1 / 2}<4 a_{1}^{3 / 2} b_{1} N^{1 / 2}$, we have that $A / y^{1 / 2} \asymp B$, and so the range of $n$ that should be considered is of the size $\left(A \eta_{1}\right)^{3} N^{1 / 2}$ by
the same arguments as above. Hence the contribution from these terms to $H_{2}$ is $O\left(a_{1}^{1 / 4} q^{3 / 4+\varepsilon}\right)$.

This completes the proof of Proposition 6.2 for $\mathcal{E}_{1}^{+}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. The same proof applies to bound $\mathcal{E}_{i}^{ \pm}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ for $i=2,3,4$.

8B. Bounding $\mathcal{E}_{5}^{+}(\boldsymbol{q} ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. We first recall that

$$
\begin{aligned}
\mathcal{E}_{5}^{+}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\frac{2 \pi}{q} \sum_{\substack{a_{1}, b_{1}, a_{2}, b_{2} \geq 1 \\
\left(a_{1} a_{2} b_{1} b_{2}, q\right)=1}} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \boldsymbol{\alpha}\right)}{a_{1}^{3 / 2} b_{1}} & \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\boldsymbol{\beta}\right)}{a_{2}^{3 / 2} b_{2}} \\
& \times \sum_{M}^{d} \sum_{N}^{d} E_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)
\end{aligned}
$$

where

$$
\begin{aligned}
& E_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N):=\sum_{c<C} \sum_{x(\bmod \delta c)}^{*} \frac{\mathcal{T}_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c, x)}{c} \\
&= \sum_{\delta<C} \frac{1}{\delta} \sum_{c<C / \delta} \sum_{\substack{x(\bmod \delta c) \\
\left(u_{1} x-u_{2}, c \delta\right)=\delta}}^{*} \frac{\mathcal{T}_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c \delta, x)}{c} \\
& \mathcal{T}_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(c \delta, x):=\frac{\pi^{3+\alpha_{1}-\beta_{1}+\alpha_{2}-\beta_{2}+\alpha_{3}-\beta_{3}}}{\eta_{1}^{3+\alpha_{1}+\alpha_{2}+\alpha_{3}} \eta_{2}^{3-\beta_{1}-\beta_{2}-\beta_{3}}} \sum_{n, m \geq 1} \sum A_{3}\left(n, \frac{\lambda_{1}}{\eta_{1}}, \boldsymbol{\alpha}\right) \\
& \quad \times A_{3}\left(m, \frac{\lambda_{2}}{\eta_{2}},-\boldsymbol{\beta}\right) \mathcal{F}_{5}^{+}(c \delta, n, m ; \boldsymbol{\alpha}, \boldsymbol{\beta})
\end{aligned}
$$

for

$$
\begin{array}{ll}
\lambda_{1}=\frac{\bar{q}\left(u_{2} \bar{x}-u_{1}\right) a_{1}}{\delta\left(a_{1}, u_{2} c\right)}, & \eta_{1}=\frac{u_{2} c}{\left(a_{1}, u_{2} c\right)}, \\
\lambda_{2}=\frac{\bar{q}\left(u_{1} x-u_{2}\right) a_{2}}{\delta\left(a_{2}, u_{1} c\right)}, & \eta_{2}=\frac{u_{1} c}{\left(a_{2}, u_{1} c\right)},
\end{array}
$$

and

$$
\begin{aligned}
& \mathcal{F}_{5}^{+}(c \delta, n, m, \boldsymbol{\alpha}, \boldsymbol{\beta})=\int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{y^{1 / 2}} \frac{1}{z^{1 / 2}} V_{\boldsymbol{\alpha}, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} y, a_{2}^{3} b_{2}^{2} z ; q\right) \\
& \times J_{k-1}\left(\frac{4 \pi \sqrt{a_{2} y a_{1} z}}{c \delta q}\right) f\left(\frac{y}{N}\right) f\left(\frac{z}{M}\right) i^{-k} \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}+\frac{a_{2}^{2} b_{2} z}{c \delta q a_{1} b_{1}}\right) \\
& \times U_{3}\left(\frac{\pi^{3} n y}{\eta_{1}^{3}} ; \boldsymbol{\alpha}\right) U_{3}\left(\frac{\pi^{3} m z}{\eta_{2}^{3}} ;-\boldsymbol{\beta}\right) d y d z
\end{aligned}
$$

The proofs in this section are very similar to the ones in the previous section. Previously, we had one sum over $n$ and now we have a double sum over $m$ and $n$ which can be treated in a similar manner. To be precise, we begin by dividing
$E_{5, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$ into $\sum_{i=1}^{4} E_{5, i}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$, where

$$
E_{5, i}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N):=E_{5, i, \boldsymbol{\alpha}, \boldsymbol{\beta}}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)
$$

is the contribution from case $(i)$ below:
(1) $n \ll \frac{\eta_{1}^{3} q^{\varepsilon}}{N}$ and $m \ll \frac{\eta_{2}^{3} q^{\varepsilon}}{M}$;
(2) $n \gg \frac{\eta_{1}^{3} q^{\varepsilon}}{N}$ and $m \ll \frac{\eta_{2}^{3} q^{\varepsilon}}{M}$;
(3) $n \ll \frac{\eta_{1}^{3} q^{\varepsilon}}{N}$ and $m \gg \frac{\eta_{2}^{3} q^{\varepsilon}}{M}$;
(4) $n \gg \frac{\eta_{1}^{3} q^{\varepsilon}}{N}$ and $m \gg \frac{\eta_{2}^{3} q^{\varepsilon}}{M}$.

By symmetry, the treatment for cases (2) and (3) is the same, so we show only the second case.

Similar to Section 8A, the contribution from the terms $a_{1}^{3} b_{1}^{2} y \gg q^{3 / 2+\varepsilon}$ or $a_{2}^{3} b_{2}^{2} z \gg q^{3 / 2+\varepsilon}$ can be bounded by $q^{-A}$ due to the factor $V_{\alpha, \boldsymbol{\beta}}\left(a_{1}^{3} b_{1}^{2} y, a_{2}^{3} b_{2}^{2} z ; q\right)$. Thus it suffices to prove that

$$
\begin{equation*}
E_{5, i}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N) \ll a_{1}^{1 / 2} a_{2}^{1 / 2} q^{3 / 4+\varepsilon}, \tag{8-6}
\end{equation*}
$$

for fixed $\boldsymbol{a}, \boldsymbol{b}, M, N$ satisfying

$$
a_{1}^{3} b_{1}^{2} N \ll q^{3 / 2+\varepsilon} \quad \text { and } \quad a_{2}^{3} b_{2}^{2} M \ll q^{3 / 2+\varepsilon}
$$

In fact, we prove the stronger bound $E_{5, i}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N) \ll a_{1}^{1 / 2} a_{2}^{1 / 2} q^{1 / 2+\varepsilon}$.
8B1. Bounding $E_{5,1}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$. For this case, we have $U_{3}\left(\pi^{3} n y / \eta_{1}^{3} ; \boldsymbol{\alpha}\right) \ll q^{\varepsilon}$ and $U_{3}\left(\pi^{3} m z / \eta_{2}^{3} ;-\boldsymbol{\beta}\right) \ll q^{\varepsilon}$ by (B-6). Similar to the arguments in Section 8A1, from Lemma 8.1, Lemma B.2, and (5-6), we have that for $k \geq 5$,

$$
\begin{aligned}
& E_{5,1}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N) \\
& \quad \ll M^{1 / 2} N^{1 / 2} q^{\varepsilon} \sum_{\delta<C} \sum_{c<C / \delta} \frac{1}{\eta_{1}^{3} \eta_{2}^{3}} \sum_{n \ll \eta_{1}^{3} q^{\varepsilon} / N} \sum_{h_{1}\left|\eta_{1}, h_{1}\right| n^{2}} \eta_{1}^{3 / 2} \sqrt{h_{1}} \\
& \quad \times \sum_{m \ll \eta_{2}^{3} q^{\varepsilon} / M} \sum_{h_{2}\left|\eta_{2}, h_{2}\right| m^{2}} \eta_{2}^{3 / 2} \sqrt{h} 2 \min \left\{\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{-1 / 2},\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{k-1}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \ll M^{-1 / 2} N^{-1 / 2} q^{\varepsilon} \sum_{\delta<C}\left\{\sum_{\sqrt{a_{1} a_{2} M N} /(q \delta) \ll c<C / \delta} \eta_{1}^{3 / 2} \eta_{2}^{3 / 2}\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{k-1}\right. \\
& \left.\quad+\sum_{c \ll \sqrt{a_{1} a_{2} M N} /(q \delta)} \eta_{1}^{3 / 2} \eta_{2}^{3 / 2}\left(\frac{\sqrt{a_{1} a_{2} M N}}{c \delta q}\right)^{-1 / 2}\right\} \\
& \ll M^{3 / 2} N^{3 / 2} q^{\varepsilon} \frac{a_{1}^{2} a_{2}^{2} u_{1}^{3 / 2} u_{2}^{3 / 2}}{q^{4}} \ll q^{1 / 2+\varepsilon} .
\end{aligned}
$$

8B2. Bounding $E_{5,2}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$. We can write $\mathcal{F}_{5}^{+}(c \delta, n, m ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ as
$\int_{-\infty}^{\infty} \int_{(1 / \log q)} V_{1}(s, t) \int_{0}^{\infty} F_{s-i t}\left(\frac{z}{M}\right) \mathrm{e}\left(\frac{a_{2}^{2} b_{2} z}{c \delta q a_{1} b_{1}}\right) U_{3}\left(\frac{\pi^{3} m z}{\eta_{2}^{3}} ;-\boldsymbol{\beta}\right) \mathcal{I}(n, z) d z \frac{d s}{s} d t$
where $V_{1}(s, t)$ and $\mathcal{I}(n, z)$ are defined as in (8-3) and (8-4), respectively, and $F_{v}(x)=1 / x^{1 / 2+v} f(x)$. Note that $F_{s \pm i t}^{(j)}(y / N) \ll|t|^{j} N^{-j}$.

The integration over $z$ can be bounded trivially, and the sum over $m, h_{2}$ can be treated in the same way as in Section 8B1. For the integration over $y$, we argue as in Cases 1 and 2 of Section 8A2 and obtain that $E_{5,2}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N) \ll a_{1}^{1 / 2} q^{1 / 2+\varepsilon}$.

8B3. Bounding $E_{5,4}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$. We split into two cases as follows.

Case 1.

$$
c>\frac{8 \pi \sqrt{a_{1} a_{2} M N}}{\delta q}
$$

We use (5-5) and (B-7), and the integral that we consider is of the form

$$
\int_{0}^{\infty} \int_{0}^{\infty} G(y, z) \mathrm{e}\left(\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}+\frac{a_{2}^{2} b_{2} z}{c \delta q a_{1} b_{1}} \pm \frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}} \pm \frac{3 m^{1 / 3} z^{1 / 3}}{\eta_{2}}\right) d y d z
$$

where $\partial^{j} \partial^{i} G(y, z) / \partial y^{j} \partial z^{i} \ll 1 /\left(N^{j} M^{i}\right), G(x, y) \ll 1$, and it is supported in $[N, 2 N] \times[M, 2 M]$. Therefore, the integration over $y, z$ above is $O(M N)$.

By the same arguments as Case 1 of Section 8A2, it is sufficient to consider when $c_{1}\left(B_{1} \eta_{1}\right)^{3} N^{2} \ll n \ll c_{2}\left(B_{1} \eta_{1}\right)^{3} N^{2}$ and $c_{1}\left(B_{2} \eta_{2}\right)^{3} M^{2} \ll m \ll c_{2}\left(B_{2} \eta_{2}\right)^{3} M^{2}$, where $c_{1}, c_{2}$ are some constants, $B_{1}=a_{1}^{2} b_{1} /\left(c \delta q a_{2} b_{2}\right)$, and $B_{2}=a_{2}^{2} b_{2} /\left(c \delta q a_{1} b_{1}\right)$, since the terms outside these ranges give negligible contribution from integration by parts many times. By the same arguments as in Section 8A,

$$
\left(B \eta_{1}\right)^{3} N^{2} \ll \frac{\left(a_{1}^{2} b_{1}\right)^{3} N^{2}}{\delta^{3} q^{3}} \ll \frac{q^{\varepsilon}}{\delta^{3}} \quad \text { and } \quad\left(B \eta_{2}\right)^{3} M^{2} \ll \frac{\left(a_{2}^{2} b_{2}\right)^{3} M^{2}}{\delta^{3} q^{3}} \ll \frac{q^{\varepsilon}}{\delta^{3}}
$$

So there are no terms of this form unless $N \gg q^{3 / 2} /\left(a_{1}^{2} b_{1}\right)^{3 / 2}, M \gg q^{3 / 2} /\left(a_{2}^{2} b_{2}\right)^{3 / 2}$, and $\delta \ll q^{\varepsilon}$. We then obtain that the contribution from these terms to $E_{5,4}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$
is bounded by
$M^{1 / 2} N^{1 / 2} q^{\varepsilon} \sum_{\delta<q^{\varepsilon}} \sum_{c \gg \sqrt{a_{1} a_{2} M N} /(\delta q)} \frac{1}{\eta_{1}^{3 / 2} \eta_{2}^{3 / 2}} \sum_{h_{1} \mid \eta_{1}} \sqrt{h_{1}} \sum_{\substack{n \ll q^{\varepsilon} \\ h_{1}^{2} \mid n}} \sum_{h_{2} \mid \eta_{1}} \sqrt{h_{2}} \sum_{\substack{m \ll q^{\varepsilon} \\ h_{2}^{2} \mid m}} 1$ $\ll a_{1}^{1 / 2} a_{2}^{1 / 2} q^{1 / 2+\varepsilon}$.

Case 2.

$$
c \leq \frac{8 \pi \sqrt{a_{1} a_{2} M N}}{\delta q}
$$

For this case, we use (5-4), and the integral that we consider is of the form

$$
\frac{\eta_{1} \eta_{2}}{m^{1 / 3} n^{1 / 3} M^{1 / 3} N^{1 / 3}} \frac{\sqrt{c \delta q}}{M^{1 / 4} N^{1 / 4}\left(a_{1} a_{2}\right)^{1 / 4}} \int_{0}^{\infty} \int_{0}^{\infty} \mathcal{H}(y, z) \mathrm{e}(g(y, z, n, m)) d y d z
$$

where

$$
\frac{\partial^{j} \partial^{i} \mathcal{H}(y, z)}{\partial y^{j} \partial z^{i}} \ll 1 /\left(N^{j} M^{i}\right)
$$

$\mathcal{H}(x, y)$ is supported in $[N, 2 N] \times[M, 2 M]$, and

$$
g(y, z, n, m)=\frac{a_{1}^{2} b_{1} y}{c \delta q a_{2} b_{2}}+\frac{a_{2}^{2} b_{2} z}{c \delta q a_{1} b_{1}} \pm \frac{3 n^{1 / 3} y^{1 / 3}}{\eta_{1}} \pm \frac{3 m^{1 / 3} z^{1 / 3}}{\eta_{2}} \pm \frac{2 \sqrt{a_{1} a_{2} y z}}{c \delta q}
$$

We note that the integration over $y, z$ above is $O(M N)$. Hence we obtain that

$$
\begin{aligned}
& \frac{\partial g(y, z, n, m)}{\partial y}=B_{1} \pm \frac{n^{1 / 3}}{y^{2 / 3} \eta_{1}} \pm \frac{A_{1}}{y^{1 / 2}} \\
& \frac{\partial g(y, z, n, m)}{\partial z}=B_{2} \pm \frac{m^{1 / 3}}{z^{2 / 3} \eta_{2}} \pm \frac{A_{2}}{z^{1 / 2}}
\end{aligned}
$$

where $A_{1}=\sqrt{a_{1} a_{2} z} /(c \delta q)$ and $A_{2}=\sqrt{a_{1} a_{2} y} /(c \delta q)$. We divide into three cases to consider.
Case 2.1: $a_{2}^{3 / 2} b_{2} M^{1 / 2} \geq 4 a_{1}^{3 / 2} b_{1} N^{1 / 2}$. For this case, we have that

$$
\left|\frac{A_{1}}{y^{1 / 2}} \pm B_{1}\right| \asymp \frac{A_{1}}{y^{1 / 2}} \quad \text { and } \quad\left|\frac{A_{2}}{z^{1 / 2}} \pm B_{2}\right| \asymp B_{2}
$$

Similar to Case 2 of Section 8A2, we consider the ranges $n \asymp\left(A_{1} \eta_{1}\right)^{3} N^{1 / 2}$ and $m \asymp\left(B_{2} \eta_{2}\right)^{3} M^{2}$. By the same arguments as in Section 8 A , we note that

$$
\left(A \eta_{1}^{3}\right) N^{1 / 2} \ll\left(\frac{\sqrt{a_{1}}}{\delta q^{1 / 2}}\right)^{3} N^{1 / 2} \ll \frac{q^{\varepsilon}}{\delta^{3}} \quad \text { and } \quad\left(B \eta_{2}\right)^{3} M^{2} \ll \frac{\left(a_{2}^{2} b_{2}\right)^{3} M^{2}}{\delta^{3} q^{3}} \ll \frac{q^{\varepsilon}}{\delta^{3}}
$$

and there are no terms of this form unless $N \gg q^{3 / 2} / a_{1}^{3}, M \gg q^{3 / 2} /\left(a_{2}^{2} b_{2}\right)^{3 / 2}$, and $\delta \ll q^{\varepsilon}$. Hence the contribution from these terms to $E_{5,4}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$ is

$$
\begin{array}{r}
M^{1 / 6} N^{1 / 6} \sum_{\delta<q^{\varepsilon}} \sum_{c \ll \sqrt{a_{1} a_{2} M N} /(\delta q)} \frac{1}{\eta_{1}^{1 / 2} \eta_{2}^{1 / 2}} \sum_{h_{1} \mid \eta_{1}} \sqrt{h_{1}} \sum_{\substack{n \ll q^{\varepsilon} \\
h_{1}^{2} \mid n}} \frac{1}{n^{1 / 3}} \sum_{h_{2} \mid \eta_{1}} \sqrt{h} \sum_{m \ll q^{\varepsilon} h_{2}^{2} \mid m} \frac{1}{m^{1 / 3}} \\
\ll a_{1}^{1 / 2} a_{2}^{1 / 2} q^{1 / 2+\varepsilon}
\end{array}
$$

Case 2.2: $a_{1}^{3 / 2} b_{1} N^{1 / 2} \geq 4 a_{2}^{3 / 2} b_{2} M^{1 / 2}$. For this case, we do the same calculation as in Case 2.1 and obtain that the contribution is also $O\left(a_{1}^{1 / 2} a_{2}^{1 / 2} q^{1 / 2+\varepsilon}\right)$.
Case 2.3: $\frac{1}{4} a_{1}^{3 / 2} b_{1} N^{1 / 2}<a_{2}^{3 / 2} b_{2} M^{1 / 2}<4 a_{1}^{3 / 2} b_{1} N^{1 / 2}$. For this case, we have that

$$
\frac{A_{1}}{y^{1 / 2}} \asymp B_{1} \quad \text { and } \quad \frac{A_{2}}{z^{1 / 2}} \asymp B_{2}
$$

By similar arguments to Case 2 of Section 8A2, we can focus on the ranges $n \asymp\left(A_{1} \eta_{1}\right)^{3} N^{1 / 2}$ and $m \asymp\left(A_{1} \eta_{1}\right)^{3} N^{1 / 2}$. The contribution from these terms to $E_{5,4}^{+}(\boldsymbol{a}, \boldsymbol{b}, M, N)$ is then $\ll a_{1}^{1 / 2} a_{2}^{1 / 2} q^{1 / 2+\varepsilon}$.

## 9. Conclusion of the proof of Theorem 2.5

Recall that from Section 4 and (4-1), we want to evaluate

$$
H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{M}_{6}(q)=\mathscr{M}_{1}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\mathscr{M}_{1}(q ; \boldsymbol{\beta}, \boldsymbol{\alpha})
$$

By (4-2), we see that $\mathscr{M}_{1}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$, and in Lemma 4.1, we showed that

$$
\mathscr{D}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})=H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \int_{-\infty}^{\infty} \mathcal{M}(q ; \boldsymbol{\alpha}+i t, \boldsymbol{\beta}+i t) d t+O\left(q^{-3 / 4+\varepsilon}\right),
$$

which is one of the twenty main terms of the asymptotic formula. Then we decomposed $\mathscr{K}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ as $\mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})+\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$. We proved in Section 5A that $\mathscr{K}_{E}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \ll q^{-1 / 2+\varepsilon}$, and then using the Voronoi summation formula, we extracted another nine main terms of the asymptotic formula from $\mathscr{K}_{M}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ with an error term $O\left(q^{-1 / 4+\varepsilon}\right)$ (see Propositions 6.1 and 6.2, Section 7, Section 8, and Appendix A). As briefly discussed in Section 4, those terms correspond to $\mathcal{M}(q ; \pi(\boldsymbol{\alpha})+i t, \pi(\boldsymbol{\beta})+i t)$, where $\pi$ is the transposition $\left(\alpha_{i}, \beta_{j}\right)$ for $i=1,2,3$ in $S_{6} / S_{3} \times S_{3}$. Hence $\mathscr{M}_{1}(q ; \boldsymbol{\alpha}, \boldsymbol{\beta})$ gives ten main terms the desired asymptotic formula, and similarly the remaining ten terms come from $\mathscr{M}_{1}(q ; \boldsymbol{\beta}, \boldsymbol{\alpha})$.

Therefore, combining everything together, we have that

$$
\begin{aligned}
& H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \mathcal{M}_{6}(q) \\
& \quad=H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \int_{-\infty}^{\infty} \sum_{\pi \in S_{6} / S_{3} \times S_{3}} \mathcal{M}(q ; \pi(\boldsymbol{\alpha})+i t, \pi(\boldsymbol{\beta})+i t) d t+O\left(q^{-1 / 4+\varepsilon}\right)
\end{aligned}
$$

If $\left|\alpha_{i}-\beta_{j}\right| \gg q^{-\varepsilon}$ for all $1 \leq i, j \leq 3$, then $H(0 ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \gg q^{-\varepsilon}$ and we immediately get

$$
\mathcal{M}_{6}(q)=\int_{-\infty}^{\infty} \sum_{\pi \in S_{6} / S_{3} \times S_{3}} \mathcal{M}(q ; \pi(\boldsymbol{\alpha})+i t, \pi(\boldsymbol{\beta})+i t) d t+O\left(q^{-1 / 4+\varepsilon}\right)
$$

However, since all expressions above, including the term bounded by $O\left(q^{-1 / 2+\varepsilon}\right)$, are analytic in the $\alpha_{i}$ and $\beta_{j}$, we see that this in fact holds in general.

## Appendix A: Comparing the main term of $\boldsymbol{R}_{\alpha_{1}, \beta_{1}}$ and $\mathcal{M}(q ; \pi(\alpha), \pi(\beta))$

To finish the proof of Proposition 6.1, we show that the local factor at prime $p$ of the Euler product of $\zeta\left(1-\alpha_{1}+\beta_{1}\right) \mathcal{M}_{\alpha_{1}, \beta_{1}}(0)$ is the same as the one in $\mathcal{A Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right)$, where

$$
(\pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))=\left(\beta_{1}, \alpha_{1}, \alpha_{2} ; \alpha_{1}, \beta_{2}, \beta_{3}\right),
$$

and $\mathcal{M}_{\alpha_{1}, \beta_{1}}(s)$ is defined as in (7-10). To simplify the presentation, we work within the ring of formal Dirichlet series, so that we need not worry about convergence issues in this section. Indeed, if we show that $\zeta\left(1-\alpha_{1}+\beta_{1}\right) \mathcal{M}_{\alpha_{1}, \beta_{1}}(0)$ is the same as $\mathcal{A Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right)$ as formal series, then they must have the same region of absolute convergence. Thus, as analytic functions, they agree on the region of absolute convergence, and so must be the same by analytic continuation. Note that we have already verified that there is a nonempty open region of absolute convergence at the end of Section 7.

For notational convenience, $\boldsymbol{\alpha}_{2,3}=\left(\alpha_{2}, \alpha_{3}\right)$, and $-\boldsymbol{\beta}_{2,3}=\left(-\beta_{2},-\beta_{3}\right)$ in this section.

A1. Euler product at prime $p$ of $\mathcal{A Z}\left(\frac{1}{2} ; \pi(\alpha), \pi(\beta)\right)$. We start by rearranging the sums in $\mathcal{A Z}(s ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))$ by the same method as in (2-9). When

$$
\operatorname{Re}\left(s+\beta_{1}+\alpha_{2}+\alpha_{3}\right), \operatorname{Re}\left(s-\alpha_{1}-\beta_{2}-\beta_{3}\right)>1,
$$

we recall that from (2-13) and (2-17), $\mathcal{A Z}(s ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta}))$ is

$$
\begin{aligned}
& \sum \sum \sum \sum \\
& \begin{array}{c}
a_{1}, b_{1}, a_{2}, b_{2}, m, n \geq 1 \\
a_{1}=a_{2} m \\
a_{1} b_{1}=a_{2} b_{2} \\
\left(a_{i}, q\right)=\left(b_{j}, q\right)=1
\end{array} \sum \frac{\mathscr{B}\left(a_{1}, b_{1} ; \pi(\boldsymbol{\alpha})\right)}{\left(a_{1} b_{1}\right)^{2 s}} \frac{\mathscr{B}\left(a_{2}, b_{2} ;-\pi(\boldsymbol{\beta})\right)}{\left(a_{2} b_{2}\right)^{2 s}} \\
& \times \frac{\sigma_{3}(n ; \pi(\boldsymbol{\alpha})) \sigma_{3}(m ;-\pi(\boldsymbol{\beta}))}{\left(a_{1} n\right)^{s}\left(a_{2} m\right)^{s}} .
\end{aligned}
$$

Using Lemma 2.1, the proof of (2-9), and the fact that

$$
\begin{equation*}
\sigma_{3}\left(a ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\sum_{d f=a} d^{-\alpha_{1}} \sigma_{2}\left(f ; \alpha_{2}, \alpha_{3}\right), \tag{A-1}
\end{equation*}
$$

we see after a change of variables that

$$
\begin{align*}
& \mathcal{A Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right) \\
& =\zeta\left(1-\alpha_{1}+\beta_{1}\right) \sum_{\substack{d_{1}, d_{2}, e_{1}, e_{2} \geq 1 \\
d_{1} l_{1}=d_{2} e_{2} \\
\left(d_{i} i\right.}} \sum_{i)=1} \frac{1}{d_{1}^{1+\alpha_{2}+\alpha_{3}} d_{2}^{1-\beta_{2}-\beta_{3}}} \frac{1}{e_{1}^{1+\beta_{1}} e_{2}^{1-\alpha_{1}}} \mathcal{J}\left(e_{1}, e_{2}\right), \tag{A-2}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{J}\left(e_{1}, e_{2}\right)=\sum_{j_{1}, j_{2} \geq 1} \frac{\sigma_{2}\left(j_{1} e_{1} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(j_{2} e_{2} ;-\boldsymbol{\beta}_{2,3}\right)\left(j_{1}, j_{2}\right)^{1-\alpha_{1}+\beta_{1}}}{j_{1}^{1-\alpha_{1}} j_{2}^{1+\beta_{1}}} \tag{A-3}
\end{equation*}
$$

Because both $\zeta\left(1-\alpha_{1}+\beta_{1}\right) \mathcal{M}_{\alpha_{1}, \beta_{1}}(0)$ and $\mathcal{A Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right)$ have the factor $\zeta\left(1-\alpha_{1}+\beta_{1}\right)$, it suffices to consider only the local factor at prime $p$ of the sum over $d_{i}, e_{i}$ in (A-2). For $p \neq q$, this is

$$
\begin{equation*}
\sum \sum_{\substack{\delta_{1}, \delta_{2}, \epsilon_{1}, \epsilon_{2} \geq 0 \\ \delta_{1}+\epsilon_{1}=\delta_{2}+\epsilon_{2}}} \sum_{p^{D+\epsilon_{1}+\epsilon_{2}+\epsilon_{1} \beta_{1}-\epsilon_{2} \alpha_{1}}} \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\epsilon_{1}, \epsilon_{2}, k\right)}{p^{k}}, \tag{A-4}
\end{equation*}
$$

where $p^{\delta_{i}}\left\|d_{i}, p^{\epsilon_{i}}\right\| e_{i}, p^{t_{i}} \| j_{i}$,

$$
\begin{equation*}
D:=\delta_{1}+\delta_{2}+\delta_{1}\left(\alpha_{2}+\alpha_{3}\right)-\delta_{2}\left(\beta_{2}-\beta_{3}\right), \tag{A-5}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{J}_{p}\left(\epsilon_{1}, \epsilon_{2}, k\right):= & \sigma_{2}\left(p^{k+\epsilon_{1}} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(p^{k+\epsilon_{2}} ;-\boldsymbol{\beta}_{2,3}\right) \\
& +\sum_{0 \leq \iota_{1}<k} \frac{\sigma_{2}\left(p^{1_{1}+\epsilon_{1}} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(p^{k+\epsilon_{2}} ;-\boldsymbol{\beta}_{2,3}\right)}{p^{\beta_{1}\left(k-\iota_{1}\right)}} \\
& +\sum_{0 \leq \iota_{2}<k} \frac{\sigma_{2}\left(p^{k+\epsilon_{1}} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(p^{\iota_{2}+\epsilon_{2}} ;-\boldsymbol{\beta}_{2,3}\right)}{p^{-\alpha_{1}\left(k-\iota_{2}\right)}} . \tag{A-6}
\end{align*}
$$

For $p=q$, we have that $\delta_{i}=\epsilon_{i}=0$, and the local factor at $p$ is

$$
\begin{equation*}
\sum_{k \geq 0} \frac{\mathcal{J}_{p}(0,0, k)}{p^{k}} \tag{A-7}
\end{equation*}
$$

We also comment here that when $\alpha_{i}=\beta_{i}=0$ for $i=1,2,3$, using $\sigma_{2}\left(p^{k}\right)=k+1$ in (A-4), (A-6), (A-7) and some straightforward calculation, we derive that the local factor at $p \neq q$ of $\mathcal{A Z}\left(\frac{1}{2} ; 0,0\right)$ is

$$
\left(1-\frac{1}{p}\right)^{-9} C_{p},
$$

where $C_{p}$ is defined in (1-4), and the local factor at $q$ is

$$
\left(1-\frac{1}{q}\right)^{-5}\left(1+\frac{4}{q}+\frac{1}{q^{2}}\right)
$$

This explains the presence of the arithmetic factor in our Conjecture 1.1, as in the work [Conrey et al. 2005].

A2. The Euler product at p of $\mathcal{M}_{\alpha_{1}, \beta_{1}}(\mathbf{0})$. By the definition of $\mathscr{B}\left(a, b ; \alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ in (2-6), $\mathcal{G}(c, \boldsymbol{a}, \boldsymbol{b})$ in (7-9), $\sum^{\#} \mathscr{G}_{\boldsymbol{a}, \boldsymbol{b}}(s ; h, b, c, \gamma, g)$ in (7-6), (A-1), and a change of variables, we obtain that $\mathcal{M}_{\alpha_{1}, \beta_{1}}(0)$ can be rewritten as

$$
\begin{aligned}
& \sum \sum_{\substack{d_{1}, f_{1}, d_{2}, f_{2} \geq 1 \\
\left(d_{i} f_{i}, q\right)=1}} \sum_{\substack{ \\
d_{1}^{1-\alpha_{1}-\beta_{1}+\alpha_{2}+\alpha_{3}} d_{2}^{1+\alpha_{1}+\beta_{1}-\beta_{2}-\beta_{3}}} \frac{1}{f_{1}^{1-\beta_{1}} f_{2}^{1+\alpha_{1}}}}^{\quad \times \sum_{\substack{h \geq 1 \\
h \mid u_{1} u_{2}}} \frac{\mu(h)}{h^{\alpha_{1}-\beta_{1}}} \sum_{\substack{b \geq 1 \\
\left(b, u_{1} u_{2}\right)=1}} \frac{\mu(b)}{b^{\alpha_{1}-\beta_{1}}} \sum_{c \geq 1} \frac{c}{c^{\alpha_{1}-\beta_{1}}} \sum_{\gamma \mid c} \frac{1}{\gamma^{\alpha_{1}-\beta_{1}}} \sum_{g \mid(c / \gamma)} \frac{\mu(g)}{g^{\alpha_{1}-\beta_{1}}} \prod_{\substack{p \mid c \\
p \nmid b h \gamma}}\left(1-\frac{1}{p}\right)} \begin{array}{l}
\quad \times \sum_{n \geq 1} \sum_{a_{1} \mid f_{1}} \frac{\mu\left(a_{1}\right)}{a_{1}^{\alpha_{2}+\alpha_{3}}\left(\frac{\left(a_{1}, u_{2} c b\right)}{a_{1} u_{2} c b n}\right)^{1-\alpha_{1}} \sigma_{2}\left(\frac{u_{2} c b n}{\left(a_{1}, u_{2} c b\right)} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(\frac{f_{1}}{a_{1}} ; \boldsymbol{\alpha}_{2,3}\right)} \\
\quad \times \sum_{m \geq 1} \sum_{a_{2} \mid f_{2}} \frac{\mu\left(a_{2}\right)}{a_{2}^{-\beta_{2}-\beta_{3}}}\left(\frac{\left(a_{2}, u_{1} c b\right)}{a_{2} u_{1} c b m}\right)^{1+\beta_{1}} \sigma_{2}\left(\frac{u_{1} c b m}{\left(a_{2}, u_{1} c b\right)} ;-\boldsymbol{\beta}_{2,3}\right) \sigma_{2}\left(\frac{f_{2}}{a_{2}} ;-\boldsymbol{\beta}_{2,3}\right) .
\end{array} .
\end{aligned}
$$

In Section 7B, $u_{i}=a_{i} b_{i} /\left(a_{1} b_{1}, a_{2} b_{2}\right)$, but after changing variables, we write that $u_{i}=f_{i} d_{i} /\left(f_{1} d_{1}, f_{2} d_{2}\right)$. By comparing Euler products, we can show that

$$
\begin{aligned}
& \sum_{n \geq 1} \sum_{a_{1} \mid f_{1}} \frac{\mu\left(a_{1}\right)}{a_{1}^{\alpha_{2}+\alpha_{3}}\left(\frac{\left(a_{1}, u_{2} c b\right)}{a_{1} u_{2} c b n}\right)^{1-\alpha_{1}} \sigma_{2}\left(\frac{u_{2} c b n}{\left(a_{1}, u_{2} c b\right)} ; \boldsymbol{\alpha}_{2,3}\right)} \sigma_{2}\left(\frac{f_{1}}{a_{1}} ; \boldsymbol{\alpha}_{2,3}\right) \\
&=\sum_{n^{\prime} \geq 1} \frac{\sigma_{2}\left(f_{1} u_{2} c b n^{\prime} ; \boldsymbol{\alpha}_{2,3}\right)}{\left(u_{2} c b n^{\prime}\right)^{1-\alpha_{1}}}
\end{aligned}
$$

We also have a similar expression for the sum over $m$ and $a_{2}$. Hence we can write $\mathcal{M}_{\alpha_{1}, \beta_{1}}(0)$ as

$$
\begin{align*}
& \sum \sum_{\substack{d_{1}, f_{1}, d_{2}, f_{2} \geq 1 \\
\left(d_{i} f_{i}, q\right)=1}} \sum_{\substack{ \\
d_{1}^{1-\alpha_{1}-\beta_{1}+\alpha_{2}+\alpha_{3}} d_{2}^{1+\alpha_{1}+\beta_{1}-\beta_{2}-\beta_{3}}}}^{f_{1}^{1-\beta_{1}} u_{2}^{1-\alpha_{1}} f_{2}^{1+\alpha_{1}} u_{1}^{1+\beta_{1}}} \\
& \quad \times \sum_{\substack{h \geq 1 \\
h \mid u_{1} u_{2}}} \frac{\mu(h)}{h^{\alpha_{1}-\beta_{1}}} \sum_{\substack{b \\
\left(b, u_{1} u_{2}\right)=1}} \frac{\mu(b)}{b^{2}} \sum_{c} \frac{1}{c} \sum_{\gamma \mid c} \frac{1}{\gamma^{\alpha_{1}-\beta_{1}}} \sum_{g \mid(c / \gamma)} \frac{\mu(g)}{g^{\alpha_{1}-\beta_{1}}} \prod_{\substack{p \mid c \\
p \nmid b h \gamma}}\left(1-\frac{1}{p}\right) \\
& \quad \times \sum_{n, m \geq 1} \sum \frac{\sigma_{2}\left(f_{1} u_{2} c b n ; \boldsymbol{\alpha}_{2,3}\right)}{n^{1-\alpha_{1}}} \frac{\sigma_{2}\left(f_{2} u_{1} c b m ;-\boldsymbol{\beta}_{2,3}\right)}{m^{1+\beta_{1}}}
\end{align*}
$$

We note here that $d_{1} f_{1} u_{2}=d_{2} f_{2} u_{1}$ by the definition of $u_{1}, u_{2}$. Next, we consider
the local factor at $p \neq q$ of (A-8), which is of the form

$$
\begin{equation*}
\sum \sum \sum \sum_{\substack{\delta_{1}, \delta_{2}, \xi_{1}, \xi_{2} \geq 0 \\ \delta_{1}+\ell_{1}=\delta_{2}+\ell_{2}}} \sum_{p^{D^{\prime}\left(\ell_{1}, \ell_{2}\right)+\ell_{2} \beta_{1}-\ell_{1} \alpha_{1}-\left(\xi_{1}+\xi_{2}\right)\left(\beta_{1}-\alpha_{1}\right)}} \mathscr{L}_{p}\left(\delta_{1}, \delta_{2}, \xi_{1}, \xi_{2}\right) \tag{A-9}
\end{equation*}
$$

where $p^{\delta_{i}}\left\|d_{i}, p^{\xi_{i}}\right\| f_{i}, p^{v_{i}} \| u_{i}, \ell_{1}=\xi_{1}+v_{2}, \ell_{2}=\xi_{2}+v_{1}, \min \left\{v_{1}, v_{2}\right\}=0$, $D^{\prime}\left(\ell_{1}, \ell_{2}\right)=D+\left(\delta_{2}-\delta_{1}\right)\left(\alpha_{1}+\beta_{1}\right)+\ell_{1}+\ell_{2}$, and $D$ is defined in (A-5). We examine $\mathscr{L}_{p}\left(d_{1}, d_{2}, f_{1}, f_{2}\right)$ below, but before that analysis, we need the following two lemmas.

Lemma A.1. The contribution to the local factor at p from

$$
\sum_{\gamma \mid c} \frac{1}{\gamma^{\alpha_{1}-\beta_{1}}} \sum_{g \mid(c / \gamma)} \frac{\mu(g)}{g^{\alpha_{1}-\beta_{1}}} \prod_{\substack{p \mid c \\ p \nmid b h \gamma}}\left(1-\frac{1}{p}\right)
$$

is 1 if $p \nmid c$ or $p \mid b h$. Otherwise, it is

$$
1-\frac{1}{p}+\frac{1}{p^{1+\alpha_{1}-\beta_{1}}} .
$$

Proof. For $p \nmid c$ or $p \mid b h$, the contribution to the local factor is 1 because

$$
\sum_{\gamma \mid c} \frac{1}{\gamma^{\alpha_{1}-\beta_{1}}} \sum_{g \mid(c / \gamma)} \frac{\mu(g)}{g^{\alpha_{1}-\beta_{1}}}=\sum_{a \mid c} \frac{1}{a^{\alpha_{1}-\beta_{1}}} \sum_{g \mid a} \mu(g)=1 .
$$

Now suppose $p \mid c$ and $p \nmid b h$. Below we write $p^{c_{p}} \| c$ and $p^{\gamma_{p}} \| \gamma$. Then the contribution to the local factor at $p$ is

$$
\begin{aligned}
\left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right)\left(1-\frac{1}{p}\right)+\sum_{1 \leq \gamma_{p}<c_{p}} \frac{1}{p^{\gamma_{p}\left(\alpha_{1}-\beta_{1}\right)}}\left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right) & +\frac{1}{p^{c_{p}\left(\alpha_{1}-\beta_{1}\right)}} \\
= & 1-\frac{1}{p}+\frac{1}{p^{1+\alpha_{1}-\beta_{1}}} .
\end{aligned}
$$

Lemma A.2. Let

$$
\begin{equation*}
\mathscr{P}\left(\ell_{1}, \ell_{2}\right):=\sum_{c_{p} \geq 0,} \sum_{n_{p}, m_{p} \geq 0} \sum \frac{1}{p^{c_{p}}} \frac{\sigma_{2}\left(p^{\ell_{1}+n_{p}+c_{p}} ; \boldsymbol{\alpha}_{2,3}\right)}{p^{n_{p}\left(1-\alpha_{1}\right)}} \frac{\sigma_{2}\left(p^{\ell_{2}+m_{p}+c} ;-\boldsymbol{\beta}_{2,3}\right)}{p^{m_{p}\left(1+\beta_{1}\right)}} . \tag{A-10}
\end{equation*}
$$

Then

$$
\mathscr{P}\left(\ell_{1}, \ell_{2}\right)=\sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)}{p^{k}}+\frac{p^{\alpha_{1}-\beta_{1}}}{p^{2}} \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right),
$$

where $\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)$ is defined as in (A-6).

Proof. We have

$$
\begin{aligned}
\mathscr{P}\left(\ell_{1}, \ell_{2}\right)= & \sum_{c_{p} \geq 0} \frac{\sigma_{2}\left(p^{\ell_{1}+c_{p}} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(p^{\ell_{2}+c_{p}} ;-\boldsymbol{\beta}_{2,3}\right)}{p^{c_{p}}} \\
& +\sum_{c_{p} \geq 0, n_{p} \geq 1} \frac{\sigma_{2}\left(p^{\ell_{1}+n_{p}+c_{p}} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(p^{\ell_{2}+c_{p}} ;-\boldsymbol{\beta}_{2,3}\right)}{p^{c_{p}+n_{p}-n_{p} \alpha_{1}}} \\
& +\sum_{c_{p} \geq 0, m_{p} \geq 1} \sum \frac{\sigma_{2}\left(p^{\ell_{1}+c_{p}} ; \boldsymbol{\alpha}_{2,3}\right) \sigma_{2}\left(p^{\ell_{2}+m_{p}+c_{p}} ;-\boldsymbol{\beta}_{2,3}\right)}{p^{c_{p}+m_{p}+m_{p} \beta_{1}}} \\
& +\frac{p^{\alpha_{1}-\beta_{1}}}{p^{2}} \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right) \\
= & \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)}{p^{k}}+\frac{p^{\alpha_{1}-\beta_{1}}}{p^{2}} \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right)
\end{aligned}
$$

after some arrangement.
Now we examine $\mathscr{L}_{p}\left(\delta_{1}, \delta_{2}, \xi_{1}, \xi_{2}\right)$, which we separate into two cases below.
Case 1: $\boldsymbol{\delta}_{\mathbf{1}}+\xi_{\mathbf{1}}=\boldsymbol{\delta}_{\mathbf{2}}+\boldsymbol{\xi}_{\mathbf{2}}$. For this case, we have $v_{1}=v_{2}=0$, so $\xi_{i}=\ell_{i}$. Hence $u_{1} u_{2}=1$ and $p \nmid h$. From Lemma A.1, we then obtain that
$\mathscr{L}_{p}\left(\delta_{1}, \delta_{2}, \xi_{1}, \xi_{2}\right)$

$$
=\mathscr{P}\left(\ell_{1}, \ell_{2}\right)+\frac{1}{p^{2}}\left(p^{\beta_{1}-\alpha_{1}}-1\right) \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right)-\frac{1}{p^{2}} \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right) .
$$

From Lemma A. $2, \mathscr{L}_{p}\left(d_{1}, d_{2}, f_{1}, f_{2}\right)$ can be written as

$$
\begin{aligned}
& \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)}{p^{k}}+\frac{1}{p^{2}}\left(p^{\alpha_{1}-\beta_{1}}-2+p^{\beta_{1}-\alpha_{1}}\right) \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right) \\
& =\sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)}{p^{k}}+\frac{1}{p^{2}}\left(p^{\alpha_{1}-\beta_{1}}-2+p^{\beta_{1}-\alpha_{1}}\right) \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}+1, \ell_{2}+1, k\right)}{p^{k}} \\
& \quad+\frac{p^{\alpha_{1}-\beta_{1}}}{p^{4}}\left(p^{\alpha_{1}-\beta_{1}}-2+p^{\beta_{1}-\alpha_{1}}\right) \mathscr{P}\left(\ell_{1}+2, \ell_{2}+2\right) \\
& =\sum_{k \geq 0} \frac{1}{p^{k}}\left\{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)+\left(p^{\alpha_{1}-\beta_{1}}-2+p^{\beta_{1}-\alpha_{1}}\right)\right. \\
& \left.\quad \times \sum_{1 \leq m_{p} \leq\lfloor k / 2\rfloor} p^{\left(m_{p}-1\right)\left(\alpha_{1}-\beta_{1}\right)} \mathcal{J}_{p}\left(\ell_{1}+m_{p}, \ell_{2}+m_{p}, k-2 m_{p}\right)\right\} .
\end{aligned}
$$

Case 2: $\delta_{1}+\xi_{1} \neq \delta_{\mathbf{2}}+\xi_{2}$. For this case, $v_{1}+v_{2} \geq 1$. So $p \mid u_{1} u_{2}$, and $b_{p}=0$, where $p^{b_{p}} \| b$. By Lemma A. 1 and A.2, we have

$$
\begin{aligned}
\mathscr{L}_{p}\left(\delta_{1},\right. & \left.\delta_{2}, \xi_{1}, \xi_{2}\right) \\
= & \left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right) \mathscr{P}\left(\ell_{1}, \ell_{2}\right)-\frac{1}{p^{2}}\left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right) \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right) \\
= & \left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right)\left\{\sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)}{p^{k}}+\frac{1}{p^{2}}\left(p^{\alpha_{1}-\beta_{1}}-1\right) \mathscr{P}\left(\ell_{1}+1, \ell_{2}+1\right)\right\} \\
= & \left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right)\left\{\sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)}{p^{k}}+\frac{1}{p^{2}}\left(p^{\alpha_{1}-\beta_{1}}-1\right) \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\ell_{1}+1, \ell_{2}+1, k\right)}{p^{k}}\right. \\
& \left.\quad+\frac{p^{\alpha_{1}-\beta_{1}}}{p^{4}}\left(p^{\alpha_{1}-\beta_{1}}-1\right) \mathscr{P}\left(\ell_{1}+2, \ell_{2}+2\right)\right\} \\
= & \left(1-\frac{1}{p^{\alpha_{1}-\beta_{1}}}\right) \sum_{k \geq 0} \frac{1}{p^{k}}\left\{\mathcal{J}_{p}\left(\ell_{1}, \ell_{2}, k\right)\right. \\
& \left.\quad+\left(p^{\alpha_{1}-\beta_{1}}-1\right) \sum_{1 \leq m_{p} \leq\lfloor k / 2\rfloor} p^{\left(m_{p}-1\right)\left(\alpha_{1}-\beta_{1}\right)} \mathcal{J}_{p}\left(\ell_{1}+m_{p}, \ell_{2}+m_{p}, k-2 m_{p}\right)\right\} .
\end{aligned}
$$

From both cases, we obtain that (A-9) is, say,

$$
\begin{align*}
& \sum \sum_{\substack{\delta_{1}, \delta_{2}, \ell_{1}, \ell_{2} \geq 0 \\
\delta_{1}+\ell_{1}=\delta_{2}+\ell_{2}}} \sum_{p^{D^{\prime}\left(\ell_{1}, \ell_{2}\right)-\ell_{1} \beta_{1}+\ell_{2} \alpha_{1}}} \mathscr{L}_{p}\left(\delta_{1}, \delta_{2}, \ell_{1}, \ell_{2}\right) \\
&+\sum_{\substack{\delta_{1}, \delta_{2}, \ell_{1}, \ell_{2} \geq 0 \\
\delta_{1}+\ell_{1}=\delta_{2}+\ell_{2}}} \sum_{\substack{0 \leq \xi_{2}<\ell_{2} \\
\xi_{1}=\ell_{1}}} \frac{\mathscr{L}_{p}\left(\delta_{1}, \delta_{2}, \xi_{1}, \xi_{2}\right)}{p^{\left(\ell_{2}-\ell_{1}\right) \beta_{1}-\xi_{2}\left(\beta_{1}-\alpha_{1}\right)}}\left(\sum_{\substack{ \\
0 \leq \xi_{1}<\ell_{1} \\
\xi_{2}=\ell_{2}}} \frac{\mathscr{L}_{1}\left(\delta_{1}, \delta_{2}, \xi_{1}, \xi_{2}\right)}{p^{\left(\ell_{2}-\ell_{1}\right) \alpha_{1}-\xi_{1}\left(\beta_{1}-\alpha_{1}\right)}}\right) \frac{1}{p^{D^{\prime}\left(\ell_{1}, \ell_{2}\right)}}=: \sum_{\delta_{1}, \delta_{2} \geq 0} \sum_{p} S_{p}\left(\delta_{1}, \delta_{2}\right) .
\end{align*}
$$

For fixed $\delta_{1}, \delta_{2}$, where $\delta_{2} \geq \delta_{1}$, we rearrange the term $\mathcal{S}_{p}\left(\delta_{1}, \delta_{2}\right)$ and obtain that

$$
\begin{align*}
& S_{p}\left(\delta_{1}, \delta_{2}\right) \\
& =\sum_{\substack{\epsilon_{1}, \epsilon_{2} \geq 0 \\
\delta_{1}+\epsilon_{1}=\delta_{2}+\epsilon_{2}}} \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\epsilon_{1}, \epsilon_{2}, k\right)}{p^{D^{\prime}\left(\epsilon_{1}, \epsilon_{2}\right)+k}}\left\{\frac{1}{p^{\left(\epsilon_{2}-\epsilon_{1}\right) \alpha_{1}}}+\frac{1}{p^{\left(\epsilon_{2}-\epsilon_{1}\right) \beta_{1}}}-\frac{1}{p^{-\epsilon_{1} \beta_{1}+\epsilon_{2} \alpha_{1}}}\right. \\
& \quad+\left(p^{\alpha_{1}-\beta_{1}}-2+p^{\beta_{1}-\alpha_{1}}\right) \sum_{1 \leq \ell_{2} \leq \epsilon_{2}} \frac{p^{\left(\ell_{2}-1\right)\left(\alpha_{1}-\beta_{1}\right)}}{p^{-\left(\epsilon_{1}-\ell_{2}\right) \beta_{1}+\left(\epsilon_{2}-\ell_{2}\right) \alpha_{1}}} \\
& \left.\quad+\left(p^{\alpha_{1}-\beta_{1}}-1\right) \sum_{1 \leq \ell_{2} \leq \epsilon_{2}} p^{\left(\ell_{2}-1\right)\left(\alpha_{1}-\beta_{1}\right)}\left(\frac{1}{p^{\left(\epsilon_{2}-\epsilon_{1}\right) \alpha_{1}}}+\frac{1}{p^{\left(\epsilon_{2}-\epsilon_{1}\right) \beta_{1}}}-\frac{2 p^{\ell_{2}\left(\alpha_{1}-\beta_{1}\right)}}{p^{-\epsilon_{1} \beta_{1}+\epsilon_{2} \alpha_{1}}}\right)\right\} \\
& =\sum_{\substack{\epsilon_{1}, \epsilon_{2} \geq 0 \\
\delta_{1}+\epsilon_{1}=\delta_{2}+\epsilon_{2}}} \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\epsilon_{1}, \epsilon_{2}, k\right)}{p^{D+\epsilon_{1}+\epsilon_{2}+k+\epsilon_{1} \beta_{1}-\epsilon_{2} \alpha_{1}}} . \tag{A-12}
\end{align*}
$$

By a similar calculation, $\mathcal{S}_{p}\left(\delta_{1}, \delta_{2}\right)$ yields the same value for $\delta_{1}>\delta_{2}$. In summary, from (A-9), (A-11), and (A-12), the local factor at $p$ of $\mathcal{M}_{\alpha_{1}, \beta_{1}}$ is

$$
\sum_{\substack{\epsilon_{1}, \epsilon_{2} \geq 0 \\ \delta_{1}+\epsilon_{1}=\delta_{2}+\epsilon_{2}}} \sum_{k \geq 0} \frac{\mathcal{J}_{p}\left(\epsilon_{1}, \epsilon_{2}, k\right)}{p^{D+\epsilon_{1}+\epsilon_{2}+k+\epsilon_{1} \beta_{1}-\epsilon_{2} \alpha_{1}}},
$$

which is the same as the local factor at $p$ of $\mathcal{A Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right)$ in (A-4), as desired.
For $p=q$, we use similar arguments, with $\delta_{i}=\epsilon_{i}=0$, so that the Euler factor is

$$
\sum_{k \geq 0} \frac{\mathcal{J}_{p}(0,0, k)}{p^{k}}
$$

which is the same as the local factor at $q$ of $\mathcal{A Z}\left(\frac{1}{2} ; \pi(\boldsymbol{\alpha}), \pi(\boldsymbol{\beta})\right)$ in (A-7). This completes the proof of Proposition 6.1.

## Appendix B. Voronoi summation

In this section, we state the Voronoi summation formula for the shifted $k$-divisor function defined in (2-5). The proof of this formula is essentially the same as the proof by Ivić of the Voronoi summation formula for the $k$-divisor function, so we state the results and refer the reader to [Ivić 1997] for detailed proofs.

Let $\omega$ be a smooth compactly supported function. For $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{k}\right)$, let $\sigma_{k}(n ; \boldsymbol{\alpha})=\sigma_{k}\left(n ; \alpha_{1}, \ldots, \alpha_{k}\right)$. Define

$$
S\left(\frac{a}{c}, \boldsymbol{\alpha}\right)=\sum_{n=1}^{\infty} \sigma_{k}(n ; \boldsymbol{\alpha}) \mathrm{e}\left(\frac{a n}{c}\right) \omega(n),
$$

where $(a, c)=1$, and the Mellin transform of $\omega$,

$$
\tilde{\omega}(s)=\int_{0}^{\infty} \omega(x) x^{s-1} d x .
$$

Since $\omega$ was chosen to be from the Schwarz class, $\tilde{\omega}$ is entire and decays rapidly on vertical lines. We have the Mellin inversion formula

$$
\omega(n)=\frac{1}{2 \pi i} \int_{(c)} \tilde{\omega}(s) \frac{d s}{n^{s}},
$$

where $c$ is any vertical line. Let

$$
\begin{align*}
& A_{k}\left(m, \frac{a}{c}, \boldsymbol{\alpha}\right)=\frac{1}{2} \sum_{\substack{m_{1}, \ldots, m_{k} \geq 1 \\
m_{1} \cdots m_{k}=m}} m_{1}^{\alpha_{1}} \cdots m_{k}^{\alpha_{k}} \\
& \quad \times \sum_{a_{1}(\bmod c)} \cdots \sum_{a_{k}(\bmod c)}\left\{\mathrm{e}\left(\frac{a a_{1} \cdots a_{k}+\boldsymbol{a} \cdot \boldsymbol{m}}{c}\right)+\mathrm{e}\left(\frac{-a a_{1} \cdots a_{k}+\boldsymbol{a} \cdot \boldsymbol{m}}{c}\right)\right\}, \tag{B-1}
\end{align*}
$$

and

$$
\begin{align*}
& B_{k}\left(m, \frac{a}{c}, \boldsymbol{\alpha}\right)=\frac{1}{2} \sum_{\substack{m_{1}, \ldots, m_{k} \geq 1 \\
m_{1} \cdots m_{k}=m}} m_{1}^{\alpha_{1}} \cdots m_{k}^{\alpha_{k}} \\
& \quad \times \sum_{a_{1}(\bmod c)} \cdots \sum_{a_{k}(\bmod c)}\left\{\mathrm{e}\left(\frac{a a_{1} \cdots a_{k}+\boldsymbol{a} \cdot \boldsymbol{m}}{c}\right)-\mathrm{e}\left(\frac{-a a_{1} \cdots a_{k}+\boldsymbol{a} \cdot \boldsymbol{m}}{c}\right)\right\} . \tag{B-2}
\end{align*}
$$

Moreover, we define

$$
\begin{aligned}
& G_{k}(s, n, \boldsymbol{\alpha})=\frac{c^{k s}}{\pi^{k s} n^{s}}\left(\prod_{\ell=1}^{k} \frac{\Gamma\left(\frac{1}{2}\left(s-\alpha_{\ell}\right)\right)}{\Gamma\left(\frac{1}{2}\left(1-s+\alpha_{\ell}\right)\right)}\right), \\
& H_{k}(s, n, \boldsymbol{\alpha})=\frac{c^{k s}}{\pi^{k s} n^{s}}\left(\prod_{\ell=1}^{k} \frac{\Gamma\left(\frac{1}{2}\left(1+s-\alpha_{\ell}\right)\right)}{\Gamma\left(\frac{1}{2}\left(2-s+\alpha_{\ell}\right)\right)}\right),
\end{aligned}
$$

and for $0<\sigma<\frac{1}{2}-\frac{1}{k}+\frac{1}{k} \sum_{\ell=1}^{k} \operatorname{Re}\left(\alpha_{\ell}\right)$, we let

$$
\begin{align*}
& U_{k}(x ; \boldsymbol{\alpha})=\frac{1}{2 \pi i} \int_{(\sigma)} \prod_{\ell=1}^{k} \frac{\Gamma\left(\frac{1}{2}\left(s-\alpha_{\ell}\right)\right)}{\Gamma\left(\frac{1}{2}\left(1-s+\alpha_{\ell}\right)\right)} \frac{d s}{x^{s}} \\
& V_{k}(x ; \boldsymbol{\alpha})=\frac{1}{2 \pi i} \int_{(\sigma)} \prod_{\ell=1}^{k} \frac{\Gamma\left(\frac{1}{2}\left(1+s-\alpha_{\ell}\right)\right)}{\Gamma\left(\frac{1}{2}\left(2-s+\alpha_{\ell}\right)\right)} \frac{d s}{x^{s}} \tag{B-3}
\end{align*}
$$

We note that by Stirling's formula, both integrals for $U_{k}$ and $V_{k}$ are absolutely convergent.

Finally, we define the Dirichlet series to be

$$
D_{k}\left(s, \frac{a}{c}, \boldsymbol{\alpha}\right)=\sum_{n} \frac{\sigma_{k}(n ; \boldsymbol{\alpha}) e(a n / c)}{n^{s}}
$$

which converges absolutely for $\operatorname{Re} s>1$. We have that

$$
\begin{align*}
D_{k}\left(s, \frac{a}{c}, \boldsymbol{\alpha}\right) & =\sum_{n_{1}, \ldots, n_{k}} \frac{e\left(a n_{1} n_{2} \cdots n_{k} / c\right)}{n_{1}^{s+\alpha_{1}} \cdots n_{k}^{s+\alpha_{k}}} \\
& =\frac{1}{c^{k s+\alpha_{1}+\cdots+\alpha_{k}}} \sum_{a_{1}, \ldots, a_{k}(\bmod c)} e\left(\frac{a a_{1} \cdots a_{k}}{c}\right) \prod_{j=1}^{k} \zeta\left(s+\alpha_{j}, \frac{a_{j}}{c}\right), \tag{B-4}
\end{align*}
$$

where $\zeta(s, a / c)$ is the Hurwitz zeta function defined for $\operatorname{Re} s>1$ as

$$
\begin{equation*}
\zeta\left(s, \frac{a}{c}\right)=\sum_{n=0}^{\infty} \frac{1}{(n+a / c)^{s}} \tag{B-5}
\end{equation*}
$$

The Hurwitz zeta function may be analytically continued to all of $\mathbb{C}$ except for a simple pole at $s=1$. Therefore, $D_{k}(s, a / c)$ can be analytically continued to all of $\mathbb{C}$ except for a simple pole at $s=1-\alpha_{j}$ for $j=1, \ldots, k$.

Theorem B.1. With notation as above and $(a, c)=1$ and

$$
\alpha_{i} \ll \frac{1}{1000 k \log (|c|+100)}
$$

we have

$$
\begin{aligned}
S\left(\frac{a}{c}, \boldsymbol{\alpha}\right)= & \sum_{\ell=1}^{k} \operatorname{Res}_{s=1-\alpha_{\ell}} \tilde{\omega}(s) D_{k}\left(s, \frac{a}{c}, \boldsymbol{\alpha}\right) \\
& +\frac{\pi^{k / 2+\alpha_{1}+\cdots+\alpha_{k}}}{c^{k+\alpha_{1}+\cdots+\alpha_{k}}} \sum_{n=1}^{\infty} A_{k}\left(n, \frac{a}{c}, \boldsymbol{\alpha}\right) \int_{0}^{\infty} \omega(x) U_{k}\left(\frac{\pi^{k} n x}{c^{k}} ; \boldsymbol{\alpha}\right) d x \\
& \quad+i^{3 k} \frac{\pi^{k / 2+\alpha_{1}+\cdots+\alpha_{k}}}{c^{k+\alpha_{1}+\cdots+\alpha_{k}}} \sum_{n=1}^{\infty} B_{k}\left(n, \frac{a}{c}, \boldsymbol{\alpha}\right) \int_{0}^{\infty} \omega(x) V_{k}\left(\frac{\pi^{k} n x}{c^{k}} ; \boldsymbol{\alpha}\right) d x
\end{aligned}
$$

We refer the reader to the proof of Theorem 2 in [Ivić 1997] for details. Next, we collect properties of $A_{3}(n, a / c, \boldsymbol{\alpha}), B_{3}(n, a / c, \boldsymbol{\alpha}), U_{3}(x ; \boldsymbol{\alpha})$, and $V_{3}(x ; \boldsymbol{\alpha})$. These are useful for bounding error terms of $\mathcal{M}_{6}(q)$.

Lemma B.2. Let $a, n, \gamma$ be integers such that $(a, \gamma)=1$. Moreover, $A_{3}(n, a / c, \boldsymbol{\alpha})$ and $B_{3}(n, a / c, \boldsymbol{\alpha})$ are defined as in $(\mathrm{B}-1)$ and $(\mathrm{B}-2)$. Then

$$
\begin{aligned}
& \sum_{n_{1} n_{2} n_{3}=n} n_{1}^{\alpha_{1}} n_{2}^{\alpha_{2}} n_{3}^{\alpha_{3}} \sum_{r_{1}, r_{2}, r_{3}} \sum_{(\bmod \gamma)} \sum \mathrm{e}\left(\frac{a r_{1} r_{2} r_{3}+r_{1} n_{1}+r_{2} n_{2}+r_{3} n_{3}}{\gamma}\right) \\
&=\gamma \sum_{h\left|\gamma, h^{2}\right| n} h \Delta(n, h, \gamma) S\left(\frac{n}{h^{2}},-\bar{a}, \frac{\gamma}{h}\right)
\end{aligned}
$$

where $\Delta(n, h, \gamma)$ is a divisor function satisfying $\Delta(n, h, \gamma) \ll(\gamma n)^{\varepsilon}$. Moreover,

$$
\begin{aligned}
& A_{3}\left(n, \frac{a}{\gamma}, \boldsymbol{\alpha}\right) \ll(\gamma n)^{\varepsilon} \gamma^{3 / 2} \sum_{h\left|\gamma, h^{2}\right| n} \sqrt{h} \\
& B_{3}\left(n, \frac{a}{\gamma}, \boldsymbol{\alpha}\right) \ll(\gamma n)^{\varepsilon} \gamma^{3 / 2} \sum_{h\left|\gamma, h^{2}\right| n} \sqrt{h}
\end{aligned}
$$

The proof of this lemma can be found in equations (8.7)-(8.9) in [Ivić 1997].
Lemma B.3. If $U(x ; \boldsymbol{\alpha}):=U_{3}(x ; \boldsymbol{\alpha})$ and $V(x ; \boldsymbol{\alpha}):=V_{3}(x ; \boldsymbol{\alpha})$, as defined in (B-3), and

$$
\alpha_{i} \ll \frac{1}{1000 k \log (|c|+100)}
$$

then for any $0<\varepsilon<\frac{1}{6}$ and $x>0$, we have

$$
\begin{equation*}
U(x ; \boldsymbol{\alpha}) \ll x^{\varepsilon}, \quad V(x ; \boldsymbol{\alpha}) \ll x^{\varepsilon} \tag{B-6}
\end{equation*}
$$

Moreover for any fixed integer $K \geq 1$ and $x \geq x_{0}>0$,

$$
\begin{align*}
& U(x ; \boldsymbol{\alpha})=\sum_{j=1}^{K} \frac{c_{j} \cos \left(6 x^{1 / 3}\right)+d_{j} \sin \left(6 x^{1 / 3}\right)}{x^{j / 3+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) / 3}}+O\left(\frac{1}{x^{(K+1) / 3+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) / 3}}\right)  \tag{B-7}\\
& V(x ; \boldsymbol{\alpha})=\sum_{j=1}^{K} \frac{e_{j} \cos \left(6 x^{1 / 3}\right)+f_{j} \sin \left(6 x^{1 / 3}\right)}{x^{j / 3+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) / 3}}+O\left(\frac{1}{x^{(K+1) / 3+\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) / 3}}\right) \tag{B-8}
\end{align*}
$$

with suitable constants $c_{j}, \ldots, f_{j}$, and $c_{1}=0, d_{1}=-2 / \sqrt{3 \pi}, e_{1}=-2 / \sqrt{3 \pi}$, $f_{1}=0$.

The proof of this lemma is a minor modification of the proof of Lemma 3 in [Ivić 1997].
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# A duality in Buchsbaum rings and triangulated manifolds 

Satoshi Murai, Isabella Novik and Ken-ichi Yoshida


#### Abstract

Let $\Delta$ be a triangulated homology ball whose boundary complex is $\partial \Delta$. A result of Hochster asserts that the canonical module of the Stanley-Reisner ring $\mathbb{F}[\Delta]$ of $\Delta$ is isomorphic to the Stanley-Reisner module $\mathbb{F}[\Delta, \partial \Delta]$ of the pair $(\Delta, \partial \Delta)$. This result implies that an Artinian reduction of $\mathbb{F}[\Delta, \partial \Delta]$ is (up to a shift in grading) isomorphic to the Matlis dual of the corresponding Artinian reduction of $\mathbb{F}[\Delta]$. We establish a generalization of this duality to all triangulations of connected orientable homology manifolds with boundary. We also provide an explicit algebraic interpretation of the $h^{\prime \prime}$-numbers of Buchsbaum complexes and use it to prove the monotonicity of $h^{\prime \prime}$-numbers for pairs of Buchsbaum complexes as well as the unimodality of $h^{\prime \prime}$-vectors of barycentric subdivisions of Buchsbaum polyhedral complexes. We close with applications to the algebraic manifold $g$-conjecture.


## 1. Introduction

In this paper, we study an algebraic duality of Stanley-Reisner rings of triangulated homology manifolds with nonempty boundary. Our starting point is the following (unpublished) result of Hochster - see [Stanley 1996, Chapter II, §7]. (We defer most definitions until later sections.) Let $\Delta$ be a triangulated ( $d-1$ )-dimensional homology ball whose boundary complex is $\partial \Delta$, let $\mathbb{F}[\Delta]$ be the Stanley-Reisner ring of $\Delta$, and let $\mathbb{F}[\Delta, \partial \Delta]$ be the Stanley-Reisner module of $(\Delta, \partial \Delta)$. (Throughout the paper $\mathbb{F}$ denotes an infinite field.) Hochster's result asserts that the canonical module $\omega_{\mathbb{F}[\Delta]}$ of $\mathbb{F}[\Delta]$ is isomorphic to $\mathbb{F}[\Delta, \partial \Delta]$. In the last decade or so, this result had a lot of impact on the study of face numbers of simplicial complexes, especially in connection with the $g$-conjecture for spheres; see, for instance, the proof of Theorem 3.1 in the recent survey paper [Swartz 2014].
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One numerical consequence of Hochster's result is the following symmetry of $h$-numbers of homology balls: $h_{i}(\Delta, \partial \Delta)=h_{d-i}(\Delta)$. The $h$-numbers are certain linear combinations of the face numbers; they are usually arranged in a vector called the $h$-vector. In fact, Hochster's result implies a stronger statement: it implies that there is an isomorphism

$$
\begin{equation*}
\mathbb{F}[\Delta, \partial \Delta] / \Theta \mathbb{F}[\Delta, \partial \Delta] \cong(\mathbb{F}[\Delta] / \Theta \mathbb{F}[\Delta])^{\vee}(-d), \tag{1}
\end{equation*}
$$

where $\Theta$ is a linear system of parameters for $\mathbb{F}[\Delta]$ and $N^{\vee}$ is the (graded) Matlis dual of $N$ (see, e.g., [Murai and Yanagawa 2014, Lemma 3.6]). As the $\mathbb{F}$-dimensions of the $i$-th graded components of modules in (1) are equal to $h_{i}(\Delta, \partial \Delta)$ and $h_{d-i}(\Delta)$, respectively, the above-mentioned symmetry, $h_{i}(\Delta, \partial \Delta)=h_{d-i}(\Delta)$, follows.

Hochster's result was generalized to homology manifolds with boundary by Gräbe [1984]. To state Gräbe's result, we recall the definition of homology manifolds. We denote by $\mathbb{S}^{d}$ and $\mathbb{B}^{d}$ the $d$-dimensional sphere and ball, respectively. A pure $d$-dimensional simplicial complex $\Delta$ is an $\mathbb{F}$-homology d-manifold without boundary if the link of each nonempty face $\tau$ of $\Delta$ has the homology of $\mathbb{S}^{d-|\tau|}$ (over $\mathbb{F}$ ). An $\mathbb{F}$-homology $d$-manifold with boundary is a pure $d$-dimensional simplicial complex $\Delta$ such that
(i) the link of each nonempty face $\tau$ of $\Delta$ has the homology of either $\mathbb{S}^{d-|\tau|}$ or $\mathbb{B}^{d-|\tau|}$, and
(ii) the set of all boundary faces, that is,

$$
\partial \Delta:=\left\{\tau \in \Delta: \text { the link of } \tau \text { has the same homology as } \mathbb{B}^{d-|\tau|}\right\} \cup\{\varnothing\}
$$

is a $(d-1)$-dimensional $\mathbb{F}$-homology manifold without boundary.
A connected $\mathbb{F}$-homology $d$-manifold with boundary is said to be orientable if the top homology $\widetilde{H}_{d}(\Delta, \partial \Delta)$ is isomorphic to $\mathbb{F}$.

Gräbe proved [1984] that if $\Delta$ is an orientable homology manifold with boundary, then $\mathbb{F}[\Delta, \partial \Delta]$ is the canonical module of $\mathbb{F}[\Delta]$. Gräbe also established [1987] a symmetry of $h$-numbers for such a $\Delta$. While Gräbe's original statement of symmetry is somewhat complicated, it was recently observed by the first two authors [Murai and Novik 2016] that it takes the following simple form when expressed in the language of $h^{\prime \prime}$-numbers.

Theorem 1.1. Let $\Delta$ be a connected orientable $\mathbb{F}$-homology ( $d-1$ )-manifold with nonempty boundary $\partial \Delta$. Then $h_{i}^{\prime \prime}(\Delta, \partial \Delta)=h_{d-i}^{\prime \prime}(\Delta)$ for all $i=0,1, \ldots, d$.

The $h^{\prime \prime}$-numbers are certain modifications of $h$-numbers (see Section 3 for their definition). Similarly to the $h$-numbers, the $h^{\prime \prime}$-numbers are usually arranged in a vector, called the $h^{\prime \prime}$-vector. For homology manifolds, this vector appears to be a "correct" analog of the $h$-vector. Indeed, many properties of $h$-vectors of homology
balls and spheres are now known to hold for the $h^{\prime \prime}$-vectors of homology manifolds (with and without boundary); see recent survey articles [Klee and Novik 2016; Swartz 2014]. In light of Gräbe's result [1984] and Theorem 1.1, it is natural to ask if Theorem 1.1 can be explained by Matlis duality. The first goal of this paper is to provide such an explanation.

To this end, the key object is the submodule $\Sigma(\Theta ; M)$ defined by Goto [1983]. Several definitions are in order. Let $S=\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ be a graded polynomial ring over a field $\mathbb{F}$ with $\operatorname{deg} x_{i}=1$ for $i=1,2, \ldots, n$. Let $M$ be a finitely generated graded $S$-module of Krull dimension $d$ and let $\Theta=\theta_{1}, \ldots, \theta_{d}$ be a homogeneous system of parameters for $M$. The module $\Sigma(\Theta ; M)$ is defined as follows:

$$
\Sigma(\Theta ; M):=\Theta M+\sum_{i=1}^{d}\left(\left(\theta_{1}, \ldots, \hat{\theta}_{i}, \ldots, \theta_{d}\right) M:_{M} \theta_{i}\right) \subseteq M .
$$

This module was introduced by Goto [1983] and has been used in the study of Buchsbaum local rings. Note that if $M$ is a Cohen-Macaulay module, then $\Sigma(\Theta ; M)=\Theta M$. We first show that this submodule is closely related to the $h^{\prime \prime}$-vectors. Specifically, we establish the following explicit algebraic interpretation of $h^{\prime \prime}$-numbers.

Theorem 1.2. Let $(\Delta, \Gamma)$ be a Buchsbaum relative simplicial complex of dimension $d-1$ and let $\Theta$ be a linear system of parameters for $\mathbb{F}[\Delta, \Gamma]$. Then

$$
\operatorname{dim}_{\mathbb{F}}(\mathbb{F}[\Delta, \Gamma] / \Sigma(\Theta ; \mathbb{F}[\Delta, \Gamma]))_{j}=h_{j}^{\prime \prime}(\Delta, \Gamma) \quad \text { for all } j=0,1, \ldots, d
$$

Theorems 1.1 and 1.2 suggest that when $\Delta$ is a homology manifold with boundary there might be a duality between the quotients of $\mathbb{F}[\Delta]$ and $\mathbb{F}[\Delta, \partial \Delta]$ by $\Sigma(\Theta ; \mathbb{F}[\Delta])$ and $\Sigma(\Theta ; \mathbb{F}[\Delta, \partial \Delta])$, respectively. We prove that this is indeed the case. In fact, we prove a more general algebraic result on canonical modules of Buchsbaum graded algebras. Let $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$ be the graded maximal ideal of $S$. If $M$ is a finitely generated graded $S$-module of Krull dimension $d$, then the canonical module of $M$ is the module

$$
\omega_{M}:=\left(H_{\mathfrak{m}}^{d}(M)\right)^{\vee},
$$

where $H_{\mathfrak{m}}^{i}(M)$ denotes the $i$-th local cohomology module of $M$. We prove that the following isomorphism holds for all Buchsbaum graded algebras.

Theorem 1.3. Let $R=S / I$ be a Buchsbaum graded $\mathbb{F}$-algebra of Krull dimension $d \geq 2$, let $\Theta=\theta_{1}, \ldots, \theta_{d} \in S$ be a homogeneous system of parameters for $R$, and let $\delta=\sum_{i=1}^{d} \operatorname{deg} \theta_{i}$. If depth $R \geq 2$, then

$$
\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right) \cong(R / \Sigma(\Theta ; R))^{\vee}(-\delta)
$$

As we mentioned above, if $\Delta$ is a connected orientable homology manifold, then (by Gräbe's result) the module $\mathbb{F}[\Delta, \partial \Delta]$ is the canonical module of $\mathbb{F}[\Delta]$; furthermore it is not hard to see that $\mathbb{F}[\Delta]$ satisfies the assumptions of Theorem 1.3. (Indeed, the connectivity of $\Delta$ implies that depth $\mathbb{F}[\Delta] \geq 2$, and the fact that $\mathbb{F}[\Delta]$ is Buchsbaum follows from Schenzel's theorem - see Theorem 3.1 below.) Hence we obtain the following corollary that generalizes (1).

Corollary 1.4. Let $\Delta$ be a connected orientable $\mathbb{F}$-homology $(d-1)$-manifold with nonempty boundary $\partial \Delta$, and let $\Theta$ be a linear system of parameters for $\mathbb{F}[\Delta]$. Then

$$
\mathbb{F}[\Delta, \partial \Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta, \partial \Delta]) \cong(\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]))^{\vee}(-d) .
$$

We also consider combinatorial and algebraic applications of Theorems 1.2 and 1.3. Specifically, we prove the monotonicity of $h^{\prime \prime}$-vectors for pairs of Buchsbaum simplicial complexes, establish the unimodality of $h^{\prime \prime}$-vectors of barycentric subdivisions of Buchsbaum polyhedral complexes, provide a combinatorial formula for the $a$-invariant of Buchsbaum Stanley-Reisner rings, and extend [Swartz 2014, Theorem 3.1] as well as [Böhm and Papadakis 2015, Corollary 4.5], which is related to the sphere $g$-conjecture, to the generality of the manifold $g$-conjecture. More precisely, Swartz's result asserts that most bistellar flips when applied to a homology sphere preserve the weak Lefschetz property, while Böhm and Papadakis' result asserts that stellar subdivisions at large-dimensional faces of homology spheres preserve the weak Lefschetz property; we extend both of these results to bistellar flips and stellar subdivisions performed on connected orientable homology manifolds.

The structure of the paper is as follows. In Section 2 we prove Theorem 1.3 (although we defer part of the proof to the Appendix). In Section 3, we study StanleyReisner rings and modules of Buchsbaum simplicial complexes. There, after reviewing basics of simplicial complexes and Stanley-Reisner rings and modules, we verify Theorem 1.2 and derive several combinatorial consequences. Section 4 is devoted to applications of our results to the manifold $g$-conjecture. Finally, in the Appendix, we prove a graded version of [Goto 1983, Proposition 3.6] - a result on which our proof of Theorem 1.3 is based.

## 2. Duality in Buchsbaum rings

In this section, we prove Theorem 1.3. We start by recalling some definitions and results pertaining to Buchsbaum rings and modules.

Let $S=\mathbb{F}\left[x_{1}, \ldots, x_{n}\right]$ be a graded polynomial ring with $\operatorname{deg} x_{i}=1, i=1,2, \ldots, n$, and let $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$ be the graded maximal ideal of $S$. Given a graded $S$-module $N$, we denote by $N(a)$ the module $N$ with grading shifted by $a \in \mathbb{Z}$, that is, $N(a)_{j}=N_{a+j}$. If $M$ is a finitely generated graded $S$-module of Krull dimension $d$, then a homogeneous system of parameters (or h.s.o.p.) for $M$ is a sequence
$\Theta=\theta_{1}, \ldots, \theta_{d} \in \mathfrak{m}$ of homogeneous elements such that $\operatorname{dim}_{\mathbb{F}} M / \Theta M<\infty$. A sequence $\theta_{1}, \ldots, \theta_{r} \in \mathfrak{m}$ of homogeneous elements is said to be a weak $M$-sequence if

$$
\left(\theta_{1}, \ldots, \theta_{i-1}\right) M:_{M} \theta_{i}=\left(\theta_{1}, \ldots, \theta_{i-1}\right) M:_{M} \mathfrak{m}
$$

for all $i=1,2, \ldots, r$. We say that $M$ is Buchsbaum if every h.s.o.p. for $M$ is a weak $M$-sequence.

Let $M$ be a finitely generated graded $S$-module and let $\Theta$ be its h.s.o.p. The function $P_{\Theta, M}: \mathbb{Z} \rightarrow \mathbb{Z}$ defined by

$$
P_{\Theta, M}(n):=\operatorname{dim}_{\mathbb{F}}\left(M /(\Theta)^{n+1} M\right)
$$

is called the Hilbert-Samuel function of $M$ with respect to the ideal $(\Theta)$. It is known that there is a polynomial in $n$ of degree $d$, denoted by $p_{\Theta, M}(n)$, such that $P_{\Theta, M}(n)=p_{\Theta, M}(n)$ for $n \gg 0$ (see [Bruns and Herzog 1993, Proposition 4.6.2]). The leading coefficient of the polynomial $p_{\Theta, M}(n)$ multiplied by $d$ ! is called the multiplicity of $M$ with respect to the ideal $(\Theta)$, and is denoted by $e_{\Theta}(M)$. We will make use of the following known characterization of the Buchsbaum property; see [Stückrad and Vogel 1986, Theorem I.1.12 and Proposition I.2.6].

Lemma 2.1. A finitely generated graded $S$-module $M$ of Krull dimension $d$ is Buchsbaum if and only if, for every h.s.o.p. $\Theta$ of $M$,

$$
\operatorname{dim}_{\mathbb{F}}(M / \Theta M)-e_{\Theta}(M)=\sum_{i=0}^{d-1}\binom{d-1}{i} \operatorname{dim}_{\mathbb{F}} H_{\mathfrak{m}}^{i}(M)
$$

We also recall some known results on canonical modules of Buchsbaum modules. For a finitely generated graded $S$-module $M$, the depth of $M$ is defined by $\operatorname{depth}(M):=\min \left\{i: H_{\mathfrak{m}}^{i}(M) \neq 0\right\}$.

Lemma 2.2. Let $M$ be a finitely generated graded S-module of Krull dimension $d$. If $M$ is Buchsbaum, then the following properties hold:
(i) $\omega_{M}$ is Buchsbaum.
(ii) $H_{\mathfrak{m}}^{i}\left(\omega_{M}\right) \cong\left(H_{\mathfrak{m}}^{d-i+1}(M)\right)^{\vee}($ as graded modules $)$ for all $i=2,3, \ldots, d-1$.
(iii) If depth $(M) \geq 2$, then $\left(H_{\mathfrak{m}}^{d}\left(\omega_{M}\right)\right)^{\vee} \cong M$ (as graded modules).
(iv) If $\Theta$ is an h.s.o.p. for $M$, then $\Theta$ is also an h.s.o.p. for $\omega_{M}$ and $e_{\Theta}\left(\omega_{M}\right)=e_{\Theta}(M)$.

See [Stückrad and Vogel 1986, Theorem II.4.9] for (i) and (ii), [Schenzel 1982, Korollar 3.13] or [Aoyama and Goto 1986, (1.16)] for (iii), and [Suzuki 1981, Lemma 2.2] for (iv).

The following theorem is a graded version of [Goto 1983, Proposition 3.6]. The original result by Goto is a statement about Buchsbaum local rings. It may be possible to prove Theorem 2.3 in the same way as in [Goto 1983] by replacing rings
with modules and by carefully keeping track of grading. However, since we could not find any literature allowing us to easily check this statement, we will provide its proof in the Appendix.

Theorem 2.3. Let $M$ be a finitely generated graded $S$-module of Krull dimension $d>0$. Assume further that $M$ is Buchsbaum and that $\Theta=\theta_{1}, \ldots, \theta_{d}$ is an h.s.o.p. for $M$ with $\operatorname{deg} \theta_{i}=\delta_{i}$. Let $\delta_{C}:=\sum_{i \in C} \delta_{i}$ for $C \subseteq[d]=\{1,2, \ldots, d\}$. Then
(i) $\Sigma(\Theta ; M) / \Theta M \cong \bigoplus_{C \subsetneq[d]} H_{\mathfrak{m}}^{|C|}(M)\left(-\delta_{C}\right)$, and
(ii) there is an injection $M / \Sigma(\Theta ; M) \rightarrow H_{\mathfrak{m}}^{d}(M)\left(-\delta_{[d]}\right)$.

We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. We first prove that $R / \Sigma(\Theta ; R)$ and $\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)$ have the same $\mathbb{F}$-dimension. Indeed,

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}}(R / \Sigma(\Theta ; R)) & =\operatorname{dim}_{\mathbb{F}}(R / \Theta R)-\operatorname{dim}_{\mathbb{F}}(\Sigma(\Theta ; R) / \Theta R) \\
& =e_{\Theta}(R)+\sum_{i=0}^{d-1}\binom{d-1}{i} \operatorname{dim}_{\mathbb{F}} H_{\mathfrak{m}}^{i}(R)-\sum_{i=0}^{d-1}\binom{d}{i} \operatorname{dim}_{\mathbb{F}} H_{\mathfrak{m}}^{i}(R) \\
& =e_{\Theta}(R)-\sum_{i=1}^{d-1}\binom{d-1}{i-1} \operatorname{dim}_{\mathbb{F}} H_{\mathfrak{m}}^{i}(R)
\end{aligned}
$$

where we use Lemma 2.1 and Theorem 2.3(i) for the second equality. Similarly, since $\omega_{R}$ is Buchsbaum, the same computation yields

$$
\operatorname{dim}_{\mathbb{F}}\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)=e_{\Theta}\left(\omega_{R}\right)-\sum_{i=1}^{d-1}\binom{d-1}{i-1} \operatorname{dim}_{\mathbb{F}} H_{\mathfrak{m}}^{i}\left(\omega_{R}\right)
$$

Now, since depth $(R) \geq 2$ by the assumptions of the theorem and since depth $\left(\omega_{R}\right) \geq 2$ always holds (see [Aoyama 1980, Lemma 1]), parts (ii) and (iv) of Lemma 2.2 guarantee that

$$
\operatorname{dim}_{\mathfrak{F}}(R / \Sigma(\Theta ; R))=\operatorname{dim}_{\mathbb{F}}\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)
$$

Thus, to complete the proof of the statement, it suffices to show that there is a surjection from $R / \Sigma(\Theta ; R)(+\delta)$ to $\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)^{\vee}$. By Theorem 2.3(ii), there is an injection

$$
\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right) \rightarrow H_{\mathfrak{m}}^{d}\left(\omega_{R}\right)(-\delta)
$$

Dualizing and using Lemma 2.2(iii), we obtain a surjection

$$
\begin{equation*}
R(+\delta) \cong\left(H_{\mathfrak{m}}^{d}\left(\omega_{R}\right)(-\delta)\right)^{\vee} \rightarrow\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)^{\vee} \tag{2}
\end{equation*}
$$

Since $\omega_{R}$ is an $R$-module, it follows from the definition of $\Sigma\left(\Theta ; \omega_{R}\right)$ that

$$
\Sigma(\Theta ; R) \cdot \omega_{R} \subseteq \Sigma\left(\Theta ; \omega_{R}\right)
$$

Hence

$$
\Sigma(\Theta ; R) \cdot\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)=0
$$

which in turn implies

$$
\begin{equation*}
\Sigma(\Theta ; R) \cdot\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)^{\vee}=0 \tag{3}
\end{equation*}
$$

Now (2) and (3) put together guarantee the existence of a surjection

$$
(R / \Sigma(\Theta ; R))(+\delta) \rightarrow\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)^{\vee},
$$

as desired.
Remark 2.4. The above proof also works in the local setting: it shows that if $R$ is a Buchsbaum Noetherian local ring with depth $R \geq 2$ (and if the canonical module of $R$ exists), then $\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)$ is isomorphic to the Matlis dual of $R / \Sigma(\Theta ; R)$.

## 3. Duality in Stanley-Reisner rings of manifolds

In this section, we study Buchsbaum Stanley-Reisner rings and modules. Some objects in this section such as homology groups, Betti numbers, and $h^{\prime}$ - and $h^{\prime \prime}$ numbers depend on the characteristic of $\mathbb{F}$; however, we fix a field $\mathbb{F}$ throughout this section and omit $\mathbb{F}$ from our notation.

We start by reviewing basics of simplicial complexes and Stanley-Reisner rings. A simplicial complex $\Delta$ on $[n]$ is a collection of subsets of $[n]$ that is closed under inclusion. A relative simplicial complex $\Psi$ on $[n]$ is a collection of subsets of $[n]$ with the property that there are simplicial complexes $\Delta \supseteq \Gamma$ such that $\Psi=\Delta \backslash \Gamma$. We identify such a pair of simplicial complexes $(\Delta, \Gamma)$ with the relative simplicial complex $\Delta \backslash \Gamma$. Also, a simplicial complex $\Delta$ will be identified with ( $\Delta, \varnothing$ ). A face of ( $\Delta, \Gamma$ ) is an element of $\Delta \backslash \Gamma$. The dimension of a face $\tau$ is its cardinality minus one, and the dimension of $(\Delta, \Gamma)$ is the maximal dimension of its faces. A relative simplicial complex is said to be pure if all its maximal faces have the same dimension.

We denote by $\widetilde{H}_{i}(\Delta, \Gamma)$ the $i$-th reduced homology group of the pair $(\Delta, \Gamma)$ computed with coefficients in $\mathbb{F}$ : when $\Gamma \neq \varnothing, \widetilde{H}_{*}(\Delta, \Gamma)$ is the usual relative homology of a pair, and when $\Gamma=\varnothing, \widetilde{H}_{*}(\Delta, \Gamma)=\widetilde{H}_{*}(\Delta)$ is the reduced homology of $\Delta$. The Betti numbers of $(\Delta, \Gamma)$ are defined by $\tilde{\beta}_{i}(\Delta, \Gamma):=\operatorname{dim}_{\mathbb{F}} \widetilde{H}_{i}(\Delta, \Gamma)$. If $\Delta$ is a simplicial complex on $[n]$ and $\tau \in \Delta$ is a face of $\Delta$, then the $\operatorname{link}$ of $\tau$ in $\Delta$ is

$$
\mathrm{lk}_{\Delta}(\tau):=\{\sigma \in \Delta: \tau \cup \sigma \in \Delta, \tau \cap \sigma=\varnothing\} .
$$

For convenience, we also define $\mathrm{lk}_{\Delta}(\tau)=\varnothing$ if $\tau \notin \Delta$.
Let $\Delta$ be a simplicial complex on $[n]$. The Stanley-Reisner ideal of $\Delta$ (in $S$ ) is the ideal

$$
I_{\Delta}=\left(x^{\tau}: \tau \subseteq[n], \tau \notin \Delta\right) \subseteq S,
$$

where $x^{\tau}=\prod_{i \in \tau} x_{i}$. If $(\Delta, \Gamma)$ is a relative simplicial complex, then the StanleyReisner module of $(\Delta, \Gamma)$ is the $S$-module

$$
\mathbb{F}[\Delta, \Gamma]=I_{\Gamma} / I_{\Delta} .
$$

When $\Gamma=\varnothing$, the ring $\mathbb{F}[\Delta]=\mathbb{F}[\Delta, \varnothing]=S / I_{\Delta}$ is called the Stanley-Reisner ring of $\Delta$.

A relative simplicial complex $(\Delta, \Gamma)$ is said to be Buchsbaum if $\mathbb{F}[\Delta, \Gamma]$ is a Buchsbaum module. The following characterization of the Buchsbaum property was given in [Schenzel 1981, Theorem 3.2]; a proof for relative simplicial complexes appears in [Adiprasito and Sanyal 2016, Theorem 1.11].

Theorem 3.1. A pure relative simplicial complex $(\Delta, \Gamma)$ of dimension $d$ is Buchsbaum if and only if

$$
\widetilde{H}_{i}\left(\mathrm{lk}_{\Delta}(\tau), \mathrm{lk}_{\Gamma}(\tau)\right)=0
$$

for every nonempty face $\tau \in \Delta \backslash \Gamma$ and all $i \neq d-|\tau|$.
In particular, if $\Delta$ is a homology manifold with boundary, then $\Delta$ and $(\Delta, \partial \Delta)$ are Buchsbaum (relative) simplicial complexes. (However, most Buchsbaum complexes are not homology manifolds.)

Next, we discuss face numbers of Buchsbaum simplicial complexes. For a relative simplicial complex $(\Delta, \Gamma)$ of dimension $d-1$, let $f_{i}(\Delta, \Gamma)$ be the number of $i$-dimensional faces of $(\Delta, \Gamma)$ and let

$$
h_{j}(\Delta, \Gamma)=\sum_{i=0}^{j}(-1)^{j-i}\binom{d-i}{d-j} f_{i-1}(\Delta, Г) \quad \text { for } j=0,1, \ldots, d
$$

For convenience, we also define $h_{j}(\Delta, \Gamma)=0$ for $j>\operatorname{dim}(\Delta, \Gamma)+1$. The $h$-numbers play a central role in the study of face numbers of Cohen-Macaulay simplicial complexes. On the other hand, for Buchsbaum simplicial complexes, the following modifications of $h$-numbers, called $h^{\prime}$-numbers and $h^{\prime \prime}$-numbers, behave better than the usual $h$-numbers.

Recall that a linear system of parameters (or l.s.o.p.) is an h.s.o.p. $\Theta=\theta_{1}, \ldots, \theta_{d}$ consisting of linear forms. Note that when $\mathbb{F}$ is infinite, any finitely generated graded $S$-module has an l.s.o.p. The following result, established in [Schenzel 1981, §4] (a proof for Stanley-Reisner modules appears in [Adiprasito and Sanyal 2016, Theorem 2.5]), is known as Schenzel's formula.

Theorem 3.2. Let $(\Delta, \Gamma)$ be a Buchsbaum relative simplicial complex of dimension $d-1$ and let $\Theta$ be an l.s.o.p. for $\mathbb{F}[\Delta, \Gamma]$. Then, for $j=0,1, \ldots, d$,

$$
\operatorname{dim}_{\mathbb{F}}(\mathbb{F}[\Delta, \Gamma] / \Theta \mathbb{F}[\Delta, \Gamma])_{j}=h_{j}(\Delta, \Gamma)-\binom{d}{j} \sum_{i=1}^{j-1}(-1)^{j-i} \tilde{\beta}_{i-1}(\Delta, \Gamma) .
$$

In view of Schenzel's formula, we define the $h^{\prime}$-numbers of a $(d-1)$-dimensional relative simplicial complex $(\Delta, \Gamma)$ by

$$
h_{j}^{\prime}(\Delta, \Gamma)=h_{j}(\Delta, \Gamma)-\binom{d}{j} \sum_{i=1}^{j-1}(-1)^{j-i} \tilde{\beta}_{i-1}(\Delta, \Gamma)
$$

Furthermore, we define the $h^{\prime \prime}$-numbers of $(\Delta, \Gamma)$ by

$$
h_{j}^{\prime \prime}(\Delta, \Gamma)= \begin{cases}h_{j}^{\prime}(\Delta, \Gamma)-\binom{d}{j} \tilde{\beta}_{j-1}(\Delta, \Gamma) & \text { if } 0 \leq j<d \\ h_{d}^{\prime}(\Delta, \Gamma) & \text { if } j=d\end{cases}
$$

We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. Let $M=\mathbb{F}[\Delta, \Gamma]$. Observe that

$$
\operatorname{dim}_{\mathbb{F}}(M / \Sigma(\Theta ; M))_{j}=\operatorname{dim}_{\mathbb{F}}(M / \Theta M)_{j}-\operatorname{dim}_{\mathbb{F}}(\Sigma(\Theta ; M) / \Theta M)_{j}
$$

Since $H_{\mathfrak{m}}^{i}(M)=\left(H_{\mathfrak{m}}^{i}(M)\right)_{0} \cong \widetilde{H}_{i-1}(\Delta, \Gamma)$ for $i<d$ (see [Adiprasito and Sanyal 2016, Theorem 1.8]), Theorem 2.3(i) implies

$$
\operatorname{dim}_{\mathbb{F}}(\Sigma(\Theta ; M) / \Theta M)_{j}=\left\{\begin{array}{cl}
\binom{d}{j} \tilde{\beta}_{j-1}(\Delta, \Gamma) & \text { if } 0 \leq j \leq d-1 \\
0 & \text { if } j \geq d
\end{array}\right.
$$

The statement then follows from Theorem 3.2, asserting that $\operatorname{dim}_{\mathbb{F}}(M / \Theta M)_{j}=$ $h_{j}^{\prime}(\Delta, \Gamma)$ for all $j$.

It was proved in [Novik and Swartz 2009b, Theorem 3.4] that the $j$-th graded component of the socle of $\mathbb{F}[\Delta] / \Theta \mathbb{F}[\Delta]$ has dimension at least $\binom{d}{j} \tilde{\beta}_{j-1}(\Delta)$. This implies that the $h^{\prime \prime}$-numbers of a Buchsbaum simplicial complex form the Hilbert function of some quotient of its Stanley-Reisner ring. A new contribution and the significance of Theorem 1.2 is that it provides an explicit algebraic interpretation of $h^{\prime \prime}$-numbers via a submodule $\Sigma(\Theta ;-)$.

In the rest of this section we discuss a few algebraic and combinatorial applications of our results. As was proved by Kalai and, independently, Stanley [1993; 1996, Chapter III, §9], if $\Delta \supseteq \Gamma$ are Cohen-Macaulay simplicial complexes of the same dimension, then $h_{i}(\Delta) \geq h_{i}(\Gamma)$ for all $i$. The interpretation of the $h^{\prime \prime}$-numbers given in Theorem 1.2 allows us to prove the following generalization of this fact.

Theorem 3.3. Let $\Delta \supseteq \Gamma$ be Buchsbaum simplicial complexes of the same dimension. Then $h_{i}^{\prime \prime}(\Delta) \geq h_{i}^{\prime \prime}(\Gamma)$ for all $i$.

Proof. We may assume that $\Delta$ and $\Gamma$ are simplicial complexes on $[n]$ and that $\mathbb{F}$ is infinite. Let $d=\operatorname{dim} \Delta+1$. Then there is a common linear system of parameters
$\Theta=\theta_{1}, \ldots, \theta_{d}$ for $\mathbb{F}[\Delta]$ and $\mathbb{F}[\Gamma]$. By the definition of $\Sigma(\Theta ;-)$,

$$
\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta])=S /\left((\Theta)+\sum_{k=1}^{d}\left(\left(\left(\theta_{1}, \ldots, \hat{\theta}_{k}, \ldots, \theta_{d}\right)+I_{\Delta}\right): s \theta_{k}\right)\right),
$$

and an analogous formula holds for $\mathbb{F}[\Gamma] / \Sigma(\Theta ; \mathbb{F}[\Gamma])$. Since $I_{\Gamma} \supseteq I_{\Delta}$, the above formula implies that $\mathbb{F}[\Gamma] / \Sigma(\Theta ; \mathbb{F}[\Gamma])$ is a quotient ring of $\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta])$. The desired statement then follows from Theorem 1.2.

Corollary 3.4. Let $\Delta$ be a Buchsbaum simplicial complex and let $\tau \in \Delta$ be any nonempty face. Then $h_{i}^{\prime \prime}(\Delta) \geq h_{i}\left(\mathrm{l}_{\Delta}(\tau)\right)$ for all $i$.
Proof. Consider the star of $\tau, \operatorname{st}_{\Delta}(\tau)=\{\sigma \in \Delta: \sigma \cup \tau \in \Delta\}$. Then st ${ }_{\Delta}(\tau)$ is CohenMacaulay (by Theorem 3.1 and Reisner's criterion) and has the same dimension as $\Delta$, and so by Theorem 3.3 we have $h_{i}^{\prime \prime}(\Delta) \geq h_{i}^{\prime \prime}\left(\operatorname{st}_{\Delta}(\tau)\right)$ for all $i$. The result follows since $\mathrm{lk}_{\Delta}(\tau)$ and $\mathrm{st}_{\Delta}(\tau)$ have the same $h$-numbers (this is because st ${ }_{\Delta}(\tau)$ is just a cone over $\mathrm{lk}_{\Delta}(\tau)$; cf. [Stanley 1996, Corollary III.9.2]) and since for CohenMacaulay simplicial complexes the $h^{\prime \prime}$-numbers coincide with the $h$-numbers.

Let $R=S / I$ be a graded $\mathbb{F}$-algebra. The $a$-invariant of $R$ is the number

$$
a(R)=-\min \left\{k:\left(\omega_{R}\right)_{k} \neq 0\right\} .
$$

This number is an important invariant in commutative algebra. When $R$ is CohenMacaulay, it is well-known that $a(R)=\max \left\{i: h_{i}(R) \neq 0\right\}-\operatorname{dim} R$, where $h_{i}(R)$ is the $i$-th $h$-number of $R$. (See [Bruns and Herzog 1993, §4.1] for the definition of $h$-numbers for modules.) The following result provides a generalization of this fact.

Theorem 3.5. Let $R=S / I$ be a Buchsbaum graded $\mathbb{F}$-algebra of Krull dimension $d$ with $\operatorname{depth}(R) \geq 2$, and let $\Theta=\theta_{1}, \ldots, \theta_{d}$ be an l.s.o.p. for $R$. Then

$$
a(R)=\max \left\{k:(R / \Sigma(\Theta ; R))_{k} \neq 0\right\}-d .
$$

In particular, for any connected Buchsbaum simplicial complex $\Delta$ of dimension $d-1$, we have $a(\mathbb{F}[\Delta])=\max \left\{k: h_{k}^{\prime \prime}(\Delta) \neq 0\right\}-d$.
Proof. Let $m=\max \left\{k:(R / \Sigma(\Theta ; R))_{k} \neq 0\right\}$. Then by Theorem 1.3,

$$
\min \left\{k:\left(\omega_{R} / \Sigma\left(\Theta ; \omega_{R}\right)\right)_{k} \neq 0\right\}=d-m
$$

As $\min \left\{k:\left(\omega_{R}\right)_{k} \neq 0\right\}=\min \left\{k:\left(\omega_{R} / \Theta \omega_{R}\right)_{k} \neq 0\right\}$, the theorem would follow if we prove that $\min \left\{k:\left(\omega_{R} / \Theta \omega_{R}\right)_{k} \neq 0\right\}=d-m$. To this end, it is enough to show that

$$
\begin{equation*}
\left(\Sigma\left(\Theta ; \omega_{R}\right) / \Theta \omega_{R}\right)_{k}=0 \quad \text { for } k \leq d-m-1 \tag{4}
\end{equation*}
$$

Since $\mathfrak{m} H_{\mathfrak{m}}^{i}(R)=0$ for $i<d$ (see [Stückrad and Vogel 1986, Proposition I.2.1]), we conclude from Theorem 2.3(i) that $\mathfrak{m}(\Sigma(\Theta ; R) / \Theta R)=0$. Furthermore, since

$$
\begin{aligned}
& (R / \Theta R)_{k}=(\Sigma(\Theta ; R) / \Theta R)_{k} \text { for } k \geq m+1, \text { it follows that, for } k \geq m+2, \\
& \quad(\Sigma(\Theta ; R) / \Theta R)_{k}=(R / \Theta R)_{k}=(\mathfrak{m}(R / \Theta R))_{k}=(\mathfrak{m}(\Sigma(\Theta ; R) / \Theta R))_{k}=0 .
\end{aligned}
$$

The isomorphism

$$
\Sigma(\Theta ; R) / \Theta R \cong \bigoplus_{C \subseteq[d]} H_{\mathfrak{m}}^{|C|}(R)(-|C|)
$$

established in Theorem 2.3(i) then implies that

$$
H_{\mathfrak{m}}^{i}(R)_{j}=0 \quad \text { for all } i \leq d-1, j \geq m+2-i .
$$

Therefore,
$\left(H_{\mathrm{m}}^{d-i+1}(R)^{\vee}(-i)\right)_{k}=0 \quad$ for all $2 \leq i \leq d-1,-(k-i) \geq m+2-(d-i+1)$, and so

$$
\begin{equation*}
\left(H_{\mathrm{m}}^{d-i+1}(R)^{\vee}(-i)\right)_{k}=0 \quad \text { for all } 2 \leq i \leq d-1, k \leq d-m-1 . \tag{5}
\end{equation*}
$$

Finally, since depth $\left(\omega_{R}\right) \geq 2$, we infer from Theorem 2.3(i) and Lemma 2.2(ii) that

$$
\Sigma\left(\Theta ; \omega_{R}\right) / \Theta \omega_{R} \cong \bigoplus_{C \subsetneq[d],|C| \geq 2} H_{\mathfrak{m}}^{|C|}\left(\omega_{R}\right)(-|C|) \cong \bigoplus_{C \subseteq\lceil d],|C| \geq 2} H_{\mathfrak{m}}^{d-|C|+1}(R)^{\vee}(-|C|)
$$

The above isomorphisms and (5) then yield the desired property (4).
Observe that, by Hochster's formula on local cohomology [Bruns and Herzog 1993, Theorem 5.3.8], if $\Delta$ is a $(d-1)$-dimensional Buchsbaum simplicial complex, then $-a(\mathbb{F}[\Delta])$ equals the minimum cardinality of a face whose link has a nonvanishing top homology. Thus the "in particular" part of Theorem 3.5 can be equivalently restated as follows: if, for every face $\tau \in \Delta$ of dimension $<d-k$, the link of $\tau$ has vanishing top homology, then $h_{k}^{\prime \prime}(\Delta)=0$. For the case of homology manifolds with boundary, faces with vanishing top homology are precisely the boundary faces; in this case, the above statement reduces to [Murai and Nevo 2014, Theorem 3.1].

A sequence $h_{0}, h_{1}, \ldots, h_{m}$ of numbers is said to be unimodal if there is an index $p$ such that $h_{0} \leq h_{1} \leq \cdots \leq h_{p} \geq \cdots \geq h_{m}$. It was proved in [Murai 2010] that the $h^{\prime \prime}$-numbers of the barycentric subdivision of any connected Buchsbaum simplicial complex form a unimodal sequence. Here we use the Matlis duality established in Theorem 1.3 to generalize this result to Buchsbaum polyhedral complexes. (We refer our readers to [Murai 2010] for the definition of barycentric subdivisions.)

Theorem 3.6. Let $\Delta$ be the barycentric subdivision of a connected polyhedral complex $\Gamma$ of dimension $d-1$. Suppose that the characteristic of $\mathbb{F}$ is zero and
$\Delta$ is Buchsbaum. Then, for a generic choice of linear forms $\Theta=\theta_{1}, \ldots, \theta_{d}$, and $\theta_{d+1} \in \mathbb{F}[\Delta]$, the multiplication

$$
\times \theta_{d+1}:(\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]))_{i} \rightarrow(\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]))_{i+1}
$$

is injective for $i \leq \frac{d}{2}-1$ and is surjective for $i \geq \frac{d}{2}$. In particular, the sequence $h_{0}^{\prime \prime}(\Delta), h_{1}^{\prime \prime}(\Delta), \ldots, h_{d}^{\prime \prime}(\Delta)$ is unimodal.
Proof. By genericity of linear forms, $\Theta=\theta_{1}, \ldots, \theta_{d}$ is a common 1.s.o.p. for $\mathbb{F}[\Delta]$ and $\omega_{\mathbb{F}[\Delta]}$. Let $P$ be the face poset of $\Gamma$. Then the Stanley-Reisner ring $\mathbb{F}[\Delta]$ is a squarefree $P$-module (a notion introduced in [Murai and Yanagawa 2014, Definition 2.1]); furthermore, by [Murai and Yanagawa 2014, Theorem 3.1] $\omega_{\mathbb{F}[\Delta]}$ is also a squarefree $P$-module. It then follows from [Murai and Yanagawa 2014, Theorem 6.2(ii)] that the multiplication maps

$$
\begin{equation*}
\times \theta_{d+1}:(\mathbb{F}[\Delta] / \Theta \mathbb{F}[\Delta])_{i} \rightarrow(\mathbb{F}[\Delta] / \Theta \mathbb{F}[\Delta])_{i+1} \tag{6}
\end{equation*}
$$

and

$$
\times \theta_{d+1}:\left(\omega_{\mathbb{F}[\Delta]} /\left(\Theta_{\mathbb{F}[\Delta]}\right)\right)_{i} \rightarrow\left(\omega_{\mathbb{F}[\Delta]} /\left(\Theta \omega_{\Theta \mathbb{F}[\Delta]}\right)\right)_{i+1}
$$

are surjective for $i \geq \frac{d}{2}$. (While Cohen-Macaulayness was assumed in [Murai and Yanagawa 2014, Theorem 6.2], one can see from their proof of the theorem that this assumption was used only in the proof of part (i) and is unnecessary to derive surjectivity.) Since $\Theta \mathbb{F}[\Delta]$ is contained in $\Sigma(\Theta ; \mathbb{F}[\Delta])$, the map in (6) remains surjective if we replace $\Theta \mathbb{F}[\Delta]$ with $\Sigma(\Theta ; \mathbb{F}[\Delta])$, and a similar statement holds for $\omega_{\mathbb{F}[\Delta]}$. These surjectivities and the Matlis duality $\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]) \cong$ $\left(\omega_{\mathbb{F}[\Delta]} / \Sigma\left(\Theta ; \omega_{\mathbb{F}[\Delta]}\right)\right)^{\vee}(d)$ of Theorem 1.3 yield the desired statement.

In fact, in view of results from [Juhnke-Kubitzke and Murai 2015], it is tempting to conjecture that if $\Delta$ is a barycentric subdivision of a Buchsbaum regular CWcomplex of dimension $d-1$, then even the sequence

$$
h_{0}^{\prime \prime}(\Delta) /\binom{d}{0}, h_{1}^{\prime \prime}(\Delta) /\binom{d}{1}, h_{2}^{\prime \prime}(\Delta) /\binom{d}{2}, \ldots, h_{d}^{\prime \prime}(\Delta) /\binom{d}{d}
$$

is unimodal.
We close this section with a couple of remarks.
Remark 3.7. Our results on $h^{\prime \prime}$-vectors can be generalized to the following setting. Consider a finitely generated graded $S$-module $M$ of Krull dimension $d$ such that

$$
\begin{equation*}
H_{\mathfrak{m}}^{i}(M)=\left(H_{\mathfrak{m}}^{i}(M)\right)_{0} \quad \text { for all } 0 \leq i<d . \tag{7}
\end{equation*}
$$

Define the $h^{\prime}$ - and $h^{\prime \prime}$-numbers of $M$ in the same way as for the Stanley-Reisner modules but with $\operatorname{dim}_{\mathscr{F}}\left(H_{\mathfrak{m}}^{j}(M)\right)$ used as a replacement for $\tilde{\beta}_{j-1}(\Delta, \Gamma)$. Then suitably modified statements of Theorems 1.2 and 3.2 continue to hold for such an $M$. Furthermore, if $M$ satisfies (7), then $M$ must be Buchsbaum (see [Stückrad and Vogel

1986, Proposition I.3.10]), in which case $\omega_{M}$ also satisfies (7) by Lemma 2.2(ii). In particular, if $\Delta$ is an arbitrary connected Buchsbaum simplicial complex of dimension $d-1$, then

$$
h_{i}^{\prime \prime}\left(\omega_{\mathbb{F}[\Delta]}\right)=h_{d-i}^{\prime \prime}(\mathbb{F}[\Delta]) \quad \text { for all } i=0,1, \ldots, d
$$

Remark 3.8. A statement analogous to Corollary 1.4 also holds for homology manifolds without boundary. Indeed, if $\Delta$ is an orientable homology manifold without boundary, then by Gräbe's result [1984], $\mathbb{F}[\Delta]$ is isomorphic to its own canonical module, and hence, by Theorem 1.3, $\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta])$ is an Artinian Gorenstein algebra. This fact was essentially proved in [Novik and Swartz 2009a, Theorem 1.4].

Let us also point out that if $\Delta$ is a connected orientable homology manifold with or without boundary, then for $M=\mathbb{F}[\Delta]$ the statement of part (ii) of Lemma 2.2 is a simple consequence of the Poincaré-Alexander-Lefschetz duality along with Gräbe's result [1984] that $\omega_{M} \cong \mathbb{F}[\Delta, \partial \Delta]$.

## 4. Applications to the manifold $g$-conjecture

In this section we discuss connected orientable homology manifolds without boundary. One of the most important open problems in algebraic combinatorics is the algebraic $g$-conjecture; it asserts that every homology sphere has the weak Lefschetz property (the WLP, for short). Kalai proposed [Novik 1998, Conjecture 7.5] a far-reaching generalization of this conjecture to homology manifolds. Using the $\Sigma(\Theta,-)$ module allows us to restate Kalai's conjecture as follows.

Conjecture 4.1. Let $\Delta$ be a connected orientable $\mathbb{F}$-homology ( $d-1$ )-manifold without boundary. Then, for a generic choice of linear forms $\Theta=\theta_{1}, \ldots, \theta_{d}$, the ring $\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta])$ has the WLP; that is, for a generic linear form $\omega$, the multiplication

$$
\times \omega:(\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]))_{\lfloor d / 2\rfloor} \rightarrow(\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]))_{\lfloor d / 2\rfloor+1}
$$

is surjective.
It is worth mentioning that while Kalai's original statement of the conjecture did not involve $\Sigma(\Theta,-)$, the two statements are equivalent (see [Novik and Swartz 2009a] and Remark 3.8 above). Somewhat informally, we say that $\Delta$ (or $\mathbb{F}[\Delta]$ ) has the WLP if $\Delta$ satisfies the conclusions of the above conjecture. Enumerative consequences of this conjecture are discussed in [Novik and Swartz 2009a, §1].

Given a finite set $A$, we denote by $\bar{A}$ the simplex on $A$, i.e., the simplicial complex whose set of faces consists of all subsets of $A$. When $A=\{a\}$ consists of a single vertex, we write $\bar{a}$ to denote the vertex $a$, viewed as a 0 -dimensional simplex. If
$\Delta$ and $\Gamma$ are two simplicial complexes on disjoint vertex sets, then the join of $\Delta$ and $\Gamma, \Delta * \Gamma$, is the simplicial complex defined by

$$
\Delta * \Gamma:=\{\sigma \cup \tau: \sigma \in \Delta, \tau \in \Gamma\}
$$

Finally, if $\Delta$ is a simplicial complex and $W$ is a set, then $\Delta_{W}=\{\sigma \in \Delta: \sigma \subseteq W\}$ is the subcomplex of $\Delta$ induced by $W$.

Let $\Delta$ be a $(d-1)$-dimensional homology manifold, and let $A$ and $B$ be disjoint subsets such that $|A|+|B|=d+1$. If $\Delta_{A \cup B}=\bar{A} * \partial \bar{B}$, then the operation of removing $\bar{A} * \partial \bar{B}$ from $\Delta$ and replacing it with $\partial \bar{A} * \bar{B}$ is called a $(|B|-1)$-bistellar flip. (For instance, a 0 -flip is simply a stellar subdivision at a facet.) The resulting complex is a homology manifold homeomorphic to the original complex.

The following surprising property was proved by Pachner [1987; 1991]: if $\Delta_{1}$ and $\Delta_{2}$ are two PL homeomorphic combinatorial manifolds without boundary, then they can be connected by a sequence of bistellar flips. Since the boundary complex of a simplex has the WLP, Pachner's result suggests the following inductive approach to the algebraic $g$-conjecture for PL spheres: prove that bistellar flips applied to PL spheres preserve the WLP. Swartz showed [2014, §3] that most bistellar flips applied to homology spheres preserve the WLP. Here we extend Swartz's results to the generality of orientable homology manifolds without boundary:

Theorem 4.2. Let $\Delta$ be a $(d-1)$-dimensional, connected, orientable homology manifold without boundary. Suppose $\Delta^{\prime}$ is obtained from $\Delta$ via a $(p-1)$-bistellar flip with $p \neq \frac{1}{2}(d+1)$ ifd is odd and with $p \notin\left\{\frac{d}{2}, \frac{1}{2}(d+2)\right\}$ if $d$ is even, and let $\Theta$ be a common l.s.o.p. for $\mathbb{F}[\Delta]$ and $\mathbb{F}\left[\Delta^{\prime}\right]$. Then $\mathbb{F}\left[\Delta^{\prime}\right] / \Sigma\left(\Theta ; \mathbb{F}\left[\Delta^{\prime}\right]\right)$ has the WLP if and only if $\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta])$ has the WLP.

If $\Delta$ is a simplicial complex and $\sigma$ is a face of $\Delta$, then the stellar subdivision of $\Delta$ at $\sigma$ consists of (i) removing $\sigma$ and all faces containing it from $\Delta$, (ii) introducing a new vertex $a$, and (iii) adding new faces in $\bar{a} * \partial \bar{\sigma} * \mathrm{lk}_{\Delta}(\sigma)$ to $\Delta$ :

$$
\operatorname{sd}_{\sigma}(\Delta):=\left(\Delta \backslash \operatorname{st}_{\Delta}(\sigma)\right) \cup\left(\bar{a} * \partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)\right) .
$$

A classical result due to Alexander [1930] asserts that two simplicial complexes are PL homeomorphic if and only if they are stellar equivalent; that is, one of them can be obtained from another by a sequence of stellar subdivisions and their inverses. Thus, a different approach to the algebraic $g$-conjecture (at least for PL manifolds) is to show that the WLP is preserved by stellar subdivisions and their inverses. Böhm and Papadakis proved [2015, Corollary 4.5] that this is the case if one applies stellar subdivisions at faces of sufficiently large dimension (or their inverses) to homology spheres. We extend their result to the generality of orientable homology manifolds without boundary:

Theorem 4.3. Let $\Delta$ be a (d-1)-dimensional, connected, orientable $\mathbb{F}$-homology manifold without boundary and let $\sigma$ be a face of $\Delta$ with $\operatorname{dim} \sigma>\frac{d}{2}$. Then $\mathbb{F}[\Delta]$ has the WLP if and only if $\mathbb{F}\left[\operatorname{sd}_{\sigma}(\Delta)\right]$ has the WLP.

The structure of the proofs of both theorems is similar to the proof of [Swartz 2014, Theorem 3.1]. The new key ingredient is given by the following lemma. Recall that $\Delta$ is an $\mathbb{F}$-homology $(d-1)$-sphere if $\Delta$ is an $\mathbb{F}$-homology manifold whose homology over $\mathbb{F}$ coincides with that of $\mathbb{S}^{d-1}$. Similarly, $\Delta$ is an $\mathbb{F}$-homology ball if (i) $\Delta$ is an $\mathbb{F}$-homology manifold with boundary, (ii) the homology of $\Delta$ (over $\mathbb{F}$ ) vanishes, and (iii) the boundary of $\Delta$ is an $\mathbb{F}$-homology sphere.

Lemma 4.4. Let $\Delta$ be a $(d-1)$-dimensional $\mathfrak{F}$-homology manifold without boundary, $\Gamma$ a full-dimensional subcomplex of $\Delta$, and $\Theta$ an l.s.o.p. for $\mathbb{F}[\Delta]$. Assume further that $\Gamma$ is an $\mathbb{F}$-homology ball, and let $D$ be the simplicial complex obtained from $\Delta$ by removing the interior faces of $\Gamma$. Then $D$ is an $\mathbb{F}$-homology manifold with boundary and the natural surjection $\mathbb{F}[\Delta] \rightarrow \mathbb{F}[\Gamma]$ induces the short exact sequence

$$
0 \rightarrow \mathbb{F}[D, \partial D] / \Sigma(\Theta ; \mathbb{F}[D, \partial D]) \rightarrow \mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]) \rightarrow \mathbb{F}[\Gamma] /(\Theta \mathbb{F}[\Gamma]) \rightarrow 0
$$

Proof. The fact that $D$ is a homology manifold with boundary follows by a standard Mayer-Vietoris argument (note that $\partial D=\partial \Gamma$ is a homology ( $d-2$ )-sphere). Furthermore, by excision and since $\Gamma$ has vanishing homology,

$$
\begin{equation*}
\tilde{\beta}_{i}(D, \partial D)=\tilde{\beta}_{i}(\Delta, \Gamma)=\tilde{\beta}_{i}(\Delta) \quad \text { for all } i . \tag{8}
\end{equation*}
$$

Now, using that the homology ball $\Gamma$ is a full-dimensional subcomplex of $\Delta$, we conclude as in the proof of Theorem 3.3 that there is a natural surjection

$$
\begin{equation*}
\phi: \mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta]) \rightarrow \mathbb{F}[\Gamma] /(\Theta \mathbb{F}[\Gamma])=\mathbb{F}[\Gamma] / \Sigma(\Theta ; \mathbb{F}[\Gamma]) . \tag{9}
\end{equation*}
$$

Thus, to finish the proof of the lemma, it suffices to show that the kernel of $\phi$ is $\mathbb{F}[D, \partial D] / \Sigma(\Theta ; \mathbb{F}[D, \partial D])$. This, in turn, would follow if we verify that
(i) $\operatorname{Ker}(\phi)$ is a quotient of $\mathbb{F}[D, \partial D] / \Sigma(\Theta ; \mathbb{F}[D, \partial D])$, and
(ii) $\operatorname{dim}_{\mathbb{F}}(\operatorname{Ker}(\phi))_{j}=\operatorname{dim}_{\mathbb{F}}(\mathbb{F}[D, \partial D] / \Sigma(\Theta ; \mathbb{F}[D, \partial D]))_{j}$ for all $j$.

For brevity, let $R=\mathbb{F}[\Delta]$ and let $I=\mathbb{F}[D, \partial D]$. Since $(D, \partial D)=(\Delta, \Gamma)$ as relative simplicial complexes, it follows that $I$ is an ideal of $R$, and $R / I$ is $\mathbb{F}[\Gamma]$. Thus our surjection $\phi$ is the projection $\phi: R / \Sigma(\Theta ; R) \rightarrow R /(I+\Theta R)$. Hence

$$
\operatorname{Ker}(\phi)=(I+\Theta R) / \Sigma(\Theta ; R)=(I+\Sigma(\Theta ; R)) / \Sigma(\Theta ; R)=I /(I \cap \Sigma(\Theta ; R)),
$$

which together with an observation that $I \cap \Sigma(\Theta ; R)$ contains $\Sigma(\Theta ; I)$ yields assertion (i). To see that $I \cap \Sigma(\Theta ; R) \supseteq \Sigma(\Theta ; I)$, note that, since $I$ is a subset of $R, \Theta I$ is contained in $\Theta R$, and $\left(\theta_{1}, \ldots, \hat{\theta}_{i}, \ldots, \theta_{d}\right) I:_{I} \theta_{i}$ is contained in $\left(\theta_{1}, \ldots, \hat{\theta}_{i}, \ldots, \theta_{d}\right) R:_{R} \theta_{i}$ for all $i \in[d]$; therefore $\Sigma(\Theta ; R) \supseteq \Sigma(\Theta ; I)$.

As for assertion (ii), the dimension of the kernel of $\phi$ can be computed as follows: by (9) and Theorem 1.2,

$$
\begin{equation*}
\operatorname{dim}_{\mathbb{F}}(\operatorname{Ker}(\phi))_{j}=h_{j}^{\prime \prime}(\Delta)-h_{j}(\Gamma) . \tag{10}
\end{equation*}
$$

Now, since each face of $\Delta$ is either a face of $(D, \partial D)$ or a face of $\Gamma$ (but not of both), $f_{i}(\Delta)=f_{i}(D, \partial D)+f_{i}(\Gamma)$ for all $i \geq-1$, and so

$$
\begin{equation*}
h_{j}(D, \partial D)=h_{j}(\Delta)-h_{j}(\Gamma) \quad \text { for all } j \geq 0 . \tag{11}
\end{equation*}
$$

Equations (8), (10) and (11) yield
$\operatorname{dim}_{\mathbb{F}}(\operatorname{Ker}(\phi))_{j}=h_{j}^{\prime \prime}(D, \partial D)=\operatorname{dim}_{\mathbb{F}}(\mathbb{F}[D, \partial D] / \Sigma(\Theta ; \mathbb{F}[D, \partial D]))_{j} \quad$ for all $j \geq 0$, where the last equality is another application of Theorem 1.2. The lemma follows. $\square$

Another ingredient needed for both proofs is the following immediate consequence of the snake lemma.

Lemma 4.5. Let $0 \rightarrow L \rightarrow N \rightarrow M \rightarrow 0$ be an exact sequence of graded $S$-modules, let $\omega \in S$ be a linear form, and let $k$ be a fixed integer. Assume also that the map $\times \omega: M_{k} \rightarrow M_{k+1}$ is bijective. Then the map $\times \omega: N_{k} \rightarrow N_{k+1}$ is surjective if and only if the map $\times \omega: L_{k} \rightarrow L_{k+1}$ is surjective.

We are now ready to prove both of the theorems.
Proof of Theorem 4.2. We are given that $\Delta^{\prime}=(\Delta \backslash(\bar{A} * \partial \bar{B})) \cup(\partial \bar{A} * \bar{B})$, where $|B|=p$. Let $D$ be the simplicial complex obtained from $\Delta$ by removing the interior faces of the ball $\Gamma_{1}=\bar{A} * \partial \bar{B}$; equivalently, $D$ is obtained from $\Delta^{\prime}$ by removing the interior faces of $\Gamma_{2}=\partial \bar{A} * \bar{B}$. Since $\Gamma_{1}$ and $\Gamma_{2}$ are full-dimensional subcomplexes of $\Delta$ and $\Delta^{\prime}$, and $\Theta$ is an 1.s.o.p. for both $\mathbb{F}[\Delta]$ and $\mathbb{F}\left[\Delta^{\prime}\right]$, it is also an 1.s.o.p. for both $\mathbb{F}\left[\Gamma_{1}\right]$ and $\mathbb{F}\left[\Gamma_{2}\right]$. Hence

$$
\operatorname{dim}_{\mathbb{F}}\left(\mathbb{F}\left[\Gamma_{1}\right] / \Theta \mathbb{F}\left[\Gamma_{1}\right]\right)_{j}=h_{j}(\bar{A} * \partial \bar{B})=h_{j}(\partial \bar{B})= \begin{cases}1 & \text { if } j \leq p-1, \\ 0 & \text { if } j>p-1,\end{cases}
$$

which implies that $\mathbb{F}\left[\Gamma_{1}\right] / \Theta \mathbb{F}\left[\Gamma_{1}\right] \cong \mathbb{F}[x] /\left(x^{p}\right)$. Similarly, we have $\mathbb{F}\left[\Gamma_{2}\right] / \Theta \mathbb{F}\left[\Gamma_{2}\right] \cong$ $\mathbb{F}[x] /\left(x^{d-p+1}\right)$. These isomorphisms together with the assumption $p \notin\left\{\frac{d}{2}, \frac{d+1}{2}, \frac{d+2}{2}\right\}$ yield that, for a generic choice of a linear form $w$, the multiplication map

$$
\times w:\left(\mathbb{F}\left[\Gamma_{i}\right] / \Theta \mathbb{F}\left[\Gamma_{i}\right]\right)_{\lfloor d / 2\rfloor} \rightarrow\left(\mathbb{F}\left[\Gamma_{i}\right] / \Theta \mathbb{F}\left[\Gamma_{i}\right]\right)_{\lfloor d / 2\rfloor+1}
$$

is bijective for $i \in\{1,2\}$.
Applying Lemma 4.4 to $\Delta$ and $\Gamma_{1}$, we can conclude from Lemma 4.5 that $\mathbb{F}[\Delta] / \Sigma(\Theta ; \mathbb{F}[\Delta])$ has the WLP if and only if, for a generic linear form $w$, the multiplication

$$
\left.\times w:\left(\mathbb{F}[D, \partial D] / \Sigma\left(\Theta ; \mathbb{F}^{[ } D, \partial D\right]\right)\right)_{\lfloor d / 2\rfloor} \rightarrow(\mathbb{F}[D, \partial D] / \Sigma(\Theta ; \mathbb{F}[D, \partial D]))_{\lfloor d / 2\rfloor+1}
$$

is surjective. On the other hand, by Lemma 4.4 applied to $\Delta^{\prime}$ and $\Gamma_{2}$, the latter condition is equivalent to the WLP of $\mathbb{F}\left[\Delta^{\prime}\right] / \Sigma\left(\Theta ; \mathbb{F}\left[\Delta^{\prime}\right]\right)$.

Proof of Theorem 4.3. Let $D$ be the homology manifold obtained from $\Delta$ by removing the interior faces of the homology ball $\Gamma_{1}=\mathrm{st}_{\Delta}(\sigma)$; equivalently, $D$ is obtained from $\operatorname{sd}_{\sigma}(\Delta)$ by removing the interior faces of the homology ball $\Gamma_{2}=\bar{a} * \partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)$. As the proof of Theorem 4.2 shows, to verify Theorem 4.3, it suffices to check that, for a generic choice of linear forms $\Theta=\theta_{1}, \ldots, \theta_{d}$ and another generic linear form $w$, the multiplication

$$
\begin{equation*}
\times w:\left(\mathbb{F}\left[\Gamma_{i}\right] / \Theta \mathbb{F}\left[\Gamma_{i}\right]\right)_{\lfloor d / 2\rfloor} \rightarrow\left(\mathbb{F}\left[\Gamma_{i}\right] / \Theta \mathbb{F}\left[\Gamma_{i}\right]\right)_{\lfloor d / 2\rfloor+1} \tag{12}
\end{equation*}
$$

is bijective for each $i \in\{1,2\}$.
In the case of $i=1$, the desired bijection is an immediate consequence of the fact that

$$
\operatorname{dim}_{\mathbb{F}}\left(\mathbb{F}\left[\Gamma_{1}\right] / \Theta \mathbb{F}\left[\Gamma_{1}\right]\right)_{j}=h_{j}\left(\operatorname{st}_{\Delta}(\sigma)\right)=h_{j}\left(\mathrm{lk}_{\Delta}(\sigma)\right)=0 \quad \text { for } j \geq d-|\sigma|+1
$$

and the assumption $|\sigma|>\frac{d}{2}+1$. We now prove that the map in (12) is also bijective for $i=2$. To this end, observe that the homology $(d-2)$-sphere $\partial \bar{\sigma} * \mathrm{lk}_{\Delta}(\sigma)$ is the boundary of the homology $(d-1)$-ball $\bar{\sigma} * \mathrm{lk}_{\Delta}(\sigma)$, and hence $\partial \bar{\sigma} * \mathrm{lk}_{\Delta}(\sigma)$ is $(d-|\sigma|)$-stacked. (A homology $(d-2)$-sphere is called $(d-k)$-stacked if it is the boundary of a homology ball that has no interior faces of size $\leq k-1$.) It then follows from [Swartz 2014, Corollary 6.3] that $\partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)$ has the WLP. This, in turn, implies that the map in (12) is surjective, as $\mathbb{F}\left[\Gamma_{2}\right]$ is a polynomial ring over $\mathbb{F}\left[\partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)\right]$. Also, since $|\sigma|>\frac{d}{2}+1$, we infer from [McMullen and Walkup 1971, Theorem 2] and the $(d-|\sigma|)$-stackedness of $\partial \bar{\sigma} * \mathrm{lk}_{\Delta}(\sigma)$ that $h_{\lfloor d / 2\rfloor}\left(\partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)\right)=h_{\lfloor d / 2\rfloor+1}\left(\partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)\right)$. As $\Gamma_{2}$ and $\partial \bar{\sigma} * \mathrm{k}_{\Delta}(\sigma)$ have the same $h$-vector, we conclude that $h_{\lfloor d / 2\rfloor}\left(\Gamma_{2}\right)=h_{\lfloor d / 2\rfloor+1}\left(\Gamma_{2}\right)$, and therefore that the map in (12) is bijective.

Let $\Delta$ be a triangulation of a closed surface and assume that one of the vertices of $\Delta$ is connected to all other vertices of $\Delta$. Then by [Novik and Swartz 2009a, Theorem 1.6], $\Delta$ has the WLP. However, the problem of whether every triangulation of a closed surface other than the sphere possesses the WLP is at present wide open.
Remark 4.6. Note that if $\Delta$ is an arbitrary odd-dimensional Buchsbaum complex (e.g., a homology manifold), then there exists a simplicial complex $\Gamma$ that is PL homeomorphic to $\Delta$ and has the WLP in characteristic 0 . Simply take $\Gamma$ to be the barycentric subdivision of $\Delta$ : the WLP of $\Gamma$ is guaranteed by Theorem 3.6.

## Appendix: Proof of Theorem 2.3

The goal of this appendix is to verify Theorem 2.3. Our proof is based on the proof of [Novik and Swartz 2009b, Theorem 2.2], and so some details are omitted.

Let $M$ be a finitely generated Buchsbaum graded $S$-module of Krull dimension $d$, and let $\Theta=\theta_{1}, \ldots, \theta_{d}$ be an h.s.o.p. for $M$ with $\operatorname{deg} \theta_{i}=\delta_{i}$. We write $\delta_{C}=$ $\sum_{i \in C} \delta_{i}$ for $C \subseteq[d]$. We need the following result (see [Stückrad and Vogel 1986, Lemma II.4.14']).

Lemma A.1. There is an isomorphism

$$
H_{\mathfrak{m}}^{i}\left(M /\left(\left(\theta_{1}, \ldots, \theta_{j}\right) M\right)\right) \cong \bigoplus_{C \subseteq \subseteq j]} H_{\mathfrak{m}}^{|C|+i}(M)\left(-\delta_{C}\right) \quad \text { for all } i, j \text { with } i+j<d
$$

We use the following notation: if $C \subseteq[d]$, then $M\langle C\rangle$ is defined by

$$
M\langle C\rangle=M /\left(\left(\theta_{i}: i \notin C\right) M\right) .
$$

By [Stückrad and Vogel 1986, Proposition I.2.1], if $C \subsetneq[d]$ and $s \in[d] \backslash C$, then $H_{\mathfrak{m}}^{0}(M\langle C \cup\{s\}\rangle)=0:_{M\langle C \cup\{s\}\rangle} \theta_{s}$. This leads to the short exact sequence

$$
\begin{equation*}
0 \longrightarrow M\langle C \cup\{s\}\rangle / H_{\mathfrak{m}}^{0}(M\langle C \cup\{s\}\rangle)\left(-\delta_{s}\right) \xrightarrow{\times \theta_{s}} M\langle C \cup\{s\}\rangle \xrightarrow{\pi_{s}} M\langle C\rangle \longrightarrow 0, \tag{13}
\end{equation*}
$$

where $\pi_{s}$ is a natural projection. This short exact sequence gives rise to exact sequences

$$
\begin{equation*}
0 \longrightarrow H_{\mathfrak{m}}^{k}(M\langle C \cup\{s\}\rangle) \xrightarrow{\pi_{s}^{*}} H_{\mathfrak{m}}^{k}(M\langle C\rangle) \xrightarrow{\varphi_{s}^{*}} H_{\mathfrak{m}}^{k+1}(M\langle C \cup\{s\}\rangle)\left(-\delta_{s}\right) \longrightarrow 0 \tag{14}
\end{equation*}
$$

for $k<|C|$, and

$$
\begin{equation*}
0 \longrightarrow H_{\mathfrak{m}}^{|C|}(M\langle C \cup\{s\}\rangle) \xrightarrow{\pi_{s}^{*}} H_{\mathfrak{m}}^{|C|}(M\langle C\rangle) \xrightarrow{\varphi_{s}^{*}} H_{\mathfrak{m}}^{|C|+1}(M\langle C \cup\{s\}\rangle)\left(-\delta_{s}\right), \tag{15}
\end{equation*}
$$

where we denote by $\varphi_{s}^{*}$ the connecting homomorphism.
Similarly, if $C \subsetneq[d],|C| \leq d-2$, and $s, t \in[d] \backslash C$, we obtain the commutative diagram

$$
\begin{aligned}
& 0 \longrightarrow M\langle C \cup\{s\}\rangle / H_{\mathfrak{m}}^{0}(M\langle C \cup\{s\}\rangle)\left(-\delta_{s}\right) \xrightarrow{\times \theta_{s}} M\langle C \cup\{s\}\rangle \xrightarrow{\pi_{s}} M\langle C\rangle \longrightarrow 0 \\
& \uparrow_{\pi_{t}} \uparrow_{\pi_{t}} \uparrow_{\pi_{t}} \\
& 0 \rightarrow M\langle C \cup\{s, t\}\rangle / H_{\mathfrak{m}}^{0}(M\langle C \cup\{s, t\}\rangle)\left(-\delta_{s}\right) \xrightarrow{\times \theta_{s}} M\langle C \cup\{s, t\}\rangle \xrightarrow{\pi_{s}} M\langle C \cup\{t\}\rangle \rightarrow 0
\end{aligned}
$$

This diagram, in turn, induces the commutative diagram

$$
\begin{align*}
& H_{\mathfrak{m}}^{i}(M\langle C\rangle) \xrightarrow{\varphi_{s}^{*}} H_{\mathfrak{m}}^{i+1}(M\langle C \cup\{s\}\rangle)\left(-\delta_{s}\right) \\
& \uparrow \pi_{t}^{*}  \tag{16}\\
& H_{\mathfrak{m}}^{i}(M\langle C \cup\{t\}\rangle) \xrightarrow{\varphi_{s}^{*}} H_{\mathfrak{m}}^{i+1}(M\langle C \cup\{s, t\}\rangle)\left(-\delta_{s}\right)
\end{align*}
$$

Now, for $k=2,3, \ldots, d$, define the maps $\phi_{k}$ and $\psi_{k}$ as compositions:
$\phi_{k}: H_{\mathfrak{m}}^{0}(M\langle\varnothing\rangle) \xrightarrow{\varphi_{1}^{*}} H_{\mathfrak{m}}^{1}(M\langle[1]\rangle)\left(-\delta_{[1]}\right) \xrightarrow{\varphi_{2}^{*}} \cdots \xrightarrow{\varphi_{k-1}^{*}} H_{\mathfrak{m}}^{k-1}(M\langle[k-1]\rangle)\left(-\delta_{[k-1]}\right)$, $\psi_{k}: H_{\mathfrak{m}}^{0}(M\langle\{k\}\rangle) \xrightarrow{\varphi_{1}^{*}} H_{\mathfrak{m}}^{1}(M\langle[1] \cup\{k\}\rangle)\left(-\delta_{[1]}\right) \xrightarrow{\varphi_{2}^{*}} \ldots \xrightarrow{\varphi_{k-1}^{*}} H_{\mathfrak{m}}^{k-1}(M\langle[k]\rangle)\left(-\delta_{[k-1]}\right)$. Then the commutativity of (16) implies the commutativity of

$$
\begin{gather*}
H_{\mathfrak{m}}^{0}(M\langle\varnothing\rangle) \xrightarrow{\phi_{k}} H_{\mathfrak{m}}^{k-1}(M\langle[k-1]\rangle)\left(-\delta_{[k-1]}\right) \\
\uparrow_{\pi_{k}^{*}}  \tag{17}\\
H_{\mathfrak{m}}^{0}(M\langle\{k\rangle\rangle) \xrightarrow{\psi_{k}} H_{\mathfrak{m}}^{k-1}(M\langle[k]\rangle)\left(-\delta_{[k-1]}\right)
\end{gather*}
$$

To prove part (ii) of Theorem 2.3, we consider the diagram


The surjectivity of $\varphi_{s}^{*}$ in (14) implies that $\psi_{k}$ is surjective. Hence, in each horizontal line of the diagram,

$$
\begin{equation*}
\operatorname{Im}\left(\pi_{k}^{*} \circ \psi_{k}\right)=\operatorname{Im}\left(\pi_{k}^{*}\right) \tag{18}
\end{equation*}
$$

Also, since the sequence in (15) is exact, it follows that in the diagram we have

$$
\begin{equation*}
\operatorname{Ker}\left(\varphi_{k}^{*}\right)=\operatorname{Im}\left(\pi_{k}^{*}\right) \tag{19}
\end{equation*}
$$

Define $\phi_{d+1}=\varphi_{d}^{*} \circ \cdots \circ \varphi_{1}^{*}$ to be the composition of the vertical maps in the diagram. By (15), each $\pi_{k}^{*}$ (in the diagram) is injective, and we conclude that

$$
\begin{equation*}
\operatorname{Ker}\left(\phi_{d+1}\right) \cong \bigoplus_{k=1}^{d} \operatorname{Im}\left(\pi_{k}^{*}\right) \cong \bigoplus_{k=1}^{d} H_{\mathfrak{m}}^{k-1}(M\langle[k]\rangle)\left(-\delta_{[k-1]}\right) \tag{20}
\end{equation*}
$$

as $\mathbb{F}$-vector spaces. In addition, using (18) and the commutativity of (17), we obtain that $\operatorname{Ker}\left(\phi_{d+1}\right)$ is the sum of the images of

$$
\pi_{k}^{*}: H_{\mathfrak{m}}^{0}(M\langle\{k\}\rangle) \rightarrow H_{\mathfrak{m}}^{0}(M\langle\varnothing\rangle)=M / \Theta M .
$$

Finally, since

$$
H_{\mathfrak{m}}^{0}(M\langle\{k\}\rangle)=\left(\left(\theta_{1}, \ldots, \hat{\theta}_{k}, \ldots, \theta_{d}\right) M:_{M} \theta_{k}\right) /\left(\theta_{1}, \ldots, \hat{\theta}_{k}, \ldots, \theta_{d}\right) M
$$

and since $\pi_{k}^{*}$ is a natural projection, it follows that

$$
\operatorname{Ker}\left(\phi_{d+1}\right)=\Sigma(\Theta ; M) / \Theta M
$$

This proves Theorem 2.3(ii) since $\phi_{d+1}$ is a map from $M / \Theta M$ to $H_{\mathfrak{m}}^{d}(M)\left(-\delta_{[d]}\right)$.
It remains to verify Theorem 2.3(i). Recall that $\operatorname{Ker}\left(\phi_{d+1}\right)$ is the sum of images of $H_{\mathrm{m}}^{0}(M\langle\{k\}\rangle)$ and that, by [Stückrad and Vogel 1986, Proposition I.2.1], $\mathfrak{m} \cdot H_{\mathfrak{m}}^{0}(M\langle\{k\}\rangle)=0$. Hence the modules in (20) are in fact isomorphic as $S$-modules (since they are direct sums of copies of $\mathbb{F}$ ). Thus we infer from (20) and Lemma A. 1 that

$$
\begin{aligned}
\Sigma(\Theta ; M) / \Theta M=\operatorname{Ker}\left(\phi_{d+1}\right) & \cong \bigoplus_{k=1}^{d} H_{\mathfrak{m}}^{k-1}(M\langle[k]\rangle)\left(-\delta_{[k-1]}\right) \\
& \cong \bigoplus_{k=1}^{d}\left[\bigoplus_{C \subseteq[d] \backslash[k]} H_{\mathfrak{m}}^{|C|+k-1}(M)\left(-\delta_{C \cup[k-1]}\right)\right] \\
& \cong \bigoplus_{C \subsetneq[d]} H_{\mathfrak{m}}^{|C|}(M)\left(-\delta_{C}\right),
\end{aligned}
$$

as desired.
Remark. As the proof in this appendix is based on the proof of [Novik and Swartz 2009b, Theorem 2.2], it is worth pointing out that their paper contains a minor mistake. Indeed, the short "exact" sequence that appears three lines after their statement of Theorem 2.4 is not necessarily exact. However, this mistake can be easily corrected by replacing this sequence with the short exact sequence of (13).
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# Analytic functions on tubes of nonarchimedean analytic spaces 

Florent Martin<br>Appendix by Christian Kappen and Florent Martin


#### Abstract

Let $k$ be a discretely valued nonarchimedean field. We give an explicit description of analytic functions whose norm is bounded by a given real number $r$ on tubes of reduced $k$-analytic spaces associated to special formal schemes (including $k$-affinoid spaces as well as open polydiscs). As an application we study the connectedness of these tubes. In the discretely valued case, this generalizes a result of Siegfried Bosch. We use as a main tool a result of Aise Johan de Jong relating formal and analytic functions on special formal schemes and a generalization of de Jong's result which is proved in the joint appendix with Christian Kappen.


## 1. Introduction

Let us temporarily consider a nonarchimedean nontrivially valued field $k$. We work with $k$-analytic spaces, which were introduced by Vladimir Berkovich [1990; 1993] (and we always consider strictly $k$-affinoid and strictly $k$-analytic spaces). If $X$ is a $k$-affinoid space, its ring of analytic functions $\mathcal{A}$ is a $k$-affinoid algebra which has nice algebraic properties. A $k$-analytic space is connected if and only if its ring of global analytic functions contains no nontrivial idempotents. In concrete situations, if $X$ is a $k$-affinoid space, one can expect to use the nice algebraic properties of its $k$-affinoid algebra $\mathcal{A}$ to study the connectedness of $X$. For more general $k$-analytic spaces, it might be difficult to deal with their ring of global analytic functions. For instance, the ring of global analytic functions of the open unit disc is not Noetherian. The starting point of this work is to use generic fibres of special formal schemes to overcome this difficulty in certain situations.

A result of Siegfried Bosch. Our motivation is a generalization as well as a new proof of a result due to Siegfried Bosch [1977] in the discretely valued case. Let us consider a $k$-affinoid algebra $\mathcal{A}$ and let $X$ be the associated $k$-affinoid space. Let $x$ be a rigid point of $X, \mathfrak{m}_{x}$ the associated maximal ideal of $\mathcal{A}$ and $\tilde{x}$ the image of $x$ under

[^2]the reduction map red : $X \rightarrow \widetilde{X}$ (for the definition and properties of the reduction map, we refer to [Bosch et al. 1984, Section 7.1.5] for rigid spaces and to [Berkovich 1990, Section 2.4] for $k$-analytic spaces). Let $X_{+}(x):=\operatorname{red}^{-1}(\tilde{x})$. Following Pierre Berthelot's terminology [1996, Définitions 1.1.2], we call $X_{+}(x)$ the tube of $\tilde{x}$ in $X$. Bosch proves that if $X$ is distinguished and equidimensional, $X_{+}(x)$ is connected. This connectedness result is a corollary of the main result of [Bosch 1977, Theorem 5.8], which asserts that if $X$ is distinguished and equidimensional, then
$$
\Gamma\left(X_{+}(x), \mathcal{O}_{X}^{\circ}\right) \simeq\left(\mathcal{A}^{\circ}\right)^{\wedge\left(t \cdot \mathcal{A}^{\circ}+\mathfrak{m}_{x}^{\circ}\right)} \simeq{\underset{n}{\lim }}_{\mathcal{A}^{\circ} /\left(t \cdot \mathcal{A}^{\circ}+\stackrel{\circ}{\mathfrak{m}_{x}}\right)^{n}, ~ ; ~}^{\text {. }}
$$
where $t \in k$ with $0<|t|<1, \mathcal{O}_{X}^{\circ}$ denotes the sheaf of analytic functions $f$ such that $|f|_{\text {sup }} \leq 1, \mathfrak{m}_{x}:=\mathfrak{m}_{x} \cap \mathcal{A}^{\circ}$ and ${ }^{\wedge}$ denotes the completion with respect to an ideal.

Analytic functions and formal functions. For the rest of the article, we assume that $k$ is discretely valued, with nontrivial valuation. We denote its valuation ring by $R$ and we fix a uniformizer $\pi$. Following [Berkovich 1996, Section 1], we say that an adic $R$-algebra $A$ is a special $R$-algebra if it is isomorphic to a quotient of $R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket$ equipped with the ( $\pi, S_{1}, \ldots, S_{n}$ )-adic topology. Let $\mathfrak{X}:=\operatorname{Spf}(A)$ be its associated formal $R$-scheme. Following a construction due to Berthelot [1996, 0.2.6] for rigid spaces and extended to $k$-analytic spaces by Berkovich [1996, Section 1], one can associate to $\mathfrak{X}$ a $k$-analytic space denoted by $\mathfrak{X}_{\eta}$ called its generic fibre. For instance, if $A=R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket$, then $\mathfrak{X}_{\eta} \simeq E^{m} \times B^{n}$, where we denote by $E^{m}$ the $m$-dimensional closed unit polydisc and by $B^{n}$ the $n$-dimensional open unit polydisc. Following the terminology introduced by Christian Kappen [2010; 2012], we say that $\mathcal{A}:=A \otimes_{R} k$ is a semiaffinoid $k$-algebra. Up to canonical isomorphism, the $k$-analytic space $\mathfrak{X}_{\eta}$ depends only on the semiaffinoid $k$-algebra $\mathcal{A}$ and we call it a semiaffinoid $k$-analytic space (this should not be confused with semiaffinoid $k$-spaces in [Kappen 2010; 2012]). So we can functorially associate to a semiaffinoid $k$-algebra a $k$-analytic space. If $A$ is $R$-flat, one gets a natural injection $A \rightarrow \Gamma\left(\mathfrak{X}_{\eta}, \mathcal{O}_{\mathfrak{X}_{n}}^{\circ}\right)$. When $A$ is in addition normal, it was proven by A.J. de Jong [1995, Theorem 7.4.1] that

$$
A \simeq \Gamma\left(\mathfrak{X}_{\eta}, \mathcal{O}_{\mathfrak{X}_{n}}^{\circ}\right)
$$

For the applications we have in mind, we need the following generalization, which was already stated without proof in [de Jong 1995, Remark 7.4.2].

Theorem 2.1. Let A be a reduced special $R$-algebra which is $R$-flat and integrally closed in $A \otimes_{R} k$, and let $X$ be the associated $k$-analytic space. Then $A \simeq \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$.

Let us mention that if $A$ is a special $R$-algebra which is $R$-flat and integrally closed in $A \otimes_{R} k$, then $A$ is automatically reduced (see the argument in [Kappen 2012, Remark 2.7]). Hence one can remove the assumption that $A$ is reduced in the
above theorem if necessary. Theorem 2.1 easily follows from the following result, which is proved in the appendix with Christian Kappen.
Theorem A.8. Let $\mathcal{A}$ be a reduced semiaffinoid $k$-algebra, and let $X$ be the associated $k$-analytic space. Then $\mathcal{A} \simeq\left\{f \in \Gamma\left(X, \mathcal{O}_{X}\right)\left||f|_{\text {sup }}<\infty\right\}\right.$.

Main result. Actually, the tube $X_{+}(x)$ is a semiaffinoid $k$-analytic space. Therefore, it seemed very natural to us to look for a generalization and a more direct proof of Bosch's result [1977, Theorem 5.8] using special formal $R$-schemes, semiaffinoid $k$-algebras and de Jong's result as well as its generalization (Theorem 2.1). This is the content of this article. Let us fix $X$ a reduced semiaffinoid $k$-analytic space. Let $f_{1}, \ldots, f_{n} \in \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ and let

$$
U:=\left\{x \in X| | f_{i}(x) \mid<1 \forall i=1, \ldots, n\right\}
$$

Theorem 3.1 and Proposition 5.13. With the above notations,

$$
\begin{equation*}
\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)^{\wedge\left(f_{1}, \ldots, f_{n}\right)} \simeq \Gamma\left(U, \mathcal{O}_{X}^{\circ}\right) \tag{1}
\end{equation*}
$$

More generally, for any positive real number $r, \Gamma\left(X, \mathcal{O}_{X}^{\leq r}\right)^{\wedge\left(f_{1}, \ldots, f_{n}\right)} \simeq \Gamma\left(U, \mathcal{O}_{X}^{\leq r}\right)$, where $\mathcal{O}_{X}^{\leq r}$ is the sheaf of analytic functions $f$ such that $|f| \leq r$.

In Section 4 we associate to a semiaffinoid $k$-analytic space $X$ its canonical reduction $\tilde{X}$, which is a $\tilde{k}$-scheme of finite type, and a canonical reduction map red : $X \rightarrow \widetilde{X}$. If $X$ is a $k$-affinoid space, then red coincides with the reduction map of [Berkovich 1990, Section 2.4]. We prove the following result:
Corollary 4.14. Let $Z \subset \widetilde{X}$ be a connected Zariski closed subset. Then $\operatorname{red}^{-1}(Z)$ is connected.

We want to stress that our results hold under the assumption that $k$ is discretely valued, whereas this assumption is not made in [Bosch 1977]. We conjecture that Theorem 3.1 holds for any nontrivially valued nonarchimedean field $k$ and for any reduced $k$-affinoid space (with $\left(f_{1}, \ldots, f_{n}\right)$ replaced by $\left(t, f_{1}, \ldots, f_{n}\right)$ for some $t \in k^{*}$ with $|t|<1$ ). We do not see how this could be done using the techniques of [Bosch 1977]. We believe that quasiaffinoid $k$-algebras (which are a generalization of special $R$-algebras and semiaffinoid $k$-algebras to arbitrary nonarchimedean nontrivially valued fields [Lipshitz and Robinson 2000]) might be a good framework to tackle this. We also want to stress that our results are more general and the proofs simpler than in [Bosch 1977] regarding the following points. - The proof we give of (1) is pretty short: one has to use Theorem 2.1 and a certain compatibility between integral closure and tensor product for excellent rings (whose use was suggested to us by Ofer Gabber).

- The explicit description of the rings $\Gamma\left(U, \mathcal{O}_{X}^{\circ}\right)$ given in Theorem 3.1 holds for any tube, whereas in [Bosch 1977] this was proved only for tubes over closed points.
- For a positive real number $r$, we extend Bosch's result to analytic functions $f$ such that $|f|_{\text {sup }} \leq r$ (Proposition 5.13).
- Unlike in [Bosch 1977], we do not assume that $X$ is distinguished or equidimensional. Hence, Corollary 4.14 answers positively in the discretely valued case the question raised by Jérôme Poineau [2014, Remarque 2.9]. Let us point out that using Bosch's result, Antoine Ducros [2003, Lemma 3.1.2] proved that when $k$ is algebraically closed and $X$ is equidimensional and reduced, the tube of a connected Zariski closed subset of $\widetilde{X}$ in $X$ is connected; afterwards Poineau [2014, Théorème 2.8] (still relying on Bosch's result) proved the same statement for any $k$ and assuming only that $X$ is equidimensional.
- Our results hold not only for $k$-affinoid spaces, but also for semiaffinoid $k$-analytic spaces.

Organization of the paper. In Section 2, we give general facts about semiaffinoid $k$-analytic spaces. In Section 3, we prove the main result of the article, Theorem 3.1. In Section 4, we define and study the canonical reduction of semiaffinoid $k$-analytic spaces, and apply it to study the connectedness of tubes. In Section 5, we prove Proposition 5.13, which is the graded version of Theorem 3.1. In Section 6, we grasp additional remarks about semiaffinoid $k$-analytic spaces. The joint appendix with Christian Kappen aims to prove Theorem A.8.

## 2. Semiaffinoid $\boldsymbol{k}$-analytic spaces

Following [Kappen 2012, Definition 2.2], we say that a $k$-algebra $\mathcal{A}$ is a semiaffinoid $k$-algebra if it is of the form $A \otimes_{R} k$ for some special $R$-algebra $A$. Equivalently, a semiaffinoid $k$-algebra is a quotient of $R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket \otimes_{R} k$ for some given integers $m$ and $n$. The category of semiaffinoid $k$-algebras is defined as the category whose objects are semiaffinoid $k$-algebras and whose morphisms are $k$-algebra morphisms. In particular, the category of $k$-affinoid algebras is a full subcategory of the category of semiaffinoid $k$-algebras. If $\mathcal{A}$ is a semiaffinoid $k$-algebra, a special $R$-model of $\mathcal{A}$ is an $R$-flat special $R$-algebra $A$ such that there exists an isomorphism of $k$-algebras $A \otimes_{R} k \simeq \mathcal{A}$. If $A$ is an $R$-flat special $R$-algebra, one has a natural inclusion $A \rightarrow \mathcal{A}:=A \otimes_{R} k$ and through this inclusion, $A$ is identified with a special $R$-model of $\mathcal{A}$. One can define a functor from the category of semiaffinoid $k$-algebras to the category of $k$-analytic spaces [Kappen 2012, Section 2C1]. If $\mathcal{A}$ is a semiaffinoid $k$-algebra, its associated $k$-analytic space $X$ is called a semiaffinoid $k$-analytic space. For any special $R$-model $A$ of $\mathcal{A}$, one has a natural isomorphism $X \simeq \operatorname{Spf}(A)_{\eta}$. If $f \in \mathcal{A}$, we set $|f|_{\text {sup }}:=\sup \{|f(x)| \mid x \in X\}$ and we define

$$
\mathcal{A}^{\circ}=\left\{\left.f \in \mathcal{A}| | f\right|_{\text {sup }} \leq 1\right\} .
$$

It is proved in the Appendix (Theorem A.8) that if the semiaffinoid $k$-algebra $\mathcal{A}$ is reduced, one has an isomorphism

$$
\mathcal{A} \simeq\left\{f \in \Gamma\left(X, \mathcal{O}_{X}\right)\left||f|_{\text {sup }}<\infty\right\} .\right.
$$

We are particularly interested in the following consequence of this result.
Theorem 2.1. Let $A$ be a reduced special $R$-algebra with associated $k$-analytic space $X$. Let us assume that $A$ is $R$-flat and integrally closed in $A \otimes_{R} k$. Then $A \simeq \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$.
Proof. Let $\mathcal{A}=A \otimes_{R} k$. By definition, $\mathcal{A}$ is a reduced semiaffinoid $k$-algebra, so thanks to Theorem A.8, one has $\mathcal{A}^{\circ} \simeq \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$. According to [Kappen 2012, Corollaries 2.10 and 2.11] $\mathcal{A}^{\circ}$ is a special $R$-algebra which contains $A$, and the inclusion $A \subset \mathcal{A}^{\circ}$ is integral. Since by assumption $A$ is integrally closed in $\mathcal{A}, A$ is also integrally closed in $\mathcal{A}^{\circ}$. So $A \simeq \mathcal{A}^{\circ} \simeq \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$.
Corollary 2.2. Let $\mathcal{A}$ be a reduced semiaffinoid $k$-algebra with associated $k$ analytic space $X$.
(i) The $R$-algebra $\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ is a reduced special $R$-algebra.
(ii) If $A$ is a reduced special $R$-algebra such that $A \otimes_{R} k \simeq \mathcal{A}$, then $\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ is isomorphic to the integral closure of $A$ in $A \otimes_{R} k$.
Proof. Let $A$ be a reduced special $R$-model of $\mathcal{A}$, so that $A \otimes_{R} k \simeq \mathcal{A}$. Let $A^{\prime}$ be the integral closure of $A$ in $\mathcal{A}$. Since $A$ is excellent (see [Valabrega 1975; 1976]), $A^{\prime}$ is a finite $A$-algebra, so $A^{\prime}$ is a reduced special $R$-algebra. Since $A^{\prime} \otimes_{R} k \simeq A \otimes_{R} k \simeq \mathcal{A}$, the $k$-analytic spaces attached to $A$ and $A^{\prime}$ are both isomorphic to $X$. So thanks to Theorem 2.1, $\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right) \simeq A^{\prime}$, which is a special $R$-algebra. This proves (i) and (ii).
Example 2.3. The two statements of Corollary 2.2 do not hold for nonreduced semiaffinoid $k$-algebras. For instance, if $\mathcal{A}=\left(R \llbracket T_{1}, T_{2} \rrbracket \otimes_{R} k\right) /\left(T_{2}^{2}\right)$ with associated $k$-analytic space $X$, then any element of $\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ is of the form $f\left(T_{1}\right)+g\left(T_{1}\right) T_{2}$, where $f\left(T_{1}\right) \in R \llbracket T_{1} \rrbracket$ and $g\left(T_{1}\right)$ is an arbitrary analytic function on the open unit disc. We can choose $g\left(T_{1}\right)$ such that $g\left(T_{1}\right) \notin R \llbracket T_{1} \rrbracket \otimes_{R} k$ (in mixed characteristic, one could take $g=\log$ ). This gives a counterexample to the statements (i) and (ii) of Corollary 2.2 (for (i), see [Kappen 2012, Remark 2.7]).
Corollary 2.4. The functor

$$
\{\text { semiaffinoid } k \text {-algebras }\} \rightarrow\{k \text {-analytic spaces }\}
$$

is faithful and its restriction
$\{$ reduced semiaffinoid $k$-algebras $\} \rightarrow\{k$-analytic spaces $\}$
is fully faithful.

Proof. If $f: X \rightarrow Y$ is a morphism of $k$-analytic spaces induced by a morphism of semiaffinoid $k$-algebras $\mathcal{B} \rightarrow \mathcal{A}$ then $f$ induces the diagram

whose vertical arrows are injective. This proves that the functor is faithful.
To prove that the restriction of the functor to reduced semiaffinoid $k$-algebras is full, let us fix a reduced semiaffinoid $k$-algebra $\mathcal{A}$ and let $X$ be its associated $k$-analytic space. Let $Y$ be the $k$-analytic space associated to another semiaffinoid $k$-algebra $\mathcal{B}$ and let us consider a presentation

$$
\mathcal{B}=\left(R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket \otimes_{R} k\right) / I
$$

giving rise to a closed immersion $Y \hookrightarrow E^{m} \times B^{n}$. If $f: X \rightarrow Y$ is a morphism of $k$-analytic spaces then using the composition

$$
X \xrightarrow{f} Y \hookrightarrow E^{m} \times B^{n},
$$

one gets functions $f_{1}, \ldots, f_{m} \in \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ and $f_{m+1}, \ldots, f_{m+n} \in \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ with $\left|f_{i}(x)\right|<1$ for all $x \in X$ and $i \in\{m+1, \ldots, m+n\}$ such that the functions $f_{1}, \ldots, f_{m+n}$ induce the morphism $X \rightarrow E^{m} \times B^{n}$. Thanks to Theorem A.8, $f_{i} \in \mathcal{A}^{\circ}$ for $i=1, \ldots, m+n$. Thanks to [Kappen 2012, Theorem 2.13] there is a unique morphism of semiaffinoid $k$-algebras $R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket \otimes_{R} k \rightarrow \mathcal{A}$ sending $T_{i}$ to $f_{i}$ for $i=1, \ldots, m$ and sending $S_{i}$ to $f_{m+i}$ for $i=1, \ldots, n$. It factorizes through $\mathcal{B}$ and gives the desired morphism of semiaffinoid $k$-algebras $\mathcal{B} \rightarrow \mathcal{A}$. $\square$
Example 2.5. The functor from semiaffinoid $k$-algebras to $k$-analytic spaces is not fully faithful. Indeed, as in Example 2.3, consider $\mathcal{A}=\left(R \llbracket T_{1}, T_{2} \rrbracket \otimes_{R} k\right) /\left(T_{2}^{2}\right)$ with associated $k$-analytic space $X$. Let $g\left(T_{1}\right) \in k \llbracket T_{1} \rrbracket$ be a power series which converges on the open unit disc, but such that $g\left(T_{1}\right) \notin R \llbracket T_{1} \rrbracket \otimes_{R} k$. Then $T_{2} g\left(T_{1}\right) \in \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ and hence it defines a morphism of $k$-analytic spaces $\phi: X \rightarrow \mathbb{A}_{k}^{1, \text { an }}$ whose image is the origin of $\mathbb{A}_{k}^{1, \text { an }}$. In particular it also defines a morphism $X \rightarrow E$, where $E$ is the closed unit disc over $k$, which is a $k$-affinoid space (with affinoid algebra $\mathcal{B}=k\langle T\rangle$ ). But $\phi$ is not induced by a morphism of semiaffinoid $k$-algebras $\mathcal{B} \rightarrow \mathcal{A}$.

Remark 2.6. Theorem 2.1 was already stated in [de Jong 1995, Remark 7.4.2] without proof. Theorem A. 8 is also stated in [Nicaise 2009, Lemma 2.14] but its proof is obtained as a corollary of [de Jong 1995, Remark 7.4.2]. Corollary 2.4 is also stated in [Kappen 2012, Remark 2.56] without proof.
Remark 2.7. Let $\mathcal{A}$ be a semiaffinoid $k$-algebra with associated $k$-analytic space $X$. Let $\mathcal{A}_{\text {red }}:=\mathcal{A} /($ nil $\mathcal{A})$ be the reduced ring associated to $\mathcal{A}$. Then $\mathcal{A}_{\text {red }}$ is a reduced
semiaffinoid $k$-algebra. Let $Y$ be the $k$-analytic space associated with $\mathcal{A}_{\text {red }}$. Then $\mathcal{A} \rightarrow \mathcal{A}_{\text {red }}$ induces a closed immersion of $k$-analytic spaces $Y \rightarrow X$ which is a bijection of sets. Let $B$ be a special $R$-model of $\mathcal{A}_{\text {red }}$. Since $B \subset B \otimes_{R} k \simeq \mathcal{A}_{\text {red }}$, we deduce that $B$ is reduced. Hence since $Y \simeq \operatorname{Spf}(B)_{\eta}$, by [de Jong 1995, Proposition 7.2.4(c)], $Y$ is reduced. Hence $Y \simeq X_{\text {red }}$.

## 3. Analytic functions and formal functions on tubes

I am very grateful to Ofer Gabber for having pointed out the reference to Proposition 6.14.4 of [EGA IV $2_{2}$ 1965], which greatly simplifies the proof of the following statement.

Theorem 3.1. Let $X$ be a $k$-analytic space associated with a reduced semiaffinoid $k$-algebra $\mathcal{A}$. Let $I \subset \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ be an ideal and let $U=\{x \in X| | f(x) \mid<1 \forall f \in I\}$. Then

$$
\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)^{\wedge I} \simeq \Gamma\left(U, \mathcal{O}_{X}^{\circ}\right)
$$

Proof. Let us set $A:=\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$. Thanks to Corollary 2.2(i), $A$ is a reduced special $R$-algebra. Let us choose some functions $f_{1}, \ldots, f_{n} \in A$ such that $\left(f_{1}, \ldots, f_{n}\right)=I$. Then

$$
A^{\wedge I} \simeq A \llbracket \rho_{1}, \ldots, \rho_{n} \rrbracket /\left(f_{i}-\rho_{i}\right)_{i=1, \ldots, n}
$$

is a special $R$-algebra. Let us set $\mathfrak{Y}=\operatorname{Spf}\left(A^{\wedge I}\right)$. Then by [de Jong 1995, Lemma 7.2.5] (or see also [Lipshitz and Robinson 2000, Theorem 5.3.5 and Proposition 5.3.6]), the induced morphism of $k$-analytic spaces $\mathfrak{Y}_{\eta} \rightarrow X$ identifies $\mathfrak{Y}_{\eta}$ with $U$ as an analytic domain of $X$. So $U$ is the $k$-analytic space associated to the semiaffinoid $k$-algebra $\mathcal{B}:=A^{\wedge I} \otimes_{R} k$ and by definition, $A^{\wedge I}$ is a special $R$-model of $\mathcal{B}$. Thanks to Theorem 2.1, it only remains to show that $A^{\wedge I}$ is integrally closed in $A^{\wedge I} \otimes_{R} k \simeq \mathcal{B}$.

Since $A$ is an excellent ring (this follows from [Valabrega 1975, Proposition 7] when $\operatorname{char}(k)=p>0$ and from [Valabrega 1976, Theorem 9] when $\operatorname{char}(k)=0)$, the morphism $\operatorname{Spec}\left(A^{\wedge I}\right) \rightarrow \operatorname{Spec}(A)$ is regular $\left[E G A I V_{2} 1965\right.$, Scholie 7.8.3(v)], so in particular, $\operatorname{Spec}\left(A^{\wedge I}\right) \rightarrow \operatorname{Spec}(A)$ is a normal morphism (see [EGA IV ${ }_{2}$ 1965, Définition 6.8.1] for the definitions of normal and regular morphisms of schemes).

Since $A=\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$, it follows that $A$ is integrally closed in $A \otimes_{R} k$. So thanks to [EGA IV $V_{2}$ 1965, Proposition 6.14.4], $A^{\wedge I}$ is integrally closed in $A^{\wedge I} \otimes_{R} k$. Finally, by Theorem 2.1,

$$
A^{\wedge I} \simeq \Gamma\left(U, \mathcal{O}_{X}^{\circ}\right)
$$

## 4. Reduction and connectedness

Reduction. Let $\mathcal{A}$ be a semiaffinoid $k$-algebra and let $X$ be its associated $k$-analytic space. We set

$$
\begin{aligned}
\mathcal{A}^{\circ} & =\left\{\left.f \in \mathcal{A}| | f\right|_{\text {sup }} \leq 1\right\}, & & \check{\mathcal{A}}=\{f \in \mathcal{A}|\forall x \in X| f(x) \mid<1\}, \\
\mathcal{A}^{\circ \circ}=\left\{\left.f \in \mathcal{A}| | f\right|_{\text {sup }}<1\right\}, & & \widetilde{\mathcal{A}}=\mathcal{A}^{\circ} / \check{\mathcal{A}}, & \widetilde{\mathcal{A}}^{+}=\mathcal{A}^{\circ} / \mathcal{A}^{\circ \circ} .
\end{aligned}
$$

When $\mathcal{A}$ is a $k$-affinoid algebra, thanks to the maximum modulus principle [Bosch et al. 1984, Proposition 6.2.1.4], $\check{\mathcal{A}}=\mathcal{A}^{\circ}, \widetilde{\mathcal{A}}=\widetilde{\mathcal{A}}^{+}$and in this case, $\widetilde{\mathcal{A}}$ corresponds to the reduction of $\mathcal{A}$ as defined in [Bosch et al. 1984, Section 6.3]. For a general semiaffinoid $k$-algebra, the maximum modulus principle does not hold ${ }^{1}$ (consider for instance $S \in R \llbracket S \rrbracket \otimes_{R} k$ ), so in general, one has a strict inclusion $\mathcal{A}^{\circ \circ} \subset \check{\mathcal{A}}$ and $\tilde{\mathcal{A}}$ is a strict quotient of $\tilde{\mathcal{A}}^{+}$. If $\mathcal{A}=R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket \otimes_{R} k$, then $\widetilde{\mathcal{A}}=\tilde{k}\left[T_{1}, \ldots, T_{m}\right]$ and $\tilde{\mathcal{A}}^{+}=\tilde{k}\left[T_{1}, \ldots, T_{m}\right] \llbracket S_{1}, \ldots, S_{n} \rrbracket$.

For a $k$-analytic space $X$, recall that we defined the subsheaf $\mathcal{O}_{X}^{\circ} \subset \mathcal{O}_{X}$ of analytic functions $f$ such that $|f(x)| \leq 1$ for all $x$. Likewise, we denote by $\check{\mathcal{O}}_{X} \subset \mathcal{O}_{X}$ the subsheaf of analytic functions $f$ such that $|f(x)|<1$ for all $x$.
Lemma 4.1. Let $\mathcal{A}$ be a semiaffinoid algebra and $\mathcal{A}_{\text {red }}$ the associated reduced semiaffinoid k-algebra. Let $X$ be the $k$-analytic space associated with $\mathcal{A}$. By Remark 2.7, the $k$-analytic space associated with $\mathcal{A}_{\mathrm{red}}$ can be identified with $X_{\mathrm{red}}$. Then all the natural maps in the following commutative squares are isomorphisms of $R$-algebras

$$
\begin{equation*}
\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right) / \Gamma\left(X, \check{\mathcal{O}}_{X}\right) \xrightarrow[\beta]{\longrightarrow} \Gamma\left(X_{\mathrm{red}}, \mathcal{O}_{X_{\mathrm{red}}}^{\circ}\right) / \Gamma\left(X_{\mathrm{red}}, \check{\mathcal{O}}_{X_{\mathrm{red}}}\right) \tag{2}
\end{equation*}
$$


where $\Gamma\left(X, \mathcal{O}_{X}\right)_{<1}=\left\{\left.f \in \Gamma\left(X, \mathcal{O}_{X}\right)| | f\right|_{\text {sup }}<1\right\}$, and similarly $\Gamma\left(X_{\text {red }}, \mathcal{O}_{X_{\text {red }}}\right)_{<1}$. Proof. Using Theorem A.8, we get isomorphisms $\left(\mathcal{A}_{\mathrm{red}}\right)^{\circ} \simeq \Gamma\left(X_{\mathrm{red}}, \mathcal{O}_{X_{\text {red }}}^{\circ}\right)$ and

$$
\mathcal{A}_{\mathrm{red}}^{\check{2}} \simeq \Gamma\left(X_{\mathrm{red}}, \check{\mathcal{O}}_{X_{\mathrm{red}}}\right),
$$

which imply $\phi_{\text {red }}$ is an isomorphism. To prove $\beta$ is an isomorphism, we first remark that $X$ is a quasi-Stein space in the sense of [Kiehl 1967, Definition 2.3]. Moreover, we have an isomorphism of ringed spaces $\left(X_{\text {red }}, \mathcal{O}_{X_{\text {red }}}\right) \simeq\left(X, \mathcal{O}_{X} /\left(\operatorname{rad} \mathcal{O}_{X}\right)\right)$, where $\operatorname{rad} \mathcal{O}_{X}$ is the nilradical of $\mathcal{O}_{X}$. Since the latter is a coherent $\mathcal{O}_{X}$-ideal sheaf by

[^3][Bosch et al. 1984, Corollary 9.5.4], it follows from Theorem B for quasi-Stein spaces [Kiehl 1967, Satz 2.4.2] that $\Gamma\left(X, \mathcal{O}_{X}\right) \rightarrow \Gamma\left(X_{\text {red }}, \mathcal{O}_{X_{\text {red }}}\right)$ is surjective. Hence $\Gamma\left(X, \mathcal{O}_{X}^{\circ}\right) \rightarrow \Gamma\left(X_{\text {red }}, \mathcal{O}_{X_{\text {red }}}^{\circ}\right)$ is also surjective, and so $\beta$ is surjective. The injectivity of $\beta$ follows easily from the fact that $X$ and $X_{\text {red }}$ are in natural bijection. So $\beta$ is an isomorphism. Since $\mathcal{A}^{\circ} \rightarrow\left(\mathcal{A}_{\text {red }}\right)^{\circ}$ is surjective, we deduce similarly that $\alpha$ is an isomorphism. Since (2) commutes, we deduce that $\phi$ is also an isomorphism. The proof for (3) is analogous.

Lemma 4.2. Let $\mathcal{A}$ be a semiaffinoid $k$-algebra. Then $\tilde{\mathcal{A}}$ is a reduced $\tilde{k}$-algebra of finite type and $\tilde{\mathcal{A}}^{+}$is a reduced $\tilde{k}$-algebra which is a quotient of some

$$
\tilde{k}\left[T_{1}, \ldots, T_{m}\right] \llbracket S_{1}, \ldots, S_{n} \rrbracket .
$$

Proof. By Lemma 4.1, $\widetilde{\mathcal{A}} \simeq \widetilde{\mathcal{A}_{\text {red }}}$, so we can replace $\mathcal{A}$ by $\mathcal{A}_{\text {red }}$ and assume that $\mathcal{A}$ is reduced. By [Kappen 2012, Corollary 2.11], under this assumption $\mathcal{A}^{\circ}$ is a special $R$-algebra, so there is an isomorphism

$$
\mathcal{A}^{\circ} \simeq R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket / I
$$

for some ideal $I$ of $R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket$. The ideal $\check{\mathcal{A}}$ then contains the ideal generated by the image of $\left(\pi, S_{1}, \ldots, S_{n}\right)$ modulo $I$. Hence $\widetilde{\mathcal{A}}$ is a quotient of $\tilde{k}\left[T_{1}, \ldots, T_{m}\right]$, proving the first part of the lemma. Likewise $\mathcal{A}^{\circ \circ}$ contains the ideal ( $\pi$ ), hence we get a surjective map

$$
\tilde{k}\left[T_{1}, \ldots, T_{m}\right]\left[\llbracket S_{1}, \ldots, S_{n} \rrbracket \rightarrow \tilde{\mathcal{A}}^{+} .\right.
$$

Remark 4.3. If $\mathcal{A}$ is a reduced semiaffinoid $k$-algebra, then $\check{\mathcal{A}}$ is the biggest ideal of definition of the special $R$-algebra $\mathcal{A}^{\circ}$ (see [Kappen 2012, Remark 2.8]). Likewise, one can prove easily that $\mathcal{A}^{\circ \circ}=\operatorname{rad}(\pi)$.
4.4. Let $A$ be an arbitrary special $R$-algebra and let $\mathfrak{X}:=\operatorname{Spf}(A)$. We define $\mathfrak{X}_{s}:=\operatorname{Spec}(A / J)$, where $J$ is the biggest ideal of definition of $A$. Then there is a specialization map $\mathrm{sp}_{\mathfrak{X}}: \mathfrak{X}_{\eta} \rightarrow \mathfrak{X}_{s}$ which is defined in [de Jong 1995, 7.1.10] on the subset of rigid points $\mathfrak{X}^{\text {rig }}$ and in general in [Berkovich 1996, §1, p. 371] (beware that in [Berkovich 1996] the map $\mathrm{sp}_{\mathfrak{X}}$ is called the reduction map).

Definition 4.5. Let $X$ be a semiaffinoid $k$-analytic space coming from a semiaffinoid $k$-algebra $\mathcal{A}$. We set $\widetilde{X}=\operatorname{Spec}(\widetilde{\mathcal{A}})$. We call $\widetilde{X}$ the canonical reduction of $X$. According to Lemma 4.2, it is a reduced $\tilde{k}$-scheme of finite type. If $Y$ is a semiaffinoid $k$-analytic space and $\varphi: X \rightarrow Y$ is a morphism of $k$-analytic spaces, then we get an associated morphism $\varphi^{*}: \Gamma\left(Y, \mathcal{O}_{Y}^{\circ}\right) \rightarrow \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$. Hence by Lemma 4.1, we can functorially associate a morphism $\tilde{\varphi}: \widetilde{X} \rightarrow \widetilde{Y}$. If $\varphi$ comes from a morphism of semiaffinoid $k$-algebras $\psi: \mathcal{B} \rightarrow \mathcal{A}$, then $\tilde{\varphi}$ is induced by $\tilde{\psi}: \widetilde{\mathcal{B}} \rightarrow \widetilde{\mathcal{A}}$.
4.6. As in [Berkovich 1990, Section 2.4] one can define a canonical reduction map red : $X \rightarrow \widetilde{X}$ in the following way. If $x \in X$, we obtain an associated map $\chi_{x}: \mathcal{A} \rightarrow \mathcal{H}(x)$, which gives rise to a map $\tilde{\chi_{x}}: \widetilde{\mathcal{A}} \rightarrow \widetilde{\mathcal{H}(x)}$. Then

$$
\operatorname{red}: X \rightarrow \widetilde{X}, \quad x \mapsto \operatorname{Ker}\left(\tilde{\chi_{x}}\right) .
$$

To stress the dependence in $X$, we might write red ${ }_{X}$ instead of red. Similarly as in [Berkovich 1990, Corollary 2.4.3] one can check that the canonical reduction map red is anticontinuous, i.e., the inverse image of an open set is closed.

Remark 4.7. Identifying $X_{\text {red }}$ with the $k$-analytic space associated with $\mathcal{A}_{\text {red }}$ (see Remark 2.7), and using Lemma 4.1, we get a commutative diagram


Remark 4.8. Let $A$ be a special $R$-model of the semiaffinoid $k$-algebra $\mathcal{A}$, with associated $k$-analytic space $X$. Let $J$ be the biggest ideal of definition $A$. The injection $A \rightarrow \mathcal{A}^{\circ}$ induces an injective morphism of $\tilde{k}$-algebras $\varphi: A / J \rightarrow \widetilde{\mathcal{A}}$, which induces a morphism $\iota: \widetilde{X} \rightarrow \mathfrak{X}_{s}$. If $\mathfrak{X}:=\operatorname{Spf}(A)$ we get a commutative diagram


If $\mathcal{A}$ is reduced, then $A:=\mathcal{A}^{\circ}$ is a special $R$-model and in that case $J=\check{\mathcal{A}}$ (see Remark 4.3). Hence in that case, $\varphi$ and $\iota$ are isomorphisms. In general, since $\tilde{\mathcal{A}}$ is a finitely generated $\tilde{k}$-algebra, we can find $f_{1}, \ldots, f_{m} \in \mathcal{A}^{\circ}$ such that $\widetilde{f}_{1}, \ldots, \widetilde{f_{m}}$ generate $\widetilde{\mathcal{A}}$. By [Kappen 2012, Corollary 2.12], $A^{\prime}:=A\left[f_{1}, \ldots, f_{m}\right] \subset \mathcal{A}^{\circ}$ is still a special $R$-model of $\mathcal{A}$, and by construction, if $J^{\prime}$ is the biggest ideal of definition of $A^{\prime}$, the map $\varphi: A^{\prime} / J^{\prime} \rightarrow \widetilde{\mathcal{A}}$ is surjective. Since $\varphi$ is injective anyway, it is an isomorphism. In conclusion, if $X$ is a semiaffinoid $k$-analytic space, one can always find a special $R$-scheme $\mathfrak{X}=\operatorname{Spf}(A)$ which is a model of $X$ such that $\widetilde{X} \simeq \mathfrak{X}_{s}$ and such that red can be identified with $\mathrm{sp}_{\mathfrak{X}}$.
Corollary 4.9. Let $X$ be a semiaffinoid $k$-analytic space. Let $Z$ be a Zariski closed subset of $\widetilde{X}$ and let $Y:=\operatorname{red}^{-1}(Z)$. Then $Y$ is a semiaffinoid $k$-analytic space and the naturally induced map $\widetilde{Y} \rightarrow \widetilde{X}$ is a closed immersion with image $Z$.

Proof. Let $\mathcal{A}$ be the semiaffinoid $k$-algebra of $X$. Using Remark 4.7, we can replace $\mathcal{A}$ by $\mathcal{A}_{\text {red }}$ and assume that $\mathcal{A}$ is reduced. Under this assumption, by [Kappen 2012,

Corollary 2.11], $\mathcal{A}^{\circ}$ is a special $R$-algebra, and $X \simeq \operatorname{Spf}\left(\mathcal{A}^{\circ}\right)_{\eta}$. Let $I$ be an ideal of $\mathcal{A}^{\circ}$ such that $Z=V(\widetilde{I})$, where $\widetilde{I}=\{\tilde{f} \mid f \in I\}$. Then as already seen in the proof of Theorem 3.1, $Y \simeq \operatorname{Spf}\left(\left(\mathcal{A}^{\circ}\right)^{\wedge I}\right)_{\eta}$, hence $Y$ is the $k$-analytic space associated to the semiaffinoid $k$-algebra $\mathcal{B}:=\left(\mathcal{A}^{\circ}\right)^{\wedge I} \otimes_{R} k$. Then according to Theorem 3.1, $\mathcal{B}^{\circ}=\left(\mathcal{A}^{\circ}\right)^{\wedge I}$. Since $\check{\mathcal{A}}$ is an ideal of definition of $\mathcal{A}^{\circ}$ [Kappen 2012, Remark 2.8], $\check{\mathcal{A}}+I$ is also an ideal of definition of $\mathcal{B}^{\circ}$. Since $\check{\mathcal{B}}$ is the biggest ideal of definition of $\mathcal{B}^{\circ}$ [Kappen 2012, Remark 2.8], it follows that

$$
\widetilde{\mathcal{B}}=\mathcal{B}^{\circ} / \check{\mathcal{B}}=\left(\left(\mathcal{A}^{\circ}\right)^{\wedge I} /(\check{\mathcal{A}}+I)\right)_{\mathrm{red}}=(\widetilde{\mathcal{A}} / I)_{\mathrm{red}} .
$$

Remark 4.10. In general, when $U$ is an affinoid domain of the $k$-affinoid space $X$, it is difficult to describe the induced canonical reduction map $\widetilde{U} \rightarrow \widetilde{X}$. However, it is proved in [Bosch et al. 1984, Proposition 7.2.6.3] that when $U$ is the tube of a principal open subset of $\widetilde{X}$ (i.e., when $U=\operatorname{red}^{-1}(D(\tilde{f}))$ for some $f \in \mathcal{A}^{\circ}$ ), then $\widetilde{U} \rightarrow \widetilde{X}$ is an open immersion with image $D(\tilde{f})$. The above corollary is the counterpart of [Bosch et al. 1984, Proposition 7.2.6.3] for Zariski closed subsets of the canonical reduction.

Lemma 4.11. Let $A$ be an $R$-flat special $R$-algebra and let $\mathfrak{X}=\operatorname{Spf}(A)$. Then the specialization map $\mathrm{sp}_{\mathfrak{X}}: \mathfrak{X}_{\eta} \rightarrow \mathfrak{X}_{s}$ is surjective.

Proof. This proof is strongly inspired by the proof of Lemme 1.2 in [Poineau 2008]. Let $\tilde{x} \in \mathfrak{X}_{s}$, and let $r$ be the transcendence degree of the field extension $\tilde{k}(\tilde{x}) / \tilde{k}$. Let $K$ be the completion of $k\left(U_{1}, \ldots, U_{r}\right)$ with respect to the Gauss norm. Then $K$ is a discretely valued nonarchimedean field extension of $k$, and $\widetilde{K} \simeq \tilde{k}\left(U_{1}, \ldots, U_{r}\right)$. Hence $\tilde{x}$ is the image of a closed point $\tilde{y} \in \mathfrak{X}_{s} \times_{\operatorname{Spec}(\tilde{k})} \operatorname{Spec}(\widetilde{K})$ with respect to the canonical map $\mathfrak{X}_{s} \times_{\operatorname{Spec}(\tilde{k})} \operatorname{Spec}(\widetilde{K}) \rightarrow \mathfrak{X}_{s}$.

Using base change extension induced by the inclusion $R \rightarrow K^{\circ}$ (see [de Jong 1995, 7.2.6]),

$$
\mathfrak{X}^{\prime}:=\mathfrak{X} \times_{\operatorname{Spf}(R)} \operatorname{Spf}\left(K^{\circ}\right)
$$

is a special formal scheme over $K^{\circ}$ of the form $\mathfrak{X}^{\prime}=\operatorname{Spf}\left(A^{\prime}\right)$, where $A^{\prime}:=A \widehat{\otimes}_{R} K^{\circ}$. Let $J$ be the biggest ideal of definition of $A$. Then $J A^{\prime}$ is an ideal of definition of $A^{\prime}$ and $J^{\prime}:=\operatorname{rad}\left(J A^{\prime}\right)$ is the biggest ideal of definition of $A^{\prime}$. There is a well-defined morphism of $\tilde{k}$-algebras $\alpha: A / J \otimes_{\tilde{k}} \widetilde{K} \rightarrow A^{\prime} / J^{\prime}$ defined by $\tilde{a} \otimes \tilde{\lambda} \mapsto \widetilde{a \otimes \lambda}$ for $a \in A, \lambda \in K^{\circ}$ and where $\widetilde{\sim}$ stands for the various residue maps. We claim that $\alpha$ induces an isomorphism

$$
\begin{equation*}
\left(A / J \otimes_{\tilde{k}} \widetilde{K}\right)_{\mathrm{red}} \simeq A^{\prime} / J^{\prime} \tag{4}
\end{equation*}
$$

Indeed by construction $\alpha$ is surjective, so it remains to prove that $\operatorname{ker} \alpha$ is the nilradical of $A / J \otimes_{\tilde{k}} \widetilde{K}$. There is also a well-defined surjective map

$$
\beta: A^{\prime} \rightarrow A / J \otimes_{\tilde{k}} \widetilde{K}, \quad a \otimes \lambda \mapsto \tilde{a} \otimes \tilde{\lambda},
$$

and by construction $\alpha \circ \beta: A^{\prime} \rightarrow A^{\prime} / J^{\prime}$ is the quotient map. So for some $a_{i} \in A$ and $\lambda_{i} \in K^{\circ}$, let $\tilde{z}=\sum_{i} \tilde{a_{i}} \otimes \tilde{\lambda_{i}} \in \operatorname{ker} \alpha$ and $z:=\sum_{i} a_{i} \otimes \lambda_{i} \in A^{\prime}$. Then $\beta(z)=\tilde{z}$, hence $z \in \operatorname{ker} \alpha \circ \beta$, hence $z \in J^{\prime}$. Since $J^{\prime}:=\operatorname{rad}\left(J A^{\prime}\right)$, we have $z^{n} \in J A^{\prime}$ for some $n \in \mathbb{N}^{*}$. Hence $\beta\left(z^{n}\right)=0$ and $\tilde{z}^{n}=0$, thus proving (4). We get a natural composite morphism

$$
\iota:\left(\mathfrak{X}^{\prime}\right)_{s} \xrightarrow{\iota_{1}} \mathfrak{X}_{s} \times_{\operatorname{Spec}(\tilde{k})} \operatorname{Spec}(\tilde{K}) \xrightarrow{\iota_{2}} \mathfrak{X}_{s},
$$

where $\iota_{1}$ is induced by (4) and hence is bijective, and $\iota_{2}$ is the canonical map. Thus we can identify $\tilde{y}$ with a closed point of $\left(\mathfrak{X}^{\prime}\right)_{s}$. We also get a commutative diagram of sets


Thanks to [Kappen 2012, Lemma 2.3 and Remark 2.5] we know that $\mathrm{sp}_{\mathfrak{X}^{\prime}}$ induces a surjective map from the set of rigid points $\left(\mathfrak{X}^{\prime}\right)^{\text {rig }}$ to the set of closed points of $\left(\mathfrak{X}^{\prime}\right)_{s}$. Hence we can find $y \in\left(\mathfrak{X}^{\prime}\right)_{\eta}$ such that $\operatorname{sp}_{\mathfrak{X}^{\prime}}(y)=\tilde{y}$. In conclusion, if $x:=\alpha(y)$ we get $\mathrm{sp}_{\mathfrak{X}}(x)=\tilde{x}$, proving the surjectivity of $\mathrm{sp}_{\mathfrak{X}}$.
Corollary 4.12. Let $X$ be a semiaffinoid $k$-analytic space. Then the canonical reduction map red : $X \rightarrow \widetilde{X}$ is surjective.

Proof. This follows from Lemma 4.11 and Remark 4.8.
Connected components. In this subsection, we consider a semiaffinoid $k$-algebra $\mathcal{A}$ with associated $k$-analytic space $X$. It follows from Theorem A. 8 and Remark 2.7 that $\operatorname{Spec}(\mathcal{A})$ is connected if and only if $X$ is connected. Indeed by Remark 2.7 , we can assume that $\mathcal{A}$ is reduced, and we conclude since the connected components of $X$ are in correspondence with the set of idempotents of $\Gamma\left(X, \mathcal{O}_{X}\right)$, which themselves are equal to the set of idempotents of $\left\{f \in \Gamma\left(X, \mathcal{O}_{X}\right)||f|<\infty\}=\mathcal{A}\right.$. From the Noetherianity of $\mathcal{A}$ it follows that $\mathcal{A}$ can be uniquely decomposed as

$$
\begin{equation*}
\mathcal{A} \simeq \mathcal{A}_{1} \times \cdots \times \mathcal{A}_{n} \tag{5}
\end{equation*}
$$

where each $\mathcal{A}_{i}$ is a semiaffinoid $k$-algebra such that $\operatorname{Spec}\left(\mathcal{A}_{i}\right)$ is connected. If we denote by $X_{i}$ the $k$-analytic space associated to $\mathcal{A}_{i}$ it follows that

$$
\begin{equation*}
X=X_{1} \amalg \cdots \amalg X_{n} \tag{6}
\end{equation*}
$$

is the decomposition of $X$ in connected components. These remarks easily imply the following.

Lemma 4.13. A semiaffinoid $k$-analytic space $X$ is connected if and only if $\tilde{X}$ is connected.

Proof. The equations (5) and (6) imply that $\widetilde{X} \simeq \coprod \widetilde{X}_{i}$. So if $X$ is not connected, $\widetilde{X}$ is also not connected. Conversely, since red : $X \rightarrow \widetilde{X}$ is surjective (Corollary 4.12) and anticontinuous, if one has a decomposition $\widetilde{X}=U_{1} \amalg U_{2}$ in two nonempty closed-open sets, then $X=\operatorname{red}^{-1}\left(U_{1}\right) \amalg \operatorname{red}^{-1}\left(U_{2}\right)$ is a decomposition of $X$ in nonempty closed-open sets.
Corollary 4.14. Let $X$ be a semiaffinoid $k$-analytic space. Let $Z$ be a Zariski closed subset of $\widetilde{X}$ and let $Y:=\operatorname{red}^{-1}(Z)$. Then $Y$ is connected if and only if $Z$ is connected.

Proof. This follows from Corollary 4.9 and from Lemma 4.13.
Using Theorem 2.1, one checks that if $A$ is a reduced special $R$-algebra which is integrally closed in $A \otimes_{R} k$, then there is a one-to-one correspondence between the connected components of $\operatorname{Spec}(A)$ and the connected components of $\operatorname{Spf}(A)_{\eta}$.

Example 4.15. In general, if $A$ is a reduced special $R$-algebra with associated $k$-analytic space $X$, the connected components of $\operatorname{Spec}(A)$ do not coincide with the connected components of $X$, as the example $A=\mathbb{Z}_{p}\langle T\rangle /\left(T^{2}+p T\right)$ shows.

## 5. Analytic functions and formal functions on tubes: a graded version

In this section, we fix $\mathcal{A}$ a reduced semiaffinoid $k$-algebra. Let us recall that this implies that $\mathcal{A}^{\circ}$ is a special $R$-algebra [Kappen 2012, Corollary 2.11].
5.1. For $r \in \mathbb{R}_{+}^{*}$ we set

$$
\mathcal{A}_{r}^{\circ}=\left\{\left.f \in \mathcal{A}| | f\right|_{\text {sup }} \leq r\right\}, \quad \mathcal{A}_{r}^{\circ \circ}=\left\{\left.f \in \mathcal{A}| | f\right|_{\text {sup }}<r\right\}, \quad \widetilde{\mathcal{A}}_{r}^{+}=\mathcal{A}_{r}^{\circ} / \mathcal{A}_{r}^{\circ \circ}
$$

By definition, $\mathcal{A}_{1}^{\circ}=\mathcal{A}^{\circ}, \mathcal{A}_{1}^{\circ \circ}=\mathcal{A}^{\circ \circ}$ and $\widetilde{\mathcal{A}}_{1}^{+}=\tilde{\mathcal{A}}^{+}$. We also set

$$
\rho(\mathcal{A})=\left\{|f|_{\text {sup }} \mid f \in \mathcal{A}, f \neq 0\right\} \subset \mathbb{R}_{+}^{*} .
$$

By [Kappen 2010, Proposition 1.2.5.9], $\rho(\mathcal{A}) \subset \sqrt{\left|k^{*}\right|}$. We denote by $G$ the subgroup of $\sqrt{\left|k^{*}\right|}$ generated by $\rho(\mathcal{A})$.
Lemma 5.2. Let $r \in \mathbb{R}_{+}^{*}$. Then $\mathcal{A}_{r}^{\circ}, \mathcal{A}_{r}^{\circ \circ}$ and $\tilde{\mathcal{A}}_{r}^{+}$are finitely generated $\mathcal{A}^{\circ}$-modules.
Proof. Let us pick some $\lambda \in k^{*}$ such that $|\lambda| r \leq 1$. Then

$$
\mathcal{A}_{r}^{\circ} \rightarrow \mathcal{A}^{\circ}{ }_{|\lambda| r}, \quad f \mapsto \lambda f
$$

is an isomorphism of $\mathcal{A}^{\circ}$-modules. So, replacing $r$ by $|\lambda| r$, we can assume that $r \leq 1$. Then $\mathcal{A}_{r}^{\circ}$ is an ideal of $\mathcal{A}^{\circ}$, hence it is a finitely generated $\mathcal{A}^{\circ}$-module because $\mathcal{A}^{\circ}$ is Noetherian. We conclude since $\mathcal{A}_{r}^{\circ \circ}$ is a submodule, and $\widetilde{\mathcal{A}}_{r}^{+}$a quotient, of $\mathcal{A}_{r}^{\circ}$. $\square$

Lemma 5.3. The index $\left[G:\left|k^{*}\right|\right]$ is finite. As a consequence, $G \simeq \mathbb{Z}$.

Proof. Let $\kappa:=\sup \{\lambda \mid \lambda<1$ and $\lambda \in \rho(\mathcal{A})\}$. We claim that $\kappa$ is actually a maximum, that is to say, there exists $\lambda<1$ with $\lambda \in \rho(\mathcal{A})$ such that $\kappa=\lambda$ (this implies in particular that $\kappa<1$ ). Indeed, if $\kappa$ was not a maximum, we could find an increasing sequence $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ with $\lambda_{n}<1$ in $\rho(\mathcal{A})$. Then $I_{n}=\left\{\left.f \in \mathcal{A}| | f\right|_{\text {sup }} \leq \lambda_{n}\right\}$ would be an infinite increasing sequence of ideals of $\mathcal{A}^{\circ}$, which is Noetherian. This would be a contradiction. Hence, $\kappa<1$ and $\kappa \in \rho(\mathcal{A})$.

Since $\kappa \in \rho(\mathcal{A})$, we can write $\kappa=|\pi|^{a / b}$ with $a$ and $b$ relatively prime and $b>0$. One can easily prove using Bézout's theorem that $a=1$. Hence $\kappa=|\pi|^{1 / b}$. Likewise, using again Bézout's theorem, one can prove that if $|\pi|^{\alpha / \beta} \in \rho(\mathcal{A})$ with $\beta>0$ and $\alpha$ and $\beta$ coprime, then $\beta \leq b$. Hence, if $v:=\operatorname{lcm}(1,2, \ldots, b)$, one has $\rho(\mathcal{A}) \subset|\pi|^{\mathbb{Z} / v}$.

Remark 5.4. If $\|\cdot\|$ is a $k$-Banach algebra norm on $\mathcal{A}$, according to [Kappen 2010, Lemma 1.2.5.8], for any $f \in \mathcal{A},|f|_{\text {sup }}=\lim _{n \in \mathbb{N}} \sqrt[n]{\left\|f^{n}\right\| .}$. The notation $\rho(\mathcal{A})$ that we have introduced is compatible with [Berkovich 1990, Section 1.3], where the spectral radius of an element of a Banach algebra $\mathcal{A}$ is defined to be $\rho(f)=\lim _{n \in \mathbb{N}} \sqrt[n]{\left\|f^{n}\right\| \text {. Let us recall from [Kappen 2010, Lemma 1.2.5.4] that a }}$ surjective morphism of semiaffinoid $k$-algebras

$$
R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket \otimes_{R} k \rightarrow \mathcal{A}
$$

induces a $k$-Banach norm on $\mathcal{A}$ by taking the residue seminorm of the Gauss norm on

$$
R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket \otimes_{R} k
$$

Example 5.5. In general, $\rho(\mathcal{A})$ is not a subgroup, and not even a monoid. For instance if $\mathcal{A}=\mathbb{Q}_{p}(\sqrt{p}) \times \mathbb{Q}_{p}(\sqrt[3]{p})$ then $\rho(\mathcal{A})=p^{\mathbb{Z} / 2} \cup p^{\mathbb{Z} / 3}$, which is not a monoid.

The following definition is inspired by [Temkin 2004, Section 3].
Definition 5.6. We define the total reduction ring of $\mathcal{A}$ as

$$
\tilde{\mathcal{A}}_{\text {tot }}^{+}:=\bigoplus_{r \in G} \tilde{\mathcal{A}}_{r}^{+}
$$

Corollary 5.7. The total reduction ring $\tilde{\mathcal{A}}_{\text {tot }}^{+}$of $\mathcal{A}$ is excellent and reduced.
Proof. By Lemma 5.3, $\left[G:\left|k^{*}\right|\right]$ is finite, so we can introduce $n:=\left[G:\left|k^{*}\right|\right] \in \mathbb{N}$. Let $r_{1}, \ldots, r_{n} \in G$ be some representatives of the classes of $G /\left|k^{*}\right|$. For each $i \in\{1, \ldots, n\}$, by Lemma 5.2, we can find a finite family $\left(f_{i, j}\right)_{j \in J}$ which is a finite set of generators of the $\mathcal{A}^{\circ}$-module $\tilde{\mathcal{A}}_{r_{i}}^{+}$. Let us denote by $\tilde{\pi}$ the image of $\pi$ in $\widetilde{\mathcal{A}}_{1 /|\pi|}^{+}$, and likewise by $\widetilde{(1 / \pi)}$ the image of $1 / \pi$ in $\widetilde{\mathcal{A}}_{1 /|\pi|}^{+}$. We get that

$$
\bigoplus_{r \in G} \widetilde{\mathcal{A}}_{r}^{+}=\widetilde{\mathcal{A}}^{+}\left[\tilde{\pi}, \widetilde{\left(\frac{1}{\pi}\right)}, f_{i, j}\right] .
$$

Hence $\widetilde{\mathcal{A}}_{\text {tot }}^{+}$is a finitely generated $\widetilde{\mathcal{A}}^{+}$-algebra. Since $\widetilde{\mathcal{A}}^{+}$is excellent, it follows that $\widetilde{\mathcal{A}}_{\mathrm{tot}}^{+}$is also excellent. For the reducedness, consider a nonzero element $\tilde{f} \in \widetilde{\mathcal{A}}_{r}^{+}$for some $f_{\sim} \in \mathcal{A}$ with $|f|_{\text {sup }}=r$. Then for any integer $k>0$, the associated element $\tilde{f}^{k}=\tilde{f}^{k} \in \widetilde{\mathcal{A}}_{r^{k}}^{+}$is also nonzero since $\left|f^{k}\right|_{\text {sup }}=|f|_{\text {sup }}^{k}=r^{k}$.

Remark 5.8. Let $r \in \rho(\mathcal{A})$. Since $\rho(\mathcal{A})$ is discrete in $\mathbb{R}_{+}^{*}$ (see Lemma 5.3), there exists a real number $s \in \rho(\mathcal{A})$ which is the biggest element of $\rho(\mathcal{A})$ such that $s<r$. It follows that $\mathcal{A}_{r}^{\circ \circ}=\mathcal{A}_{s}^{\circ}$.

We fix $I$ an ideal of $\mathcal{A}^{\circ}$. If $M$ is an $\mathcal{A}^{\circ}$-module, we denote by $M^{\wedge I}$ the completion of $M$ with respect to the $I$-adic topology. So

$$
M^{\wedge I} \simeq{\underset{冖}{n}}^{\lim _{n}} M / I^{n} M
$$

Lemma 5.9. Let $r \in \rho(\mathcal{A})$. There is a short exact sequence of $\mathcal{A}^{\circ}$-modules

$$
\begin{equation*}
0 \rightarrow\left(\mathcal{A}_{r}^{\circ \circ}\right)^{\wedge I} \rightarrow\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I} \rightarrow\left(\tilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I} \rightarrow 0 . \tag{7}
\end{equation*}
$$

Proof. By definition of $\widetilde{\mathcal{A}}_{r}^{+}$, there is a short exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{A}_{r}^{\circ \circ} \rightarrow \mathcal{A}_{r}^{\circ} \rightarrow \widetilde{\mathcal{A}}_{r}^{+} \rightarrow 0 \tag{8}
\end{equation*}
$$

of finitely generated $\mathcal{A}^{\circ}$-modules. So the $I$-adic completion of (8) remains exact; see [Matsumura 1989, Theorems 8.7 and 8.8].
5.10. Let $I$ be an ideal of $\mathcal{A}^{\circ}$ and let us set $U=\{x \in X| | f(x) \mid<1 \forall f \in I\}$. Let us denote by $\mathcal{B}$ its associated semiaffinoid $k$-algebra, which can be defined as

$$
\mathcal{B}=\left(\mathcal{A}^{0} \llbracket S_{1}, \ldots, S_{n} \rrbracket /\left(f_{i}-S_{i}\right)_{i=1, \ldots, n}\right) \otimes_{R} k,
$$

where $I=\left(f_{1}, \ldots, f_{n}\right)$. According to Theorem 3.1, one has $\mathcal{B}^{\circ} \simeq\left(\mathcal{A}^{\circ}\right)^{\wedge I}$. We denote by $Y$ the $k$-analytic space associated with $\mathcal{B}$. If $g \in \mathcal{B}$, set $|g|_{\text {sup }}=\sup _{y \in Y}|g(y)|$.

Remark 5.11. Let $r \in\left|k^{*}\right|$ and let $\lambda \in k$ with $|\lambda|=r^{-1}$. Multiplication by $\lambda$ induces an isomorphism of $\mathcal{A}^{\circ}$-modules $\mathcal{A}_{r}^{\circ} \xrightarrow{\times \lambda} \mathcal{A}^{\circ}$. Completing with respect to $I$ one gets an isomorphism of $\left(\mathcal{A}^{\circ}\right)^{\wedge I}$-modules $\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I} \simeq\left(\mathcal{A}^{\circ}\right)^{\wedge I}$. Finally, using Theorem 3.1 we get an isomorphism of $\left(\mathcal{A}^{\circ}\right)^{\wedge I}$-modules $\mathcal{B}_{r}^{\circ} \simeq\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$ obtained as the composition

$$
\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I} \xrightarrow{\times \lambda}\left(\mathcal{A}^{\circ}\right)^{\wedge I} \rightarrow \mathcal{B}^{\circ} \xrightarrow{\times \lambda^{-1}} \mathcal{B}_{r}^{\circ} .
$$

More generally, if $r \in \rho(\mathcal{A})$, we can find $s \in\left|k^{*}\right|$ with $r \leq s$, leading to an inclusion of $\mathcal{A}^{\circ}$-modules $\mathcal{A}_{r}^{\circ} \rightarrow \mathcal{A}_{s}^{\circ}$. Then completing with respect to $I$ we get an inclusion of $\left(\mathcal{A}^{\circ}\right)^{\wedge I}$-modules $\left(\mathcal{A}_{r}^{0}\right)^{\wedge I} \rightarrow\left(\mathcal{A}_{s}^{0}\right)^{\wedge I}$. Using the above identifications, we can assimilate $\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$ as a $\mathcal{B}^{\circ}$-submodule of $\mathcal{B}_{s}^{\circ}$, hence as a $\mathcal{B}^{\circ}$-submodule of $\mathcal{B}$.

Lemma 5.12. Let $r \in\left|k^{*}\right|$.
(i) Let $g \in \mathcal{B}_{r}^{\circ} \simeq\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$ (see Remark 5.11). Let $\tilde{g} \in\left(\widetilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I}$ be the image of $g$ by the reduction map of the short exact sequence (7) of Lemma 5.9. Then $\tilde{g}=0$ if and only if $|g|_{\text {sup }}<r$. Equivalently, $\tilde{g} \neq 0$ if and only if $|g|_{\text {sup }}=r$.
(ii) There is a natural isomorphism $\mathcal{B}_{r}^{\circ \circ} \simeq\left(\mathcal{A}_{r}^{\circ \circ}\right)^{\wedge I}$.

Proof. Using the same arguments as in Remark 5.11, we can assume that $r=1$. We then consider the short exact sequence of Lemma 5.9 for $r=1$ :

$$
0 \rightarrow\left(\mathcal{A}^{\circ \circ}\right)^{\wedge I} \rightarrow\left(\mathcal{A}^{\circ}\right)^{\wedge I} \rightarrow\left(\tilde{\mathcal{A}}^{+}\right)^{\wedge I} \rightarrow 0 .
$$

Let us then consider $g \in \mathcal{B}^{\circ} \simeq\left(\mathcal{A}^{\circ}\right)^{\wedge I}$ and let us assume that $\tilde{g}=0$. This implies that $g \in\left(\mathcal{A}^{\circ \circ}\right)^{\wedge I}$. By Remark 5.8, there exists $s<1$ such that $\left(\mathcal{A}^{\circ \circ}\right)^{\wedge I}=\left(\mathcal{A}_{s}^{\circ}\right)^{\wedge I}$ for some $s<1$. It follows that $|g|_{\text {sup }} \leq s<1$. Conversely, let us assume that $|g|_{\text {sup }}<1$. There exists an integer $d \in \mathbb{N}$ such that $\left|g^{d}\right|_{\text {sup }} \leq|\pi|$. Hence, according to Remark 5.11, $g^{d} \in \mathcal{B}_{|\pi|}^{\circ} \simeq\left(A_{|\pi|}^{\circ}\right)^{\wedge I} \subset\left(\mathcal{A}^{\circ \circ}\right)^{\wedge I}$. This proves (i), and (ii) follows from (i).

We can now generalize Theorem 3.1 to an arbitrary $r \in \rho(\mathcal{A})$.
Proposition 5.13. We use the notations of 5.10.
(i) There is an inclusion $\rho(\mathcal{B}) \subset \rho(\mathcal{A})$.
(ii) Let $r \in \rho(\mathcal{A})$. There are isomorphisms $\mathcal{B}_{r}^{\circ} \simeq\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}, \mathcal{B}_{r}^{\circ \circ} \simeq\left(\mathcal{A}_{r}^{\circ \circ}\right)^{\wedge I}$ and $\widetilde{\mathcal{B}}_{r}^{+} \simeq\left(\widetilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I}$.
(iii) There is a natural isomorphism $\widetilde{\mathcal{B}}_{\mathrm{tot}}^{+} \simeq \bigoplus_{r \in G}\left(\widetilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I}$.

Proof. Let $g \in \mathcal{B}$ be a nonzero element. Then there exists $s \in \rho(\mathcal{A})$ such that $g \in \mathcal{B}_{s}^{\circ}$. Since $\rho(\mathcal{A})$ is discrete by Lemma 5.3, we can then define the smallest element $r \in \rho(\mathcal{A})$ such that $g \in \mathcal{B}_{r}^{\circ}$. By Remark 5.11, for each $r \in \rho(\mathcal{A})$, we can naturally identify $\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$ with a $\mathcal{B}^{\circ}$-submodule of $\mathcal{B}$, and under these identifications, $\mathcal{B}=\bigcup_{r \in \rho(\mathcal{A})}\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$. Since $\rho(\mathcal{A})$ is discrete, we can then define the smallest element $r \in \rho(\mathcal{A})$ such that $g \in\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$. We then consider the short exact sequence (7):

$$
0 \rightarrow\left(\mathcal{A}_{r}^{\circ \circ}\right)^{\wedge I} \rightarrow\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I} \rightarrow\left(\tilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I} \rightarrow 0
$$

The minimality of $r$ and Remark 5.8 imply that $g \notin\left(\mathcal{A}_{r}^{\circ \circ}\right)^{\wedge I}$. It follows that $\tilde{g} \neq 0$, where $\tilde{g} \in\left(\widetilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I}$ denotes the reduction of $g$ in $\left(\widetilde{\mathcal{A}}_{r}^{+}\right)^{\wedge I}$. Thanks to Lemma 5.3 we can pick some $d \in \mathbb{N}^{*}$ such that $r^{d} \in\left|k^{*}\right|$. Then $g^{d} \in\left(\mathcal{A}_{r}^{\circ}\right)^{\wedge I}$. Since $\left(\tilde{\mathcal{A}}_{\text {tot }}^{+}\right)$is reduced and excellent (Corollary 5.7), it follows that $\left(\widetilde{\mathcal{A}}_{\text {tot }}^{+}\right)^{\wedge I}$ is also reduced. Hence $\widetilde{g}^{d}=\tilde{g}^{d} \neq 0$ in $\left(\widetilde{\mathcal{A}}_{r^{d}}^{+}\right)^{\wedge I}$. Since $r^{d} \in\left|k^{*}\right|$, Lemma 5.12 implies that $\left|g^{d}\right|_{\text {sup }}=r^{d}$. So $|g|_{\text {sup }}=r$. This proves (i) as well as (ii) and (iii).

We also obtain the following generalization of [Bosch and Lütkebohmert 1985, Lemma 2.1].

Corollary 5.14. Let $X$ be a $k$-affinoid space, and let $Z \subset \widetilde{X}$ be a Zariski closed subset. Then $\widetilde{X}_{/ Z}$, the formal completion of $\widetilde{X}$ along $Z$, depends intrinsically on the $k$-analytic space $\operatorname{red}^{-1}(Z)$.
Proof. Let us denote by $\mathcal{B}$ the semiaffinoid $k$-algebra of red $\tilde{\mathcal{A}}^{-1}(Z)$. The space $\widehat{\tilde{X}_{/ Z}}$ is the formal scheme associated to the adic $\tilde{k}$-algebra $\left(\tilde{\mathcal{A}}^{+}\right)^{\wedge I I}$. Thanks to the short exact sequence (7) for $r=1$,

$$
\left(\tilde{\mathcal{A}}^{+}\right)^{\wedge I} \simeq \mathcal{A}^{0 \wedge I} / \mathcal{A}^{\circ \circ \wedge I}
$$

Thanks to Theorem 3.1 and Lemma 5.12(ii), one gets that

$$
\left(\tilde{\mathcal{A}}^{+}\right)^{\wedge I} \simeq \mathcal{B}^{\circ} / \mathcal{B}^{\circ \circ}=\widetilde{\mathcal{B}}^{+}
$$

which depends intrinsically on $\operatorname{red}^{-1}(Z)$ since $\mathcal{B}$ does.
Remark 5.15. More generally, if $\underset{\mathcal{A}^{+}}{X}$ is the $k$-analytic space associated to the reduced semiaffinoid $k$-algebra $\mathcal{A}$, then $\widetilde{\mathcal{A}}^{+}$is naturally an adic algebra with an ideal of definition given by $\check{\mathcal{A}}$. This adic algebra is isomorphic to a quotient of $\tilde{\mathcal{A}}\left[T_{i}\right] \llbracket S_{j} \rrbracket$. Let us set $\mathcal{X}:=\operatorname{Spf}\left(\widetilde{\mathcal{A}}^{+}\right)$. Then $|\mathcal{X}|=\widetilde{X}$. Let $Z$ be a Zariski closed subset of $\widetilde{X}$, $Y$ the $k$-analytic space defined by $Y=\operatorname{red}^{-1}(Z)$ and $\mathcal{B}$ its associated semiaffinoid $k$-algebra. One shows similarly that the inclusion of analytic domains $Y \rightarrow X$ induces an isomorphism $\widehat{\mathcal{X}_{/ Z}} \simeq \operatorname{Spf}\left(\widetilde{\mathcal{B}}^{+}\right)$, where we denote by $\widehat{\mathcal{X}_{/ Z}}$ the completion of $\mathcal{X}$ along $Z$. In particular, $\widehat{\mathcal{X}_{/ Z}}$ depends intrinsically on the $k$-analytic space $\operatorname{red}^{-1}(Z)$.

## 6. Additional remarks

## Finite morphisms.

Proposition 6.1. Let $\varphi: \mathcal{B} \rightarrow \mathcal{A}$ be a finite morphism of semiaffinoid $k$-algebras, with $\mathcal{A}$ reduced. Then $\varphi^{\circ}: \mathcal{B}^{\circ} \rightarrow \mathcal{A}^{\circ}$ is finite.
Proof. Since $\mathcal{B}^{\circ} \rightarrow\left(\mathcal{B}_{\text {red }}\right)^{\circ}$ is finite, we can also assume that $\mathcal{B}$ is reduced. Let $f_{1}, \ldots, f_{n}$ be elements of $\mathcal{A}$ such that

$$
\begin{equation*}
\mathcal{A}=\mathcal{B}\left[f_{1}, \ldots, f_{n}\right] . \tag{9}
\end{equation*}
$$

Each $f \in\left\{f_{1}, \ldots, f_{n}\right\}$ satisfies a unitary polynomial equation with coefficients in $\mathcal{B}$ of the form

$$
\begin{equation*}
f^{d}+b_{d-1} f^{d-1}+\cdots+b_{1} f+b_{0}=0 \tag{10}
\end{equation*}
$$

Then for $m \in \mathbb{N}^{*}$, multiplying by $\pi^{m d}$, (10) becomes

$$
\left(\pi^{m} f\right)^{d}+\pi^{m} b_{d-1}\left(\pi^{m} f\right)^{d-1}+\cdots+\pi^{m(d-1)} b_{1}\left(\pi^{m} f\right)+\pi^{m d} b_{0}=0 .
$$

But for $m$ big enough, all the coefficients $\pi^{m} b_{d-1}, \ldots, \pi^{m(d-1)} b_{1}, \pi^{m d} b_{0}$ appearing in the above equation belong to $\mathcal{B}^{\circ}$. Hence, for $m$ big enough, $\pi^{m} f_{i}$ satisfies a
unitary polynomial equation with coefficients in $\mathcal{B}^{\circ}$. So replacing each $f_{i}$ by $\pi^{m} f_{i}$ (which will not change (9)), we can assume that the $f_{i}$ belong to $\mathcal{A}^{\circ}$ and are integral over $\mathcal{B}^{\circ}$. So, thanks to (9), $\mathcal{B}^{\circ}\left[f_{1}, \ldots, f_{n}\right]$ is a special $R$-model of $\mathcal{A}$. According to [Kappen 2012, Corollary 2.10], $\mathcal{A}^{\circ}$ is finite over $\mathcal{B}^{\circ}\left[f_{1}, \ldots, f_{n}\right]$, and hence also over $\mathcal{B}^{\circ}$.

We conjecture that for an arbitrary nonarchimedean nontrivially valued field $k$, a similar statement holds for quasiaffinoid $k$-algebras (see [Lipshitz and Robinson 2000, Remark 2.1.8] for the definition of a quasiaffinoid $k$-algebra).
Corollary 6.2. Let $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ be a finite morphism of semiaffinoid $k$-algebras. The associated morphisms $\tilde{\varphi}: \widetilde{\mathcal{A}} \rightarrow \widetilde{\mathcal{B}}, \tilde{\varphi}^{+}: \widetilde{\mathcal{A}}^{+} \rightarrow \widetilde{\mathcal{B}}^{+}, \tilde{\varphi}_{\mathrm{tot}}: \widetilde{\mathcal{A}}_{\mathrm{tot}}^{+} \rightarrow \widetilde{\mathcal{B}}_{\mathrm{tot}}^{+}$are finite.
Proof. Since the above morphisms do not change if one replaces $\mathcal{A}$ and $\mathcal{B}$ by $\mathcal{A}_{\text {red }}$ and $\mathcal{B}_{\text {red }}$, we can assume that $\mathcal{A}$ and $\mathcal{B}$ are reduced. The first two points then follow from Proposition 6.1. To prove that $\tilde{\varphi}_{\text {tot }}$ is finite, one has to use that $\tilde{\varphi}^{+}$is finite, and then argue as in the proof of Corollary 5.7.

## The nonaffine case.

Lemma 6.3. Let A be a reduced special $R$-algebra which is integrally closed in the semiaffinoid $k$-algebra $A \otimes_{R}$. Let $\mathfrak{U}$ be a formal open affine subset of $\mathfrak{X}=\operatorname{Spf}(A)$. Then $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$ is also a reduced special $R$-algebra which is integrally closed in the semiaffinoid $k$-algebra $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$ and $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \simeq \Gamma\left(\operatorname{sp}_{\mathfrak{X}}^{-1}(\mathfrak{U})\right.$, $\left.\mathcal{O}_{\mathfrak{X}_{n}}^{\circ}\right)$.
Proof. We first assume that $\mathfrak{U}$ is a principal formal open subset of the form $\mathfrak{U}=\mathfrak{D}(f)$ for some $f \in A$. Let $J$ be an ideal of definition of $A$. Then $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \simeq A_{\{f\}}$, where $A_{\{f\}} \simeq \widehat{A_{f}}$ is the completion of the localization $A_{f}$ with respect to the ideal $J A_{f}$. The composition morphism $A \rightarrow A_{f} \rightarrow \widehat{A_{f}}$ is regular. Indeed, $A \rightarrow A_{f}$ is regular since it is a localization, and $A_{f} \rightarrow \widehat{A_{f}}$ is regular since it is the completion of an excellent ring. It follows that the morphism $A \rightarrow \widehat{A_{f}}$ is regular since regular morphisms are stable under composition [EGA IV 2 1965, Proposition 6.8.3]. Using [EGA IV ${ }_{2} 1965$, Proposition 6.14.4], we conclude that $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \simeq \widehat{A_{f}}$ is integrally closed in $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$.

Let us now assume that $\mathfrak{U}$ is an arbitrary formal open affine subset of $\mathfrak{X}$. It follows from [de Jong 1995, §7, p. 74-75] that $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$ is a special $R$-algebra. Moreover, we can cover $\mathfrak{U}$ by some principal formal open subsets of the form $\mathfrak{D}\left(f_{i}\right)$ for some $f_{i} \in A$. Let us now consider an element $g \in \Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$ which is integral over $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$. This means that $g$ satisfies an equation

$$
\begin{equation*}
g^{d}+b_{d-1} g^{d-1}+\cdots+b_{1} g+b_{0}=0 \tag{11}
\end{equation*}
$$

for some $b_{j} \in \Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$. But for each principal formal open subset $\mathfrak{D}\left(f_{i}\right)$, we can restrict (11) to $\Gamma\left(\mathfrak{D}\left(f_{i}\right), \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$. We then get that $\left.g\right|_{\mathfrak{D}\left(f_{i}\right)} \in \Gamma\left(\mathfrak{D}\left(f_{i}\right), \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$ is integral over $\Gamma\left(\mathfrak{D}\left(f_{i}\right), \mathcal{O}_{\mathfrak{X}}\right)$, so by the first part of the proof, $\left.g\right|_{\mathfrak{D}\left(f_{i}\right)} \in \Gamma\left(\mathfrak{D}\left(f_{i}\right), \mathcal{O}_{\mathfrak{X}}\right)$.

Since the $\mathfrak{D}\left(f_{i}\right)$ form a covering of $\mathfrak{U}$, we deduce that $g \in \Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$, which proves that $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$ is integrally closed in $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$. Finally, the equality $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \simeq \Gamma\left(\mathrm{sp}_{\mathfrak{X}}^{-1}(\mathfrak{U}), \mathcal{O}_{\mathfrak{X}_{n}}^{\circ}\right)$ now follows from Theorem 2.1.

The following result extends [Bosch et al. 1984, Proposition 7.2.6.3] from affinoid to semiaffinoid $k$-algebras.

Corollary 6.4. Let $X$ be a semiaffinoid $k$-analytic space. Let $f \in \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$ and let $Y=\{x \in X| | f(x) \mid=1\}$. Then $Y$ is a semiaffinoid $k$-analytic space and the associated map $\widetilde{Y} \rightarrow \widetilde{X}$ is the Zariski open embedding of the principal open subset $D(\tilde{f}) \subset \widetilde{X}$.

Proof. It follows from general properties of semiaffinoid $k$-analytic spaces that the inclusion $Y \rightarrow X$ is induced by a morphism of semiaffinoid $k$-algebras (see [de Jong 1995, Proposition 7.2.1(a)]). Using Remark 4.7, we can easily assume that $X$ and $Y$ are reduced. Let $\mathcal{A}$ be the reduced semiaffinoid $k$-algebra associated with $X$. By [Kappen 2012, Corollary 2.11], $\mathcal{A}^{\circ}$ is a special $R$-algebra. Let $\mathfrak{X}:=\operatorname{Spf}\left(\mathcal{A}^{\circ}\right)$. Let $\mathfrak{D}(f) \subset \mathfrak{X}$ be the principal formal open subset associated with $f$. Hence $Y=\mathrm{sp}_{\mathfrak{X}}^{-1}(\mathfrak{D}(f))$. By Lemma 6.3, we have $\Gamma\left(\mathfrak{D}(f), \mathcal{O}_{\mathfrak{X}}\right) \simeq \mathcal{B}^{\circ}$, where $\mathcal{B}$ is the semiaffinoid $k$-algebra associated with $Y$. Let $\mathfrak{J}$ be the biggest ideal sheaf of definition of $\mathfrak{X}$ (see [EGA I 1960, Proposition 10.5.4] for the definition and the properties of $\mathfrak{J}$ ). By [EGAI 1960, 10.5.2] there is an isomorphism of schemes $\left(\mathfrak{X}, \mathcal{O}_{\mathfrak{X}} / \mathfrak{J}\right) \simeq \operatorname{Spec}(\widetilde{\mathcal{A}})=\widetilde{X}$. Moreover, by [EGA I 1960, Corollaire 10.5.5], $\mathfrak{J} \mid \mathfrak{A}$ is also the biggest ideal sheaf of definition of the formal scheme $\mathfrak{U}$. Hence $\Gamma(\mathfrak{U}, \mathfrak{J})$ is the biggest ideal of definition of the adic ring $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \simeq \mathcal{B}^{\circ}$, and as a consequence $\Gamma(\mathscr{U}, \mathfrak{J}) \simeq \check{\mathcal{B}}$ by [Kappen 2012, Remark 2.8]. Hence we can conclude, since

$$
\widetilde{\mathcal{B}}=\mathcal{B}^{\circ} / \check{\mathcal{B}} \simeq \Gamma\left(\mathfrak{D}(f), \mathcal{O}_{\mathfrak{X}} / \mathfrak{I}\right) \simeq \widetilde{\mathcal{A}}\left[\tilde{f}^{-1}\right] .
$$

Lemma 6.5. Let $\mathfrak{X}$ be a special formal scheme over $R$. The following are equivalent.
(i) Any formal open affine subscheme of $\mathfrak{X}$ is isomorphic to $\operatorname{Spf}(A)$, where $A$ is a reduced special $R$-algebra integrally closed in $A \otimes_{R} k$.
(ii) There exists a covering by formal open affine subschemes $\mathfrak{U}_{i}=\operatorname{Spf}\left(A_{i}\right)$, where for each $i, A_{i}$ is a reduced special $R$-algebra which is integrally closed in $A_{i} \otimes_{R} k$.

Proof. That (i) implies (ii) is clear. To prove the converse implication, let $\mathfrak{U}$ be a formal open affine subset of $\mathfrak{X}$. Then $\mathfrak{U}$ is covered by finitely many $\mathfrak{U} \cap \mathfrak{U}_{i}$. For each $i$ we can find a finite covering $\left\{\mathfrak{U}_{i, j}\right\}$ of $\mathfrak{U} \cap \mathfrak{U}_{i}$ by formal open affine subsets. Thanks to Lemma 6.3, all the $\mathfrak{U}_{i, j}$ satisfy the expected property. We are then reduced to the situation where $\mathfrak{X}$ is affine and is covered by finitely many formal open affine $\mathfrak{U}_{i}$ 's which all satisfy the expected property. Let us then consider a function $f$ in
the integral closure of $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$ in $\Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$. Then for all $i, f \mathfrak{U}_{i}$ is in the integral closure of $\Gamma\left(\mathfrak{U}_{i}, \mathcal{O}_{\mathfrak{X}}\right)$ in $\Gamma\left(\mathfrak{U}_{i} \mathcal{O}_{\mathfrak{X}}\right) \otimes_{R} k$, which is by assumption $\Gamma\left(\mathfrak{U}_{i}, \mathcal{O}_{\mathfrak{X}}\right)$. So $f \in \Gamma\left(\mathfrak{U}, \mathcal{O}_{\mathfrak{X}}\right)$.

## Appendix: Bounded functions on reduced semiaffinoid $k$-spaces

by Christian Kappen and Florent Martin
In this appendix, we assume that $k$ is a nontrivially discretely valued nonarchimedean field, and we let $R$ denote its valuation ring. We fix a reduced semiaffinoid $k$-algebra $\mathcal{A}$, and we let $X$ denote the associated rigid analytic $k$-space.

Projective limits. Let us start with a reminder on derived functors of projective limits of abelian groups. Let

$$
\ldots \xrightarrow{\sigma_{3}} G_{2} \xrightarrow{\sigma_{2}} G_{1} \xrightarrow{\sigma_{1}} G_{0}
$$

be a projective system of abelian groups indexed by $\mathbb{N}$, and let

$$
\varphi: \prod_{n \in \mathbb{N}} G_{n} \rightarrow \prod_{n \in \mathbb{N}} G_{n}, \quad\left(a_{n}\right)_{n} \mapsto\left(a_{n}-\sigma_{n+1}\left(a_{n+1}\right)\right)_{n} .
$$

Then $\operatorname{ker} \varphi \simeq \lim G_{n}$. Let us denote by $\lim ^{i}$ the $i$-th derived functor of $\underset{\rightleftarrows}{ }$. According to [Weibel 1994, Corollary 3.5.4], one has the following descriptions:

$$
\begin{array}{ll}
\lim ^{1} G_{n} \simeq \operatorname{coker} \varphi, \\
\lim ^{i} G_{n}=0 & \text { for } i>1 .
\end{array}
$$

A flatness result. Let us fix a presentation $\mathcal{A} \simeq\left(k \otimes_{R} R\left\langle T_{1}, \ldots, T_{m}\right\rangle \llbracket S_{1}, \ldots, S_{n} \rrbracket\right) / I$ and let us equip $\mathcal{A}$ with the associated $k$-Banach algebra norm $\|\cdot\|$ as in [Kappen 2010, Section 1.2.5]. For a real number $\varepsilon \in \sqrt{\left|k^{*}\right|}$ such that $0<\varepsilon<1$, we set

$$
X_{\varepsilon}:=\left\{x \in X| | S_{i}(x) \mid \leq \varepsilon, i=1, \ldots, n\right\} .
$$

Then $X_{\varepsilon}$ is an affinoid $k$-space (depending on the chosen presentation of $\mathcal{A}$ ), and we let $\mathcal{A}_{\varepsilon}$ denote the associated affinoid $k$-algebra. It comes with a natural presentation

$$
\mathcal{A}_{\varepsilon} \simeq k\left\langle T_{1}, \ldots, T_{m}, \varepsilon^{-1} S_{1}, \ldots, \varepsilon^{-1} S_{n}\right\rangle / I
$$

and with an associated $k$-Banach algebra norm $\|\cdot\|_{\varepsilon}$ such that if $\varepsilon \leq \varepsilon^{\prime}$, the restriction morphism $\mathcal{A}_{\varepsilon^{\prime}} \rightarrow \mathcal{A}_{\varepsilon}$ is contractive, that is to say, for $f \in \mathcal{A}_{\varepsilon^{\prime}}$ we have $\|f\|_{\varepsilon} \leq\|f\|_{\varepsilon^{\prime}}$.

Let us now fix an increasing sequence of positive real numbers $\left(\varepsilon_{n}\right)_{n \in \mathbb{N}}$ such that $\lim _{n \rightarrow \infty} \varepsilon_{n}=1$ and such that for all $n \in \mathbb{N}$, we have that $\varepsilon_{n} \in \sqrt{\left|k^{*}\right|}$. We set $\mathcal{A}_{n}:=\mathcal{A}_{\varepsilon_{n}}$. We denote by $X_{n}$ the $k$-affinoid space associated to $\mathcal{A}_{n}$. For $n \in \mathbb{N}$ we denote by $\tau_{n}: \mathcal{A} \rightarrow \mathcal{A}_{n}$ the associated canonical map, and for $m \geq n \in \mathbb{N}$ we denote by $\sigma_{m, n}: \mathcal{A}_{m} \rightarrow \mathcal{A}_{n}$ the restriction morphism. By the above remark, each $\sigma_{m, n}$ is a contractive morphism with respect to the norms $\|\cdot\|_{\varepsilon_{m}}$ and $\|\cdot\|_{\varepsilon_{n}}$. The sequence
$\left(\mathcal{A}_{n}\right)_{n \in \mathbb{N}}$ and the restriction morphisms form a projective system of abelian groups. The next lemma is inspired by [Bosch 1977, Satz 2.1], and the proof is verbatim the same as in [Bosch 1977]. For the convenience of the reader, we recall it.
Lemma A.1. In the above setting, $\lim ^{1} \mathcal{A}_{n}=0$.
Proof. We have to show that the map

$$
\varphi: \prod_{n \in \mathbb{N}} \mathcal{A}_{n} \rightarrow \prod_{n \in \mathbb{N}} \mathcal{A}_{n}, \quad\left(a_{n}\right)_{n} \mapsto\left(a_{n}-\sigma_{n+1, n}\left(a_{n+1}\right)\right)_{n},
$$

is surjective. So let us consider a sequence $\left(g_{n}\right) \in \prod_{n \in \mathbb{N}} \mathcal{A}_{n}$, and let us find a sequence $\left(f_{n}\right) \in \prod_{n \in \mathbb{N}} \mathcal{A}_{n}$ satisfying the conditions

$$
\begin{equation*}
g_{n}=f_{n}-\sigma_{n+1, n}\left(f_{n+1}\right) \quad \forall n \in \mathbb{N} \tag{12}
\end{equation*}
$$

Step 1. Let us first assume that for all $n \in \mathbb{N}, g_{n}$ lies in the image of the restriction map $\tau_{n}: \mathcal{A} \rightarrow \mathcal{A}_{n}$. For each $n$, let us then choose $G_{n} \in \mathcal{A}$ such that $g_{n}=\tau_{n}\left(G_{n}\right)$. We define inductively a sequence $F_{n} \in \mathcal{A}$ via

$$
\left\{\begin{array}{l}
F_{0}:=0, \\
F_{n+1}:=F_{n}-G_{n} \quad \text { for } n \geq 0
\end{array}\right.
$$

Setting $f_{n}:=\tau_{n}\left(F_{n}\right)$, we obtain a solution $\left(f_{n}\right)_{n}$ of (12).
Step 2. Let us now pick some arbitrary $\left(g_{n}\right) \in \prod_{n} \mathcal{A}_{n}$. For each $n \in \mathbb{N}$, the image of $\mathcal{A}$ in $\mathcal{A}_{n}$ is dense with respect to the topology induced by $\|\cdot\|_{\varepsilon_{n}}$. Hence for all $n \in \mathbb{N}$, there exists $h_{n} \in \mathcal{A}$ such that $\left\|g_{n}-\tau_{n}\left(h_{n}\right)\right\|_{\varepsilon_{n}} \leq 2^{-n}$. For $n \in \mathbb{N}$, we have $g_{n}=\tau_{n}\left(h_{n}\right)+\left(g_{n}-\tau_{n}\left(h_{n}\right)\right)$. By Step 1, there exists $\left(H_{n}\right)_{n \in \mathbb{N}} \in \prod_{n} \mathcal{A}_{n}$ such that $\varphi\left(\left(H_{n}\right)_{n \in \mathbb{N}}\right)=\left(\tau_{n}\left(h_{n}\right)\right)_{n \in \mathbb{N}}$. Hence it remains to prove that $\left(g_{n}-\tau_{n}\left(h_{n}\right)\right)_{n \in \mathbb{N}} \in \operatorname{im}(\varphi)$. Replacing $g_{n}$ by $g_{n}-\tau_{n}\left(h_{n}\right)$, we can thus assume that

$$
\left\|g_{n}\right\|_{\varepsilon_{n}} \leq 2^{-n} \quad \forall n \in \mathbb{N} .
$$

Since the morphisms $\sigma_{m, n}$ are contractive, for each $m \geq n$ we have $\left\|\sigma_{m, n}\left(g_{m}\right)\right\|_{\varepsilon_{n}} \leq$ $\left\|g_{m}\right\|_{\varepsilon_{m}} \leq 2^{-m}$. Hence, for each $n \in \mathbb{N}$, since $\mathcal{A}_{n}$ is a $k$-Banach algebra, it makes sense to define

$$
f_{n}:=\sum_{m \geq n} \sigma_{m, n}\left(g_{m}\right)
$$

Finally, we have

$$
\begin{aligned}
f_{n}-\sigma_{n+1, n}\left(f_{n+1}\right) & =\sum_{m \geq n} \sigma_{m, n}\left(g_{m}\right)-\sigma_{n+1, n}\left(\sum_{m \geq n+1} \sigma_{m, n+1}\left(g_{m}\right)\right) \\
& =\sum_{m \geq n} \sigma_{m, n}\left(g_{m}\right)-\sum_{m \geq n+1} \sigma_{m, n}\left(g_{m}\right)=g_{n},
\end{aligned}
$$

which proves that $\varphi\left(\left(f_{n}\right)_{n}\right)=\left(g_{n}\right)$.

For any $\mathcal{A}$-module $M$, we set $M_{n}:=M \otimes_{\mathcal{A}} \mathcal{A}_{n}$.
Definition A.2. We let $\Theta$ denote the functor
$\Theta:\{$ finitely generated $\mathcal{A}$-modules $\} \rightarrow\left\{\Gamma\left(X, \mathcal{O}_{X}\right)\right.$-modules $\}, \quad M \mapsto \underset{n}{\lim _{n}} M_{n}$.
The statement and the proof of the following result are again copied almost verbatim from [Bosch 1977] (see however Remark A. 4 below).
Lemma A.3. The functor $\Theta$ has the following properties.
(i) The functor $\Theta$ is exact.
(ii) For any finitely generated $\mathcal{A}$-module $M$, there is a natural isomorphism

$$
\tau: M \otimes_{\mathcal{A}} \Gamma\left(X, \mathcal{O}_{X}\right) \simeq \Theta(M) .
$$

Proof. Let us first show that $\Theta$ is exact. By the local theory of uniformly rigid spaces as developed in [Kappen 2010], the rings $\mathcal{A}_{n}$ are flat over $\mathcal{A}$. Hence, it suffices to show that $\lim ^{1} M_{n}$ vanishes for all finitely generated $\mathcal{A}$-modules $M$. Thus, let $M$ be a finitely generated $\mathcal{A}$-module, and let $F \rightarrow M \rightarrow 0$ be a finite presentation of $M$. Since the higher derivatives of the projective limit functor vanish, $\lim ^{1} F_{n}$ maps onto $\lim ^{1} M_{n}$. Since ${\underset{\text { lim }}{ }}^{1}$ commutes with finite direct sums, Lemma A. 1 shows that $\lim ^{1} F_{n}=0$. The claim follows. Let us now prove the second statement. Since $\Gamma\left(X, \mathcal{O}_{X}\right)$ is naturally isomorphic to $\lim _{\rightleftarrows} \mathcal{A}_{n}$, one has a natural morphism

$$
\tau: M \otimes_{\mathcal{A}} \Gamma\left(X, \mathcal{O}_{X}\right) \rightarrow \underset{\leftrightarrows}{\lim } M_{n} .
$$

By definition, $\tau$ is an isomorphism when $M=\mathcal{A}$, and more generally $\tau$ is an isomorphism when $M$ is finite and free. In general, since $\mathcal{A}$ is Noetherian, and $M$ is finitely generated, there is an exact sequence

$$
F_{1} \rightarrow F_{2} \rightarrow M \rightarrow 0,
$$

where $F_{1}$ and $F_{2}$ are finite free $\mathcal{A}$-modules. Using exactness of $\Theta$, one obtains the exact diagram

and it follows that $\tau$ is an isomorphism.
Remark A.4. The statements of Lemma A. 3 do not hold for general $\mathcal{A}$-modules. Likewise, Satz 2.1 and Korollar 2.2 from [Bosch 1977] do not hold for general $A$-modules either, although this is not explicitly mentioned there. Indeed, in Example A. 5 below, we give a counterexample to Satz 2.1 and Korollar 2.2 of
[Bosch 1977] involving modules which are not finitely generated. We want to stress that the results of [Bosch 1977, Section 2] are not affected by this observation: using the notations of [Bosch 1977], a correct replacement of [Bosch 1977, Satz 2.1 and Korollar 2.2] is to say that the functor $\theta$ is exact on the category of finitely generated $A\langle\zeta\rangle$-modules and that $\tau$ is an isomorphism for finitely generated $A\langle\zeta\rangle$-modules.

Example A.5. We use the notations of Satz 2.1 and Korollar 2.2 of [Bosch 1977], and we consider $A=k$. Moreover, we assume that $\zeta=\left(\zeta_{1}\right)$; that is, $\zeta$ is made of only one variable. So $\theta$ is the functor sending a $k\langle\zeta\rangle$-module $M$ to the $k\langle\langle\zeta\rangle\rangle$-module

$$
\theta(M)={\underset{n \in \mathbb{N}}{ }}_{\lim _{n \in}} M \otimes_{k\langle\zeta\rangle} k\left\langle\varepsilon_{n}^{-1} \zeta\right\rangle
$$

and for each $M, \tau=\tau_{M}$ is the natural map

$$
\tau_{M}: M \otimes_{k\langle\zeta\rangle} k\langle\langle\zeta\rangle\rangle \rightarrow \theta(M)
$$

Let us write $\mathcal{A}=k\langle\zeta\rangle$ and $\mathcal{A}_{j}=k\left\langle\varepsilon_{j}^{-1} \zeta\right\rangle$, and let us consider the $\mathcal{A}$-modules

$$
M^{\prime}=\bigoplus_{j \in \mathbb{N}} \mathcal{A}, \quad M=\bigoplus_{j \in \mathbb{N}} \mathcal{A}_{j}, \quad M^{\prime \prime}=\bigoplus_{j \in \mathbb{N}}\left(\mathcal{A}_{j} / \mathcal{A}\right)
$$

which form a natural short exact sequence of $\mathcal{A}$-modules

$$
0 \rightarrow M^{\prime} \rightarrow M \rightarrow M^{\prime \prime} \rightarrow 0
$$

We denote be $\left(e_{j}\right)_{j \in \mathbb{N}}$ the canonical basis of $M$. For simplicity of notation, we also denote by $\left(e_{j}\right)_{j \in \mathbb{N}}$ the canonical bases of $M^{\prime}$ and $M^{\prime \prime}$. We claim that both the natural morphism $\tau_{M^{\prime \prime}}$ for $M^{\prime \prime}$ and the induced map $\theta(M) \rightarrow \theta\left(M^{\prime \prime}\right)$ are not surjective, contrary to the statements of Satz 2.1 and Korollar 2.2 of [Bosch 1977]. To this end, let us choose, for each $j \in \mathbb{N}$, a function $f_{j} \in \mathcal{A}$ such that $f_{j}$ is invertible in $\mathcal{A}$ and such that for any $m>j, f_{j}$ is not invertible in $\mathcal{A}_{m}$, by picking an element $t \in k$ as well as some positive integers $a, b$ such that

$$
\varepsilon_{j+1} \geq|t|^{a / b}>\varepsilon_{j}
$$

and by setting $f_{j}:=\zeta^{b}-t^{a} \in \mathcal{A}=k\langle\zeta\rangle$. Let us now consider the element $g \in \prod_{n} M_{n}^{\prime \prime}$ which is defined by giving, for each $n$, the element

$$
g_{n}:=\sum_{j=0}^{n-1}\left[f_{j}^{-1} \otimes 1\right] \cdot e_{j}
$$

of the $\mathcal{A}_{n}$-module

$$
M_{n}^{\prime \prime}=\bigoplus_{j \in \mathbb{N}}\left(\mathcal{A}_{j} / \mathcal{A}\right) \otimes_{\mathcal{A}} \mathcal{A}_{n} \cong \bigoplus_{j \in \mathbb{N}}\left(A_{j} \otimes_{\mathcal{A}} \mathcal{A}_{n}\right) / \mathcal{A}_{n}
$$

where [•] denotes the formation of the residue class and where we have used flatness of $\mathcal{A}_{n}$ over $\mathcal{A}$ to establish the above isomorphism. Then

$$
g \in \lim _{n \in \mathbb{N}} M_{n}^{\prime \prime},
$$

because in $M_{n}^{\prime \prime}$, we have that $\left[f_{n}^{-1} \otimes 1\right]=\left[1 \otimes f_{n}^{-1}\right]=0$. Let us now consider the natural map

For each element $h$ in the image of this map, there exists a $j_{0}$ such that for all $j>j_{0}$, the $j$-th component of $h_{n}$ is zero for all $n$. On the other hand, for each $n$, all of the summands $\left[f_{j}^{-1} \otimes 1\right] \cdot e_{j}$ with $j<n$ defining $g_{n}$ are nonzero. Indeed, if there was an element $h \in \mathcal{A}_{n}$ with

$$
f_{j}^{-1} \otimes 1=1 \otimes h \quad \text { in } \mathcal{A}_{j} \otimes_{\mathcal{A}} \mathcal{A}_{n}
$$

then the same equality would hold in the completed tensor product, which is $\mathcal{A}_{n}$, and $f_{j}^{-1}$ would thus extend to $\mathcal{A}_{n}$, which is not the case. We have shown that $g \notin \operatorname{im} \tau_{M^{\prime \prime}}$ and thus established our claim that $\tau_{M^{\prime \prime}}$ is not surjective. The same statement regarding the structure of $g$ shows our second claim, namely that $g$ does not lie in the image of the natural map $\theta(M) \rightarrow \theta\left(M^{\prime \prime}\right)$. Indeed, it suffices to remark that

$$
\begin{aligned}
\theta(M) & =\underset{n}{\lim _{n}}\left(\bigoplus_{j}\left(\mathcal{A}_{j} \otimes_{\mathcal{A}} \mathcal{A}_{n}\right)\right)=\underset{i}{\lim }{\underset{\mathrm{lim}}{n}}^{\lim _{n}}\left(\bigoplus_{j \leq i}\left(\mathcal{A}_{j} \otimes_{\mathcal{A}} \mathcal{A}_{n}\right)\right) \\
& \left.=\bigoplus_{j}\left({\underset{\longleftarrow}{n}}_{\lim }^{\mathcal{A}_{j}} \otimes_{\mathcal{A}} \mathcal{A}_{n}\right)\right),
\end{aligned}
$$

which follows from the fact that the transition maps $\mathcal{A}_{n+1} \rightarrow \mathcal{A}_{n}$ are injective and that the $\mathcal{A}_{j}$ are flat over $\mathcal{A}$.

Proposition A.6. The $\mathcal{A}$-module $\Gamma\left(X, \mathcal{O}_{X}\right)$ is faithfully flat.
Proof. Flatness follows from Lemma A.3. For faithfully flatness, let us consider a maximal ideal $\mathfrak{m}$ of $\mathcal{A}$. By the Nullstellensatz for semiaffinoid $k$-algebras, $\mathfrak{m}$ corresponds to a rigid point $x$ of $X$. Since the $X_{n}$ cover $X$, for $n$ big enough one has $x \in X_{n}$. Hence $\mathfrak{m}^{\prime}:=\left\{f \in \Gamma\left(X, \mathcal{O}_{X}\right) \mid f(x)=0\right\}$ is a maximal ideal of $\Gamma\left(X, \mathcal{O}_{X}\right)$ such that $\mathfrak{m}^{\prime} \cap \mathcal{A}=\mathfrak{m}$.

Lemma A.7. The following are equivalent.
(i) The semiaffinoid $k$-algebra $\mathcal{A}$ is normal.
(ii) The special $R$-algebra $\mathcal{A}^{\circ}$ of power-bounded functions in $\mathcal{A}$ is normal.

Proof. Let us first remark that $\operatorname{Quot}(\mathcal{A})=\operatorname{Quot}\left(\mathcal{A}^{\circ}\right)$. Let us first prove that (i) $\Rightarrow$ (ii). Let $f \in \operatorname{Quot}\left(\mathcal{A}^{\circ}\right)$ be an element which satisfies an equation $f^{n}+\sum_{i=0}^{n-1} a_{i} f^{i}=0$ with $a_{i} \in \mathcal{A}^{\circ}$. Then $f \in \mathcal{A}$ by (i), and since the $a_{i}$ are in $\mathcal{A}^{\circ}$, it follows that $f \in \mathcal{A}^{\circ}$. Let us now prove that (ii) $\Rightarrow$ (i). Let $f \in \operatorname{Quot}(\mathcal{A})$ be an element which satisfies an equation $f^{n}+\sum_{i=0}^{n-1} a_{i} f^{i}=0$ with $a_{i} \in \mathcal{A}$. Then there exists an integer $m$ such that for all $i, \pi^{m} a_{i} \in \mathcal{A}^{\circ}$. Using the same argument as in the proof of Proposition 6.1, it follows that $\pi^{m} f$ satisfies a unitary equation with coefficients in $\mathcal{A}^{\circ}$, hence $\pi^{m} f \in \mathcal{A}^{\circ}$ by (ii), hence $f \in \mathcal{A}$.

Theorem A.8. Let $\mathcal{A}$ be a reduced semiaffinoid $k$-algebra, and $X$ its associated rigid analytic $k$-space. Then $\mathcal{A} \simeq\left\{f \in \Gamma\left(X, \mathcal{O}_{X}\right)\left||f|_{\text {sup }}<\infty\right\}\right.$.

Proof. If $\mathcal{A}$ is normal, then $\mathcal{A}^{\circ}$ is a normal special $R$-algebra by Lemma A.7, and [de Jong 1995, Theorem 7.4.1] shows that $\mathcal{A}^{\circ} \simeq \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right)$. The theorem follows in that case. In general, let $\mathcal{B}$ denote the normalization of $\mathcal{A}$. According to [Valabrega 1975; 1976], $\mathcal{B}$ is a semiaffinoid $k$-algebra. Let $X^{\prime}$ denote the rigid analytic $k$-space associated to $\mathcal{B}$ and $p: X^{\prime} \rightarrow X$ the induced morphism, and let us consider the induced commutative diagram


Let us first observe that

$$
\Gamma\left(X^{\prime}, \mathcal{O}_{X^{\prime}}\right) \simeq \Gamma\left(X, \mathcal{O}_{X}\right) \otimes_{\mathcal{A}} \mathcal{B}
$$

Indeed, since $\mathcal{A} \rightarrow \mathcal{B}$ is finite, for each $n$ the morphism $\mathcal{A}_{n} \rightarrow \mathcal{A}_{n} \otimes_{\mathcal{A}} \mathcal{B}$ is also finite. Since $\mathcal{A}_{n}$ is a $k$-affinoid algebra, it follows that $\mathcal{A}_{n} \otimes_{\mathcal{A}} \mathcal{B}$ is also a $k$-affinoid algebra [Bosch et al. 1984, Proposition 6.1.1.6]. If $X_{n}^{\prime}$ denotes the $k$-affinoid space associated to $\mathcal{A}_{n} \otimes_{\mathcal{A}} \mathcal{B}$, then $X_{n}^{\prime}$ is an affinoid domain of $X^{\prime}$ and the $X_{n}^{\prime}$ cover $X^{\prime}$. It follows that

$$
\Gamma\left(X^{\prime}, \mathcal{O}_{X^{\prime}}\right) \simeq \lim _{n \in \mathbb{N}} \Gamma\left(X_{n}^{\prime}, \mathcal{O}_{X^{\prime}}\right) \simeq \lim _{n \in \mathbb{N}}\left(\mathcal{A}_{n} \otimes_{\mathcal{A}} \mathcal{B}\right) \simeq \Gamma\left(X, \mathcal{O}_{X}\right) \otimes_{\mathcal{A}} \mathcal{B},
$$

where the second equality follows from the fact that $X_{n}^{\prime}$ is a $k$-affinoid space, and the third equality follows from Lemma A.3(ii).

Let now $f \in \Gamma\left(X, \mathcal{O}_{X}\right)$ be a bounded function. Then $p^{*}(f) \in \Gamma\left(X^{\prime}, \mathcal{O}_{X^{\prime}}\right) \simeq$ $\Gamma\left(X, \mathcal{O}_{X}\right) \otimes_{\mathcal{A}} \mathcal{B}$ is also bounded on $X^{\prime}$, and according to what we have shown in the first part of the proof, $p^{*}(f)$ comes from an element $b \in \mathcal{B}$.

Finally, $\mathcal{A} \subset \mathcal{B}$ is a sub- $\mathcal{A}$-module of $\mathcal{B}$ because $\mathcal{A}$ is reduced. Since $\Gamma\left(X, \mathcal{O}_{X}\right)$ is flat over $\mathcal{A}$ (Proposition A.6), it follows that $\Gamma\left(X, \mathcal{O}_{X}\right)$ is a submodule of
$\Gamma\left(X^{\prime}, \mathcal{O}_{X^{\prime}}\right) \simeq \Gamma\left(X, \mathcal{O}_{X}\right) \otimes_{\mathcal{A}} \mathcal{B}$. Since $\Gamma\left(X, \mathcal{O}_{X}\right)$ is even faithfully flat over $\mathcal{A}$, we conclude that

$$
\Gamma\left(X, \mathcal{O}_{X}\right) \cap \mathcal{B}=\mathcal{A}
$$

Indeed, this follows from [Bourbaki 1998, Section I.3.5, Proposition 10(ii)], which asserts that if $C \rightarrow C^{\prime}$ is a faithfully flat ring morphism, if $N$ is a $C$-module and if $N^{\prime} \subset N$ is a sub- $C$-module, then $\left(N^{\prime} \otimes_{C} C^{\prime}\right) \cap N=N^{\prime}$. Since $f \in \Gamma\left(X, \mathcal{O}_{X}\right) \cap \mathcal{B}$, it follows that $f \in \mathcal{A}$.

Example A.9. Theorem A. 8 does not hold if we do not assume the semiaffinoid $k$-algebra $\mathcal{A}$ to be reduced. For instance, as in Example 2.3, let

$$
\mathcal{A}:=R \llbracket T_{1}, T_{2} \rrbracket /\left(T_{2}^{2}\right) \otimes_{R} k,
$$

and let $X$ be the associated rigid $k$-space. Let $f\left(T_{1}\right) \in k \llbracket T_{1} \rrbracket$ be a formal power series which converges on the open unit disc, but such that $f\left(T_{1}\right) \notin R \llbracket T_{1} \rrbracket \otimes_{R} k$. Then $f\left(T_{1}\right) T_{2} \in \Gamma\left(X, \mathcal{O}_{X}^{\circ}\right) \backslash \mathcal{A}$.
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# Automatic sequences and curves over finite fields 

Andrew Bridy


#### Abstract

We prove that if $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket$ is an algebraic power series of degree $d$, height $h$, and genus $g$, then the sequence $\boldsymbol{a}$ is generated by an automaton with at most $q^{h+d+g-1}$ states, up to a vanishingly small error term. This is a significant improvement on previously known bounds. Our approach follows an idea of David Speyer to connect automata theory with algebraic geometry by representing the transitions in an automaton as twisted Cartier operators on the differentials of a curve.


## 1. Introduction

Our starting point is the following well-known theorem of finite automata theory.
Theorem 1.1 [Christol 1979; Christol et al. 1980]. The power series

$$
y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket
$$

is algebraic over $\mathbb{F}_{q}(x)$ if and only if the sequence $\boldsymbol{a}$ is $q$-automatic.
Christol's theorem establishes a dictionary between automatic sequences and number theory in positive characteristic. The purpose of this paper is to investigate how complexity translates across this dictionary. A secondary purpose is to demonstrate an intimate connection between automatic sequences and the algebraic geometry of curves.

We take the complexity of a sequence $\boldsymbol{a}$ to be state complexity. Let $N_{q}(\boldsymbol{a})$ denote the number of states in a minimal $q$-automaton that generates $\boldsymbol{a}$ in the reversereading convention (this will be defined precisely in Section 2). If $y$ is algebraic over $k(x)$, let the degree deg $y$ be the usual field degree $[k(x)[y]: k(x)]$ and the height $h(y)$ be the minimal $x$-degree of a bivariate polynomial $f(x, T) \in k[x, T]$ such that $f(x, y)=0$. The genus of $y$ will be the genus of the normalization of the projective closure of the affine plane curve defined by the minimal polynomial of $y$.

[^4]We bound the complexity of $\boldsymbol{a}$ in terms of the degree, height, and genus of $y$. In Section 2 we review some known lower bounds. Our main result is the following upper bound.

Theorem 1.2. Let $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket$ be algebraic over $\mathbb{F}_{q}(x)$ of degree $d$, height $h$, and genus $g$. Then

$$
N_{q}(\boldsymbol{a}) \leq(1+o(1)) q^{h+d+g-1}
$$

The o(1) term tends to 0 for large values of $q, h, d$, or $g$.
All previous upper bounds are much larger. These are usually stated in terms of the $q$-kernel of $\boldsymbol{a}$, which can be described as the orbit of a certain semigroup acting on the series $y$ and is in bijection with a minimal automaton that outputs $\boldsymbol{a}$ (see Theorem 2.2). The best previous bound is due to Fresnel, Koskas, and de Mathan [2000, Theorem 2.2] who show that

$$
\begin{equation*}
N_{q}(\boldsymbol{a}) \leq q^{q d\left(h\left(2 d^{2}-2 d+1\right)+C\right)}, \tag{1.3}
\end{equation*}
$$

for some $C=C(q)$ that they do not seem to compute exactly. Adamczewski and Bell [2012, p. 383] prove a bound that is roughly $q^{d^{4} h^{2} p^{5 d}}$, where $p=$ char $\mathbb{F}_{q}$. Earlier, Derksen [2007, Proposition 6.5] showed a special case of the bound of Adamczewski and Bell for rational functions. Harase [1988; 1989] proved a larger bound using essentially the same technique. It should be noted that some of these results hold in more generality than the setting of this paper; the techniques of Adamczewski, Bell, and Derksen apply to power series in several variables over infinite ground fields of positive characteristic (with appropriate modifications).

In Proposition 3.14 we show that Theorem 1.2 is qualitatively sharp for the power series expansions of rational functions, in that it is sharp if we replace the $o(1)$ term by 0 . There are some special cases where the bound can be improved. For example, an easy variation of our main argument shows that if $y d x$ is a holomorphic differential on the curve defined by the minimal polynomial of $y$, then $N_{q}(\boldsymbol{a}) \leq q^{d+g-1}$ (see Example 4.3). It is also possible to give a coarser estimate that is independent of $g$, which shows that Theorem 1.2 compares favorably to the work of Fresnel et al., even when the genus is as large as possible:

Corollary 1.4. Under the hypotheses of Theorem $1.2, N_{q}(\boldsymbol{a}) \leq(1+o(1)) q^{h d}$.
Proof. Let $X$ be the curve defined by the minimal polynomial of $y$. Observe that $d$ is the degree of the map $\pi_{x}: X \rightarrow \mathbb{P}^{1}$ that projects on the $x$-coordinate. Likewise, $h$ is the degree of the projection map $\pi_{y}: X \rightarrow \mathbb{P}^{1}$. Therefore $g \leq(d-1)(h-1)$ by Castelnuovo's inequality (actually, a special case originally due to Riemann, see [Stichtenoth 2009, Corollary 3.11.4]).

Though the reverse-reading convention is the natural one to use in the context of algebraic series, our approach also gives an upper bound on the state complexity of forward-reading automata via a dualizing argument. Let $N_{q}^{f}(\boldsymbol{a})$ denote the minimal number of states in a forward-reading automaton that generates the sequence $\boldsymbol{a}$, and let $y$ be as in Theorem 1.2.

## Theorem 1.5.

$$
N_{q}^{f}(\boldsymbol{a}) \leq q^{h+2 d+g-1} .
$$

To our knowledge, there are no previous bounds on forward-reading complexity in this context except for the well-known observation that $N_{q}^{f}(\boldsymbol{a}) \leq q^{N_{q}(\boldsymbol{a})}$ (see Proposition 2.4).

The key idea in our argument is to recast finite automata in the setting of algebraic geometry. If $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n}$ is algebraic, then it lies in the function field of a curve $X$, and a minimal reverse-reading automaton that generates $\boldsymbol{a}$ embeds into the differentials of $X$ in a natural way. This brings to bear the machinery of algebraic curves, and in particular the Riemann-Roch theorem. This idea was introduced by David Speyer [2010] and used to give a new proof of the "algebraic implies automatic" direction of Christol's theorem. Building on Speyer's work, we improve the complexity bound implicit in his proof.

The paper is organized as follows. Section 2 reviews the theory of finite automata and automatic sequences. Section 3 introduces the connection with algebraic geometry, leading to the proof of Theorem 1.2. We also discuss the problem of state complexity growth as the field varies: if $K$ is a number field and $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in$ $K \llbracket x \rrbracket$ is algebraic over $K(x)$, then the state complexity of the reduced sequences $\boldsymbol{a}_{\mathfrak{p}}$ varies with the prime $\mathfrak{p}$ in a way controlled by the algebraic nature of $y$. Section 4 illustrates some detailed examples of our method.

## 2. Automata, sequences, and representations

2A. Finite automata and automatic sequences. A comprehensive introduction to finite automata and automatic sequences can be found in the book of Allouche and Shallit [2003]. We give a brief overview of the theory for the convenience of the reader.

A finite automaton or DFAO (deterministic finite automaton with output) M consists of a finite set $\Sigma$ known as the input alphabet, a finite set $\Delta$ known as the output alphabet, a finite set of states $Q$, a distinguished initial state $q_{0} \in Q$, a transition function $\delta: Q \times \Sigma \rightarrow Q$, and an output function $\tau: Q \rightarrow \Delta$.

Let $\Sigma^{*}$ (the Kleene closure of $\Sigma$ ) be the monoid of all finite-length words over $\Sigma$ under the operation of juxtaposition, including an empty word as the identity element. The function $\delta$ can be prolonged to a function $\delta: Q \times \Sigma^{*} \rightarrow Q$ by inductively defining $\delta\left(q_{i}, w a\right)=\delta\left(\delta\left(q_{i}, w\right), a\right)$ for $w \in \Sigma^{*}$ and $a \in \Sigma$. Therefore a DFAO $M$ induces a map $f_{M}: \Sigma^{*} \rightarrow \Delta$ defined by $f_{M}(w)=\tau\left(\delta\left(q_{0}, w\right)\right)$ under the


Figure 1. Thue-Morse 2-DFAO $T$.
forward-reading convention. If we let $w^{R}$ denote the reverse of the word $w$, then the reverse-reading convention is $f_{M}(w)=\tau\left(\delta\left(q_{0}, w^{R}\right)\right)$. A function $f: \Sigma^{*} \rightarrow \Delta$ is a finite-state function if $f=f_{M}$ for some DFAO $M$. A DFAO is minimal if it has the smallest number of states among automata that induce the same function $f_{M}$.

A helpful way of visualizing a DFAO $M$ is through its transition diagram. This is a directed graph with vertex set $Q$ and directed edges that join $q$ to $\delta(q, a)$ for each $q \in Q$ and $a \in \Sigma$. The initial state is marked by an incoming arrow with no source. The states are labeled by their output $\tau(q)$. Figure 1 shows the transition diagram of the Thue-Morse DFAO $T$ with $\Sigma=\Delta=\{0,1\}$, where $f_{T}(w)=1$ if and only if $w \in\{0,1\}^{*}$ contains an odd number of 1 s .

Let $p \geq 2$ be an integer (not necessarily prime) and let ( $n)_{p}$ denote the base- $p$ expansion of the integer $n \geq 0$. A sequence $\boldsymbol{a}$ is $p$-automatic if there exists a DFAO $M$ with input alphabet $\Sigma_{p}=\{0,1, \ldots, p-1\}$ such that $\boldsymbol{a}(n)=f_{M}\left((n)_{p}\right)$; we say that $M$ generates $\boldsymbol{a}$. It is known that a sequence is $p$-automatic with respect to the forward-reading convention if and only if it is $p$-automatic with respect to the reverse-reading convention [Allouche and Shallit 2003, Theorem 5.2.3]. (We prove a quantitative version of this fact in Proposition 2.4.) A DFAO with input alphabet $\Sigma_{p}$ is called a $p$-DFAO.

Let $\boldsymbol{a}$ be a $p$-automatic sequence. As in the introduction, the forward-reading complexity $N_{p}^{f}(\boldsymbol{a})$ is the number of states in a minimal forward-reading $p$-DFAO that generates $\boldsymbol{a}$, and the reverse-reading complexity $N_{p}(\boldsymbol{a})$ is the number of states in a minimal reverse-reading $p$-DFAO that generates $\boldsymbol{a}$.

Remark 2.1. Base- $p$ expansions are only unique if we disallow leading zeros for example, the binary strings 11 and 011 both represent the integer 3. This creates a minor ambiguity in the minimality of a generating DFAO for a sequence, as it may be the case that a larger DFAO is needed if we require that the same output is produced for every possible base- $p$ expansion of an integer (it is not even a priori clear that both definitions of " $p$-automatic" are equivalent; see [Allouche and Shallit 2003, Theorem 5.2.1]). Throughout this paper we enforce the stricter requirement that the generating DFAO gives the same output regardless of leading zeros. (This is necessary for minimality to translate correctly from automata to curves.)

The canonical example of an automatic sequence is the 2-automatic Thue-Morse sequence

$$
\boldsymbol{a}=01101001 \ldots,
$$

where $\boldsymbol{a}(n)=f_{T}\left((n)_{2}\right)$ for the Thue-Morse automaton $T$. The term $\boldsymbol{a}(n)$ is the parity of the sum of the bits in the binary expansion of $n$. Note that $T$ generates $\boldsymbol{a}$ under both the forward-reading and reverse-reading conventions, and $T$ is obviously minimal, so $N_{2}(\boldsymbol{a})=N_{2}^{f}(\boldsymbol{a})=2$.

There are many characterizations of a sequence that are equivalent to being $p$-automatic. We mention two, which are relevant to computing state complexity. The first is due to Eilenberg and relies on the notion of the $p$-kernel of $\boldsymbol{a}$, which is defined to be the set of sequences $n \mapsto \boldsymbol{a}\left(p^{i} n+j\right)$ for all $i \geq 0$ and $0 \leq j \leq p^{i}-1$. The second actually holds in more generality than automatic sequences: it is an easy adaptation of the Myhill-Nerode theorem to the DFAO model.

Theorem 2.2 (Eilenberg). For $p \geq 2$, the $p$-kernel of $\boldsymbol{a}$ is finite if and only if $\boldsymbol{a}$ is p-automatic. Moreover, $N_{p}(\boldsymbol{a})$ is precisely the size of the p-kernel of $\boldsymbol{a}$.
Proof. See [Eilenberg 1974, Proposition V.3.3] or [Allouche and Shallit 2003, Proposition 6.6.2]. See [Derksen 2007, Proposition 4.9] for the claim of minimality (this minimality is in the strict sense of Remark 2.1, as a smaller DFAO may exist otherwise).

Let $f: \Sigma^{*} \rightarrow \Delta$ be any function. For $x, y \in \Sigma^{*}$, define $x \sim y$ to mean $f(x z)=$ $f(y z)$ for all $z \in \Sigma^{*}$. Then $\sim$ is an equivalence relation on $\Sigma^{*}$, called the MyhillNerode equivalence relation.
Theorem 2.3 (Myhill-Nerode). The equivalence relation ~ has finitely many equivalence classes if and only if $f$ is a finite-state function. The number of equivalence classes of $\sim$ is the minimal number of states in a forward-reading DFAO $M$ such that $f=f_{M}$.
Proof. See [Allouche and Shallit 2003, Theorem 4.1.8 and p. 149].
2B. Automata from p-representations. Another way of characterizing $p$-automatic sequences is by $p$-representations. Let $\boldsymbol{a}$ be a sequence taking values in a field $k$. A $p$-representation of $\boldsymbol{a}$ consists of a finite-dimensional vector space $V$ over $k$, a vector $v \in V$, a morphism of monoids $\phi: \Sigma_{p}^{*} \rightarrow \operatorname{End}(V)$, and a linear functional $\lambda \in V^{*}=\operatorname{Hom}(V, k)$, such that for any positive integer $n$,

$$
\boldsymbol{a}(n)=\lambda \phi\left((n)_{p}\right) v .
$$

A sequence that admits a $p$-representation is known as $p$-regular [Allouche and Shallit 2003, Chapter 16]. Equivalently, its associated power series is recognizable in the language of [Berstel and Reutenauer 1988] (see also [Salomaa and Soittola 1978]).

We also make the nonstandard but natural definition of a p-antirepresentation of $\boldsymbol{a}$, which consists of the data of a representation except that $\phi: \Sigma_{p}^{*} \rightarrow \operatorname{End}(V)$ is an antimorphism of monoids, that is, $\phi(w v)=\phi(v) \phi(w)$. Antirepresentations on $V$ correspond to representations on the dual space $V^{*}$. In Proposition 2.4 we show that
when $k$ is finite of characteristic $p$, $p$-representations give rise to reverse-reading automata and $p$-antirepresentations give rise to forward-reading automata.

An obvious necessary condition for a sequence to be automatic is that it assumes finitely many values. It is not hard to show that a sequence over a field is $p$ automatic if and only if it is both p-regular and assumes finitely many values (see [Allouche and Shallit 2003, Theorem 16.1.5] or [Berstel and Reutenauer 1988, Theorem V.2.2]). We give a quantitative proof of this fact when $k$ is a finite field, in which case the "finitely many values" hypothesis holds trivially. Our argument will allow us to deduce a bound on state complexity.

Proposition 2.4. Let $p$ be a prime or prime power and let $k=\mathbb{F}_{p}$. The sequence $\boldsymbol{a}$ over $k$ is p-regular if and only if it is p-automatic. Furthermore, if a has a prepresentation on a vector space $V$ of dimension $m$, then $N_{p}^{f}(\boldsymbol{a})$ and $N_{p}(\boldsymbol{a})$ are both at most $p^{m}$.
Proof. First assume that $\boldsymbol{a}$ is $p$-automatic. There exists a reverse-reading $p$-DFAO $M$ such that $f_{M}\left((n)_{p}^{R}\right)=\boldsymbol{a}(n)$. We construct a representation for $\boldsymbol{a}$ analogous to the regular representation in group theory. Let $q_{1}, \ldots, q_{m}$ be the states of $M$ and let $V=k^{m}$. Let $v=e_{1}$, the first standard basis vector of $V$. For $i \in \Sigma_{p}$, define the $\operatorname{matrix} \phi(i) \in k^{m \times m} \simeq \operatorname{End}(V)$ by

$$
\phi(i)_{a, b}= \begin{cases}1 & \text { if } \delta_{i}\left(q_{b}\right)=q_{a} \\ 0 & \text { otherwise }\end{cases}
$$

and extend $\phi$ to a morphism from $\Sigma_{p}^{*}$ to $k^{m \times m}$. Let $\lambda$ be defined by $\lambda\left(e_{j}\right)=\tau\left(q_{j}\right)$ for each $j$ and extended linearly to a functional $\lambda: V \rightarrow k$. This defines a $p$ representation of $\boldsymbol{a}$, which can be pictured as embedding the states of $M$ into $V$ and realizing the transition function as a set of $p$ linear transformations.

Now assume instead that $\boldsymbol{a}$ is $p$-regular. Let $(V, v, \phi, \lambda)$ be a $p$-representation of $\boldsymbol{a}$ with $\operatorname{dim} V=m$. We construct a reverse-reading DFAO $M$ as follows. The initial state $q_{0}$ is $v$, the set of states is $Q=\left\{\phi(w) v: w \in \Sigma_{p}^{*}\right\}$, the transition function is given by $\delta(w, i)=\phi(i)(w)$, and the output function is $\tau(w)=\lambda(w)$. It is a matter of unraveling notation to see that $M$ outputs the sequence $\boldsymbol{a}$, and $M$ has at most $|V|=p^{m}$ states.

We now construct a $p$-antirepresentation for the sequence $\boldsymbol{a}$. Let $\phi^{T}: \Sigma_{p}^{*} \rightarrow$ $\operatorname{End}\left(V^{*}\right)$ be the antimorphism defined by $\phi^{T}(w)=\phi(w)^{T}$, where $T$ denotes transpose. Now $\left(V^{*}, \lambda, \phi^{T}, v\right)$ is a $p$-antirepresentation of $\boldsymbol{a}$, where we identify $V$ with $\left(V^{*}\right)^{*}$ in the natural way. If $(n)_{p}=c_{u} \cdots c_{1} c_{0}$, then

$$
\boldsymbol{a}(n)=\lambda \phi\left((n)_{p}\right) v=\lambda \phi\left(c_{u}\right) \cdots \phi\left(c_{0}\right) v
$$

so thinking of $v$ as an element of $\left(V^{*}\right)^{*}$, we have
$\boldsymbol{a}(n)=v\left(\lambda \phi\left(c_{u}\right) \cdots \phi\left(c_{0}\right)\right)=v \phi^{T}\left(c_{0}\right) \cdots \phi^{T}\left(c_{u}\right) \lambda=v \phi^{T}\left(c_{u} \cdots c_{0}\right) \lambda=v \phi^{T}\left((n)_{p}\right) \lambda$.

This corresponds to a forward-reading DFAO $M$ in the following way: let the initial state $q_{0}$ of $M$ be $\lambda$, the set of states be $Q=\left\{\phi^{T}(w) \lambda: w \in \Sigma_{p}^{*}\right\}$, the transition function be $\delta(\mu, i)=\phi^{T}(i)(\mu)$, and the output function be $\tau(\mu)=v^{T}(\mu)=\mu(v)$. Taking transposes has the effect of reversing input words, so this gives a forward-reading DFAO that outputs the sequence $\boldsymbol{a}$, and it has at most $p^{m}$ states, as $\operatorname{dim} V=\operatorname{dim} V^{*}$.

Remark 2.5. A special case of the antirepresentation constructed in Proposition 2.4 gives a standard result of automata theory; if $\Delta=\{0,1\}$, so that $M$ either accepts or rejects each input string, and $M$ has $n$ states, then a minimal reversed automaton for $M$ has at most $2^{n}$ states. We can identify $\Delta$ with $\mathbb{F}_{2}$, and the regular representation is on the vector space $\mathbb{F}_{2}^{n}$.

The representation constructed in Proposition 2.4 produces a $p$-DFAO where the states are identified with a subset of $V$ and the transitions are realized as linear transformations. In general, this is not a minimal DFAO. Much of our work in the rest of the paper will be describing canonical representations that produce minimal DFAO.

Somewhat surprisingly, for any $p$-representation of $\boldsymbol{a}$, the forward-reading $p$ DFAO antirepresentation in Proposition 2.4 is minimal as long as $V$ equals the linear span of $\left\{\phi(w) v: w \in \Sigma_{p}^{*}\right\}$. This assumption on $V$ loses no generality, because we can always replace $V$ with this subspace (in particular, satisfying this assumption does not mean the corresponding reverse-reading automaton is minimal). This observation is to our knowledge new, and we prove it in Proposition 2.6. In a sense, this is an analogue via representations of the minimization algorithm of Brzozowski [Brzozowski 1963; Shallit 2009].

Proposition 2.6. Let a be a sequence taking values in a finite field $k$, and let $(V, v, \phi, \lambda)$ be a p-representation of $\boldsymbol{a}$. Assume without loss of generality that $V$ is the $k$-linear span of $\left\{\phi(w) v: w \in \Sigma_{p}^{*}\right\}$. The DFAO $M$ corresponding to the antirepresentation in Proposition 2.4 is a minimal forward-reading p-DFAO that generates a.

Proof. The state set of $M$ is $Q=\left\{\phi^{T}(w) \lambda: w \in \Sigma_{p}^{*}\right\}$ with initial state $\lambda$, the transition function is $\delta(\mu, i)=\phi(i)^{T}(\mu)$, and the output function is $\tau(\mu)=\mu(v)$ for some fixed $v \in V$. We show that the states of $Q$ are in one-to-one correspondence with the Myhill-Nerode equivalence classes of the finite-state function $f_{M}$ as in Theorem 2.3.

Let $[x]$ be the equivalence class of $x \in \Sigma_{p}^{*}$. We need to show that $[x]=[y]$ if and only if $\phi^{T}(x)(\lambda)=\phi^{T}(y)(\lambda)$. We have

$$
[x]=\left\{y \in \Sigma_{p}^{*}: \tau\left(\phi^{T}(x z) \lambda\right)=\tau\left(\phi^{T}(y z) \lambda\right) \text { for all } z \in \Sigma_{p}^{*}\right\},
$$

and the computation $\tau\left(\phi^{T}(x z) \lambda\right)=\tau(\lambda \phi(x z))=\lambda \phi(x) \phi(z) v$ shows that

$$
\begin{aligned}
{[x] } & =\left\{y \in \Sigma_{p}^{*}: \lambda \phi(x) \phi(z) v=\lambda \phi(y) \phi(z) v \text { for all } z \in \Sigma_{p}^{*}\right\} \\
& =\left\{y \in \Sigma_{p}^{*}: \lambda \phi(x)=\lambda \phi(y) \text { in } V^{*}\right\}
\end{aligned}
$$

because $V$ is the span of the set $\left\{\phi(z) v: z \in \Sigma_{p}^{*}\right\}$. So $[x]$ is the precisely the set of all $y$ such that $\phi^{T}(x) \lambda=\phi^{T}(y) \lambda$. By the Myhill-Nerode theorem, $M$ is a minimal forward-reading DFAO that generates $\boldsymbol{a}$.

2C. Power series and bounds on degree and height. We develop some standard machinery that is used in the proof of Christol's theorem. Let $k$ be a perfect field of characteristic $p$, for example, a finite field $\mathbb{F}_{p^{r}}$. Let

$$
y=\sum_{n=-\infty}^{\infty} \boldsymbol{a}(n) x^{n} \in k((x))
$$

where $\boldsymbol{a}(n)=0$ for all sufficiently large negative $n$. Define

$$
\begin{equation*}
\Lambda_{i}(y)=\sum_{n=-\infty}^{\infty} \boldsymbol{a}(p n+i)^{1 / p} x^{n} \tag{2.7}
\end{equation*}
$$

The operators $\Lambda_{i}$ are $\mathbb{F}_{p}$-linear (not necessarily $k$-linear) endomorphisms of the field $k((x))$. They are known in this context as Cartier operators. Observe that

$$
\begin{align*}
y & =\sum_{i=0}^{p-1} \sum_{n=-\infty}^{\infty} \boldsymbol{a}(p n+i) x^{p n+i} \\
& =\sum_{i=0}^{p-1} x^{i} \sum_{n=-\infty}^{\infty} \boldsymbol{a}(p n+i) x^{p n} \\
& =\sum_{i=0}^{p-1} x^{i}\left(\sum_{n=-\infty}^{\infty} \boldsymbol{a}(p n+i)^{1 / p} x^{n}\right)^{p} \tag{2.8}
\end{align*}
$$

and therefore

$$
\begin{equation*}
y=\sum_{i=0}^{p-1} x^{i}\left(\Lambda_{i}(y)\right)^{p} \tag{2.9}
\end{equation*}
$$

If $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{p} \llbracket x \rrbracket$, it is easy to see that the $p$-kernel of $\boldsymbol{a}$ is in bijection with the orbit of $y$ under the monoid generated by the $\Lambda_{i}$ operators, as taking $p$-th roots fixes each element of $\mathbb{F}_{p}$. If $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket$ for $q=p^{r}$, then applying $r$-fold compositions of the $\Lambda_{i}$ operators gives $q$-ary decimations of the sequence $\boldsymbol{a}$. That is, if

$$
c=i_{r} p^{r-1}+i_{r-1} p^{r-2}+\cdots+i_{2} p+i_{1}
$$

where each $i_{j} \in\{0, \cdots, p-1\}$, then

$$
\begin{align*}
\Lambda_{i_{1}} \Lambda_{i_{2}} \cdots \Lambda_{i_{r}}(y) & =\sum_{n=0}^{\infty} \boldsymbol{a}\left(p^{r} n+i_{r} p^{r-1}+\cdots+i_{2} p+i_{1}\right)^{1 / p^{r}} x^{n} \\
& =\sum_{n=0}^{\infty} \boldsymbol{a}(q n+c) x^{n} \tag{2.10}
\end{align*}
$$

because $\mathbb{F}_{q}$ is fixed under taking $q$-th roots. It follows that

$$
\begin{equation*}
y=\sum_{0 \leq i_{1}, \ldots, i_{r} \leq p-1} x^{i_{r} p^{r-1}+\cdots+i_{2} p+i_{1}}\left(\Lambda_{i_{1}} \Lambda_{i_{2}} \cdots \Lambda_{i_{r}}(y)\right)^{q} . \tag{2.11}
\end{equation*}
$$

Remark 2.12. The operators $\Lambda_{i}$ are usually defined by $\Lambda_{i}(y)=\sum_{n=-\infty}^{\infty} \boldsymbol{a}(q n+i) x^{n}$ when $k=\mathbb{F}_{q}$; see for example [Adamczewski and Bell 2012; 2013; Allouche and Shallit 2003]. With this definition, (2.11) takes on the much simpler form

$$
y=\sum_{i=0}^{q-1} x^{i}\left(\Lambda_{i}(y)\right)^{q} .
$$

However, our definition fits more naturally into the geometric setting of Section 3 because it is invariant under base extension, whereas the usual definition depends on a choice of $\mathbb{F}_{q}$ fixed in advance.

Continue to assume that $y \in \mathbb{F}_{q} \llbracket x \rrbracket$, where $p$ is prime and $q=p^{r}$. Define $S_{q}$ to be the monoid generated by all $r$-fold compositions of the $\Lambda_{i}$ operators. The $q$-kernel of $\boldsymbol{a}$ is in bijection with the orbit of $y$ under $S_{q}$, which we denote $S_{q}(y)$. If $\boldsymbol{a}$ is a $q$-automatic sequence, then by Eilenberg's Theorem $S_{q}(y)$ is finite and $\left|S_{q}(y)\right|=N_{q}(\boldsymbol{a})$. Moreover, we have a $q$-representation for $\boldsymbol{a}: V$ is the finitedimensional $\mathbb{F}_{q}$-subspace of $\mathbb{F}_{q} \llbracket x \rrbracket$ spanned by the power series whose coefficient sequences are in the $q$-kernel of $\boldsymbol{a}, \phi$ is defined so that, for $i \in \Sigma_{q}, \phi(i)$ maps $\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n}$ to $\sum_{n=0}^{\infty} \boldsymbol{a}(q n+i) x^{n}$ by the $r$-fold composition of the $\Lambda_{i}$ operators given in (2.11), and the linear functional $\lambda$ maps a power series to its constant term.

The standard proof of the "algebraic implies automatic" half of Christol's theorem [Christol et al. 1980; Christol 1979; Allouche and Shallit 2003, Theorem 12.2.5] follows from the observation that $y$ is algebraic if and only if it lies in a finitedimensional $\mathbb{F}_{q}$-subspace of $\mathbb{F}_{q}((x))$ invariant under $S_{q}$. Given an algebraic power series $y$, it is easy to construct an invariant space using Ore's lemma [Allouche and Shallit 2003, pp. 355-356], which leads to the prior bounds on state complexity mentioned in the introduction, but the dimension of the space constructed is often far larger than the dimension of the linear span of $S_{q}(y)$. We achieve a sharper bound on the dimension by introducing some relevant machinery from algebraic geometry in the next section. First we demonstrate some easy upper bounds on
height and degree in terms of reverse-reading state complexity that can be extracted from the usual proof of Christol's theorem.
Proposition 2.13. Let $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket$. Assume $\boldsymbol{a}$ is $q$-automatic and $N_{q}(\boldsymbol{a})=m$. Then $y$ is algebraic, $\operatorname{deg} y \leq q^{m}-1$, and $h(y) \leq m q^{m+1}$.
Proof. Let $S_{q}(y)=\left\{y_{1}, \ldots, y_{m}\right\}$. From (2.11), for each $i \in\{1, \ldots, m\}$ we have

$$
y_{i} \in\left\langle y_{1}^{q}, \ldots, y_{m}^{q}\right\rangle
$$

where the angle brackets $\langle\cdots\rangle$ indicate $\mathbb{F}_{q}(x)$-linear span. So

$$
y_{i}^{q} \in\left\langle y_{1}^{q^{2}}, \ldots, y_{m}^{q^{2}}\right\rangle
$$

and eventually

$$
y_{i}^{q^{m}} \in\left\langle y_{1}^{q^{m+1}}, \ldots, y_{m}^{q^{m+1}}\right\rangle
$$

Therefore

$$
\left\{y_{i}, y_{i}^{q}, y_{i}^{q^{2}}, \ldots, y_{i}^{q^{m}}\right\} \subseteq\left\langle y_{1}^{q^{m+1}}, \ldots, y_{m}^{q^{m+1}}\right\rangle
$$

which forces an $\mathbb{F}_{q}(x)$-linear relation among $y_{i}, y_{i}^{q}, y_{i}^{q^{2}}, \ldots, y_{i}^{q^{m}}$, that is, an algebraic equation satisfied by $y_{i}$. In particular, $y$ is algebraic, which proves the "automatic implies algebraic" direction of Christol's theorem. If $y \neq 0$ we can cancel $y$ to deduce $\operatorname{deg} y \leq q^{m}-1$ (if $y=0$ this is trivially true).

Working through the chain of linear dependences shows that each $y_{i}^{q^{k}}$ can be written as a linear combination of $\left\{y_{1}^{q^{m+1}}, \ldots, y_{m}^{q^{m+1}}\right\}$ with polynomial coefficients of degree at most $q^{m+1}$. A standard argument in linear algebra shows that there is a vanishing linear combination of $\left\{y_{i}, y_{i}^{q}, \ldots, y_{i}^{q^{m}}\right\}$ with polynomial coefficients of degree at most $m q^{m+1}$.

It is easy to construct infinite families of power series for which degree and height grow exponentially in $N_{q}(\boldsymbol{a})$, which we do in Examples 2.14 and 2.15. It is not clear whether the bounds of Proposition 2.13 are sharper than these families indicate.

Example 2.14. Let $y=x^{n}$ and let $\boldsymbol{a}$ be the sequence with a 1 in the $n$-th position and 0 in every other position. We have $N_{q}(\boldsymbol{a})=\left\lceil\log _{q}(n)\right\rceil+1$, because a $q$-DFAO generating $a$ needs $\left\lceil\log _{q}(n)\right\rceil$ states to recognize the base- $q$ expansion of $n$ and one additional "trap state" that outputs zero on any input that deviates from this expansion. So $h(y)$ grows exponentially in the number of states required. For example, Figure 2 gives a 3-DFAO that outputs 1 on the word 201 and 0 otherwise.

Example 2.15. The degree bound of Proposition 2.13 is nearly sharp for those degrees that are powers of $q$. We argue that the unique solution in $\mathbb{F}_{q} \llbracket x \rrbracket$ to the Artin-Schreier equation

$$
y^{q^{m}}-y=x
$$



Figure 2. Minimal 3-DFAO that outputs 1 on 201 and 0 otherwise.
which is

$$
y=x+x^{q^{m}}+x^{q^{2 m}}+x^{q^{3 m}}+\cdots,
$$

satisfies $N_{q}(\boldsymbol{a})=m+2$, so $\operatorname{deg} y=q^{N_{q}(\boldsymbol{a})-2}$. As usual, we identify the states of a reverse-reading $q$-automaton that outputs $\boldsymbol{a}$ with the orbit of $y$ under $S_{q}$. We compute

$$
\begin{aligned}
& \phi(0)(y)=\sum_{n=0}^{\infty} \boldsymbol{a}(q n) x^{n}=x^{q^{m-1}}+x^{q^{2 m-1}}+x^{q^{3 m-1}}+\cdots, \\
& \phi(1)(y)=\sum_{n=0}^{\infty} \boldsymbol{a}(q n+1) x^{n}=1, \\
& \phi(c)(y)=\sum_{n=0}^{\infty} \boldsymbol{a}(q n+c) x^{n}=0,
\end{aligned}
$$

for $2 \leq c \leq q-1$. It is clear that $S_{q}(1)=\{0,1\}$, and

$$
\begin{aligned}
\phi(0)^{2}(y) & =x^{q^{m-2}}+x^{q^{2 m-2}}+x^{q^{3 m-2}}+\cdots, \\
\phi(0)^{3}(y) & =x^{q^{m-3}}+x^{q^{2 m-3}}+x^{q^{3 m-3}}+\cdots, \\
& \vdots \\
\phi(0)^{m-1}(y) & =x^{q}+x^{q^{m+1}}+x^{q^{2 m+1}}+\cdots, \\
\phi(0)^{m}(y) & =x+x^{q^{m}}+x^{q^{2 m}}+\cdots=y .
\end{aligned}
$$

Except for $y$, the power series in this list are all $q$-th powers, so any element of $S_{q}$ that includes a $\Lambda_{i}$ operator other than $\Lambda_{0}$ sends each one to zero. By Eilenberg's theorem, a minimal reverse-reading automaton that outputs $\boldsymbol{a}$ has $m+2$ states. Figure 3 depicts such an automaton for $m=4$. Any undrawn transition arrow leads to a trap state $q_{T}$ (not pictured) where $\delta\left(q_{T}, i\right)=q_{T}$ for every $i \in \Sigma_{q}$ and $\tau\left(q_{T}\right)=0$.

A sequence is $p$-automatic if and only if it is $p^{r}$-automatic for any $r \geq 1$ [Allouche and Shallit 2003, Theorem 6.6.4], so it makes sense to discuss the base- $p$ state complexity of $\boldsymbol{a}$, as well as the base- $q$ state complexity. In fact, Christol's theorem is usually stated in the equivalent form that for any $r \geq 1$, a power series over $\mathbb{F}_{p^{r}}$ is


Figure 3. Minimal $q$-DFAO generating the coefficients of $y$, where $y^{q^{4}}-y=x$.
algebraic if and only if its coefficient sequence is $p$-automatic. The next proposition shows that, for a given $q$ and $p$, there is no qualitative difference between base- $p$ and base- $q$ complexity, in the sense they are at most a multiplicative constant apart.

Proposition 2.16. Let a be p-automatic and $q=p^{r}$. Then

$$
N_{q}(\boldsymbol{a}) \leq N_{p}(\boldsymbol{a}) \leq \frac{q-1}{p-1} N_{q}(\boldsymbol{a}) \quad \text { and } \quad N_{q}^{f}(\boldsymbol{a}) \leq N_{p}^{f}(\boldsymbol{a}) \leq \frac{q-1}{p-1} N_{q}^{f}(\boldsymbol{a}) .
$$

Proof. First we handle reverse-reading complexity. Without loss of generality, assume that the output alphabet $\Delta$ of the DFAO that produces $\boldsymbol{a}$ is a subset of $\mathbb{F}_{p^{N}}$ for some $N$ with $\mathbb{F}_{q} \subseteq \mathbb{F}_{p^{N}}$. The lower bound on $N_{p}(\boldsymbol{a})$ is clear from the fact that $S_{q}(y) \subseteq S_{p}(y)$ for $y=\sum \boldsymbol{a}(n) x^{n}$.

For the upper bound, let $M_{p}$ be a minimal reverse-reading $p$-DFAO that outputs $\boldsymbol{a}$. Observe that $M_{p}$ contains the $q$-DFAO $M_{q}$ (which also outputs $\boldsymbol{a}$ ) as a "subDFAO", where the transitions in $M_{q}$ are achieved by following $r$-fold transitions inside $M_{p}$. So the states of $M_{p}$ that are not in $M_{q}$ comprise at most one $p$-ary tree of height $r$ rooted at each state of $M_{q}$. So

$$
N_{p}(\boldsymbol{a}) \leq\left(1+p+p^{2}+\cdots+p^{r-1}\right)\left|M_{q}\right|=\frac{p^{r}-1}{p-1} N_{q}(\boldsymbol{a}),
$$

which yields the claimed inequality.
To pass to forward-reading state complexity, follow the dualizing construction of Proposition 2.4 to embed the states of a forward-reading $p$-DFAO in some vector space over $\mathbb{F}_{p^{N}}$. Then let $S_{p}^{T}$ and $S_{q}^{T}$ be monoids consisting of the transposes of the operators in $S_{p}$ and $S_{q}$. The same arguments as above now apply.

## 3. Curves, the Cartier operator, and Christol's theorem

3A. Curves and the Cartier operator. At this point we recall some standard definitions and terminology from the algebraic geometry of curves. For an introduction to the subject, see [Hartshorne 1977, Chapter IV; Silverman 2009, Chapter II; Stichtenoth 2009].

Let $k$ be a perfect field of characteristic $p$ and let $X / k$ be a smooth projective algebraic curve. Denote the function field $k(X)$ by $K$. Let $\Omega=\Omega_{K / k}$ be the $K$-vector space of (Kähler) differentials of $K / k$, which is one-dimensional.

Let $P$ be a (closed) point of $X$, or equivalently a place of $K$. (Whenever we refer to points of $X$, we will always mean closed points.) Write $v_{P}(f)$ or $v_{P}(\omega)$ for the valuation given by the order of vanishing of $f \in K^{\times}$or $\omega \in \Omega \backslash\{0\}$ at $P$. The valuation ring $\mathcal{O}_{P}$ is defined to be

$$
\mathcal{O}_{P}=\left\{f \in K^{\times}: v_{P}(f) \geq 0\right\} \cup\{0\}
$$

with maximal ideal

$$
\mathfrak{m}_{P}=\left\{f \in K^{\times}: v_{P}(f) \geq 1\right\} \cup\{0\} .
$$

The degree $\operatorname{deg} P$ is $\operatorname{dim}_{k} \mathcal{O}_{P} / \mathfrak{m}_{P}$. Write $\operatorname{res}_{P}(\omega)$ for the residue of $\omega$ at $P$.
Let $\operatorname{Div}_{k}(X)$ denote the group of $k$-rational divisors of $X$. If $f \in K^{\times}$, define

$$
\begin{aligned}
(f)_{0} & =\sum_{v_{P}(f)>0} v_{P}(f) P, \\
(f)_{\infty} & =\sum_{v_{P}(f)<0}-v_{P}(f) P \\
(f) & =(f)_{0}-(f)_{\infty}
\end{aligned}
$$

For $D=\sum_{P} n_{P} P \in \operatorname{Div}_{k}(X)$, write $D \geq 0$ if $D$ is effective, that is, if $n_{P} \geq 0$ for all $P$. Define
$\mathcal{L}(D)=\left\{f \in K^{\times}:(f)+D \geq 0\right\} \cup\{0\} \quad$ and $\quad \Omega(D)=\{\omega \in \Omega \backslash\{0\}:(\omega)+D \geq 0\} \cup\{0\}$.
By the Riemann-Roch theorem,

$$
\operatorname{dim}_{k} \Omega(D)=\operatorname{dim}_{k} \mathcal{L}(-D)+\operatorname{deg} D+g-1
$$

If $D$ is effective, then $\mathcal{L}(-D)=\{0\}$ and

$$
\operatorname{dim}_{k} \Omega(D)=\operatorname{deg} D+g-1 .
$$

For an effective divisor $D$, it will be convenient to introduce the nonstandard notation $\sqrt{D}$ for the "radical" of $D$, that is,

$$
\sqrt{D}=\sum_{v_{P}(D)>0} P
$$

Let $x \in K$ be a separating variable ( $x \notin K^{p}$, equivalently $d x \neq 0$ ). For such an $x$, there is some point $P$ of $X$ such that $v_{P}(x)$ is not divisible by $p$. By an easy argument using valuations at $P$, the powers $1, x, x^{2}, \ldots, x^{p-1}$ are linearly independent over $K^{p}$. As $\left[K: K^{p}\right]=p$ by standard facts about purely inseparable
extensions [Stichtenoth 2009, Proposition 3.10.2], the set $\left\{1, x, \ldots, x^{p-1}\right\}$ forms a basis of $K$ over $K^{p}$. Thus, any $\omega \in \Omega$ can be written as

$$
\begin{equation*}
\omega=\left(u_{0}^{p}+u_{1}^{p} x+\cdots+u_{p-1}^{p} x^{p-1}\right) d x, \tag{3.1}
\end{equation*}
$$

for unique $u_{0}, \ldots, u_{p-1} \in K$. Define a map $\mathcal{C}: \Omega \rightarrow \Omega$ by

$$
\begin{equation*}
\mathcal{C}(\omega)=u_{p-1} d x \tag{3.2}
\end{equation*}
$$

It is true, but far from obvious, that $\mathcal{C}$ does not depend on the choice of $x$ [Stichtenoth 2009, p. 183]. The operator $\mathcal{C}$ is an $\mathbb{F}_{p}$-linear endomorphism of $\Omega$ known as the Cartier operator. This operator is of great importance in characteristic- $p$ algebraic geometry. It can be extended in a natural way to $r$-forms of higher-dimensional varieties for any $r$, though we do not need this for our purposes (see for example [Cartier 1957; Serre 1958]).

It follows from the definition of $\mathcal{C}$ that for any $\omega \in \Omega$,

$$
\begin{equation*}
\omega=\sum_{i=0}^{p-1} x^{i}\left(\frac{\mathcal{C}\left(x^{p-1-i} \omega\right)}{d x}\right)^{p} d x . \tag{3.3}
\end{equation*}
$$

Comparing equations (2.9) and (3.3) motivates the following definition. For $i \in$ $\{0,1, \ldots, p-1\}$, define the twisted Cartier operator $\sigma_{i}: \Omega \rightarrow \Omega$ by

$$
\begin{equation*}
\sigma_{i}(\omega)=\mathcal{C}\left(x^{p-1-i} \omega\right) \tag{3.4}
\end{equation*}
$$

For this to make sense in an arbitrary function field $K$, we need to fix a distinguished separating $x \in K$ in advance (equivalently, a distinguished separable cover $X \rightarrow \mathbb{P}^{1}$ ). Having done so, if $y \in k((x)) \cap K$, it is clear that

$$
\begin{equation*}
\sigma_{i}(y d x)=\Lambda_{i}(y) d x \tag{3.5}
\end{equation*}
$$

so the $\sigma_{i}$ act on differentials just as the $\Lambda_{i}$ act on series.
Remark 3.6. Equation (3.5) is true in the differential module of any function field $K$ that contains the Laurent series $y$, as long as $x \in K$ is separating. In particular, we can take $K=k(x)[y]$, as the Laurent series field $k((x))$ is a separable extension of $k(x)$. This proves that if $y$ is algebraic, then the operators $\Lambda_{i}$ map $k(x)[y]$ into itself. This is not at all obvious from the definition of $\Lambda_{i}$ as an operator on formal Laurent series.

We summarize some important properties of $\mathcal{C}$ in the next proposition. These are standard (see e.g., [Stichtenoth 2009, p. 182]), but we sketch proofs for the convenience of the reader.

Proposition 3.7. For any $\omega, \omega^{\prime} \in \Omega, f \in K$, and any point $P$ of $X$ :
(1) $\mathcal{C}\left(\omega+\omega^{\prime}\right)=\mathcal{C}(\omega)+\mathcal{C}\left(\omega^{\prime}\right)$.
(2) $\mathcal{C}\left(f^{p} \omega\right)=f \mathcal{C}(\omega)$.
(3) $\mathcal{C}(\omega)=0$ if and only if $\omega=d g$ for some $g \in K$.
(4) If $\omega$ is regular at $P$, then so is $\mathcal{C}(\omega)$.
(5) If $\omega$ has a pole at $P$, then $v_{P}(\mathcal{C}(\omega)) \geq\left(v_{P}(\omega)+1\right) / p-1$, and equality holds if the RHS is an integer. In particular, if $v_{P}(\omega)=-1$, then $v_{P}(\mathcal{C}(\omega))=-1$.
(6) If $\operatorname{deg} P=1$, then $\operatorname{res}_{P}(\mathcal{C}(\omega))^{p}=\operatorname{res}_{P}(\omega)$.

Proof. Statements (1) and (2) are immediate from the definition and imply that $\mathcal{C}$ is $\mathbb{F}_{p}$-linear.

Statement (3) follows from the fact that there is no $g \in K$ such that $d g=x^{p-1} d x$. If there were such a $g$, we would have $d g / d x=x^{p-1}$, but this is impossible because the derivative of $x^{p}$ is zero. For the converse, if $u_{p-1}=0$, set

$$
g=u_{0}^{p} x+u_{1}^{p} \frac{x^{2}}{2}+\cdots+u_{p-2}^{p} \frac{x^{p-1}}{p-1}
$$

and note that no denominator is zero. Then $\omega=d g$.
For statement (4), choose a uniformizer $t$ at $P$, which is necessarily separating (if $t$ is a $p$-th power, then $v_{P}(t)$ is a multiple of $p$ and $t$ cannot be a uniformizer at $P$ ). Let $\omega=f d t$. If $\omega$ is regular at $P$, then so is $f$, because $v_{P}(d t)=0$. So, $f$ can be written as a power series in $t$ and $\mathcal{C}(\omega)=\Lambda_{p-1}(f) d t$. The series $\Lambda_{p-1}(f)$ is regular at $P$, so $\mathcal{C}(\omega)$ is also. Statements (5) and (6) follow similarly by writing $f$ as a Laurent series in $t$.

3B. Christol's theorem and complexity bounds. At this point we fix a prime $p$ and a prime power $q=p^{r}$. Let $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket$ be algebraic of degree $d$, height $h$, and genus $g$. Let $X$ be the normalization of the projective closure of the affine curve defined by the minimal polynomial of $y$ (after clearing denominators). Set $K=\mathbb{F}_{q}(X)$ and $\Omega=\Omega_{K / \mathbb{F}_{q}}$.

Define $\mathcal{S}_{q}$ to be the monoid generated by all $r$-fold compositions of the operators $\left\{\sigma_{0}, \ldots, \sigma_{p-1}\right\}$. In particular, $\mathcal{S}_{p}=\left\langle\sigma_{0}, \ldots, \sigma_{p-1}\right\rangle$. We write $\mathcal{S}_{q}(\omega)$ for the orbit of $\omega$ under $\mathcal{S}_{q}$. Note that $d x \neq 0$ because $\mathbb{F}_{q}(x) \subseteq K \subseteq \mathbb{F}_{q}((x))$, so $K / \mathbb{F}_{q}(x)$ is separable (the Laurent series field is a separable extension of the rational function field). Therefore (3.5) holds, so the orbits $\mathcal{S}_{q}(y d x)$ and $S_{q}(y)$ are in bijection. So if $\mathcal{S}_{q}(y d x)$ is finite, then $\boldsymbol{a}$ is $p$-automatic, and $\left|\mathcal{S}_{q}(y d x)\right|=N_{q}(\boldsymbol{a})$.

We now present the proof of the "algebraic implies automatic" direction of Christol's theorem due to David Speyer [2010]. As indicated above, the crux of the argument is to show that the orbit $\mathcal{S}_{q}(y d x)$ is finite. By Proposition 2.16, it loses essentially nothing to replace $\mathcal{S}_{q}(y d x)$ with the larger orbit $\mathcal{S}_{p}(y d x)$.

Proposition 3.8 (Speyer). The sequence a is q-automatic.

Proof. Let $P$ be a point of $X$. By Proposition 3.7, if neither $x$ nor $\omega$ has a pole at $P$, then $\sigma_{i}(\omega)=\mathcal{C}\left(x^{p-i-1} \omega\right)$ does not have a pole at $P$ for any $i \in\{0, \ldots, p-1\}$. Therefore, the only places where elements of $\mathcal{S}_{p}(y d x)$ can have poles are the finitely many poles of $y d x$ and of $x$.

Now assume that $P$ is a pole of $y d x$ or of $x$. Let $n=v_{P}(y d x)$ and $m=v_{P}(x)$. Applying the inequality of Proposition 3.7 gives

$$
v_{P}\left(\sigma_{i}(y d x)\right) \geq \frac{n+m(p-1-i)+1}{p}-1 .
$$

The pole of largest order that $\sigma_{i}(y d x)$ could have at $P$ occurs when both $n$ and $m$ are negative. In this case,

$$
v_{P}\left(\sigma_{i}(y d x)\right) \geq \frac{n}{p}+\frac{m(p-1)}{p}+\frac{1}{p}-1 .
$$

Applying the same reasoning again shows that

$$
v_{P}\left(\sigma_{j} \sigma_{i}(y d x)\right) \geq \frac{n}{p^{2}}+\frac{m(p-1)}{p^{2}}+\frac{m(p-1)}{p}+\frac{1}{p^{2}}-1,
$$

and applying it $k$ times shows that

$$
\begin{aligned}
v_{P}\left(\sigma_{i_{k}} \cdots \sigma_{i_{1}}(y d x)\right) & \geq \frac{n}{p^{k}}+m(p-1)\left(\frac{1}{p^{k}}+\frac{1}{p^{k-1}}+\cdots+\frac{1}{p}\right)+\frac{1}{p^{k}}-1 \\
& \geq n+\frac{m(p-1)}{p-1}+\frac{1}{p^{k}}-1 \\
& >n+m-1
\end{aligned}
$$

Therefore $v_{P}(\omega) \geq n+m$ for any $\omega \in \mathcal{S}_{p}(y d x)$. (If one of $\{n, m\}$ is positive, then it follows in the same way that $v_{P}(\omega) \geq \min \{n, m\}$ instead.)

The differentials in $\mathcal{S}_{p}(y d x)$ have poles at only finitely many places, and the orders of these poles are bounded. So there is a finite-dimensional $\mathbb{F}_{q}$-vector space that contains $\mathcal{S}_{p}(y d x)$, and in particular $\mathcal{S}_{p}(y d x)$ is finite.

The Riemann-Roch bound implicit in Proposition 3.8 gives a complexity bound that is a preliminary version of Theorem 1.2. This is Corollary 3.10, for which it will be convenient to use the language of representations. Let $v=y d x$, and let $V$ and $\lambda$ be as in the setup before Proposition 3.8. Let $\phi: \Sigma_{q}^{*} \rightarrow \operatorname{End}(V)$ be the unique monoid morphism defined for $c \in \Sigma_{q}$ by

$$
\phi(c)=\sigma_{i_{r}} \sigma_{i_{r-1}} \cdots \sigma_{i_{1}},
$$

where $c=i_{r} p^{r-1}+i_{r-1} p^{r-2}+\cdots+i_{2} p+i_{1}$ with $0 \leq i_{1}, \ldots, i_{r} \leq p-1$. Then by the power series machinery of Section 2C and the bijection between $S_{q}(y)$ and $\mathcal{S}_{q}(y d x)$, we see that $(V, v, \phi, \lambda)$ gives a $q$-representation of $\boldsymbol{a}$.

Remark 3.9. If $D$ is any divisor such that $\mathcal{S}_{q}(y d x) \subseteq \Omega(D)$, then we can identify $\lambda$ with an element of $H^{1}\left(X, \mathcal{O}_{X}(-D)\right)$. This is because of the natural duality isomorphism

$$
H^{1}\left(X, \mathcal{O}_{X}(-D)\right)^{*} \simeq H^{0}\left(X, \Omega_{X}^{1}(D)\right)
$$

which is the classical statement of Serre duality for curves [Hartshorne 1977, Chapter III.7]. (The global sections of $\Omega_{X}^{1}(D)$ are exactly what we have called $\Omega(D)$.) In fact, $\lambda$ has an explicit realization as a repartition (adele). See, e.g., [Stichtenoth 2009, Chapter 1.5; Serre 1958, p. 37]. Moreover, the Cartier operator on $\Omega(D)$ is the transpose (or adjoint) of the Frobenius operator on $H^{1}\left(X, \mathcal{O}_{X}(-D)\right)$.

Corollary 3.10. $\max \left(N_{q}^{f}(\boldsymbol{a}), N_{q}(\boldsymbol{a})\right) \leq q^{h+3 d+g-1}$.
Proof. The bounds on the orders of poles in the proof of Proposition 3.8 show that

$$
\mathcal{S}_{q}(y d x) \subseteq \Omega\left((y d x)_{\infty}+(x)_{\infty}\right)
$$

so we may take $V=\Omega\left((y d x)_{\infty}+(x)_{\infty}\right)$ in the $q$-representation of $\boldsymbol{a}$. By Proposition 2.4, both $N_{q}^{f}(\boldsymbol{a})$ and $N_{q}(\boldsymbol{a})$ are at most $|V|=q^{\operatorname{dim}_{\mathbb{F}_{q}} V}$. We have

$$
\operatorname{dim}_{\mathbb{F}_{q}} V=\operatorname{deg}\left((y d x)_{\infty}+(x)_{\infty}\right)+g-1 \leq \operatorname{deg}(y d x)_{\infty}+\operatorname{deg}(x)_{\infty}+g-1
$$

Let $\pi_{x}, \pi_{y}: X \rightarrow \mathbb{P}^{1}$ be the projection maps from $X$ onto the $x$ - and $y$-coordinates. We have $\operatorname{deg}(x)_{\infty}=\operatorname{deg} \pi_{x}=d$ and $\operatorname{deg}(y)_{\infty}=\operatorname{deg} \pi_{y}=h$. (The easiest way to see this is by looking at the function field inclusions $\pi_{x}^{*}: \mathbb{F}_{q}(x) \hookrightarrow K$ and $\pi_{y}^{*}: \mathbb{F}_{q}(y) \hookrightarrow K$. That is, $d=\left[K: \mathbb{F}_{q}(x)\right]$ and $\left.h=\left[K: \mathbb{F}_{q}(y)\right].\right)$

The poles of $d x$ occur at points which are poles of $x$, and the order of a pole of $d x$ at $P$ can be at most one more than the order of the pole of $x$ at $P$. $\operatorname{Sodeg}(d x)_{\infty}$ is maximized when the poles of $x$ are all simple, in which case $\operatorname{deg}(d x)_{\infty}=$ $2 \operatorname{deg}(x)_{\infty}=2 d$. The fact that $\operatorname{deg}(y d x)_{\infty} \leq \operatorname{deg}(y)_{\infty}+\operatorname{deg}(d x)_{\infty}$ gives the upper bound.

The bound in Corollary 3.10 is superseded by Theorem 1.2 for large values of $h, d$, and $g$. However, it is simple to prove and is already much better than the previous bounds derived from Ore's Lemma.

We aim to prove Theorem 1.2 by bounding the size of the orbit $\mathcal{S}_{q}(y d x)$. As in the proof of Proposition 3.8, it will be easier to deal with the larger orbit $\mathcal{S}_{p}(y d x)$. By Proposition 2.16, this creates no essential difference in the size of the orbit. To streamline the exposition, we establish some preliminary lemmas. Lemmas 3.11 and 3.12 determine the "eventual behavior" of $y d x$ under $\mathcal{S}_{p}$. The main difficulty is in handling the orbit of $y d x$ under the operator $\sigma_{0}$ (this is related to the special role that 0 plays in nonuniqueness of base expansions). Recall that $\sqrt{D}$ is the sum of the points in the support of the divisor $D$, neglecting multiplicities.

Lemma 3.11. Let $V=\Omega\left((y)_{\infty}+(x)_{\infty}+\sqrt{\left.(x)_{\infty}\right)}\right.$ and $W=\Omega\left((y)_{\infty}+(x)_{\infty}\right)$. Then for any $i \in\{1, \ldots, p-1\}, \sigma_{i}(V) \subseteq W$, and for any $i \in\{0, \ldots, p-1\}, \sigma_{i}(W) \subseteq W$. Proof. Let $\omega \in V$. Then for any point $P, v_{P}(\omega) \geq-v_{P}\left((y)_{\infty}\right)-2 v_{P}\left((x)_{\infty}\right)$. By Proposition 3.7,

$$
\begin{aligned}
v_{P}\left(\sigma_{i}(y d x)\right) & =v_{P}\left(\mathcal{C}\left(x^{p-1-i} y d x\right)\right) \\
& \geq \frac{-v_{P}\left((y)_{\infty}\right)+(-p-1+i) v_{P}\left((x)_{\infty}\right)+1}{p}-1 \\
& \geq \frac{-v_{P}\left((y)_{\infty}\right)+1}{p}-\frac{p v_{P}\left((x)_{\infty}\right)}{p}-1 \\
& \geq-v_{P}\left((y)_{\infty}\right)-v_{P}\left((x)_{\infty}\right),
\end{aligned}
$$

where we have used that $i \geq 1$. A similar calculation shows that $\sigma_{i}(W) \subseteq W$ for any $i$.

Lemma 3.12. Let $T$ be the maximum order of any pole of $y$ or zero of $x$. Then

$$
\sigma_{0}^{\ell}(y d x) \in \Omega\left(\sqrt{(y)_{\infty}}-\left(x_{0}\right)+\sqrt{(x)_{0}}+(x)_{\infty}+\sqrt{(x)_{\infty}}\right)
$$

for $\ell \geq\left\lceil\log _{p}(T)\right\rceil$.
Proof. As in the proof of Proposition 3.8, any $\omega \in \mathcal{S}_{p}(y d x)$ can have poles only at the poles of $y d x$ or of $x$. Writing locally in Laurent series expansions shows that the poles of $y d x$ are all either poles of $y$ or poles of $x$, and in fact $y d x \in \Omega\left((y)_{\infty}+(x)_{\infty}+\sqrt{\left.(x)_{\infty}\right)}\right.$. For any $\omega \in \Omega$, we compute

$$
\sigma_{0}(\omega)=\mathcal{C}\left(\frac{x^{p} \omega}{x}\right)=x \mathcal{C}\left(\frac{\omega}{x}\right)
$$

and therefore

$$
\sigma_{0}^{n}(\omega)=x \mathcal{C}^{n}\left(\frac{\omega}{x}\right)
$$

for every $n \geq 1$.
Let $\alpha=(y d x) / x$. We have $\alpha \in \Omega\left((y)_{\infty}+(x)_{0}+\sqrt{(x)_{\infty}}\right)$. As $y$ is a power series in $x$, it must be the case that $y$ is a regular function at every zero of $x$, so no point can be both a pole of $y$ and a zero of $x$. Let $P$ be a point that is either a pole of $y$ or a zero of $x$. Thus $v_{P}(\alpha) \geq-T$. Repeatedly applying Proposition 3.7, we see that $v_{P}\left(\mathcal{C}^{\ell}(\alpha)\right) \geq-1$ for $\ell \geq \log _{p}(T)$. Therefore $\mathcal{C}^{\ell}(\alpha) \in \Omega\left(\sqrt{(y)_{\infty}}+\sqrt{(x)_{0}}+\sqrt{(x)_{\infty}}\right)$. As $\sigma_{0}^{\ell}(y d x)=x \mathcal{C}^{\ell}(\alpha)$, we conclude

$$
\sigma_{0}^{\ell}(y d x) \in \Omega\left(\sqrt{(y)_{\infty}}+\sqrt{(x)_{0}}+\sqrt{(x)_{\infty}}-(x)_{0}+(x)_{\infty}\right)
$$

as claimed.
The next lemma handles the repeated action of $\mathcal{C}$ on differentials with simple poles.

Lemm 3.13. Suppose $\omega \in K$ has simple poles at points of degrees $e_{1}, e_{2}, \ldots, e_{n}$. Let $m$ be the $L C M$ of $e_{1}, \ldots, e_{n}$. Then $\mathcal{C}^{r m}(\omega)-\omega$ is holomorphic (recall $q=p^{r}$ ). Proof. Let $X^{\prime}$ be the base change $X^{\prime}=X \otimes_{\mathbb{F}_{q}} \mathbb{F}_{q^{m}}$ with base change morphism $\phi: X^{\prime} \rightarrow X$. Let $K^{\prime}=\phi^{*} K$, which is the constant field extension $\mathbb{F}_{q^{m}} K$. Each place $P$ of $K$ which is a pole of $\omega$ splits completely in the extension to $K^{\prime}$ (for example, by [Stichtenoth 2009, Theorem 3.6.3 g] each place $P^{\prime}$ lying over $P$ has residue field equal to $\mathbb{F}_{q^{m}}$ ). Therefore the pullback $\phi^{*} \omega$ has simple poles at places of degree 1 . So $\mathcal{C}\left(\phi^{*} \omega\right)$ has simple poles at the same places as $\phi^{*} \omega$. At each of these places $P^{\prime}$, we compute

$$
\operatorname{res}_{P^{\prime}}\left(\mathcal{C}^{r m}\left(\phi^{*} \omega\right)\right)=\operatorname{res}_{P^{\prime}}\left(\phi^{*} \omega\right)^{(1 / p)^{r m}}=\operatorname{res}_{P^{\prime}}\left(\phi^{*} \omega\right)^{q^{-m}}=\operatorname{res}_{P^{\prime}}\left(\phi^{*} \omega\right),
$$

because the residue lies in $\mathbb{F}_{q^{m}}$, which is fixed under the $q^{m}$-th power map. So $\mathcal{C}^{r m}\left(\phi^{*} \omega\right)$ has simple poles at the same places as $\phi^{*} \omega$ with the same residues, and therefore $\mathcal{C}^{r m}\left(\phi^{*} \omega\right)-\phi^{*} \omega$ is holomorphic. The Cartier operator commutes with pullback, so

$$
\mathcal{C}^{r m}\left(\phi^{*} \omega\right)-\phi^{*} \omega=\phi^{*}\left(\mathcal{C}^{r m}(\omega)-\omega\right)
$$

and we conclude that $\mathcal{C}^{r m}(\omega)-\omega$ is also holomorphic.
Using the preceding lemmas, we now prove Theorem 1.2.
Proof of Theorem 1.2. Let $V=\Omega\left((y)_{\infty}+(x)_{\infty}+\sqrt{(x)_{\infty}}\right)$ and $\left.W=\Omega\left((y)_{\infty}\right)+(x)_{\infty}\right)$. By Lemma 3.11, $\sigma_{i}(y d x) \in W$ for every $i>0$, and $W$ is $\sigma_{i}$-invariant for every $i$. So we have

$$
\left|N_{q}(\boldsymbol{a})\right|=\left|\mathcal{S}_{q}(y d x)\right| \leq\left|\mathcal{S}_{p}(y d x)\right| \leq 1+\left|\left\{\sigma_{0}^{n}(y d x): n \geq 1\right\}\right|+|W| .
$$

By Riemann-Roch, $\operatorname{dim}_{\mathbb{F}_{q}} W=\operatorname{deg}\left((y)_{\infty}+(x)_{\infty}\right)+g-1 \leq h+d+g-1$. The remainder of the proof will handle the orbit of $y d x$ under $\sigma_{0}$.

Let $T$ be the maximum order of any pole of $y$ or zero of $x$. Let

$$
D=\sqrt{(y)_{\infty}}+\sqrt{(x)_{0}}+\sqrt{(x)_{\infty}} .
$$

By Lemma 3.12, for $n \geq\left\lceil\log _{p}(T)\right\rceil$, we have that $\sigma_{0}^{n}(y d x) \in \Omega(D-(x))$. Let $\alpha=x^{-1} \sigma_{0}^{\left\lceil\log _{p}(T)\right\rceil}(y d x)$. So $\alpha \in \Omega(D)$, that is, $\alpha$ has simple poles at points that are either poles of $y$, poles of $x$, or zeroes of $x$. We have seen that $x \mathcal{C}^{n}(\alpha)=\sigma_{0}^{n}(x \alpha)$. It follows that

$$
\left|\left\{\mathcal{C}^{n}(\alpha): n \geq 0\right\}\right|=\left|\left\{\sigma^{n}(y d x): n \geq \log _{p}(T)\right\}\right| .
$$

Let $m$ be the LCM of the degrees of the points at which $\alpha$ has a pole. By Lemma 3.13, $\mathcal{C}^{r m}(\alpha)-\alpha$ is holomorphic. The space of holomorphic differentials is invariant under $\mathcal{C}$, so the orbit of $\alpha$ under $\mathcal{C}$ is contained in the set

$$
\left\{\mathcal{C}^{k}(\alpha)+\eta: 0 \leq k<r m \text { and } \eta \in \Omega(0)\right\} .
$$

This set has size at most $r m|\Omega(0)|=r m q^{g}$. Thus

$$
\left|\left\{\sigma_{0}^{n}(\omega): n \geq 1\right\}\right| \leq\left\lceil\log _{p}(T)\right\rceil+r m q^{g} .
$$

We now need to estimate $m$.
Let $L(n)$ be Landau's function, that is, the largest LCM of all partitions of $n$, or equivalently the maximum order of an element in the symmetric group of order $n$. Recall from the proof of Corollary 3.10 that $\operatorname{deg}(y)_{\infty}=h$ and $\operatorname{deg}(x)_{\infty}=d$. We have

$$
\sum_{v_{P}(y)<0} \operatorname{deg} P \leq \sum_{v_{P}(y)<0}-v_{P}(y) \operatorname{deg} P=\operatorname{deg}\left(y_{\infty}\right)=h
$$

and it follows in the same way that $\sum_{v_{P}(x)<0} \operatorname{deg} P \leq d$ and $\sum_{v_{P}(x)>0} \operatorname{deg} P \leq d$. Therefore $m \leq L(h) L(d)^{2}$. It is clear that $L(a) L(b) \leq L(a+b)$ for all $a$ and $b$, so $m \leq L(h+2 d)$. So

$$
\left|\left\{\sigma_{0}^{n}(y d x): n \geq 1\right\}\right| \leq\left\lceil\log _{p}(T)\right\rceil+r L(h+2 d) q^{g} .
$$

Therefore $\left|\mathcal{S}_{p}(y d x)\right| \leq 1+\left\lceil\log _{p}(T)\right\rceil+r L(h+2 d) q^{g}+q^{h+d+g-1}$.
It remains to show that the quantity

$$
\frac{1+\left\lceil\log _{p}(T)\right\rceil+r L(h+2 d) q^{g}}{q^{h+d+g-1}}
$$

decays to zero as any of $q, h, d$, or $g$ grow to $\infty$. This follows easily from the fact that $g \geq 0$ and $h+d \geq 2$ for any algebraic curve, the simple bound on Landau's function

$$
L(n) \leq \exp ((1+o(1)) \sqrt{n \log n})
$$

from [Massias et al. 1989], and the fact that $T \leq \max (h, d)$.
The forward-reading complexity bound of Theorem 1.5 follows as an easy corollary.

Proof of Theorem 1.5. Let $V=\Omega\left((y)_{\infty}+(x)_{\infty}+\sqrt{(x)_{\infty}}\right)$ and let $\lambda \in V^{*}$ be the linear functional that maps $\omega$ to the constant term of the power series $\frac{\omega}{d x}$. We have $\operatorname{dim}_{F_{q}} V \leq h+2 d+g-1$, so

$$
\left|N_{q}^{f}(\boldsymbol{a})\right|=\left|\mathcal{S}_{q}^{T}(\lambda)\right| \leq\left|V^{*}\right| \leq q^{h+2 d+g-1}
$$

by Proposition 2.4.
We now show that Theorem 1.2 is qualitatively sharp for the power series expansions of rational functions, that is, it is sharp if we replace the "error term" $o(1)$ by zero.

Proposition 3.14. For every prime power $q$ and every positive integer $h \geq 1$, there exists $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{q} \llbracket x \rrbracket$ with $\operatorname{deg} y=1$ and $h(y)=h$ (and therefore $g=0$ ) such that $N_{q}(\boldsymbol{a}) \geq q^{h}$.

Proof. Let $f=x^{h}+c_{h-1} x^{h-1}+\cdots+c_{1} x+c_{0} \in \mathbb{F}_{q}[x]$ be any primitive polynomial, that is, such that a root of $f$ generates $\mathbb{F}_{q^{h}}^{\times}$. Let $y=f^{-1}-1 \in \mathbb{F}_{q} \llbracket x \rrbracket$. The coefficient sequence $\boldsymbol{a}$ of $y$ satisfies the linear recurrence relation

$$
c_{0} \boldsymbol{a}(n)+c_{1} \boldsymbol{a}(n-1)+\cdots+c_{h-1} \boldsymbol{a}(n-h+1)+\boldsymbol{a}(n-h)=0
$$

and $\boldsymbol{a}$ is eventually periodic with minimal period $q^{h}-1$ [Lidl and Niederreiter 1994, Theorem 6.28]. We have $\operatorname{deg} y=1$ and $h(y)=h$, so the curve $X$ is $\mathbb{P}^{1}$, with $K=\mathbb{F}_{q}(x)$ and $g=0$.

Note that $(y)_{\infty}=(f)_{0}$ is a single point of degree $h$. Let $P_{\infty}$ be the pole of $x$, which is distinct from $(f)_{0}$. We compute

$$
\left(f^{-1} d x\right)=h P_{\infty}-(f)_{0}-2 P_{\infty}=(h-2) P_{\infty}-(f)_{0}
$$

so $f^{-1} d x$ has at most two poles: a simple pole at $(f)_{0}$ of degree $h$, and if $h=1$, a simple pole at $P_{\infty}$ of degree 1. By Lemma 3.13, $\mathcal{C}^{r h}(y d x)-f^{-1} d x=$ $\mathcal{C}^{r h}\left(f^{-1} d x\right)-f^{-1} d x$ is holomorphic (note $\mathcal{C}(d x)=0$ by Proposition 3.7 ). As $X$ has genus 0 , it carries no nonzero holomorphic differentials, so $\mathcal{C}^{r h}(y d x)=f^{-1} d x$.

Let $\boldsymbol{b}$ be the coefficient sequence of $f^{-1}$. The sequence $\boldsymbol{b}$ satisfies a linear recurrence relation of degree $h$ and has period $q^{h}-1$, so it must be the case that all possible strings of $h$ elements in $\mathbb{F}_{q}$ except for the string $(0, \ldots, 0)$ occur in $\boldsymbol{b}$ within the first $q^{h}-1$ terms. For each $0 \leq c \leq q-1$, a certain $r$-fold composition of $\Lambda_{i}$ operators $s \in S_{q}$ gives $s\left(f^{-1}\right)=\sum_{n=0}^{\infty} \boldsymbol{b}(q n+c) x^{n}$, so

$$
\Lambda_{0}^{r h} s\left(f^{-1}\right)=\sum_{n=0}^{\infty} \boldsymbol{b}\left(q^{h} n+c\right) x^{n}=\sum_{n=c}^{\infty} \boldsymbol{b}(n) x^{n}
$$

by the periodicity of $\boldsymbol{b}$. So there are at least $q^{h}-1$ distinct power series in $S_{q}\left(f^{-1}\right)$.
Let $V=\Omega\left((f)_{0}+P_{\infty}\right)$. We have $\left(f^{-1} d x\right) \in V$, and $\operatorname{dim}_{\mathbb{F}_{q}} V=h$ by RiemannRoch. A calculation with properties of $\mathcal{C}$ and orders of poles shows that $V$ is $\sigma_{i}$-invariant for any $i \in\{0, \ldots, p-1\}$, so $\mathcal{S}_{q}\left(f^{-1} d x\right) \subseteq V$. The counting argument from the previous paragraph shows that the orbit $\mathcal{S}_{q}\left(f^{-1} d x\right)$ comprises all nonzero elements of $V$. (In fact, it is not hard to show that $\left.\sigma_{i}\right|_{V}$ is invertible for each $i$, so the action of $\mathcal{S}_{p}$ on $V$ is a group action with precisely two orbits: $\{0\}$ and $V \backslash\{0\}$.) Note that $y d x \notin V$, for if $y d x$ were in $V$, then $d x$ would be also, but $(d x)=-2 P_{\infty}$. So $y \notin S_{q}\left(f^{-1}\right)$, which establishes the lower bound $\left|S_{q}(y)\right|=N_{q}(\boldsymbol{a}) \geq q^{h}-1+1=q^{h}$.

3C. Variation mod primes. Let $K$ be a number field and $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in K \llbracket x \rrbracket$. If the prime $\mathfrak{p}$ of $K$ is such that $v_{\mathfrak{p}}(\boldsymbol{a}(n)) \geq 0$ for all $n$, let $\boldsymbol{a}_{\mathfrak{p}}$ denote the reduction of $\boldsymbol{a} \bmod \mathfrak{p}$, and let $y_{\mathfrak{p}}=\sum_{n=0}^{\infty} \boldsymbol{a}_{\mathfrak{p}}(n) x^{n}$ be the reduced power series with coefficients in the residue field $k(\mathfrak{p})$.

Suppose $y$ is algebraic over $K(x)$. By a theorem of Eisenstein [1852], there are only finitely many primes $\mathfrak{p}$ such that $v_{\mathfrak{p}}(\boldsymbol{a}(n))<0$ for some $n$ (see [Schmidt 1990] for exposition). So the sequence $\boldsymbol{a}_{\mathfrak{p}}$ is defined for all but finitely many $\mathfrak{p}$, and by Christol's theorem it is $|k(p)|$-automatic (it is an easy observation that the reduction $\bmod \mathfrak{p}$ of an algebraic function is algebraic). An extension of our main question is how the algebraic nature of $y$ affects the complexity $N_{|k(\mathfrak{p})|}\left(\boldsymbol{a}_{\mathfrak{p}}\right)$ as the prime $\mathfrak{p}$ varies. Theorem 3.15 answers this question in the case that the complexities are bounded at all primes; in this case $y$ must have a very special form. Note that we do not need to assume that $y$ is algebraic in the statement of the theorem. To simplify notation, we will write $N_{\mathfrak{p}}\left(\boldsymbol{a}_{\mathfrak{p}}\right)$ in place of $N_{\mid k(\mathfrak{p}| |}\left(\boldsymbol{a}_{\mathfrak{p}}\right)$.

Theorem 3.15. Let $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in K \llbracket x \rrbracket$. Then $N_{\mathfrak{p}}\left(\boldsymbol{a}_{\mathfrak{p}}\right)$ and $N_{\mathfrak{p}}^{f}\left(\boldsymbol{a}_{\mathfrak{p}}\right)$ are bounded independently of $\mathfrak{p}$ if and only if $y$ is a rational function with at worst simple poles that occur at roots of unity (except possibly for a pole at $\infty$, which may be of any order).

Proof. It suffices to prove the theorem for reverse-reading complexity, as $N_{\mathfrak{p}}^{f}(\boldsymbol{a}) \leq$ $p^{N_{\mathfrak{p}}(\boldsymbol{a})}$ for any sequence $\boldsymbol{a}$ by Proposition 2.4. Assume that $N_{\mathfrak{p}}(\boldsymbol{a})$ is uniformly bounded for all $\mathfrak{p}$ (such that it is defined). Then the coefficient sequence $\boldsymbol{a}$ assumes a bounded number of values under reduction $\bmod \mathfrak{p}$ regardless of $\mathfrak{p}$, and so $\boldsymbol{a}$ assumes finitely many values in $K$. Let $A$ be this finite subset of $K$.

Choose two primes $\mathfrak{p}$ and $\mathfrak{q}$ such that $|k(\mathfrak{p})|$ and $|k(\mathfrak{q})|$ are multiplicatively independent integers (i.e., $\operatorname{char} k(\mathfrak{p}) \neq \operatorname{char} k(\mathfrak{q})$ ) and all elements of $A$ are distinct both $\bmod \mathfrak{p}$ and $\bmod \mathfrak{q}$ (this is possible because only finitely many primes divide distances between distinct elements of $A$ ). The reduced power series $y_{\mathfrak{p}} \in k(\mathfrak{p}) \llbracket x \rrbracket$ and $y_{\mathfrak{q}} \in k(\mathfrak{q}) \llbracket x \rrbracket$ are both algebraic by Christol's theorem. So there exist injections $i_{\mathfrak{p}}: A \hookrightarrow k(\mathfrak{p})$ and $i_{\mathfrak{q}}: A \hookrightarrow k(\mathfrak{q})$ such that the sequence $\boldsymbol{b}(n)=i_{\mathfrak{p}}(\boldsymbol{a}(n))$ is $|k(\mathfrak{p})|-$ automatic and the sequence $\boldsymbol{c}(n)=i_{\mathfrak{q}}(\boldsymbol{a}(n))$ is $|k(\mathfrak{q})|$-automatic. Therefore $\boldsymbol{a}$ is both $|k(\mathfrak{p})|$-automatic and $|k(\mathfrak{q})|$-automatic. By Cobham's theorem [Allouche and Shallit 2003, Theorem 11.2.2], $\boldsymbol{a}$ is an eventually periodic sequence of some period $m$, so $y$ is a rational function of the form $y=f /\left(1-x^{m}\right)$ for some polynomial $f$. So the (finite) poles of $y$ are simple and occur at roots of unity.

Conversely, assume that the (finite) poles of $y$ are simple and occur at roots of unity. Therefore $y=f /\left(1-x^{m}\right)$ for some $m$ and $f \in K[x]$, and the coefficient sequence $\boldsymbol{a}$ is eventually periodic of (possibly nonminimal) period $m$, that is, there is some $c$ such that $\boldsymbol{a}(n+m)=\boldsymbol{a}(n)$ for all $n>c$. In particular, $\boldsymbol{a}$ assumes finitely many values. An easy decimation argument now shows that $N_{\mathfrak{p}}(\boldsymbol{a})$ is uniformly


Figure 4. 7-DFAO generating powers of $2 \bmod 7$.
bounded for all primes. Suppose $|k(\mathfrak{p})|=p^{r}$ and assume that $p^{r}>c$ (which excludes only finitely many $\mathfrak{p}$ ). For any $i \geq 1$ and $j \in\left\{0, \ldots, p^{r i}-1\right\}$, the subsequences $\boldsymbol{a}\left(p^{r i} n+j\right)$ are periodic of period $m$ beginning with the second term, and they assume the same finite set of values as $\boldsymbol{a}$. There are clearly only finitely many sequences that fit this description. So the size of the $p^{r}$-kernel of $\boldsymbol{a}$, and therefore $N_{\mathfrak{p}}(\boldsymbol{a})$, is bounded independently of $p$.

## 4. Examples

We give three detailed examples of computing the state complexity of an automatic sequence. Examples 4.2 and 4.3 in particular show the usefulness of the algebrogeometric approach.

## Example 4.1. <br> $$
y=\frac{1}{1-2 x} .
$$

Let $p$ be odd. Let $\boldsymbol{a}(n)=2^{n} \bmod p$ and $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{p} \llbracket x \rrbracket$. We have $y(1-2 x)=1$, so $y$ has degree 1 , height 1 , and genus 0 . By Theorem 1.2, $N_{p}(\boldsymbol{a}) \leq\left(1+o_{p}(1)\right) p$. We compute $\Lambda_{i}(y)=2^{i} y$, so $S_{p}(y)=\left\{2^{i} y: i \geq 0\right\}$, and $N_{p}(\boldsymbol{a})=\operatorname{ord}_{p}(2)$. So in fact

$$
\left\lceil\log _{2}(p)\right\rceil \leq N_{p}(\boldsymbol{a}) \leq p-1
$$

If there are infinitely many Mersenne primes, the lower bound is sharp infinitely often, and if Artin's conjecture is true, the upper bound is sharp infinitely often.

The sequence $\boldsymbol{a}$ has a one-dimensional $p$-representation where $\phi(i): v \mapsto 2^{i} v$. Each $\phi(i)$ can be written as a (symmetric) $1 \times 1$ matrix, so the $p$-antirepresentation on $V^{*}$ is the same as the original representation, and $N_{p}^{f}(\boldsymbol{a})=N_{p}(\boldsymbol{a})$. From the automata point of view, this is the obvious fact that the same DFAO outputs $\boldsymbol{a}$ in both the forward-reading and reverse-reading conventions. The transition diagram of the DFAO for $p=7$ is given in Figure 4.

Example 4.2.

$$
y=\frac{1}{\sqrt{1-4 x}}
$$

Let $p$ be an odd prime. Let $\boldsymbol{a}(n)$ be the central binomial coefficient $\binom{2 n}{n}$ reduced $\bmod p$ and let $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n} \in \mathbb{F}_{p} \llbracket x \rrbracket$. From Newton's formula for the binomial


Figure 5. 5-DFAO generating the central binomial coefficients $\bmod 5$.
series, we have $y^{2}(1-4 x)=1$. So $y$ has degree 2 , height 1 , and genus 0 , and $N_{p}(\boldsymbol{a}) \leq\left(1+o_{p}(1)\right) p^{2}$. We show that $N_{p}(\boldsymbol{a})=N_{p}^{f}(\boldsymbol{a})=p$. (A calculation verifies that $N_{2}^{f}(\boldsymbol{a})=N_{2}(\boldsymbol{a})=2$ as well.)

Let $X$ be the curve defined by $y^{2}(1-4 x)=1$. We have $x=\frac{1}{4}-y^{-2}$, so $X=\mathbb{P}^{1}\left(\mathbb{F}_{p}\right)$, parametrized by $y$. Let $P_{0}$ and $P_{\infty}$ be the zero and pole of $y$, and let $\omega=y d x$. A computation gives $d x=-2 y^{-3} d y$, so

$$
(\omega)=-2\left(P_{0}\right) \quad \text { and } \quad(x)=\left(P_{2}\right)+\left(P_{-2}\right)-2\left(P_{0}\right) .
$$

For any $i \in\{0, \ldots, p-1\}$,

$$
v_{P_{0}}\left(x^{p-1-i} \omega\right)=(p-1-i) v_{P_{0}}(x)+v_{P_{0}}(\omega)>(p-1)(-2)-2=-2 p .
$$

So $v_{P_{0}}\left(\sigma_{i}(\omega)\right)=v_{P_{0}}\left(\mathcal{C}\left(x^{p-1-i} \omega\right)\right)$ is either $0,-1$, or -2 , and $P_{0}$ is the only point at which $\sigma_{i}(\omega)$ can have a pole. A canonical divisor of $X$ has degree -2 , so by Riemann-Roch, $\Omega\left(2 P_{0}\right)$ is one-dimensional, $\mathcal{S}_{p}(\omega) \subseteq \mathbb{F}_{p} \omega$, and $N_{p}(\boldsymbol{a}) \leq p$.

More explicitly, as $\mathcal{S}_{p}(\omega)$ sits in a one-dimensional vector space we have $\sigma_{i}(\omega)=$ $c_{i} \omega$ for some $c_{i} \in \mathbb{F}_{p}$. As $\sigma_{i}(\omega)=\Lambda_{i}(y) d x$ and the constant term of $y$ is $1, c_{i}$ is equal to the constant term of $\Lambda_{i}(y)$, which is $\binom{2 i}{i}$. So $\sigma_{i}(\omega)=\binom{2 i}{i} \omega$. Equating coefficients gives

$$
\binom{2(p n+i)}{p n+i} \equiv\binom{2 i}{i}\binom{2 n}{n}(\bmod p) .
$$

(Amusingly, this gives a roundabout argument that recovers a special case of the classical theorem of Lucas on binomial coefficients mod $p$.)

To see that $N_{p}(\boldsymbol{a})$ is exactly $p$, note that $\boldsymbol{a}(1)=2$, and that for any odd prime $q$, $\boldsymbol{a}((q+1) / 2)$ is the first central binomial coefficient divisible by $q$. This shows that the subgroup of $\mathbb{F}_{p}^{\times}$generated by all nonzero central binomial coefficients $\bmod p$ contains all primes less than $p$ and therefore is all of $\mathbb{F}_{p}^{\times}$, and furthermore $\boldsymbol{a}((p+1) / 2)=0$.

As in the previous example, the fact that $\mathcal{S}_{p}(\omega)$ lies in a one-dimensional vector space verifies that $N_{p}^{f}(\boldsymbol{a})=N_{p}(\boldsymbol{a})$ for all $p$. The transition diagrams for the automata that output $\boldsymbol{a}$ have nicely symmetric structures. Figure 5 displays the DFAO for $p=5$ - all undrawn transitions, which are on the inputs 3,4 , and 5 , go to an undrawn trap state, which outputs zero.


Figure 6. Reverse-reading 5-DFAO generating the coefficients of $\left(1-4 x^{3}\right)^{-1 / 2} \bmod 5$.

## Example 4.3.

$$
y=\frac{1}{\sqrt{1-4 x^{3}}}
$$

Let $p \notin\{2,3\}$. Let $\boldsymbol{a}$ be the coefficient sequence of the series $1 / \sqrt{1-4 x^{3}} \in \mathbb{Q} \llbracket x \rrbracket$ reduced $\bmod p$, so that $\boldsymbol{a}(3 n)=\binom{2 n}{n} \bmod p$ and $\boldsymbol{a}(n)=0$ if $n$ is not a multiple of 3. Let $y=\sum_{n=0}^{\infty} \boldsymbol{a}(n) x^{n}$. We have $y^{2}\left(1-4 x^{3}\right)=1$, so $y$ is of degree 2 , height 3 , and genus 1 , and $N_{p}(\boldsymbol{a}) \leq\left(1+o_{p}(1)\right) p^{5}$. We show that $N_{p}(\boldsymbol{a})=2 p-1$.

Let $C$ be the curve defined by $Y^{2}\left(Z^{3}-4 W^{3}\right)=Z^{5}$ in $\mathbb{P}^{2}$. This curve is singular, so define the smooth (elliptic) curve $X$ by $Y^{2} Z=Z^{3}-4 W^{3}$. The morphism $\phi: X \rightarrow C$, defined in homogeneous coordinates by

$$
\phi:[W: Y: Z] \mapsto\left[W Y: Z^{2}: Y Z\right]
$$

gives the normalization of $C$. The forms $[Y: Z]$ and $[W: Z]$ are maps from $C$ to $\mathbb{P}^{1}$, so we can consider them as elements of $\mathbb{F}_{p}(C)$. Let $y=\phi^{*}[Y: Z]$ and $x=\phi^{*}[W: Z]$. So we have $y^{2}\left(1-4 x^{3}\right)=1$. Let $\omega=y d x$ and let $P_{\infty}$ be the point on $X$ written as [0:1:0] in homogeneous coordinates. The following are easy computations, where $P, Q$, and $R$ are some points of $X$ that we do not need to compute explicitly:

$$
\begin{aligned}
(y) & =3 P_{\infty}-P-Q-R \\
(x) & =[0: 1: 1]+[0:-1: 1]-2 P_{\infty} \\
(d x) & =-(y)
\end{aligned}
$$

In particular, $(\omega)=0$. Our usual computation for the possible orders of poles of $\sigma_{i}(\omega)$ shows that $\mathcal{S}_{p}(\omega) \subseteq \Omega\left(2 P_{\infty}\right)$, which has dimension 2 with $\{\omega, x \omega\}$ as a basis. We use properties of $\mathcal{C}$ to compute the action of $\mathcal{S}_{p}$ on the basis.

As $y^{2}=1 /\left(1-4 x^{3}\right)$, we have

$$
\begin{aligned}
\sigma_{i}(\omega) & =\mathcal{C}\left(x^{p-i-1} y d x\right) \\
& =\mathcal{C}\left(x^{p-i-1} \frac{y^{p}}{y^{p-1}} d x\right) \\
& =y \mathcal{C}\left(x^{p-i-1}\left(1-4 x^{3}\right)^{(p-1) / 2} d x\right) \\
& =y \mathcal{C}\left(\sum_{k=0}^{(p-1) / 2}\binom{(p-1) / 2}{k}(-4)^{k} x^{3 k+p-i-1} d x\right)
\end{aligned}
$$

So $\sigma_{i}(\omega)$ is nonzero precisely when there is some $0 \leq k \leq(p-1) / 2$ with

$$
3 k+p-i-1 \equiv p-1(\bmod p)
$$

that is, when $3 k \equiv i(\bmod p)$ has a solution $k$ with $0 \leq k \leq(p-1) / 2$. If there is such a $k$, then it is unique, and $3 k-i \leq 3(p-1) / 2<2 p$, so either $3 k=i$, in which case

$$
\sigma_{i}(\omega)=\binom{(p-1) / 2}{i / 3}(-4)^{i / 3} \omega
$$

or $3 k=i+p$, in which case

$$
\sigma_{i}(\omega)=\binom{(p-1) / 2}{(i+p) / 3}(-4)^{(i+p) / 3} x \omega
$$

This shows that $\mathcal{S}_{p}(\omega) \subseteq \mathbb{F}_{p} \omega \cup \mathbb{F}_{p} x \omega$. Also, the fact that $\sigma_{i}(\omega)=\Lambda_{i}(y) d x$ proves the identity

$$
\binom{(p-1) / 2}{k}(-4)^{k} \equiv\binom{2 k}{k}(\bmod p)
$$

for all $k$.
With this calculation we can explicitly write the restriction of $\sigma_{i}$ to $\Omega\left(2 P_{\infty}\right)$ by computing its action on the basis $\{\omega, x \omega\}$. So far we have only computed the action of $\sigma_{i}$ on $\omega$, but for $i \geq 1$ we have $\sigma_{i}(x \omega)=\sigma_{i-1}(\omega)$, and $\sigma_{0}(x \omega)=\mathcal{C}\left(x^{p} \omega\right)=$ $x \mathcal{C}(\omega)=x \sigma_{p-1}(\omega)$. We have

$$
\sigma_{i}(\omega)= \begin{cases}\binom{2 i / 3}{i / 3} \omega & i \equiv 0(\bmod 3) \\ \binom{2(i+p) / 3}{(i+p) / 3} x \omega & i \equiv-p(\bmod 3) \\ 0 & i \equiv p(\bmod 3)\end{cases}
$$

and

$$
\sigma_{i}(x \omega)= \begin{cases}\binom{(i-1) / 3}{(i-1) / 3} \omega & i \equiv 1(\bmod 3) \\ \binom{2(i-1+p) / 3}{(i-1+p) / 3} x \omega & i \equiv 1-p(\bmod 3) \\ 0 & i \equiv 1+p(\bmod 3)\end{cases}
$$

where $0, p,-p$ are distinct $\bmod p$ because $p>3$.

Incidentally, it follows from our computation that $\mathcal{C}(\omega)=0$ if and only if $p \equiv$ $2(\bmod 3)$, which shows that these are precisely the primes for which the elliptic curve $X$ is supersingular, as the classical Hasse invariant is the rank of the restriction of the Cartier operator to the space of holomorphic differentials. See [Silverman 2009, Section 5.4].

Examining the binomial coefficients that appear in the formula for $\sigma_{i}(\omega)$ shows that $\binom{2 k}{k}$ appears as a coefficient on $\omega$ for $0 \leq k \leq\lfloor p / 3\rfloor$, and as a coefficient on $x \omega$ for $\lfloor p / 3\rfloor+1 \leq k \leq(2 p-1) / 3$. As in Example 4.2, the values of $\binom{2 k}{k} \bmod p$ for $0 \leq k \leq(p-1) / 2$ generate the multiplicative group of $\mathbb{F}_{p}^{\times}$, and we have $\sigma_{1}(x \omega)=\omega$. This is already enough to show that $\mathcal{S}_{p}(\omega)=\mathbb{F}_{p} \omega \cup \mathbb{F}_{p} x \omega$, so $N_{p}(\boldsymbol{a})=2 p-1$.

For $p=5$, the reverse-reading 5-DFAO that outputs $\boldsymbol{a}$ is pictured in Figure 6. As usual, any undrawn transitions lead to a trap state that outputs 0 .
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## 1. Introduction

Let $G$ be a quasisplit group over a number field $F$ with ring of adeles $\mathbb{A}$. In [Lapid and Mao 2015a], we formulated (under some hypotheses) a conjecture relating Whittaker-Fourier coefficients of cusp forms on $G(F) \backslash G(\mathbb{A})$ to the Petersson inner product. This conjecture is in the spirit of conjectures of Sakellaridis and Venkatesh [2012] and Ichino and Ikeda [2010], which attempt to generalize the classical

[^5]MSC2010: primary 11F30; secondary 11F70.
Keywords: Whittaker coefficients, metaplectic group, automorphic forms.
work of Waldspurger [1985; 1981]. In the case of (quasisplit) classical groups, as well as the metaplectic group (i.e., the metaplectic double cover of the symplectic group), we made this conjecture explicit using the descent construction of Ginzburg, Rallis and Soudry [Ginzburg et al. 2011] and the functorial transfer of generic representations of classical groups by Cogdell, Kim, Piatetski-Shapiro and Shahidi [Cogdell et al. 2001; 2004; 2011].

In a follow-up paper [Lapid and Mao 2017], we reduced the global conjecture in the metaplectic case to a local conjectural identity. We also gave a purely formal argument for the case of $\mathrm{Sp}_{1}$ (i.e., ignoring convergence issues). In this paper we prove the local identity in the $p$-adic case, justifying the heuristic analysis (and extending it to the general case).

Let us recall the conjecture of [Lapid and Mao 2015a] in the case of the metaplectic group $\widetilde{S p}_{n}(\mathbb{A})$, the double cover of $\operatorname{Sp}_{n}(\mathbb{A})$ with the standard (Rao) cocycle. We view $\mathrm{Sp}_{n}(F)$ as a subgroup of $\widetilde{\mathrm{Sp}}_{n}(\mathbb{A})$. For any genuine function $\varphi$ on $\mathrm{Sp}_{n}(F) \backslash \widetilde{\mathrm{Sp}}_{n}(\mathbb{A})$ we consider the Whittaker coefficient

$$
\tilde{\mathcal{W}}(\tilde{\varphi})=\tilde{\mathcal{W}}^{\psi_{\tilde{N}}}(\tilde{\varphi}):=\left(\operatorname{vol}\left(N^{\prime}(F) \backslash N^{\prime}(\mathbb{A})\right)\right)^{-1} \int_{N^{\prime}(F) \backslash N^{\prime}(\mathbb{A})} \tilde{\varphi}(u) \psi_{\tilde{N}}(u)^{-1} d u
$$

Here $\psi_{N}$ is a nondegenerate character on $N^{\prime}(\mathbb{A})$ which is trivial on $N^{\prime}(F)$, where $N^{\prime}$ is the standard maximal unipotent subgroup of $\mathrm{Sp}_{n}$. (We view $N^{\prime}(\mathbb{A})$ as a subgroup of $\widetilde{\mathrm{Sp}}_{n}(\mathbb{A})$.) We also consider the inner product

$$
\left(\tilde{\varphi}, \tilde{\varphi}^{\vee}\right)_{\operatorname{Sp}_{n}(F) \backslash \operatorname{Sp}_{n}(\mathbb{A})}=\left(\operatorname{vol}\left(\operatorname{Sp}_{n}(F) \backslash \operatorname{Sp}_{n}(\mathbb{A})\right)\right)^{-1} \int_{\mathrm{Sp}_{n}(F) \backslash \operatorname{Sp}_{n}(\mathbb{A})} \tilde{\varphi}(g) \tilde{\varphi}^{\vee}(g) d g
$$

of two square-integrable genuine functions on $\operatorname{Sp}_{n}(F) \backslash \tilde{S p}_{n}(\mathbb{A})$.
Another ingredient in the conjecture of [Lapid and Mao 2015a] is a regularized integral

$$
\int_{N^{\prime}\left(F_{S}\right)}^{\mathrm{st}} f(u) d u
$$

for a finite set of places $S$ and for a suitable class of smooth functions $f$ on $N^{\prime}\left(F_{S}\right)$. Suffice it to say that if $S$ consists solely of nonarchimedean places then

$$
\int_{N^{\prime}\left(F_{S}\right)}^{\mathrm{st}} f(u) d u=\int_{N_{1}^{\prime}} f(u) d u
$$

for any sufficiently large compact open subgroup $N_{1}^{\prime}$ of $N^{\prime}\left(F_{S}\right)$. (The definition of the regularized integral is different in the archimedean case, however in this paper we do not use regularized integrals over archimedean fields.)

The conjecture of [Lapid and Mao 2015a] is applicable for $\psi_{N_{N}}$-generic representations which are not exceptional, in the sense that their theta $\psi$-lift to $\mathrm{SO}(2 n+1)$ is cuspidal (or equivalently, their theta $\psi$-lift to $\operatorname{SO}(2 n-1)$ vanishes; here $\psi$ is
determined by $\psi_{\tilde{N}}$ ). By [Ginzburg et al. 2011, Chapter 11], which is also based on [Cogdell et al. 2001], there is a one-to-one correspondence between these representations and automorphic representations $\pi$ of $\mathrm{GL}_{2 n}(\mathrm{~A})$ which are the isobaric sum $\pi_{1} \boxplus \cdots \boxplus \pi_{k}$ of pairwise inequivalent irreducible cuspidal representations $\pi_{i}$ of $\mathrm{GL}_{2 n_{i}}(\mathrm{~A})$, for $i=1, \ldots, k$ (with $n_{1}+\cdots+n_{k}=n$ ), such that $L^{S}\left(\frac{1}{2}, \pi_{i}\right) \neq 0$ and $L^{S}\left(s, \pi_{i}, \wedge^{2}\right)$ has a pole (necessarily simple) at $s=1$ for all $i$. Here $L^{S}\left(s, \pi_{i}\right)$ and $L^{S}\left(s, \pi_{i}, \wedge^{2}\right)$ are the standard and exterior square (partial) $L$-functions, respectively. More specifically, to any such $\pi$ one constructs a $\psi_{\tilde{N}}$-generic representation $\tilde{\pi}$ of $\widetilde{\mathrm{Sp}}_{n}(\mathrm{~A})$, which is called the $\psi_{\tilde{N}}$-descent of $\pi$. The theta $\psi$-lift of $\tilde{\pi}$ is the unique irreducible generic cuspidal representation of $\operatorname{SO}(2 n+1)$ which lifts to $\pi$.
Conjecture 1.1 [Lapid and Mao 2015a, Conjecture 1.3]. Assume that $\tilde{\pi}$ is the $\psi_{\tilde{N}}$-descent of $\pi$ as above. Then for any $\tilde{\varphi} \in \tilde{\pi}$ and $\tilde{\varphi}^{\vee} \in \tilde{\pi}^{\vee}$ and for any sufficiently large finite set $S$ of places of $F$, we have

$$
\begin{align*}
& \tilde{\mathcal{W}}^{\psi_{\tilde{N}}}(\tilde{\varphi}) \tilde{\mathcal{W}}^{\psi_{\tilde{N}}^{-1}}\left(\tilde{\varphi}^{\vee}\right)=2^{-k}\left(\prod_{i=1}^{n} \zeta_{F}^{S}(2 i)\right) \frac{L^{S}\left(\frac{1}{2}, \pi\right)}{L^{S}\left(1, \pi, \operatorname{sym}^{2}\right)} \\
& \quad \times\left(\operatorname{vol}\left(N^{\prime}\left(\mathcal{O}_{S}\right) \backslash N^{\prime}\left(F_{S}\right)\right)\right)^{-1} \int_{N^{\prime}\left(F_{S}\right)}^{\mathrm{st}}\left(\tilde{\pi}(u) \tilde{\varphi}, \tilde{\varphi}^{\vee}\right)_{\mathrm{Sp}_{n}(F) \backslash \operatorname{Sp}_{n}(\mathrm{~A})} \psi_{\widetilde{N}}(u)^{-1} d u . \tag{1-1}
\end{align*}
$$

Here $\zeta_{F}^{S}(s)$ is the partial Dedekind zeta function, $\mathcal{O}_{S}$ is the ring of $S$-integers of $F$, and $L^{S}\left(s, \pi, \operatorname{sym}^{2}\right)$ is the symmetric square partial $L$-function of $\pi$.

The main result in [Lapid and Mao 2017] is the following.
Theorem 1.2 [Lapid and Mao 2017, Theorem 6.2]. In the above setup we have

$$
\begin{align*}
& \tilde{\mathcal{W}}^{\psi_{\tilde{N}}}(\tilde{\varphi}) \tilde{\mathcal{W}}^{\psi^{-1}}\left(\tilde{\varphi}^{\vee}\right)=2^{-k}\left(\prod_{i=1}^{n} \zeta_{F}^{S}(2 i)\right) \frac{L^{S}\left(\frac{1}{2}, \pi\right)}{L^{S}\left(1, \pi, \operatorname{sym}^{2}\right)}\left(\prod_{v \in S} c_{\pi_{v}}^{-1}\right) \\
& \quad \times\left(\operatorname{vol}\left(N^{\prime}\left(\mathcal{O}_{S}\right) \backslash N^{\prime}\left(F_{S}\right)\right)\right)^{-1} \int_{N^{\prime}\left(F_{S}\right)}^{\mathrm{st}}\left(\tilde{\pi}(u) \tilde{\varphi}, \tilde{\varphi}^{\vee}\right) \mathrm{Sp}_{n}(F) \backslash \operatorname{Sp}_{n}(A) \psi_{\tilde{N}}(u)^{-1} d u, \tag{1-2}
\end{align*}
$$

where $c_{\pi_{v}}, v \in S$ are certain nonzero constants which depend only on the local representations $\pi_{v}$.

The main result of this paper specifies a value for the $c_{\pi_{v}}$.
Theorem 1.3. In Theorem 1.2 we have $c_{\pi_{v}}=\epsilon\left(\frac{1}{2}, \pi_{v}, \psi_{v}\right)$ (the root number of $\pi_{v}$ ) for all finite places $v$.

We also show in Proposition 8.6 that the root number of $\pi_{v}$ equals the central sign of $\tilde{\pi}_{v}$. In [Ichino et al. 2017] it is shown that Theorem 1.3 implies the formal degree conjecture of Hiraga, Ichino and Ikeda [Hiraga et al. 2008] (or more precisely, its metaplectic analogue) for generic square-integrable representations of $\widetilde{\mathrm{Sp}}_{n}$. Conversely, in the real case (where the formal degree conjecture is a reformulation
of classical results of Harish-Chandra) it is shown that $c_{\pi_{v}}=\epsilon\left(\frac{1}{2}, \pi_{v}, \psi_{v}\right)$ if $\tilde{\pi}_{v}$ is square-integrable. (Note that in the square-integrable case, matrix coefficients are integrable on $N^{\prime}\left(F_{v}\right)$ and no regularization is necessary.) We conclude:

Corollary 1.4. Conjecture 1.1 holds if $F$ is totally real and $\tilde{\pi}_{\infty}$ is a discrete series.
Theorem 1.3 is the culmination of the series of papers [Lapid and Mao 2014; 2015b; 2017]. More precisely, the theorem can be formulated as an identity - the main identity (MI) made explicit in Section 3F (based on [Lapid and Mao 2017]) between integrals of Whittaker functions in the induced spaces of $\pi$ (in a local setting). In principle, formal manipulations using the functional equations of [Lapid and Mao 2014] reduce the identity to the results of [Lapid and Mao 2015b]. Such an argument was described heuristically for the case $n=1$ in [Lapid and Mao 2017, §7]. However, making this rigorous (even in the case $n=1$ and for $\pi$ supercuspidal) seems nontrivial because the integrals only converge as iterated integrals. This is the main task of the present paper.

In Section 3F we reduce the theorem to the cases where $\pi$ is tempered and satisfies some good properties. Here we rely on the classification, due to Matringe [2015], of the generic representations admitting a nontrivial $\mathrm{GL}_{n} \times \mathrm{GL}_{n}$-invariant functional. We also use a globalization result from [Ichino et al. 2017, Appendix A] which is based on a result of [Sakellaridis and Venkatesh 2012].

The rest of the argument is purely local. In Section 5 we start the manipulation of the left-hand side of the main identity. It is technically important to restrict oneself to certain special sections in the induced space. This is possible by a nonvanishing result on the Bessel function of generic representations proved in the Appendix. Another useful idea is to write the left-hand side of the main identity (for $W$ special) as $B\left(W, M\left(\pi, \frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right)$, where $B\left(W, W^{\vee}, s\right)$ (for $s \in \mathbb{C}$ ) is an analytic family of bilinear forms on $I(\pi, s) \times I\left(\pi^{\vee},-s\right)$, and $M(\pi, s)$ is the intertwining operator on $I(\pi, s)$. This relies on results of Baruch [2005], generalized to the present context in [Lapid and Mao 2013].

The reason for introducing this analytic family is that because of convergence issues, we can only apply the functional equations of [Lapid and Mao 2014] for $\operatorname{Re} s \ll 0$. This is the most delicate step, and is described in Section 7. It entails a further restriction on $W^{\wedge}$ (which is fortunately harmless for our purpose). The upshot is an expression (for special $W$ and $W^{\wedge}$ and for $\operatorname{Re} s \ll 0$ )

$$
B\left(W, M(\pi, s) W^{\wedge}, s\right)=\int E^{\psi}\left(M_{s}^{*} W, t\right) E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right) \frac{d t}{|\operatorname{det} t|},
$$

where $t$ is integrated over a certain $n$-dimensional torus and $E^{\psi}$ is a certain integral of $W$. The restriction on $W^{\wedge}$ ensures that the integrand is compactly supported. Moreover, by [Lapid and Mao 2015b], as a distribution in $t, E^{\psi}\left(W_{s}, t\right)$ extends to an entire function on $s$. Therefore, the above identity is meaningful for all $s$
where $M(\pi, s)$ is holomorphic. Specializing to $s=\frac{1}{2}$, the remaining assertions are that $E^{\psi}\left(M^{*} W, t\right)$ is constant in $t$ (and in particular, is a function), whose value can be determined, while the integral of $E^{\psi^{-1}}\left(W_{1 / 2}^{\wedge}, t\right)$ factors through $M\left(\pi, \frac{1}{2}\right) W^{\wedge}$, again in an explicit way. This is the content of Corollaries 8.2 and 8.5 , respectively, which follow from the representation-theoretic results established in [Lapid and Mao 2015b]. We refer the reader to Section 4 below for a more detailed sketch of the proof.

## 2. Notation and preliminaries

For the convenience of the reader we introduce in this section the most common notation that will be used throughout.

We fix a positive integer $\mathbf{n}$ (not to be confused with a running variable $n$ ). In the following $m$ is either $\mathbf{n}$ or $2 \mathbf{n}$. Let $F$ be a local field of characteristic 0 .

2A. Groups, homomorphisms and group elements. All algebraic groups are defined over $F$. We typically denote algebraic varieties (or groups) over $F$ by boldface letters (e.g., $\mathbf{X}$ ) and denote their set (or group) of $F$-points by the corresponding plain letter (e.g., $X$ ). (In most cases $\mathbf{X}$ will be clear from the context.)

- $I_{m}$ is the identity matrix in $\mathrm{GL}_{m}, w_{m}$ is the $m \times m$ matrix with ones on the nonprincipal diagonal and zeros elsewhere.
- For any group $Q, Z_{Q}$ is the center of $Q ; e$ is the identity element of $Q$. We denote the modulus function of $Q$ (i.e., the quotient of a right Haar measure by a left Haar measure) by $\delta_{Q}$.
- $\mathrm{Mat}_{m}$ is the vector space of $m \times m$ matrices over $F$.
- $x \mapsto x^{t}$ is the transpose on Mat $_{m} ; x \mapsto \breve{x}$ is the twisted transpose map on Mat ${ }_{m}$ given by $\breve{x}=w_{m} x^{t} w_{m} ; g \mapsto g^{*}$ is the outer automorphism of $\mathrm{GL}_{m}$ given by $g^{*}=w_{m}^{-1}\left(g^{t}\right)^{-1} w_{m}$.
- $\mathfrak{s}_{m}=\left\{x \in \operatorname{Mat}_{m}: \breve{x}=x\right\}$.
- $\mathbb{M}=\mathrm{GL}_{2 \mathbf{n}}, \mathbb{M}^{\prime}=\mathrm{GL}_{\mathbf{n}}$.
- $G=\operatorname{Sp}_{2 \mathbf{n}}=\left\{g \in \mathrm{GL}_{4 \mathrm{n}}: g^{t}\left(-w_{2 \mathrm{n}}{ }^{w_{2 \mathrm{n}}}\right) g=\left({ }_{-w_{2 \mathrm{n}}}{ }^{w_{2 \mathrm{n}}}\right)\right\}$.
- $G^{\prime}=\operatorname{Sp}_{\mathbf{n}}=\left\{g \in \mathrm{GL}_{2 \mathbf{n}}: g^{t}\left({ }_{-w_{\mathbf{n}}}{ }^{w_{\mathbf{n}}}\right) g=\left({ }_{-w_{\mathbf{n}}}{ }^{w_{\mathbf{n}}}\right)\right\}$.
- $G^{\prime}$ is embedded as a subgroup of $G$ via $g \mapsto \eta(g)=\operatorname{diag}\left(I_{\mathbf{n}}, g, I_{\mathbf{n}}\right)$.
- $P=M \ltimes U$ and $P^{\prime}=M^{\prime} \ltimes U^{\prime}$ are the Siegel parabolic subgroups of $G$ and $G^{\prime}$, respectively, with the standard Levi decomposition.
- $\bar{P}=P^{t}$ is the opposite parabolic of $P$, with unipotent radical $\bar{U}=U^{t}$.
- We use the isomorphism $\varrho(g)=\operatorname{diag}\left(g, g^{*}\right)$ to identify $\mathbb{M}$ with $M \subset G$. Similarly for $\varrho^{\prime}: \mathbb{M}^{\prime} \rightarrow M^{\prime} \subset G^{\prime}$.
- We use the embeddings $\eta_{\mathbb{M}}(g)=\operatorname{diag}\left(g, I_{\mathbf{n}}\right)$ and $\eta_{\mathbb{M}}^{\vee}(g)=\operatorname{diag}\left(I_{\mathbf{n}}, g\right)$ to identify $\mathbb{M}^{\prime}$ with subgroups of $\mathbb{M}$. We also set $\eta_{M}=\varrho \circ \eta_{\mathbb{M}}$ and $\eta_{M}^{\vee}=\varrho \circ \eta_{\mathbb{M}}^{\vee}=\eta \circ \varrho^{\prime}$.
- $K$ is the standard maximal compact subgroup of $G$. (In the $p$-adic case it consists of the matrices with integral entries.)
- $N$ is the standard maximal unipotent subgroup of $G$ consisting of upper unitriangular matrices; $T$ is the maximal torus of $G$ consisting of diagonal matrices; $B=T \ltimes N$ is the Borel subgroup of $G$.
- For any subgroup $X$ of $G$, we set $X^{\prime}=\eta^{-1}(X), X_{M}=X \cap M$ and $X_{\mathbb{M}}=\varrho^{-1}\left(X_{M}\right)$; similarly, $X_{M^{\prime}}^{\prime}=X^{\prime} \cap M^{\prime}$ and $X_{\mathbb{M}^{\prime}}^{\prime}=\varrho^{\prime-1}\left(X_{M^{\prime}}^{\prime}\right)$.
- $\ell_{\mathbb{M}}: \operatorname{Mat}_{\mathbf{n}} \rightarrow N_{\mathbb{M}}$ is the group embedding given by $\ell_{\mathbb{M}}(x)=\left(\begin{array}{cc}I_{\mathbf{n}} & x \\ & I_{\mathbf{n}}\end{array}\right)$ and $\ell_{M}=$ $\varrho \circ \ell_{\mathbb{M}}$.
- $\ell: \mathfrak{s}_{2 \mathbf{n}} \rightarrow U$ is the isomorphism given by $\ell(x)=\left(\begin{array}{cc}I_{2 \mathbf{n}} & x \\ & I_{2 \mathbf{n}}\end{array}\right)$.
- $\widetilde{G}=\widetilde{\mathrm{Sp}}_{\mathbf{n}}$ is the metaplectic group, i.e., the nontrivial two-fold cover of $G^{\prime}$ (unless $F$ is complex). We write elements of $\widetilde{G}$ as pairs $(g, \epsilon)$, for $g \in G$ and $\epsilon= \pm 1$, with the multiplication given by Rao's cocycle. See [Ginzburg et al. 2011].
- When $g \in G^{\prime}$, we write $\tilde{g}=(g, 1) \in \widetilde{G}$. Of course, $g \mapsto \tilde{g}$ is not a group homomorphism, but we do have $\widetilde{g n}=\tilde{g} \tilde{n}$ and $\widetilde{n g}=\tilde{n} \tilde{g}$ for any $g \in G^{\prime}$ and $n \in N^{\prime}$.
- $\widetilde{N}$ and $\widetilde{P}$ are the inverse images of $N^{\prime}$ and $P^{\prime}$ under the canonical projection $\widetilde{G} \rightarrow G^{\prime}$. We identify $N^{\prime}$ with a subgroup of $\widetilde{N}$ via $n \mapsto \tilde{n}$.
- $\xi_{m}=(0, \ldots, 0,1) \in F^{m}$.
- $\mathcal{P}$ is the mirabolic subgroup of $\mathbb{M}$ consisting of the elements $g$ such that $\xi_{2 \mathbf{n}} g=\xi_{2 \mathbf{n}}$.
- $E=\operatorname{diag}(1,-1, \ldots, 1,-1) \in \mathbb{M}$. $H$ is the centralizer of $\varrho(E)$ in $G$. It is isomorphic to $\mathrm{Sp}_{\mathbf{n}} \times \mathrm{Sp}_{\mathbf{n}}$.
- $H_{\mathbb{M}}$ is then the centralizer of $E$ in $\mathbb{M}$. It is isomorphic to $\mathrm{GL}_{\mathbf{n}} \times \mathrm{GL}_{\mathbf{n}}$.
- $w_{0}^{\prime}=\left({ }_{-w_{\mathrm{n}}}{ }^{w_{\mathrm{n}}}\right) \in G^{\prime}$ represents the longest Weyl element of $G^{\prime}$.
- $w_{U}=\left({ }_{-I_{2 \mathrm{n}}}^{I_{2 \mathrm{n}}}\right) \in G$ represents the longest $M$-reduced Weyl element of $G$.
- $w_{U^{\prime}}^{\prime}=\left({ }_{-I_{\mathrm{n}}}^{I_{\mathrm{n}}}\right) \in G^{\prime}$ represents the longest $M^{\prime}$-reduced Weyl element of $G^{\prime}$.
- $w_{0}^{\mathbb{M}}=w_{2 \mathbf{n}} \in \mathbb{M}$ represents the longest Weyl element of $\mathbb{M} ; w_{0}^{M}=\varrho\left(w_{0}^{\mathbb{M}}\right)$.
- $w_{0}^{\mathbb{M}^{\prime}}=w_{\mathbf{n}} \in \mathbb{M}^{\prime}$ represents the longest Weyl element of $\mathbb{M}^{\prime} ; w_{0}^{M^{\prime}}=\varrho^{\prime}\left(w_{0}^{\mathbb{M}^{\prime}}\right)$.
- $w_{2 \mathbf{n}, \mathbf{n}}=\left({ }_{I_{\mathbf{n}}}{ }^{I_{\mathbf{n}}}\right) \in \mathbb{M}, w_{2 \mathbf{n}, \mathbf{n}}^{\prime}=\left({ }_{w_{0}^{\mathbb{M}^{\prime}}}^{I_{\mathbf{n}}}\right) \in \mathbb{M}$.
- $\gamma=w_{U} \eta\left(w_{U^{\prime}}^{\prime}\right)^{-1}=\left(\begin{array}{cc} & I_{\mathrm{n}} \\ -I_{\mathrm{n}} & \\ & I_{\mathrm{n}} \\ & I_{\mathrm{n}}\end{array}\right) \in G$.
$\cdot \mathfrak{d}=\operatorname{diag}\left(1,-1, \ldots,(-1)^{\mathbf{n}-1}\right) \in \operatorname{Mat}_{\mathbf{n}}, \boldsymbol{\epsilon}_{1}=\ell_{M}\left((-1)^{\mathbf{n}} \mathfrak{d}\right) \in N_{M}, \boldsymbol{\epsilon}_{2}=\ell_{\mathbb{M}}(\mathfrak{d}) \in N_{\mathbb{M}}$, $\boldsymbol{\epsilon}_{3}=w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \boldsymbol{\epsilon}_{2} \in \mathbb{M}, \boldsymbol{\epsilon}_{4}=\ell_{\mathbb{M}}\left(-\frac{1}{2} \mathfrak{d} w_{0}^{\mathbb{M}^{\prime}}\right) \in N_{\mathbb{M}}$.
- $V$ and $V^{\sharp}$ are the unipotent radicals of the standard parabolic subgroup of $G$ with Levi $\mathrm{GL}_{1}^{\mathbf{n}} \times \mathrm{Sp}_{\mathbf{n}}$ and $\mathrm{GL}_{1}^{\mathbf{n}-1} \times \mathrm{Sp}_{\mathbf{n}+1}$, respectively. Thus, $N=\eta\left(N^{\prime}\right) \ltimes V, V^{\sharp}$ is normal in $V$ and $V / V^{\sharp}$ is isomorphic to the Heisenberg group of dimension $2 \mathbf{n}+1$ (see below). Also, $V=V_{M} \ltimes V_{U}$, where $V_{U}=V \cap U=\left\{\ell\left(\left(\begin{array}{cc}x & y \\ x\end{array}\right)\right): x \in \operatorname{Mat}_{\mathbf{n}}, y \in \mathfrak{s}_{\mathbf{n}}\right\}$.
- $V_{-}=V_{M}^{\sharp} \ltimes V_{U}$. (Recall $V_{M}^{\sharp}=V^{\sharp} \cap M$ by our convention.)
- $V_{\gamma}=V \cap \gamma^{-1} N \gamma=\eta\left(w_{U^{\prime}}^{\prime}\right) V_{M} \eta\left(w_{U^{\prime}}^{\prime}\right)^{-1}=\eta_{M}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes\left\{\ell\left(\binom{x}{\breve{x}}\right): x \in \operatorname{Mat}_{\mathbf{n}}\right\} \subset V_{-}$.
- $V_{+} \subset V$ is the image under $\ell_{M}$ of the space of $\mathbf{n} \times \mathbf{n}$ matrices whose rows are zero except possibly for the last one. Thus, $V=V_{+} \ltimes V_{-}$. For $c=\ell_{M}(x) \in V_{+}$we denote by $\underline{c} \in F^{\mathbf{n}}$ the last row of $x$.
- $N^{\sharp}=V_{-} \rtimes \eta\left(N^{\prime}\right)$ is the stabilizer in $N$ of the character $\psi_{U}$ defined below.
- $N_{\mathbb{M}}^{b}=\left(N_{\mathbb{M}}^{\sharp}\right)^{*}$.
- $J$ is the subspace of $\mathrm{Mat}_{\mathbf{n}}$ consisting of the matrices whose first column is zero.
- $\bar{R}=\left\{\left(\begin{array}{cc}I_{\mathrm{n}} & \\ x & n^{t}\end{array}\right): x \in J, n \in N_{\mathbb{M}^{\prime}}^{\prime}\right\}$.
- $T^{\prime \prime}=Z_{\mathbb{M}} \times \eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)=\left\{\operatorname{diag}\left(t_{1}, \ldots, t_{2 \mathbf{n}}\right): t_{1}=\cdots=t_{\mathbf{n}}\right\} \subset T_{\mathbb{M}}$.

2B. Characters. We fix a nontrivial unitary character $\psi$ of $F$. For each of the unipotent groups $X$ listed below we assign a character $\psi_{X}$ of $X$ as follows:

$$
\begin{gathered}
\psi_{N_{\mathbb{M}}}(u)=\psi\left(u_{1,2}+\cdots+u_{2 \mathbf{n}-1,2 \mathbf{n}}\right) \quad(\text { nondegenerate }), \\
\psi_{N_{M}} \circ \varrho=\psi_{N_{\mathbb{M}}}, \\
\psi_{N_{M^{\prime}}^{\prime}}\left(u^{\prime}\right)=\psi_{\left(u_{1,2}^{\prime}+\cdots+u_{\mathbf{n}-1, \mathbf{n}}^{\prime}\right) \quad(\text { nondegenerate }),} \begin{array}{c}
\psi_{N_{M^{\prime}}^{\prime}}^{\prime} \circ \varrho^{\prime}=\psi_{N_{\mathbb{M}^{\prime}}^{\prime}} \quad\left(\text { i.e., } \psi_{N_{M^{\prime}}^{\prime}}(n)=\psi_{N_{M}}\left(\gamma \eta(n) \gamma^{-1}\right)\right), \\
\psi_{N^{\prime}}(n u)=\psi_{N_{M^{\prime}}^{\prime}}(n) \psi\left(\frac{1}{2} u_{\mathbf{n}, \mathbf{n}+1}\right)^{-1}, \quad n \in N_{M^{\prime}}^{\prime}, u \in U^{\prime}, \\
\psi_{\widetilde{N}} \text { is the extension of } \psi_{N^{\prime}} \text { to a genuine character of } \widetilde{N}, \\
\psi_{N}(n u)=\psi_{N_{M}}(n), \quad n \in N_{M}, u \in U, \quad(\text { degenerate }), \\
\psi_{U}(\ell(v))=\psi\left(\frac{1}{2}\left(v_{\mathbf{n}, \mathbf{n}+1}-v_{2 \mathbf{n}, 1}\right)\right), \\
\psi_{V_{-}}(v u)=\psi_{N_{M}}(v)^{-1} \psi_{U}(u), \quad v \in V_{M}^{\sharp}, u \in V_{U}, \\
\psi_{N^{\sharp}}^{\sharp}(\eta(n) v)=\psi_{N^{\prime}}(n) \psi_{V_{-}}(v), \quad n \in N^{\prime}, v \in V_{-}, \\
\psi_{N_{M}^{\sharp}}=\psi_{N^{\sharp}} \circ \varrho, \\
\psi_{N_{\mathbb{M}}^{b}}(m)=\psi_{N_{\mathbb{M}}^{\sharp}}\left(m^{*}\right), \quad m \in N_{\mathbb{M}}^{b}, \\
\psi_{\bar{U}}\left(\ell(v)^{t}\right)=\psi^{b}\left(v_{1,1}\right), \quad v \in \mathfrak{s}_{2 \mathbf{n}} .
\end{array}
\end{gathered}
$$

2C. Other notation. - We use the notation $a \ll_{d} b$ to mean that $a \leq c b$ with $c>0$ a constant depending on $d$.

- For any $g \in G$, define $v(g) \in \mathbb{R}_{>0}$ by $\nu(u \varrho(m) k)=|\operatorname{det} m|$ for any $u \in U, m \in \mathbb{M}$, $k \in K$. Let $v^{\prime}(g)=v(\eta(g))$ for $g \in G^{\prime}$.
- $\mathcal{C S G} \mathcal{R}(Q)$ is the set of compact open subgroups of a topological group $Q$.
- $\mathcal{C S G} \mathcal{R}^{s}\left(G^{\prime}\right)$ is the subset of $\mathcal{C S G \mathcal { R }}\left(G^{\prime}\right)$ consisting of the $K_{0}$ for which $k \in K_{0} \mapsto \tilde{k}$ is a group isomorphism. Any sufficiently small $K_{0} \in \mathcal{C S G \mathcal { G }}\left(G^{\prime}\right)$ belongs to $\mathcal{C S G} \mathcal{R}^{s}\left(G^{\prime}\right)$. We identify any $K_{0} \in \mathcal{C S G} \mathcal{R}^{s}\left(G^{\prime}\right)$ with its image under $k \mapsto \tilde{k}$ (an element of $\mathcal{C S G \mathcal { G }}(\widetilde{G})$ ).
- For an $\ell$-group $Q$, let $C(Q)$ be the space of continuous functions on $Q$, and $\mathcal{S}(Q)$ the space of Schwartz functions on $Q$.
- When $F$ is $p$-adic, if $Q^{\prime}$ is a closed subgroup of $Q$ and $\chi$ is a character of $Q^{\prime}$, we denote by $C\left(Q^{\prime} \backslash Q, \chi\right)\left(\right.$ resp. $\left.C^{\mathrm{sm}}\left(Q^{\prime} \backslash Q, \chi\right), C_{c}^{\infty}\left(Q^{\prime} \backslash Q, \chi\right)\right)$ the spaces of continuous (resp. $Q$-smooth, ${ }^{1}$ smooth and compactly supported modulo $Q^{\prime}$ ) complex-valued left ( $Q^{\prime}, \chi$ )-equivariant functions on $Q$.
- For an $\ell$-group $Q$, we write $\operatorname{Irr} Q$ for the set of equivalence classes of irreducible representations of $Q$. If $Q$ is reductive, we also write $\operatorname{Irr}_{\text {sqr }} Q$ and $\operatorname{Irr}_{\text {temp }} Q$ for the subsets of irreducible unitary square-integrable (modulo center) and tempered representations, respectively. We write $\operatorname{Irr}_{\text {gen }} \mathbb{M}$ and $\operatorname{Irr}_{\text {meta }} \mathbb{M}$ for the subsets of irreducible generic representations of $\mathbb{M}$ and representations of metaplectic type (see below), respectively. For the set of irreducible generic representations of $\widetilde{G}$, we use the notation $\operatorname{Irr}_{g e n, \psi_{\widetilde{N}}} \widetilde{G}$ to emphasize the dependence on the character $\psi_{\tilde{N}}$.
- For $\pi \in \operatorname{Irr} Q$, let $\pi^{\vee}$ be the contragredient of $\pi$.
- For $\pi \in \operatorname{Irr}_{g e n} \mathbb{M}$, we denote by $\mathbb{W}^{\psi_{N_{M}}}(\pi)$ the (uniquely determined) Whittaker space of $\pi$ with respect to the character $\psi_{N_{M}}$. We use the notation $\mathbb{W}^{\psi_{N_{M}}^{-1}}$, $\mathbb{W}^{\psi_{N_{M}}}$, $\mathbb{W}^{\psi_{N_{M}}^{-1}}, \mathbb{W}^{\psi} \tilde{N}, \mathbb{W}^{\psi} \tilde{N}^{-1}$ similarly.
- For $\pi \in \operatorname{Irr}_{g e n} M$, let $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N}}(\pi)\right)$ be the space of smooth left $U$-invariant functions $W: G \rightarrow \mathbb{C}$ such that for all $g \in G$, the function $m \mapsto \delta_{P}(m)^{-1 / 2} W(m g)$ on $M$ belongs to $\mathbb{W} \psi_{N_{M}}(\pi)$. Similarly define $\operatorname{Ind}\left(\mathbb{W} \psi_{N_{M}}^{-1}(\pi)\right)$.
- If a group $G_{0}$ acts on a vector space $W$ and $H_{0}$ is a subgroup of $G_{0}$, we denote by $W^{H_{0}}$ the subspace of $H_{0}$-fixed points.
- We use the following bracket notation for iterated integrals: $\iint\left(\iint \ldots\right) \ldots$ implies that the inner integrals converge as a double integral and after evaluating them, the outer double integral is absolutely convergent.

2D. Measures. We take the self-dual Haar measure on $F$ with respect to $\psi$. We use the following convention for Haar measures for algebraic subgroups of $G$. (We consider $G^{\prime}, \mathbb{M}, \mathbb{M}^{\prime}$ as subgroups of $G$ through the embeddings $\eta, \varrho$ and $\eta \circ \varrho^{\prime}$.)

[^6]When $F$ is a $p$-adic field, let $\mathcal{O}$ be its ring of integers. The Lie algebra $\mathfrak{M}$ of $\mathrm{GL}_{4 \mathbf{n}}$ consists of the $4 \mathbf{n} \times 4 \mathbf{n}$ matrices $X$ over $F$. Let $\mathfrak{M}_{\mathcal{O}}$ be the lattice of integral matrices in $\mathfrak{M}$. For any algebraic subgroup $\mathbf{Q}$ of $\mathrm{GL}_{4 \mathbf{n}}$ defined over $F$ (e.g., an algebraic subgroup of $\mathbf{G})$, let $\mathfrak{q} \subset \mathfrak{M}$ be the Lie algebra of $\mathbf{Q}$. The lattice $\mathfrak{q} \cap \mathfrak{M}_{\mathcal{O}}$ of $\mathfrak{q}$ gives rise to a gauge form of $\mathbf{Q}$ (determined up to multiplication by an element of $\mathcal{O}^{*}$ ) and we use it to define a Haar measure on $Q$ by the recipe of [Kneser 1967].

When $F=\mathbb{R}$, the measures are fixed similarly, except that we use $\mathfrak{M}_{\mathbb{Z}}$ in place of $\mathfrak{M}_{\mathcal{O}}$. When $F=\mathbb{C}$ we only consider subgroups of $G$ which are defined over $\mathbb{R}$ and take the gauge forms induced from the above recipe for $\mathbb{R}$.

2E. Weil representation. Let $\mathbb{V}$ be a symplectic space over $F$ with a symplectic form $\langle\cdot, \cdot\rangle$. Let $\mathcal{H}=\mathcal{H}_{\mathbb{V}}$ be the Heisenberg group of $(\mathbb{V},\langle\cdot, \cdot\rangle)$. Recall that $\mathcal{H}_{\mathbb{V}}=\mathbb{V} \oplus F$ with the product rule

$$
(x, t) \cdot(y, z)=\left(x+y, t+z+\frac{1}{2}\langle x, y\rangle\right)
$$

Fix a polarization $\mathbb{V}=\mathbb{V}_{+} \oplus \mathbb{V}_{-}$. The group $\operatorname{Sp}(\mathbb{V})$ acts on the right on $\mathbb{V}$. We write a typical element of $\operatorname{Sp}(\mathbb{V})$ as $\left(\begin{array}{cc}A & B \\ C & B\end{array}\right)$, where $A \in \operatorname{Hom}\left(\mathbb{V}_{+}, \mathbb{V}_{+}\right), B \in \operatorname{Hom}\left(\mathbb{V}_{+}, \mathbb{V}_{-}\right)$, $C \in \operatorname{Hom}\left(\mathbb{V}_{-}, \mathbb{V}_{+}\right)$and $D \in \operatorname{Hom}\left(\mathbb{V}_{-}, \mathbb{V}_{-}\right)$. Let $\tilde{\operatorname{Sp}}(\mathbb{V})$ be the metaplectic two-fold cover of $\operatorname{Sp}(\mathbb{V})$ with respect to the Rao cocycle determined by the splitting. Consider the Weil representation $\omega_{\psi}$ of the group $\mathcal{H}_{\mathbb{V}} \rtimes \widetilde{\operatorname{Sp}}(\mathbb{V})$ on $\mathcal{S}\left(\mathbb{V}_{+}\right)$. Explicitly, for any $\Phi \in \mathcal{S}\left(\mathbb{V}_{+}\right)$and $X \in \mathbb{V}_{+}$, the action of $\mathcal{H}_{\mathbb{V}}$ is given by

$$
\begin{array}{ll}
\omega_{\psi}(a, 0) \Phi(X)=\Phi(X+a), & a \in \mathbb{V}_{+}, \\
\omega_{\psi}(b, 0) \Phi(X)=\psi(\langle X, b\rangle) \Phi(X), & b \in \mathbb{V}_{-}, \\
\omega_{\psi}(0, t) \Phi(X)=\psi(t) \Phi(X), & t \in F, \tag{2-1c}
\end{array}
$$

while the action of $\widetilde{\operatorname{Sp}}(\mathbb{V})$ is (partially) given by

$$
\begin{align*}
& \omega_{\psi}\left(\left(\begin{array}{cc}
g & 0 \\
0 & g^{*}
\end{array}\right), \epsilon\right) \Phi(X) \\
& =\epsilon \gamma_{\psi}(\operatorname{det} g)|\operatorname{det} g|^{1 / 2} \Phi(X g), \quad g \in \operatorname{GL}\left(\mathbb{V}_{+}\right),  \tag{2-2a}\\
& \omega_{\psi}\left(\left(\begin{array}{cc}
I & B \\
0 & I
\end{array}\right), \epsilon\right) \Phi(X) \\
& =\epsilon \psi\left(\frac{1}{2}\langle X, X B\rangle\right) \Phi(X), \quad B \in \operatorname{Hom}\left(\mathbb{V}_{+}, \mathbb{V}_{-}\right) \text {self-dual, } \tag{2-2b}
\end{align*}
$$

where $\gamma_{\psi}$ is Weil's factor.
We now take $\mathbb{V}=F^{2 \mathbf{n}}$ with the standard symplectic form

$$
\left\langle\left(x_{1}, \ldots, x_{2 \mathbf{n}}\right),\left(y_{1}, \ldots, y_{2 \mathbf{n}}\right)\right\rangle=\sum_{i=1}^{\mathbf{n}} x_{i} y_{2 \mathbf{n}+1-i}-\sum_{i=1}^{\mathbf{n}} y_{i} x_{2 \mathbf{n}+1-i}
$$

and the standard polarization

$$
\mathbb{V}_{+}=\left\{\left(x_{1}, \ldots, x_{\mathbf{n}}, 0, \ldots, 0\right)\right\}, \quad \mathbb{V}_{-}=\left\{\left(0, \ldots, 0, y_{1}, \ldots, y_{\mathbf{n}}\right)\right\}
$$

(We identify $\mathbb{V}_{+}$and $\mathbb{V}_{-}$with $F^{\mathbf{n}}$.) The corresponding Heisenberg group is isomorphic to the quotient $V / V^{\sharp}$ (with $V, V^{\sharp}$ as defined in Section 2A) via $v \mapsto v_{\mathcal{H}}:=\left(\left(v_{\mathbf{n}, \mathbf{n}+j}\right)_{j=1, \ldots, 2 \mathbf{n}}, \frac{1}{2} v_{\mathbf{n}, 3 \mathbf{n}+1}\right)$.

For $X=\left(x_{1}, \ldots, x_{\mathbf{n}}\right), X^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{\mathbf{n}}^{\prime}\right) \in F^{\mathbf{n}}$, define

$$
\left\langle X, X^{\prime}\right\rangle^{\prime}=x_{1} x_{\mathbf{n}}^{\prime}+\cdots+x_{\mathbf{n}} x_{1}^{\prime} .
$$

For $\Phi \in \mathcal{S}\left(F^{\mathbf{n}}\right)$, define the Fourier transform

$$
\hat{\Phi}(X)=\int_{F^{\mathrm{n}}} \Phi\left(X^{\prime}\right) \psi\left(\left\langle X, X^{\prime}\right\rangle^{\prime}\right) d X^{\prime} .
$$

Then, realized on $\mathcal{S}\left(F^{\mathbf{n}}\right)$, the Weil representation satisfies

$$
\left.\begin{array}{rlrl}
\omega_{\psi}\left(\widetilde{\varrho^{\prime}(h)}\right)
\end{array}\right) \Phi(X)=|\operatorname{det}(h)|^{1 / 2} \beta_{\psi}\left(\varrho^{\prime}(h)\right) \Phi(X h), \quad \begin{array}{ll} 
& h \in \mathbb{M}^{\prime}, \\
\omega_{\psi}\left(\widetilde{\binom{B}{1}}\right) \Phi(X) & =\psi\left(\frac{1}{2}\langle X, X B\rangle^{\prime}\right) \Phi(X), \\
&  \tag{2-3c}\\
\omega_{\psi}\left(\widetilde{w_{U^{\prime}}^{\prime}}\right) \Phi(X) & =\beta_{\psi}\left(w_{U^{\prime}}^{\prime}\right) \hat{\Phi}(X) .
\end{array}
$$

Here $\beta_{\psi}(g)$ for $g \in G^{\prime}$ is a certain root of unity; moreover, $\beta_{\psi}\left(\varrho^{\prime}(h)\right)=\gamma_{\psi}(\operatorname{det} h)$.
We extend $\omega_{\psi}$ to $V \rtimes \widetilde{G}$ by setting

$$
\begin{equation*}
\omega_{\psi}(v \tilde{g}) \Phi=\psi\left(v_{1,2}+\cdots+v_{\mathbf{n}-1, \mathbf{n}}\right)^{-1} \omega_{\psi}\left(v_{\mathcal{H}}\right)\left(\omega_{\psi}(\tilde{g}) \Phi\right), \quad v \in V, g \in G^{\prime} \tag{2-4}
\end{equation*}
$$

Then for any $g \in G^{\prime}, v \in V$ we have

$$
\begin{equation*}
\omega_{\psi}\left(\left(\eta(g) v \eta(g)^{-1}\right) \tilde{g}\right) \Phi=\omega_{\psi}(\tilde{g})\left(\omega_{\psi}(v) \Phi\right) . \tag{2-5}
\end{equation*}
$$

2F. Stable integral. For the rest of the section, we assume $F$ is $p$-adic.
Suppose that $U_{0}$ is a unipotent group over $F$ with a fixed Haar measure $d u$. Recall that the group generated by a relatively compact subset of $U_{0}$ is relatively compact. In particular, the set $\mathcal{C S G} \mathcal{R}\left(U_{0}\right)$ is directed. Recall the following definition of stable integral from [Lapid and Mao 2015a].
Definition 2.1. Let $f$ be a smooth function on $U_{0}$. We say that $f$ has a stable integral over $U_{0}$ if there exists $U_{1} \in \mathcal{C S G R}\left(U_{0}\right)$ such that for any $U_{2} \in \mathcal{C S G R}\left(U_{0}\right)$ containing $U_{1}$, we have

$$
\begin{equation*}
\int_{U_{2}} f(u) d u=\int_{U_{1}} f(u) d u . \tag{2-6}
\end{equation*}
$$

In this case, we write $\int_{U_{0}}^{\text {st }} f(u) d u$ for the common value of (2-6) and say that $\int_{U_{0}}^{\mathrm{st}} f(u) d u$ stabilizes at $U_{1}$. In other words, $\int_{U_{0}}^{\text {st }} f(u) d u$ is the limit of the net

$$
\left(\int_{U_{1}} f(u) d u\right)_{U_{1} \in \operatorname{CSGR}\left(U_{0}\right)}
$$

with respect to the discrete topology of $\mathbb{C}$.

Given a family of functions $f_{x} \in C^{\mathrm{sm}}\left(U_{0}\right)$, we say that the integral $\int_{U_{0}}^{\mathrm{st}} f_{x}(u) d u$ stabilizes uniformly in $x$ if $U_{1}$ as above can be chosen independently of $x$. Similarly, if $x$ ranges over a topological space $X$, then we say that $\int_{U_{0}}^{\text {st }} f_{x}(u) d u$ stabilizes locally uniformly in $x$ if any $y \in X$ admits a neighborhood on which $\int_{U_{0}}^{\text {st }} f_{x}(u) d u$ stabilizes uniformly.

2G. A remark on convergence. We frequently make use of the following elementary remark.

Remark 2.2. Let $\mathbf{H}$ be any algebraic group over $F$ and $\mathbf{H}^{\prime}$ a closed subgroup. Assume that $\left.\delta_{H}\right|_{H^{\prime}} \equiv \delta_{H^{\prime}}$. Suppose that $f \in C^{\mathrm{sm}}(H)$ and that the integral $\int_{H} f(h) d h$ converges absolutely. Then the same is true for $\int_{H^{\prime}} f\left(h^{\prime}\right) d h^{\prime}$.

## 3. Statement of main result

3A. Local Fourier-Jacobi transform. For any $f \in C(G)$ and $s \in \mathbb{C}$, we define $f_{s}(g)=f(g) \nu(g)^{s}$ for $g \in G$. Let $\pi \in \operatorname{Irr}_{g e n} M$ with Whittaker model $\mathbb{W}^{\psi_{N_{M}}}(\pi)$. Let $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ be the space of $G$-smooth left $U$-invariant functions $W: G \rightarrow \mathbb{C}$ such that for all $g \in G$, the function $\delta_{P}(m)^{-1 / 2} W(m g)$ on $M$ belongs to $\mathbb{W}^{\psi_{N_{M}}}(\pi)$. For any $s \in \mathbb{C}$ we have a representation $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi), s\right)$ on the space $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ given by $(I(s, g) W)_{s}(x)=W_{s}(x g)$ for $x, g \in G$. It is equivalent to the induced representation of $\pi \otimes v^{s}$ from $P$ to $G$. The family $W_{s}, s \in \mathbb{C}$ is a holomorphic section of this family of induced representations.

Let $F$ be a $p$-adic field. As in [Ginzburg et al. 1998], for any $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$ and $\Phi \in \mathcal{S}\left(F^{\mathbf{n}}\right)$ define a genuine function on $\widetilde{G}$ by

$$
\begin{equation*}
A^{\psi}(W, \Phi, \tilde{g})=\int_{V_{\gamma} \backslash V} W(\gamma v \eta(g)) \omega_{\psi^{-1}}(v \tilde{g}) \Phi\left(\xi_{\mathbf{n}}\right) d v, \quad g \in G^{\prime} \tag{3-1}
\end{equation*}
$$

where the element $\gamma \in G$ and the groups $V$ and $V_{\gamma}$ are as defined in Section 2A. Its properties were studied in [Lapid and Mao 2017, §4]. In particular, the integrand is always compactly supported and $A^{\psi}$ gives rise to a $V \rtimes \widetilde{G}$-intertwining map

$$
\begin{equation*}
A^{\psi}: C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right) \otimes \mathcal{S}\left(F^{\mathbf{n}}\right) \rightarrow C^{\mathrm{sm}}\left(N^{\prime} \backslash \widetilde{G}, \psi_{\tilde{N}}\right) \tag{3-2}
\end{equation*}
$$

where $V \rtimes \widetilde{G}$ acts via $V \rtimes \eta\left(G^{\prime}\right)$ by right translation on $C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$, through $\omega_{\psi^{-1}}$ on $\mathcal{S}\left(F^{\mathbf{n}}\right)$ and via the projection to $\widetilde{G}$ by right translation on $C^{\mathrm{sm}}\left(N^{\prime} \backslash \widetilde{G}, \psi_{\tilde{N}}\right)$.

Let $V_{+} \subset V$ be the image under $\ell_{M}$ of the space of $\mathbf{n} \times \mathbf{n}$ matrices whose rows are zero except possibly for the last one. For $c=\ell_{M}(x) \in V_{+}$, we denote by $\underline{c} \in F^{\mathbf{n}}$ the last row of $x$. Then

$$
A^{\psi}(W(\cdot c), \Phi(\cdot+\underline{c}), \tilde{g})=A^{\psi}(W, \Phi, \tilde{g}), \quad c \in V_{+}, g \in G^{\prime}
$$

It follows that the function $A^{\psi}(W, \Phi, \cdot)$ factors through $W \otimes \Phi \mapsto \Phi * W$, where for any function $f \in C^{\infty}(G)$ we set

$$
\Phi * f(g)=\int_{V_{+}} f(g c) \Phi(\underline{c}) d c .
$$

We denote by $A_{\sharp}^{\psi}$ the map

$$
A_{\sharp}^{\psi}: C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right) \rightarrow C^{\mathrm{sm}}\left(\tilde{N} \backslash \tilde{G}, \psi_{\tilde{N}}\right)
$$

such that

$$
A^{\psi}(W, \Phi, \cdot)=A_{\sharp}^{\psi}(\Phi * W, \cdot) .
$$

(Informally, $A_{\sharp}^{\psi}(W, \cdot)=A^{\psi}\left(W, \delta_{0}, \cdot\right)$, where $\delta_{0}$ is the delta function at 0 .) The map $A_{\sharp}^{\psi}$ is no longer $\widetilde{G}$ or $V$-equivariant since neither $\widetilde{G}$ nor $V$ (acting through $\omega_{\psi^{-1}}$ ) stabilizes $\delta_{0}$. However, $A_{\sharp}^{\psi}$ satisfies the following equivariance property. Let $V_{-}=V_{U} \rtimes V_{M}^{\sharp}$, where $V_{U}=V \cap U$ and $V_{M}^{\sharp} \subset V_{M}$ is defined in Section 2A. Thus, $V_{-}$is the preimage of $\mathbb{V}_{-}$under the composition $V \rightarrow V / V^{\sharp} \simeq \mathcal{H} \rightarrow \mathbb{V}$ and we have $V=V_{+} \ltimes V_{-}$. Note that $V_{-}$is normalized by $P^{\prime}$. Let $\psi_{V_{-}}$be the character on $V_{-}$given by

$$
\psi_{V_{-}}(v u)=\psi_{N_{M}}(v)^{-1} \psi_{U}(u), \quad v \in V_{M}^{\sharp}, u \in V_{U} .
$$

Lemma 3.1. For any $v \in V_{-}$and $p=m u \in P^{\prime}$ where $m \in M^{\prime}$ and $u \in U^{\prime}$, we have

$$
A_{\sharp}^{\psi}(W(\cdot v \eta(p)), \tilde{g})=v^{\prime}(m)^{1 / 2} \beta_{\psi^{-1}}(m)^{-1} \psi_{V_{-}}(v) A_{\sharp}^{\psi}(W, \tilde{g} \tilde{p}) .
$$

Proof. The statement simply reflects the fact that $V_{-} \rtimes \widetilde{P}$ acts on $\delta_{0}$ by multiplication by the character

$$
\tilde{m^{\prime}} \tilde{u}^{\prime} v \mapsto v^{\prime}\left(m^{\prime}\right)^{-1 / 2} \beta_{\psi^{-1}}\left(m^{\prime}\right) \psi_{V_{-}}^{-1}(v), \quad v \in V_{-}, m^{\prime} \in M^{\prime}, u^{\prime} \in U^{\prime} .
$$

More rigorously, fix $W, p$ and $v$ and let $C$ be a small neighborhood of 0 in $F^{\mathbf{n}}$. Suppose that $\Phi \in C_{c}^{\infty}\left(F^{\mathbf{n}}\right)$ is supported in $C$ and that $\int_{F^{\mathbf{n}}} \Phi(c) d c=1$. Then $A^{\psi}(W, \Phi, \tilde{g})=A_{\sharp}^{\psi}(W, \tilde{g})$ for all $g \in G^{\prime}$ provided that $C$ is sufficiently small. On the other hand, if $\Phi^{\prime}=\omega_{\psi^{-1}}(v \tilde{p}) \Phi$ then

$$
A^{\psi}\left(W(\cdot v \eta(p)), \Phi^{\prime}, \tilde{g}\right)=A^{\psi}(W, \Phi, \tilde{g} \tilde{p}) .
$$

By (2-1b), (2-1c), (2-3a), (2-3b) and (2-4), $\operatorname{supp} \Phi^{\prime} \subset \mathrm{Cm}^{-1}$ and, when $C$ is sufficiently small,

$$
\int_{F^{\mathbf{n}}} \Phi^{\prime}(c) d c=\psi_{V_{-}}(v)^{-1} \beta_{\psi^{-1}}(m) v^{\prime}(m)^{-1 / 2} .
$$

Thus, if $C$ is small enough then

$$
\Phi^{\prime} * W(\cdot v p)=\psi_{V_{-}}(v)^{-1} \beta_{\psi^{-1}}(m) v^{\prime}(m)^{-1 / 2} W(\cdot v p)
$$

Hence, $A^{\psi}\left(W(\cdot v \eta(p)), \Phi^{\prime}, \tilde{g}\right)=\psi_{V_{-}}(v)^{-1} \beta_{\psi^{-1}}(m) \nu^{\prime}(m)^{-1 / 2} A_{\sharp}^{\psi}(W(\cdot v \eta(p)), \tilde{g})$. The lemma follows.

For later reference we record the following result, which is implicit in the proof of [Lapid and Mao 2017, Lemma 4.5].

Lemma 3.2. Suppose that $F$ is p-adic. Then for any $K_{0} \in \mathcal{C S G R}(G)$, there exists $\Omega \in \mathcal{C S G R}\left(V_{U}\right)$ such that for any $W \in C\left(N \backslash G, \psi_{N}\right)^{K_{0}}$, the support of $\left.W(\gamma \cdot)\right|_{V_{-}}$ is contained in $V_{\gamma} \eta\left(w_{U^{\prime}}^{\prime}\right) \Omega \eta\left(w_{U^{\prime}}^{\prime}\right)^{-1}$.
Remark 3.3. When $F$ is an archimedean field, the above discussion still holds for $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ (or more generally if $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$ is of moderate growth). From [Lapid and Mao 2017, Lemma 4.9], the integral (3-1) converges. Moreover, $A^{\psi}(W, \Phi, \cdot)$ factors through $W \otimes \Phi \mapsto \Phi * W$, and the induced linear form $A_{\sharp}^{\psi}$ satisfies the equivariance property in Lemma 3.1 (by an approximate identity argument).

3B. Explicit local descent. Let $F$ be a local field of characteristic 0 . Define the intertwining operator

$$
M(\pi, s)=M(s): \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi), s\right) \rightarrow \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}\left(\pi^{\vee}\right),-s\right)
$$

by (the analytic continuation of)

$$
\begin{equation*}
M(s) W(g)=v(g)^{s} \int_{U} W_{s}\left(\varrho(\mathfrak{t}) w_{U} u g\right) d u, \tag{3-3}
\end{equation*}
$$

where $\mathfrak{t}=\operatorname{diag}(1,-1, \ldots, 1,-1)$ is introduced in order to preserve the character $\psi_{N_{M}}$. By abuse of notation we also denote by $M(\pi, s)$ the intertwining operator $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi), s\right) \rightarrow \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right),-s\right)$ defined in the same way.

For simplicity, we define $M_{s}^{*} W:=(M(s) W)_{-s}$, so that

$$
M_{s}^{*} W=\int_{U} W_{s}\left(\varrho(\mathfrak{t}) w_{U} u \cdot\right) d u
$$

for $\operatorname{Re} s>_{\pi} 1$. Set $M^{*} W:=M_{1 / 2}^{*} W$.
Recall that $H_{\mathrm{M}}$ is the centralizer of $E=\operatorname{diag}(1,-1, \ldots, 1,-1)(=\mathfrak{t})$, isomorphic to $\mathrm{GL}_{\mathbf{n}} \times \mathrm{GL}_{\mathbf{n}}$. The involution $w_{0}^{\mathbb{M}}$ lies in the normalizer of $H_{\mathbb{M}}$. We consider the class $\operatorname{Irr}_{\text {meta }} \mathbb{M}$ of irreducible representations of $\mathbb{M}$ which admit a continuous nonzero $H_{\mathbb{M}}$-invariant linear form $\ell$ on the space of $\pi$. It is known that any such $\pi$ is self-dual and $\ell$ is unique up to a scalar [Jacquet and Rallis 1996; Aizenbud and Gourevitch 2009]. Thus, $\ell \circ \pi\left(w_{0}^{\mathbb{M}}\right)=\epsilon_{\pi} \ell$, where $\epsilon_{\pi} \in\{ \pm 1\}$ does not depend on the choice of $\ell$. By [Lapid and Mao 2017, Theorem 3.2], when $F$ is $p$-adic, for any $\pi \in \operatorname{Irr}_{\text {meta, gen }} \mathbb{M}$ we have

$$
\begin{equation*}
\epsilon_{\pi}=\epsilon\left(\frac{1}{2}, \pi, \psi\right), \tag{3-4}
\end{equation*}
$$

where $\epsilon(s, \pi, \psi)$ is the standard $\epsilon$-factor attached to $\pi$.

Let $\pi \in \operatorname{Irr}_{\text {gen,meta }} \mathbb{M}$, considered also as a representation of $M$ via $\varrho$. By [Lapid and Mao 2017, Proposition 4.1], $M(s)$ is holomorphic at $s=\frac{1}{2}$. Denote by $\mathcal{D}_{\psi}(\pi)$ the space of Whittaker functions on $\widetilde{G}$ generated by $A^{\psi}\left(M^{*} W, \Phi, \cdot\right)$, $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right), \Phi \in \mathcal{S}\left(F^{\mathbf{n}}\right)$, i.e.,

$$
\mathcal{D}_{\psi}(\pi)=\left\{A_{\sharp}^{\psi}\left(M^{*} W, \cdot\right): W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)\right\} .
$$

This defines an explicit descent map $\pi \mapsto \mathcal{D}_{\psi}(\pi)$ on Irrgen,meta $^{\mathbb{M}}$. By [Ginzburg et al. 1999, theorem in §1.3], $\mathcal{D}_{\psi}(\pi) \neq 0$. It can be shown that $\mathcal{D}_{\psi}(\pi)$ is admissible but we do not do it here since we do not use this fact directly.

3C. Good representations. Consider $\pi \in \operatorname{Irrgen} M$ and $\tilde{\sigma} \in \operatorname{Irr}_{\text {gen }, \psi_{\tilde{N}}^{-1}} \widetilde{G}$ with Whittaker model $\mathbb{W}^{\psi} \psi_{\tilde{N}}^{-1}(\tilde{\sigma})$. Following [Ginzburg et al. 1998], for any

$$
\widetilde{W} \in \mathbb{W}^{\psi_{N}^{-1}}(\tilde{\sigma}), \quad W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right),
$$

define the local Shimura type integral

$$
\begin{equation*}
\tilde{J}(\widetilde{W}, W, s):=\int_{N^{\prime} \backslash G^{\prime}} \widetilde{W}(\tilde{g}) A_{\sharp}^{\psi}\left(W_{s}, \tilde{g}\right) d g . \tag{3-5}
\end{equation*}
$$

By [Ginzburg et al. 1998, §6.3; 1999], $\tilde{J}$ converges for $\operatorname{Re} s>_{\pi, \tilde{\sigma}} 1$ and admits a meromorphic continuation in $s$. Moreover, for any $s \in \mathbb{C}$ we can choose $\widetilde{W}$ and $W$ such that $\tilde{J}(\tilde{W}, W, s) \neq 0$.

Let $\pi \in \operatorname{Irrgen}_{\text {geta }} \mathbb{M}$. We say that $\pi$ is good if the following conditions are satisfied for all $\psi$ :
(1) $\mathcal{D}_{\psi}(\pi)$ is irreducible.
(2) $\tilde{J}(\widetilde{W}, W, s)$ is holomorphic at $s=\frac{1}{2}$ for $\widetilde{W} \in \mathcal{D}_{\psi^{-1}}(\pi), W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$. (We do not assume that the integral defining $\tilde{J}$ converges at $s=\frac{1}{2}$.)
(3) There is a nondegenerate $\widetilde{G}$-invariant pairing $[\cdot, \cdot]$ on $\mathcal{D}_{\psi^{-1}}(\pi) \times \mathcal{D}_{\psi}(\pi)$ such that

$$
\tilde{J}\left(\widetilde{W}, W, \frac{1}{2}\right)=\left[\tilde{W}, A_{\sharp}^{\psi}\left(M^{*} W, \cdot\right)\right]
$$

for any $\widetilde{W} \in \mathcal{D}_{\psi^{-1}}(\pi), W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$. In particular, $\mathcal{D}_{\psi}(\pi)^{\vee} \simeq \mathcal{D}_{\psi^{-1}}(\pi)$.
This property was introduced and discussed in [Lapid and Mao 2017, §5]. In particular, if $\pi$ is good and $\tilde{\pi}=\mathcal{D}_{\psi^{-1}}(\pi)$ then there is a constant $c_{\pi}$ such that for any $\widetilde{W} \in \mathbb{W}^{\psi_{\tilde{N}}^{-1}}\left(\tilde{\pi}^{\vee}\right), \widetilde{W}^{\vee} \in \mathbb{W}^{\psi} \tilde{N}(\tilde{\pi})$, we have

$$
\begin{equation*}
\int_{N^{\prime}}^{\mathrm{st}}\left[\tilde{\pi}(\tilde{n}) \widetilde{W}, \widetilde{W}^{\vee}\right] \psi_{\tilde{N}}(n) d n=c_{\pi} \widetilde{W}(e) \widetilde{W}^{\vee}(e) . \tag{3-6}
\end{equation*}
$$

More explicitly, for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ and $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)$ we have

$$
\begin{align*}
\int_{N^{\prime}}^{\mathrm{st}} \tilde{J}\left(A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, \cdot \tilde{n}\right), W, \frac{1}{2}\right) \psi_{\widetilde{N}}(n) & d n \\
& =c_{\pi} A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, e\right) A_{\sharp}^{\psi}\left(M^{*} W, e\right) . \tag{3-7}
\end{align*}
$$

Let $F$ be a $p$-adic field. In the rest of the paper, we prove the following statement:
Theorem 3.4. For any unitarizable $\pi \in \operatorname{Irr}_{\text {gen,meta }} \mathbb{M}$ which is good we have $c_{\pi}=\epsilon_{\pi}$.
Remark 3.5. Of course, we expect Theorem 3.4 to hold in the archimedean case as well. However, we do not deal with the archimedean case in this paper.

The following special case is of particular importance (see Remark 3.9 below).
Corollary 3.6. Suppose $\pi=\tau_{1} \times \cdots \times \tau_{l}$, where $\tau_{j} \in \operatorname{Irr}_{\text {sqr,meta }} \mathrm{GL}_{2 m_{j}}, j=1, \ldots, l$, are distinct and $\mathbf{n}=m_{1}+\cdots+m_{l}$. Then $\pi$ is $\operatorname{good}$ and $\tilde{\pi}:=\mathcal{D}_{\psi^{-1}}(\pi)$ is squareintegrable. Moreover,

$$
\int_{N^{\prime}} \tilde{J}\left(\tilde{\pi}(\tilde{n}) \widetilde{W}, W, \frac{1}{2}\right) \psi_{N}(n) d n=\epsilon_{\pi} \widetilde{W}(e) A_{\sharp}^{\psi}\left(M^{*} W, e\right)
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ and $\tilde{W} \in \mathbb{W}^{\psi_{N}}(\tilde{\pi})$.
3D. Relation to global statement. Suppose now that $F$ is a number field and $\mathbb{A}$ is its ring of adeles. We say that an irreducible cuspidal representation $\pi$ of $\mathbb{M}$ is of metaplectic type if

$$
\int_{H_{\mathrm{M}}(F) \backslash H_{\mathrm{M}}(\mathrm{~A}) \cap \cap_{M}(\mathrm{~A})^{1}} \varphi(h) d h \neq 0
$$

for some $\varphi$ in the space of $\pi$. (Here, $\mathbb{M}(\mathbb{A})^{1}=\{m \in \mathbb{M}(\mathbb{A}):|\operatorname{det} m|=1\}$.) Equivalently, $L^{S}\left(\frac{1}{2}, \pi\right) \operatorname{res}_{s=1} L^{S}\left(s, \pi, \wedge^{2}\right) \neq 0$ [Friedberg and Jacquet 1993]. ${ }^{2}$ In particular, $\pi$ is self-dual and admits a trivial central character. We write $\operatorname{Cusp}_{\text {meta }} \mathbb{M}$ for the set of irreducible cuspidal representations of metaplectic type.

Consider the set MCusp $\mathbb{M}$ of automorphic representations $\pi$ of $\mathbb{M}(\mathbb{A})$ which are realized on Eisenstein series induced from $\pi_{1} \otimes \cdots \otimes \pi_{k}$, where $\pi_{i} \in \operatorname{Cusp}_{\text {meta }} \mathrm{GL}_{2 n_{i}}$, $i=1, \ldots, k$, are distinct and $\mathbf{n}=n_{1}+\cdots+n_{k}$. The representation $\pi$ is irreducible: it is equivalent to the parabolic induction $\pi_{1} \times \cdots \times \pi_{k}$. Moreover, $\pi$ determines $\pi_{1}, \ldots, \pi_{k}$ uniquely up to permutation [Jacquet and Shalika 1981a; 1981b].

Recall that Conjecture 1.1 is pertaining to the representations $\pi \in \operatorname{MCusp} \mathbb{M}$. The following fact is crucial for us.

Proposition 3.7 [Lapid and Mao 2017, Theorem 6.2]. If $\pi \in \operatorname{MCusp} \mathbb{M}$, then its local components $\pi_{v}$ are good.

Thus, Theorem 3.4 implies Theorem 1.3, our main result.

[^7]3E. Relation to Bessel functions. We record here a purely formal argument that relates Theorem 3.4 to an identity of Bessel functions, which are defined in [Lapid and Mao 2013]. We do not worry about convergence issues in this subsection.

Using the functional equation (see [Kaplan 2015], noting that the central character of $\pi$ is trivial)

$$
\begin{equation*}
\tilde{J}(\tilde{W}, M(s) W,-s)=|2|^{2 \mathbf{n} s} \frac{\gamma\left(\tilde{\pi} \otimes \pi, s+\frac{1}{2}, \psi\right)}{\gamma(\pi, s, \psi) \gamma\left(\pi, \wedge^{2}, 2 s, \psi\right)} \tilde{J}(\tilde{W}, W, s), \tag{3-8}
\end{equation*}
$$

(3-6) becomes

$$
\begin{aligned}
& \int_{N^{\prime}} \tilde{J}\left(\tilde{\pi}(\tilde{n}) \tilde{W}, M\left(\frac{1}{2}\right) W,-\frac{1}{2}\right) \psi_{\tilde{N}}(n) d n \\
&=\left.|2|^{\mathbf{n}} \frac{\gamma\left(\tilde{\pi} \otimes \pi, s+\frac{1}{2}, \psi\right)}{\gamma(\pi, s, \psi) \gamma\left(\pi, \wedge^{2}, 2 s, \psi\right)}\right|_{s=1 / 2} c_{\pi} \tilde{W}(e) A_{\sharp}^{\psi}\left(M^{*} W, e\right) .
\end{aligned}
$$

Explicitly, the left-hand side is

$$
\begin{aligned}
& \int_{N^{\prime}} \int_{N^{\prime} \backslash G^{\prime}} \widetilde{W}(\tilde{g} \tilde{n}) A_{\sharp}^{\psi}\left(M^{*} W, \tilde{g}\right) d g \psi_{\tilde{N}}(n) d n \\
&=\int_{N^{\prime}} \int_{N^{\prime} \backslash G^{\prime}} \widetilde{W}(\tilde{g} \tilde{n}) \widetilde{W}^{\prime}(\tilde{g}) d g \psi_{\tilde{N}}(n) d n,
\end{aligned}
$$

where $\widetilde{W}^{\prime}=A_{\sharp}^{\psi}\left(M^{*} W, \cdot\right)$. Using Bruhat decomposition, this is

$$
\begin{aligned}
& \int_{T^{\prime}} \int_{N^{\prime}} \int_{N^{\prime}} \delta_{B^{\prime}}(t) \widetilde{W}\left(\widetilde{w_{0}^{\prime}} \tilde{t} \tilde{n^{\prime}} \tilde{n}\right) \widetilde{W}^{\prime}\left(\widetilde{w_{0}^{\prime}} \tilde{n^{\prime}}\right) \psi_{\widetilde{N}}(n) d n^{\prime} d n d t \\
&=\int_{T^{\prime}} \int_{N^{\prime}} \int_{N^{\prime}} \delta_{B^{\prime}}(t) \widetilde{W}\left(\widetilde{\left.w_{0}^{\prime} \tilde{n} \tilde{n}\right) \widetilde{W}^{\prime}\left(\widetilde{w_{0}^{\prime}} \tilde{n} \tilde{n}^{\prime}\right) \psi_{\tilde{N}}(n) \psi_{\tilde{N}}^{-1}\left(n^{\prime}\right) d n^{\prime} d n d t}\right.
\end{aligned}
$$

By definition of Bessel functions $\mathbb{B}_{\tilde{\pi}}^{\psi} \overline{\tilde{N}}^{1}$ (see (5-1)), this is

$$
\widetilde{W}(e) \widetilde{W}^{\prime}(e) \int_{T^{\prime}} \mathbb{B}_{\tilde{\pi}}^{\psi \tilde{\tilde{N}}^{-1}}\left(\widetilde{w_{0}^{\prime}} \tilde{t}\right) \mathbb{B}_{\tilde{\pi}^{v}}^{\psi_{\tilde{N}}}\left(\widetilde{w_{0}^{\prime}} \tilde{t}\right) \delta_{B^{\prime}}(t) d t .
$$

Here $\tilde{\pi}^{\vee}=\mathcal{D}_{\psi}(\pi)$. Thus, on a formal level, Theorem 3.4 becomes the following inner product identity:

$$
\begin{equation*}
\int_{T^{\prime}} \mathbb{B}_{\tilde{\pi}}^{\psi^{-1}}\left(\widetilde{w_{0}^{\prime}} \tilde{t}\right) \mathbb{B}_{\tilde{\pi}^{\nu}}^{\psi_{\tilde{N}}} \widetilde{\left.w_{0}^{\prime} \tilde{t}\right) \delta_{B^{\prime}}(t) d t=\left.|2|^{\mathbf{n}} \frac{\gamma\left(\tilde{\pi} \otimes \pi, s+\frac{1}{2}, \psi\right)}{\gamma\left(\pi, \wedge^{2}, 2 s, \psi\right)}\right|_{s=1 / 2} . . . . ~ . ~} \tag{3-9}
\end{equation*}
$$

(It is easy to determine the order of the poles in the numerator and denominator on the right-hand side in terms of the data of Theorem 3.8 below.) Of course, the above manipulations are purely formal as the integrals are not absolutely convergent.

3F. A reduction of the main theorem. For the rest of the paper, let $F$ be a $p$-adic field. The proof of Theorem 3.4 is essentially local under the additional assumption that $\pi \in \operatorname{Irr}_{\text {temp }} \mathbb{M}$ and $\tilde{\pi}:=\mathcal{D}_{\psi^{-1}}(\pi) \in \operatorname{Irr}_{\text {temp }} \widetilde{G}$. We first show that it indeed suffices to prove Theorem 3.4 under these additional assumptions. This uses a global argument as well as the following classification result due to Matringe. We denote by $\times$ parabolic induction for $\mathrm{GL}_{m}$.

Theorem 3.8 [Matringe 2015]. The set $\operatorname{Irr}_{\text {gen,meta }} \mathbb{M}$ consists of the irreducible representations of the form

$$
\pi=\sigma_{1} \times \sigma_{1}^{\vee} \times \cdots \times \sigma_{k} \times \sigma_{k}^{\vee} \times \tau_{1} \times \cdots \times \tau_{l}
$$

with $\sigma_{1}, \ldots, \sigma_{k}$ essentially square-integrable, ${ }^{3} \tau_{1}, \ldots, \tau_{l}$ square-integrable and $L\left(0, \tau_{i}, \wedge^{2}\right)=\infty$ for all .
(We expect the same result to hold in the archimedean case as well.)
Denote by $\omega_{\sigma}$ the central character of $\sigma \in \operatorname{Irr} \mathrm{GL}_{m}$. We also write $\sigma[s]$ for the twist of $\sigma$ by $|\operatorname{det} \cdot|^{s}$.

Let $\tau_{j} \in \operatorname{Irr}_{\mathrm{sqr}, \text { meta }} \mathrm{GL}_{2 m_{j}}, j=1, \ldots, l$, be distinct, and let $\delta_{i} \in \operatorname{Irr}_{\mathrm{sqr}} \mathrm{GL}_{n_{i}}$, $i=1, \ldots, k$ with $\mathbf{n}=n_{1}+\cdots+n_{k}+m_{1}+\cdots+m_{l}$. (Possibly $k=0$ or $l=0$.) For $\underline{s}=\left(s_{1}, \ldots, s_{k}\right) \in \mathbb{C}^{k}$ we consider the representation

$$
\pi(\underline{s})=\delta_{1}\left[s_{1}\right] \times \delta_{1}^{\vee}\left[-s_{1}\right] \times \cdots \times \delta_{k}\left[s_{k}\right] \times \delta_{k}^{\vee}\left[-s_{k}\right] \times \tau_{1} \times \cdots \times \tau_{l} .
$$

Suppose that our given $p$-adic field is the completion at a place $v$ of a number field. We claim that for a dense set of $\underline{s} \in \mathbb{i}^{k}, \pi(\underline{s})$ is the local component at $v$ of an element of MCusp $\mathbb{M}$. This follows from [Ichino et al. 2017, Appendix A]. ${ }^{4}$ Indeed, let $m=m_{1}+\cdots+m_{l}$, let $\rho \in \operatorname{Irr}_{\text {sqr, gen }} \operatorname{SO}(2 m+1)$ be the representation corresponding to $\tau_{1} \times \cdots \times \tau_{l}$ under Jiang and Soudry [2004] and let $\tilde{\rho} \in \operatorname{Irr}_{\text {sqr,gen }} \widetilde{\mathrm{Sp}}_{m}$ be the theta lift of $\rho$. Let $\sigma(\underline{s})=\delta_{1}\left[s_{1}\right] \times \cdots \times \delta_{k}\left[s_{k}\right] \rtimes \rho$ (parabolic induction) and $\tilde{\sigma}(\underline{s})=\delta_{1}\left[s_{1}\right] \times \cdots \times \delta_{k}\left[s_{k}\right] \rtimes \tilde{\rho}$. Then for $\underline{s}$ in a dense open subset of $i \mathbb{R}^{k}$ we have $\sigma(\underline{s}) \in \operatorname{Irr} \operatorname{SO}(2 \mathbf{n}+1)$ and $\tilde{\sigma}(\underline{s}) \in \operatorname{Irr} \widetilde{G}$ and moreover, by [Gan and Savin 2012], $\tilde{\sigma}(\underline{s})$ is the theta lift of $\sigma(\underline{s})$. By [Ichino et al. 2017, Corollary A.8], for a dense set of $\underline{s} \in \mathrm{i} \mathbb{R}^{k}, \tilde{\sigma}(\underline{s})$ is the local component at $v$ of a generic cuspidal automorphic representation of $\widetilde{S p}_{\mathbf{n}}(\mathbb{A})$ whose theta lift to $\mathrm{SO}(2 \mathbf{n}+1)$ is cuspidal. The Cogdell-Kim-Piatetski-Shapiro-Shahidi lift [Cogdell et al. 2004] of the latter to $\mathbb{M}$ is the required representation in MCusp $\mathbb{M}$.

It follows from Proposition 3.7 that for a dense set of $\underline{s} \in i \mathbb{R}^{k}, \pi(\underline{s}) \in \operatorname{Irr}_{\text {temp,meta }} \mathbb{M}$ is good. Moreover, by [Ichino et al. 2017, Proposition 4.6], $\mathcal{D}_{\psi^{-1}}(\pi(\underline{s}))=\tilde{\sigma}(\underline{s})$, and in particular, it is tempered.

[^8]Suppose that $\underline{s}$ is in the domain

$$
\mathfrak{D}=\left\{\left(s_{1}, \ldots, s_{k}\right) \in \mathbb{C}^{k}:-\frac{1}{2}<\operatorname{Re} s_{i}<\frac{1}{2} \text { for all } i\right\} .
$$

We recall that by [Lapid and Mao 2017, Lemma 4.12], the integral defining $\tilde{J}\left(A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, \cdot\right), W, s\right)$ converges and is holomorphic at $s=\frac{1}{2}$ for any

$$
\begin{equation*}
W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi(\underline{s}))\right), \quad W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi(\underline{s}))\right) \tag{3-10}
\end{equation*}
$$

Moreover, by the properties of $A^{\psi}$ and $\widetilde{J}$ (see [Lapid and Mao 2017, (4.4) and (4.13)]), the function $g \mapsto \tilde{J}\left(A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, \cdot \tilde{g}\right), W, \frac{1}{2}\right)$ is bi- $K_{0}$-invariant, provided that $K_{0} \in \mathcal{C S G R}^{s}\left(G^{\prime}\right)$ is such that $I\left(\frac{1}{2}, \eta(k)\right) W=W$ and $I\left(\frac{1}{2}, \eta(k)\right) W^{\wedge}=W^{\wedge}$ for all $k \in K_{0}$. It follows from [Lapid and Mao 2015a, Proposition 2.11] (applied to $\widetilde{G}$ ) that the stable integral on the left-hand side of (3-7) can be written as an integral over a compact open subgroup of $N^{\prime}$ depending only on $K_{0}$. Thus, taking the Whittaker functions in (3-10) to be defined through Jacquet integrals, both sides of (3-7) for $\pi(\underline{s})$ are holomorphic functions of $\underline{s} \in \mathfrak{D}$. Note that by [Lapid and Mao 2017, Lemma 3.6], we have that $\epsilon_{\pi(s)}=\omega_{\delta_{1}}(-1) \cdots \omega_{\delta_{k}}(-1) \epsilon_{\tau_{1}} \cdots \epsilon_{\tau_{l}}$ is independent of $\underline{s}$. Thus, in order to prove (3-7) for $\underline{s} \in \mathfrak{D}$, it is enough to show it for a dense set of $\underline{s} \in \mathbb{i} \mathbb{R}^{k}$. Since every unitarizable $\pi \in \operatorname{Irr}_{\text {meta }} \mathbb{M}$ is of the form $\pi(\underline{s})$ for some $\tau_{1}, \ldots, \tau_{l}, \delta_{1}, \ldots, \delta_{k}$ as above and $\underline{s} \in \mathfrak{D}$, the reduction step follows.
Remark 3.9. In the case $k=0$, we can globalize $\pi$ itself. Thus, by Proposition 3.7, $\pi$ is good; $\mathcal{D}_{\psi^{-1}}(\pi)$ is irreducible and square integrable (see [Ichino et al. 2017, Theorem 3.1]). ${ }^{4}$ This yields Corollary 3.6 from Theorem 3.4.

In the remainder of the paper we prove Theorem 3.4, i.e., the main identity

$$
\begin{align*}
&\left.\int_{N^{\prime}}^{\mathrm{st}}\left(\int_{N^{\prime} \backslash G^{\prime}} A_{\sharp}^{\psi}\left(W_{s}, \tilde{g}\right) A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, \tilde{g} \tilde{u}\right) d g\right) \psi_{\tilde{N}}(\tilde{u}) d u\right|_{s=1 / 2} \\
&=\epsilon_{\pi} A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, e\right) A_{\sharp}^{\psi}\left(M^{*} W, e\right) \tag{MI}
\end{align*}
$$

under the assumptions that $\pi \in \operatorname{Irr}_{\text {temp, meta }} \mathbb{M}$ is good and $\tilde{\pi}:=\mathcal{D}_{\psi^{-1}}(\pi)$ is tempered.
Remark 3.10. As already pointed out before (and used in the reduction step), by [Lapid and Mao 2017, Lemma 4.12] the inner integral on the left-hand side of (MI) converges (and is analytic) for $\operatorname{Re} s \geq \frac{1}{2}$ (for any unitary $\pi$ ). We will not need to use this fact explicitly any further.

## 4. An informal sketch

Before embarking on the rigorous proof of the relation (MI), let us give a brief sketch of the argument. For convenience we momentarily ignore all convergence issues (which are of course at the heart of the argument, and will be discussed below). Thus, the discussion of this section is purely formal.

Define (assuming convergent)

$$
B\left(W, W^{\vee}\right)=\int_{N^{\prime}}\left(\int_{N^{\prime} \backslash G^{\prime}} A_{\sharp}^{\psi}(W, \tilde{g}) A_{\sharp}^{\psi^{-1}}\left(W^{\vee}, \tilde{g} \tilde{u}\right) d g\right) \psi_{\tilde{N}}(\tilde{u}) d u,
$$

so that the left-hand side of $(\mathrm{MI})$ is $B\left(W_{1 / 2}, M^{*} W\right)$.
We use the following formal identity (which follows from the Bruhat decomposition for $\left.G^{\prime}\right)$ : for (suitable) $\widetilde{W} \in C^{\mathrm{sm}}\left(\widetilde{N} \backslash \widetilde{G}, \psi_{\tilde{N}}\right)$ and $\widetilde{W}^{\vee} \in C^{\mathrm{sm}}\left(\widetilde{N} \backslash \widetilde{G}, \psi_{\widetilde{N}} \overline{\widetilde{1}}^{1}\right)$,

$$
\begin{align*}
& \int_{N^{\prime}}\left(\int_{N^{\prime} \backslash G^{\prime}} \tilde{W}(\tilde{g}) \tilde{W}^{\vee}(\tilde{g} \tilde{u}) d g\right) \psi_{\tilde{N}}(\tilde{u}) d u \\
& \quad=\int_{T^{\prime}} \delta_{B^{\prime}}(t) \int_{N^{\prime}} \widetilde{W}\left(\widetilde{w_{0}^{\prime}} t \tilde{n}_{1}\right) \psi_{\widetilde{N}^{\prime}}\left(\tilde{n}_{1}\right)^{-1} d n_{1} \int_{N^{\prime}} \widetilde{W}^{\vee}\left(\widetilde{w_{0}^{\prime}} t \tilde{n}_{2}\right) \psi_{\tilde{N}}\left(\tilde{n}_{2}\right) d n_{2} d t \tag{4-1}
\end{align*}
$$

(In the ensuing discussion it would be more natural to replace the right-hand side by

$$
\begin{align*}
& \int_{N_{M^{\prime}}^{\prime}} \int_{N_{M^{\prime}}^{\prime} \backslash M^{\prime}} \delta_{P^{\prime}}(m) \int_{U^{\prime}} \widetilde{W}\left(\widetilde{w_{U^{\prime}}^{\prime}} \tilde{m} \tilde{n} \tilde{u_{1}}\right) \psi_{\tilde{N}}\left(\tilde{u_{1}}\right)^{-1} d u_{1} \\
& \int_{U^{\prime}} \widetilde{W}^{\vee}\left(\widetilde{w_{U^{\prime}}^{\prime}} \tilde{m} \tilde{u_{2}}\right) \psi_{\widetilde{N}}\left(\widetilde{u_{2}}\right) d u_{2} d m \psi_{N_{M^{\prime}}^{\prime}}(n) d n . \tag{4-2}
\end{align*}
$$

However, it is analytically advantageous to work with the former expression.)
Applying this to $\widetilde{W}=A_{\sharp}^{\psi}(W, \cdot)$ and $\tilde{W}^{\vee}=A_{\sharp}^{\psi^{-1}}\left(W^{\vee}, \cdot\right)$ we get

$$
\begin{equation*}
B\left(W, W^{\vee}\right)=\int_{T^{\prime}} Y^{\psi}(W, t) Y^{\psi^{-1}}\left(W^{\vee}, t\right) \delta_{B^{\prime}}(t) d t \tag{4-3}
\end{equation*}
$$

where

$$
Y^{\psi}(W, t):=\int_{N^{\prime}} A_{\sharp}^{\psi}\left(W, \widetilde{w_{0}^{\prime} t n}\right) \psi_{\tilde{N}}(\tilde{n})^{-1} d n .
$$

We note the following equivariance property of $Y^{\psi}(W, t)$. Let $N^{\sharp}=V_{-} \rtimes \eta\left(N^{\prime}\right)$, which is the stabilizer of $\psi_{U}$ in $N$. Let $\psi_{N^{\sharp}}$ be the character

$$
\psi_{N^{\sharp}}(\eta(n) v)=\psi_{N^{\prime}}(n) \psi_{V_{-}}(v), \quad n \in N^{\prime}, v \in V_{-}
$$

on $N^{\sharp}$. Then by Lemma 3.1, $Y^{\psi}(W, t)$ is $\left(N^{\sharp}, \psi_{N^{\sharp}}\right)$-equivariant in $W$.
Next, we consider $A_{\sharp}^{\psi}\left(W, \widetilde{w_{0}^{\prime} t n}\right)$. By Lemma 3.1 it is enough to determine $A_{\sharp}^{\psi}\left(W, \widetilde{w_{U^{\prime}}^{\prime}}\right)$. We have (up to an immaterial root of unity, which we suppress)

$$
A_{\sharp}^{\psi}\left(W, \widetilde{w_{U^{\prime}}^{\prime}}\right)=* \int_{V_{M}^{\sharp} \backslash V_{-}} W\left(w_{U} v\right) \psi_{V_{-}}(v)^{-1} d v=* \int_{V_{U}} W\left(w_{U} v\right) \psi_{U}(v)^{-1} d v .
$$

(See Remark 6.5 for a more precise statement.) We also mention that

$$
A_{\sharp}^{\psi}(W, e)=\int_{\boldsymbol{\epsilon}_{1}^{-1}\left(V_{\gamma} \rtimes \eta\left(N^{\prime}\right)\right) \epsilon_{1} \backslash N^{\sharp}} W\left(\gamma \epsilon_{1} n\right) \psi_{N^{\sharp}}(n)^{-1} d n
$$

for a suitable unipotent element $\boldsymbol{\epsilon}_{1}$ (this will be used for the right-hand side of (MI); see Lemma 6.1). This expression is clearly ( $N^{\sharp}, \psi_{N^{\sharp}}$ )-equivariant in $W$.

Remark 4.1. By [Ginzburg et al. 1999, theorem in §4.4; Lapid and Mao 2015b, Lemma 6.1], for $\pi \in \operatorname{Irr}_{\text {meta,temp }} \mathbb{M}$ the space of $\left(N^{\sharp}, \psi_{N^{\sharp}}\right)$-equivariant linear forms on the Langlands quotient of $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi), \frac{1}{2}\right)$ is one-dimensional. This implies that $Y^{\psi}\left(M^{*} W, t\right)$ is proportional to $A_{\sharp}^{\psi}\left(M^{*} W, e\right)$. The constant of proportionality is a complicated function of $t$ which is probably related to the Bessel function. At best, the putative equality becomes something like (3-9), which seems difficult to approach directly. Instead, we take a different approach.

It follows from the formula for $A_{\sharp}^{\psi}\left(W, \widetilde{w_{U^{\prime}}^{\prime}}\right)$ above that

$$
\begin{align*}
& Y^{\psi}(W, t) \\
& \quad=* v^{\prime}(t)^{\mathbf{n}-1 / 2} \int_{N_{M^{\prime}}^{\prime}} \int_{U} W\left(w_{U} \eta\left(w_{0}^{M^{\prime}} t n\right) v\right) \psi_{N_{M^{\prime}}^{\prime}}(n)^{-1} \psi_{U}(u)^{-1} d u d n \tag{4-4}
\end{align*}
$$

Substituting this in (4-3) and using the Bruhat decomposition for $\mathbb{M}^{\prime}$, we obtain

$$
\begin{align*}
& B\left(W, W^{\vee}\right)=\int_{U} \int_{U} \int_{N_{\mathbb{M}^{\prime}}^{\prime}} \int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{N}^{\prime}} W\left(\eta_{M}(g n) w_{U} u_{1}\right) W^{\vee}\left(\eta_{M}(g) w_{U} u_{2}\right) \\
& \quad \times \delta_{P}\left(\eta_{M}(g)\right)^{-1}|\operatorname{det} g|^{1-\mathbf{n}} d g \psi_{N_{\mathbb{M}^{\prime}}^{\prime}}(n) d n \psi_{U}\left(u_{1}\right)^{-1} \psi_{U}\left(u_{2}\right) d u_{1} d u_{2} \tag{4-5}
\end{align*}
$$

For the inner integral, we will use the following functional equation proved in [Lapid and Mao 2014]: for any $W \in \mathbb{W}^{\psi_{N_{M}}}(\pi)$ and $W^{\vee} \in \mathbb{W}^{\psi_{N_{\mathbb{M}}}^{-1}}\left(\pi^{\vee}\right)$, we have

$$
\begin{aligned}
\int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{M}^{\prime}} & W\left(\eta_{\mathbb{M}}(g)\right) W^{\vee}\left(\eta_{\mathbb{M}}(g)\right)|\operatorname{det} g|^{1-\mathbf{n}} d g \\
& =\int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{M}^{\prime}} W\left(w_{2 \mathbf{n}, \mathbf{n}} \eta_{\mathbb{M}}(g) \ell_{\mathbb{M}}(X)\right) W^{\vee}\left(w_{2 \mathbf{n}, \mathbf{n}} \eta_{\mathbb{M}}(g) \ell_{\mathbb{M}}(Y)\right) \\
& \times|\operatorname{det} g|^{\mathbf{n}-1} d g d X d Y
\end{aligned}
$$

where $J$ is the subspace of $\mathrm{Mat}_{\mathbf{n}}$ consisting of the matrices whose first column is zero. From this it is easy to infer that

$$
\begin{align*}
& \int_{N_{\mathbb{M}^{\prime}}^{\prime}}\left(\int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{M}^{\prime}} W\left(\eta_{\mathbb{M}}(g n)\right) W^{\vee}\left(\eta_{\mathbb{M}}(g)\right)|\operatorname{det} g|^{1-\mathbf{n}} d g\right) \psi_{N_{\mathbb{M}^{\prime}}^{\prime}}(n) d n \\
&=\int_{\eta_{\mathbb{M}}^{\vee}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \backslash N_{\mathbb{M}}^{b}} \int_{\eta_{\mathbb{M}}^{\vee}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \backslash N_{\mathbb{M}}^{b}} \int_{T_{\mathbb{M}^{\prime}}^{\prime}} W\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} r_{1}\right) W^{\vee}\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} r_{2}\right) \\
& \times|\operatorname{det} t|^{\mathbf{n}-1} \delta_{B_{\mathbb{M}^{\prime}}^{\prime}}(t)^{-1} \psi_{N_{\mathbb{M}}^{\mathrm{b}}}\left(r_{1}^{-1} r_{2}\right) d t d r_{2} d r_{1} \tag{4-6}
\end{align*}
$$

where $N_{\mathbb{M}}^{b}=\left(N_{\mathbb{M}}^{\sharp}\right)^{*}, \psi_{N_{\mathbb{M}}^{b}}$ is the character on $N_{\mathbb{M}}^{b}$ with

$$
\psi_{N_{\mathrm{M}}^{\mathrm{M}}}(m)=\psi_{N_{\mathrm{M}}^{\sharp}}\left(m^{*}\right)
$$

and $\boldsymbol{\epsilon}_{3} \in \mathbb{M}$ is a suitable element to be introduced in Section 7B. Substituting this
in (4-5), we obtain

$$
B\left(W, W^{\vee}\right)=\int_{\eta_{M}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)} E^{\psi}(W, t) E^{\psi^{-1}}\left(W^{\vee}, t\right) \frac{d t}{|\operatorname{det} t|},
$$

where

$$
E^{\psi}(W, t):=\delta_{B}^{-1 / 2}(\varrho(t)) \int_{\eta_{M}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \backslash N^{\sharp}} W\left(\varrho\left(t \epsilon_{4} \epsilon_{3}\right) w_{U} v\right) \psi_{N^{\sharp}}(v)^{-1} d v, \quad t \in \eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) .
$$

Here, $\boldsymbol{\epsilon}_{4} \in \mathbb{M}$ is an auxiliary unipotent element chosen so that $\varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3}\right) w_{U}$ conjugates $\psi_{U}$ to a character which is supported on a single (short negative) root. The soughtafter identity (MI) is now a consequence of the following two results concerning $\left(N^{\sharp}, \psi_{N^{\sharp}}\right)$-equivariant linear forms in $W$, which are proved in [Lapid and Mao 2015b].
(1) $E^{\psi}\left(M^{*} W, t\right)$ is the constant function $\epsilon_{\pi}^{\mathbf{n}} A_{e}^{\psi}\left(M^{*} W\right)$.
(2) $\int_{\eta_{M_{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)} E^{\psi}\left(W_{1 / 2}, t\right) \frac{d t}{|\operatorname{det} t|}=\epsilon_{\pi}^{\mathbf{n}+1} A_{e}^{\psi}\left(M^{*} W\right)$.

It is here that we use in an essential way that $\pi \in \operatorname{Irr}_{\text {meta }} \mathbb{M}$ (and where the factor $\epsilon_{\pi}$ shows up).

This concludes the sketch of the argument. We finish with a few technical remarks about the rigorous justification of the above argument, and also give a few pointers to the upcoming sections. Hopefully, this will shed some light on (if not motivate) the contents of the remaining sections.
(1) To justify (4-1), with $\int_{N^{\prime}}$ replaced by $\int_{N^{\prime}}^{\text {st }}$ on both sides, we are forced to assume that $\widetilde{W}\left(\widetilde{w_{0}^{\prime} t n}\right)$ is compactly supported on $T^{\prime} \times N^{\prime}$ (see Lemma 5.4). This entails imposing a certain support condition on the section $W$ (see Definition 5.5 and Lemma 5.6). Fortunately (and this is a key point in our argument), it is enough to prove (MI) for a single pair $\left(W, W^{\wedge}\right)$ for which the right-hand side is nonzero. For the special sections as above, the nonvanishing is guaranteed by that of the Bessel function of $\tilde{\pi}$, which is proved in the Appendix, following ideas of Ichino and Zhang [2014].
(2) The fact that $Y^{\psi}$ is well-defined (with $\int_{N^{\prime}}^{\text {st }}$ instead of $\int_{N^{\prime}}$ ) relies on results and techniques of Baruch [2005] (modified to the case at hand in [Lapid and Mao 2013]) on the stability of Bessel functions (Corollary 5.3). This is the reason why we use the Bruhat decomposition with respect to $B^{\prime}$ (i.e., (4-1)) rather than $P^{\prime}$ (i.e., (4-2)).
(3) Since we cannot control the support of $M^{*} W^{\wedge}$, it is necessary to justify (4-4) for general sections. To that end, we introduce a complex parameter $s$ and consider the family

$$
B\left(W, W^{\wedge}, s\right)=B\left(W_{s}, W_{-s}^{\wedge}\right) .
$$

The equality (4-4) is then justified for $W_{s}$ with $\operatorname{Re} s \gg 1$. (See Lemma 6.6.) This
yields the analogue of $(4-5)$ for $B\left(W, W^{\wedge}, s\right)$, provided that $-\operatorname{Re} s \gg 1$ and $W$ is special (Lemma 6.11).
(4) A similar issue arises with (4-6): we can only justify it if at least one of the Whittaker functions satisfies an additional support constraint (which is in some sense dual to the support condition considered in the first remark). (See Definition 7.5 and Proposition 7.6.) Thus, we take $W$ to be special of the first kind and $W^{\wedge}$ to be special of the second kind (see Definition 7.8).
(5) Ultimately, we need to consider $B\left(W, M(s) W^{\wedge}, s\right)$ at $s=\frac{1}{2}$. In order to exploit the assumptions on $W$ and $W^{\wedge}$, we need to know that $M(s)$ is self-adjoint with respect to the bilinear form $B$. Such a relation was proved in [Lapid and Mao 2014, Appendix B ] for a variant of $B$ (where the order of integration is slightly different). (See Corollary 7.2.) For $-\operatorname{Re} s \gg 1$ and $W$ special of the first kind, this agrees with the original $B$.
(6) The upshot is an identity

$$
B\left(W, M(s) W^{\wedge}, s\right)=\int_{\eta_{M}^{\vee}\left(T_{M^{\prime}}^{\prime}\right)} E^{\psi}\left(M_{s}^{*} W, t\right) E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right) \frac{d t}{|\operatorname{det} t|}
$$

for special sections $W, W^{\vee}$ and for $-\operatorname{Re} s \gg 1$ (see Proposition 7.11). To finish the argument, we need to show that the right-hand side has analytic continuation at $s$ and compute its value at $s=\frac{1}{2}$. These steps are carried out in [Lapid and Mao 2015b]. See Section 8, where it is also explained why the restriction on $W^{\wedge}$ is harmless from the point of view of the relation (MI).

## 5. A bilinear form

We begin the analysis of the main identity. A key ingredient is the stability of the integral defining a Bessel function, which was proved in [Lapid and Mao 2013] following ideas of Baruch [2005].
5A. We recall the main result of [Lapid and Mao 2013] for the group $\widetilde{G}$.
Theorem 5.1 [Lapid and Mao 2013]. Let $K_{0} \in \mathcal{C S G R}^{s}\left(G^{\prime}\right)$. Then the integral

$$
\int_{N^{\prime}}^{\text {st }} \widetilde{W}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{\left.w_{0}^{M^{\prime}} t n\right)} \psi_{\widetilde{N}}(n)^{-1} d n\right.
$$

stabilizes uniformly for $\widetilde{W} \in C\left(\widetilde{N} \backslash \widetilde{G}, \psi_{\tilde{N}}\right)^{K_{0}}$ and locally uniformly in $t \in T^{\prime}$. In particular, if $\widetilde{W} \in \mathbb{W} \psi_{\tilde{N}}(\tilde{\pi})$ with $\tilde{\pi} \in \operatorname{Irrgen,~}_{\tilde{N}} \widetilde{G}$ then

$$
\begin{equation*}
\int_{N^{\prime}}^{\mathrm{st}} \widetilde{W}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{\left.w_{0}^{M^{\prime}} t n\right)} \psi_{\tilde{N}}(n)^{-1} d n=\mathbb{B}_{\widetilde{\pi}}^{\psi_{\tilde{N}} \tilde{x}} \widetilde{\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}}} t\right) \tilde{W}(e), ~ \text {, }}\right. \tag{5-1}
\end{equation*}
$$

where $\mathbb{B}_{\tilde{\pi}}^{\psi_{\tilde{N}}}$ is the Bessel function of $\tilde{\pi}(\operatorname{see}(\mathrm{A}-1))$.

Remark 5.2. Note that $w_{0}^{\prime}=w_{U^{\prime}}^{\prime} w_{0}^{M^{\prime}}$. Of course, one can state the theorem above (equivalently) for

$$
\int_{N^{\prime}}^{\mathrm{st}} \widetilde{W} \widetilde{\left(w_{0}^{\prime} t n\right)} \psi_{\tilde{N}}(n)^{-1} d n .
$$

The original formulation will be slightly more convenient for computation.
We apply this to the function $\widetilde{W}(g)=A_{\sharp}^{\psi}(W, \tilde{g})$.
Corollary 5.3. Let $K_{0} \in \mathcal{C S G R}(G)$. Then the integral

$$
Y^{\psi}(W, t):=\int_{N^{\prime}}^{\mathrm{st}} A_{\sharp}^{\psi}\left(W, \widetilde{w_{U}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t n}\right) \psi_{\widetilde{N}}(n)^{-1} d n, \quad t \in T^{\prime},
$$

stabilizes uniformly for $W \in C\left(N \backslash G, \psi_{N}\right)^{K_{0}}$ and locally uniformly in $t \in T^{\prime}$. In particular, $Y^{\psi}\left(W_{s}, t\right)$ is entire in $s \in \mathbb{C}$, and if $\pi \in \operatorname{Irr}_{g e n} \mathbb{M}$ and $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ then $Y^{\psi}\left(M_{s}^{*} W, t\right)$ is meromorphic in $s$. Both $Y^{\psi}\left(W_{s}, t\right)$ and $Y^{\psi}\left(M_{s}^{*} W, t\right)$ are locally constant in $t$, uniformly in $s \in \mathbb{C}$.

Finally, if we assume that $\pi \in \operatorname{Irr}_{\text {meta,gen }} \mathbb{M}$ and that $\tilde{\pi}=\mathcal{D}_{\psi^{-1}}(\pi)$ is irreducible then for any $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ we have

$$
Y^{\psi^{-1}}\left(M^{*} W^{\wedge}, t\right)=\mathbb{B}_{\tilde{\pi}}^{\psi_{\tilde{N}}^{-1}}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t}\right) A_{\sharp}^{\psi^{-1}}\left(M^{*} W^{\wedge}, e\right) .
$$

Another useful consequence of Theorem 5.1 is the following.
Lemma 5.4. Let $\widetilde{W} \in C^{\mathrm{sm}}\left(\widetilde{N} \backslash \widetilde{G}, \psi_{\tilde{N}}\right)$ and $\widetilde{W}^{\vee} \in C^{\mathrm{sm}}\left(\widetilde{N} \backslash \widetilde{G}, \psi_{\widetilde{N}}^{-1}\right)$. Assume that the function

$$
(t, n) \in T^{\prime} \times N^{\prime} \mapsto \widetilde{W}\left(\widetilde{w_{0}^{\prime} t n}\right)
$$

is compactly supported. (In particular, $\widetilde{W} \in C_{c}^{\mathrm{sm}}\left(\widetilde{N} \backslash \widetilde{G}, \psi_{\tilde{N}}\right)$.) Then the iterated integral

$$
\int_{N^{\prime}}^{\mathrm{st}}\left(\int_{N^{\prime} \backslash G^{\prime}} \tilde{W}(\tilde{g}) \widetilde{W}^{\vee}(\tilde{g} \tilde{u}) d g\right) \psi_{\tilde{N}}(\tilde{u}) d u
$$

is well defined and is equal to

$$
\int_{T^{\prime}} \int_{N^{\prime}} \delta_{B^{\prime}}(t) \widetilde{W}\left(\widetilde { w _ { U ^ { \prime } } ^ { \prime } } \widetilde { w _ { 0 } ^ { M ^ { \prime } } t n ) } \psi _ { \tilde { N } } ( \tilde { n } ^ { - 1 } ) \left(\int_{N^{\prime}}^{\mathrm{st}} \widetilde{W}^{\vee}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{\left.w_{0}^{M^{\prime}} t u\right)} \psi_{\tilde{N}}(\tilde{u}) d u\right) d n d t .\right.\right.
$$

Proof. Using the Bruhat decomposition we can write the left-hand side as

Note that by the assumption on $\widetilde{W}$, the integrand is compactly supported in $t, n$. Consider

$$
\begin{aligned}
\int_{\Omega}\left(\int_{T^{\prime}} \int_{N^{\prime}}\right. & \left.\widetilde{W}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t n}\right) \widetilde{W}^{\vee}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t n \tilde{u}}\right) \delta_{B^{\prime}}(t) \psi_{\widetilde{N}}(\tilde{u}) d n d t\right) d u \\
& =\int_{T^{\prime}} \int_{N^{\prime}} \int_{\Omega} \delta_{B^{\prime}}(t) \widetilde{W^{\prime}}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t n}\right) \widetilde{W}^{\vee}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t n} \tilde{u}\right) \psi_{\tilde{N}}(\tilde{u}) d u d n d t
\end{aligned}
$$

for $\Omega \in \mathcal{C S G R}\left(N^{\prime}\right)$. By Theorem 5.1 this is equal to

$$
\int_{T^{\prime}} \int_{N^{\prime}} \delta_{B^{\prime}}(t) \widetilde{W}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{\left.w_{0}^{M^{\prime}} t n\right)}\left(\int_{N^{\prime}}^{\mathrm{st}} \widetilde{W}^{\vee}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{w_{0}^{M^{\prime}} \operatorname{tn}} \tilde{u}\right) \psi_{\tilde{N}}(\tilde{u}) d u\right) d n d t\right.
$$

provided that $\Omega$ is sufficiently large (independently of $t$ and $n$, since they can be confined to compact sets by the assumption on $\widetilde{W}$ ). Making a change of variable $u \mapsto n^{-1} u$, we get

$$
\int_{T^{\prime}} \int_{N^{\prime}} \delta_{B^{\prime}}(t) \widetilde{W}\left(\widetilde { w _ { U ^ { \prime } } ^ { \prime } } \widetilde { w _ { 0 } ^ { M ^ { \prime } } t n ) } \psi _ { \tilde { N } } ( \tilde { n } ^ { - 1 } ) \left(\int_{N^{\prime}}^{\mathrm{st}} \widetilde{W}^{\vee}\left(\widetilde{w_{U^{\prime}}^{\prime}} \widetilde{\left.w_{0}^{M^{\prime}} t u\right)} \psi_{\tilde{N}}(\tilde{u}) d u\right) d n d t\right.\right.
$$

as required.
5B. In order to apply Lemma 5.4 for $A_{\sharp}^{\psi}\left(W_{s}, \cdot\right)$, we make a special choice of $W$. Consider the $P$-invariant subspace $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)^{\circ}$ of $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ consisting of functions supported in the big cell $P w_{U} P=P w_{U} U$. Any element of $\operatorname{Ind}\left(\mathbb{W}^{\psi^{N_{M}}}(\pi)\right)^{\circ}$ is a linear combination of functions of the form

$$
\begin{equation*}
W\left(u^{\prime} m w_{U} u\right)=\delta_{P}(m)^{1 / 2} W^{M}(m) \phi(u), \quad m \in M, u, u^{\prime} \in U, \tag{5-2}
\end{equation*}
$$

with $W^{M} \in \mathbb{W}^{\psi_{N_{M}}}(\pi)$ and $\phi \in C_{c}^{\infty}(U)$. Let $\eta_{\mathbb{M}}$ be the embedding $\eta_{\mathbb{M}}(g)=\binom{g}{I_{\mathrm{n}}}$ of $\mathbb{M}^{\prime}$ into $\mathbb{M}$. Also let $\eta_{M}=\varrho \circ \eta_{\mathbb{M}}$, so that

$$
\eta_{M}(g)=\left(\begin{array}{lll}
g & & \\
& I_{2 \mathrm{n}} & \\
& & g^{*}
\end{array}\right) .
$$

Definition 5.5. Let $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ be the linear subspace of $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)^{\circ}$ generated by those $W$ as in (5-2) that satisfy the additional property that the function $(t, n) \mapsto W^{M}\left(\eta_{M}\left(t w_{0}^{\left.\left.\mathbb{M}^{\prime} n\right)\right)}\right.\right.$ is compactly supported on $T_{\mathbb{M}^{\prime}}^{\prime} \times N_{\mathbb{M}^{\prime}}^{\prime}$, or equivalently, that the function $W^{M} \circ \eta_{M}$ on $\mathbb{M}^{\prime}$ is supported in the big cell $B_{\mathbb{M}^{\prime}}^{\prime} w_{0}^{\mathbb{M}^{\prime}} N_{\mathbb{M}^{\prime}}^{\prime}$ and its support is compact modulo $N_{\mathbb{M}^{\prime}}^{\prime}$.

This space is nonzero; see the proof of Lemma 6.13 below. It is also invariant under $\eta\left(T^{\prime}\right) \ltimes N$.
Lemma 5.6. For any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$, the function $A_{\sharp}^{\psi}\left(W_{s}, \widetilde{w_{U}^{\prime}} \widetilde{w_{0}^{M^{\prime}} t n}\right)$ is compactly supported in $t \in T^{\prime}$ and $n \in N^{\prime}$ uniformly in $s \in \mathbb{C}$.

Proof. Since $\Phi * W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ whenever $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ (for any $\Phi \in C_{c}^{\infty}\left(F^{\mathbf{n}}\right)$ ), it is enough to show (in view of the definition of $A_{\sharp}^{\psi}$, upon replacing the domain of integration in (3-1) by $\left.\eta\left(w_{U^{\prime}}^{\prime}\right) V_{U} \eta\left(w_{U^{\prime}}^{\prime}\right)^{-1}\right)$, that for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$, the function $(v, t, n) \mapsto W\left(\gamma \eta\left(w_{U^{\prime}}^{\prime}\right) v \eta\left(w_{0}^{M^{\prime}} t n\right)\right)$ is compactly supported in $V_{U} \times T^{\prime} \times N^{\prime}$. Write $t=\varrho^{\prime}\left(t^{\prime}\right)$ and $n \in N^{\prime}$ as $n=\varrho^{\prime}\left(n_{1}^{\prime}\right) n_{2}$ with $n_{1} \in N_{\mathbb{M}^{\prime}}^{\prime}$ and $n_{2} \in U^{\prime}$. Also let $m^{\prime}=w_{0}^{\mathbb{M}^{\prime}} t^{\prime} n_{1}^{\prime} \in \mathbb{M}^{\prime}$ and $m=\eta\left(\varrho^{\prime}\left(m^{\prime}\right)\right)=$ $\eta\left(w_{0}^{M^{\prime}} t \varrho^{\prime}\left(n_{1}^{\prime}\right)\right)$. Then

$$
W\left(\gamma \eta\left(w_{U^{\prime}}^{\prime}\right) v \eta\left(w_{0}^{M^{\prime}} t n\right)\right)=W\left(w_{U} v m \eta\left(n_{2}\right)\right)=W\left(\eta_{M}\left(\left(m^{\prime}\right)^{*}\right) w_{U} m^{-1} v m \eta\left(n_{2}\right)\right) .
$$

It follows immediately from the definition of the space $\operatorname{Ind}\left(\mathbb{W} \psi^{\psi_{M}}(\pi)\right)_{\sharp}^{\circ}$ that this function is compactly supported in $\left(v, n_{1}, n_{2}, t^{\prime}\right) \in V_{U} \times N_{\mathbb{M}^{\prime}}^{\prime} \times U^{\prime} \times T_{\mathbb{M}^{\prime}}^{\prime}$.

5C. For $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ and $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)\right)$, we define

$$
B\left(W, W^{\vee}, s\right):=\int_{N^{\prime}}^{\mathrm{st}}\left(\int_{N^{\prime} \backslash G^{\prime}} A_{\sharp}^{\psi}\left(W_{s}, \tilde{g}\right) A_{\sharp}^{\psi^{-1}}\left(W_{-s}^{\vee}, \tilde{g} \tilde{u}\right) d g\right) \psi_{\tilde{N}}(\tilde{u}) d u .
$$

By Lemma 5.6 and the proof of Lemma 5.4, $B\left(W, W^{\vee}, s\right)$ is an entire function of $s$ and we have

$$
\begin{equation*}
B\left(W, W^{\vee}, s\right)=\int_{T^{\prime}} Y^{\psi}\left(W_{s}, t\right) Y^{\psi^{-1}}\left(W_{-s}^{\vee}, t\right) \delta_{B^{\prime}}(t) d t \tag{5-3}
\end{equation*}
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N}}(\pi)\right)_{\sharp}^{\circ}$ and $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N}}{ }^{-1}(\pi)\right)$.
Assume that $\pi \in \operatorname{Irr}_{g e n, \text { meta }} \mathbb{M}$ and $\tilde{\pi}=\mathcal{D}_{\psi^{-1}}(\pi)$ is irreducible. Then for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ and $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)$,

$$
\begin{equation*}
\text { the left-hand side of the main identity (MI) is } B\left(W, M\left(\frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right) \text {. } \tag{5-4}
\end{equation*}
$$

We obtain a more explicit form of $B\left(W, W^{\vee}, s\right)$ for $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N}}(\pi)\right)_{\sharp}^{\circ}$ in the next section.

## 6. Further analysis

6A. The function $\boldsymbol{A}_{\sharp}^{\psi}\left(\boldsymbol{W}_{\boldsymbol{s}}, \tilde{\boldsymbol{g}}\right)$. At this point it is necessary to investigate $A_{\sharp}^{\psi}\left(W_{s}, \cdot\right)$ on the big cell.

We start with $A_{\sharp}^{\psi}(W, e)$, which is easier and also useful for the right-hand side of (6-12).

Fix an element $\epsilon_{1} \in V$ of the form $\ell_{M}(X)$, where $X \in \mathrm{Mat}_{\mathbf{n}}$ and the last row of $X$ is $-\xi_{\mathbf{n}}$. For any $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$, define

$$
\begin{equation*}
A_{e}^{\psi}(W):=\int_{V_{\gamma} \backslash V_{-}} W\left(\gamma v \boldsymbol{\epsilon}_{1}\right) \psi_{V_{-}}\left(\boldsymbol{\epsilon}_{1}^{-1} v \boldsymbol{\epsilon}_{1}\right)^{-1} d v . \tag{6-1}
\end{equation*}
$$

Since $\psi_{V_{-}}\left(\boldsymbol{\epsilon}_{1}^{-1} v \boldsymbol{\epsilon}_{1}\right)=\psi_{V_{-}}(v) \psi\left(v_{\mathbf{n}, 2 \mathbf{n}+1}\right)$, this expression is clearly independent of the choice of $\epsilon_{1}$ as above. Moreover, we have

$$
\begin{align*}
A_{e}^{\psi}(W) & =\int_{\left(V_{y} \rtimes \eta\left(N^{\prime}\right)\right) \backslash N^{\sharp}} W\left(\gamma n \boldsymbol{\epsilon}_{1}\right) \psi_{N^{\sharp}}\left(\boldsymbol{\epsilon}_{1}^{-1} n \boldsymbol{\epsilon}_{1}\right)^{-1} d n \\
& =\int_{\epsilon_{1}^{-1}\left(V_{\gamma} \rtimes \eta\left(N^{\prime}\right)\right) \epsilon_{1} \backslash N^{\sharp}} W\left(\gamma \boldsymbol{\epsilon}_{1} n\right) \psi_{N^{\sharp}}(n)^{-1} d n . \tag{6-2}
\end{align*}
$$

The integrand in the first equation is invariant under $\eta\left(N^{\prime}\right)$ since the character $\psi_{N^{\sharp}}\left(\epsilon_{1}^{-1} \eta(u) \epsilon_{1}\right)$ is trivial on $U^{\prime}$ and agrees with $\psi_{N_{M^{\prime}}^{\prime}}$ on $N_{M^{\prime}}^{\prime}$.

Lemma 6.1. For any $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$, the integrand in (6-1) is compactly supported on $V_{\gamma} \backslash V_{-}$and we have $A_{\sharp}^{\psi}(W, e)=A_{e}^{\psi}(W)$.
Remark 6.2. Note that by Lemma 3.1, the linear form $W \mapsto A_{\sharp}^{\psi}(W, e)$ is $\left(N^{\sharp}, \psi_{N^{\sharp}}\right)$ equivariant. By (6-2) the same is true for $A_{e}^{\psi}(W)$.

Proof. The support condition follows from Lemma 3.2. By (3-1) we have

$$
A^{\psi}(W, \Phi, e)=\int_{V_{\gamma} \backslash V} W(\gamma v) \omega_{\psi-1}(v) \Phi\left(\xi_{\mathbf{n}}\right) d v .
$$

We can write this as

$$
\int_{V_{+}} \int_{V_{\gamma} \backslash V_{-}} W(\gamma v c) \omega_{\psi^{-1}}(v c) \Phi\left(\xi_{\mathbf{n}}\right) d v d c
$$

which by $(2-1 a)-(2-1 c)$ is equal to

$$
\int_{V_{+}} \int_{V_{\gamma} \backslash V_{-}} W(\gamma v c) \psi_{V_{-}}(v)^{-1} \psi\left(v_{\mathbf{n}, 2 \mathbf{n}+1}\right)^{-1} \Phi\left(\underline{c}+\xi_{\mathbf{n}}\right) d v d c .
$$

Changing variables in $c$ and $v$, we can rewrite this as

$$
\begin{aligned}
& \int_{V_{+}} \int_{V_{\gamma} \backslash V_{-}} W\left(\gamma v \boldsymbol{\epsilon}_{1} c\right) \Phi(\underline{c}) \psi_{V_{-}}(v)^{-1} \psi\left(v_{\mathbf{n}, 2 \mathbf{n}+1}\right)^{-1} d v d c \\
&=\int_{V_{\gamma} \backslash V_{-}}(\Phi * W)\left(\gamma v \boldsymbol{\epsilon}_{1}\right) \psi_{V_{-}}(v)^{-1} \psi\left(v_{\mathbf{n}, 2 \mathbf{n}+1}\right)^{-1} d v d c
\end{aligned}
$$

This is $A_{e}^{\psi}(\Phi * W)$, as $\psi_{V_{-}}\left(\boldsymbol{\epsilon}_{1}^{-1} v \boldsymbol{\epsilon}_{1}\right)=\psi_{V_{-}}(v) \psi\left(v_{\mathbf{n}, 2 \mathbf{n}+1}\right)$.
We now turn to $A_{\sharp}^{\psi}\left(W_{s}, \cdot\right)$ on the big cell. By Lemma 3.1, it is enough to consider the element $w_{U^{\prime}}^{\prime}$.

Lemma 6.3. Let $\pi \in \operatorname{Irrgen} M$. Then for $\operatorname{Re} s>_{\pi} 1$ and any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$, we have

$$
\begin{align*}
A_{\sharp}^{\psi}\left(W_{s}, \widetilde{w_{U^{\prime}}^{\prime}}\right) & =\beta_{\psi^{-1}}\left(w_{U^{\prime}}^{\prime}\right) \int_{V_{U}} W_{s}\left(w_{U} v\right) \psi_{U}(v)^{-1} d v \\
& =\beta_{\psi^{-1}}\left(w_{U^{\prime}}^{\prime}\right) \int_{V_{M}^{\sharp} \backslash V_{-}} W_{s}\left(w_{U} v\right) \psi_{V_{-}}(v)^{-1} d v . \tag{6-3}
\end{align*}
$$

Remark 6.4. It is easy to see that both sides of (6-3) are $\left(V_{-} \rtimes \eta\left(N_{M^{\prime}}^{\prime}\right), \psi_{V_{-}} \psi_{N_{M^{\prime}}^{\prime}}^{-1}\right)-$ equivariant in $W$.

Proof. From (3-1),

$$
A^{\psi}\left(W_{s}, \Phi, \widetilde{w_{U^{\prime}}^{\prime}}\right)=\int_{V_{\gamma} \backslash V} W_{s}\left(\gamma v \eta\left(w_{U^{\prime}}^{\prime}\right)\right) \omega_{\psi^{-1}}\left(\widetilde{v w_{U^{\prime}}^{\prime}}\right) \Phi\left(\xi_{\mathbf{n}}\right) d v
$$

Make a change of variable $v \mapsto \eta\left(w_{U^{\prime}}^{\prime}\right) v \eta\left(w_{U^{\prime}}^{\prime}\right)^{-1}$. Note that

$$
V_{\gamma}=\eta\left(w_{U^{\prime}}^{\prime}\right) V_{M} \eta\left(w_{U^{\prime}}^{\prime}\right)^{-1}
$$

$\eta\left(w_{U^{\prime}}^{\prime}\right)$ normalizes $V$, and $V=V_{M} \ltimes V_{U}$. By (2-5) we infer that

$$
A^{\psi}\left(W_{s}, \Phi, \widetilde{w_{U^{\prime}}^{\prime}}\right)=\int_{V_{U}} W_{s}\left(w_{U} v\right) \omega_{\psi^{-1}}\left(\widetilde{w_{U^{\prime}}^{\prime}} v\right) \Phi\left(\xi_{\mathbf{n}}\right) d v
$$

and using (2-3c) we get

$$
\beta_{\psi^{-1}}\left(w_{U^{\prime}}^{\prime}\right) \int_{V_{U}}\left(\int_{F^{\mathbf{n}}} W_{s}\left(w_{U} v\right) \omega_{\psi^{-1}}(v) \Phi(Y) \psi\left(Y_{1}\right)^{-1} d Y\right) d v
$$

We claim that the double integral converges absolutely when $\operatorname{Re} s$ is large enough. Note that $V_{U}=\left\{\ell\left(\left(\begin{array}{cc}x & y \\ x\end{array}\right)\right): x \in \operatorname{Mat}_{\mathbf{n}}, y \in \mathfrak{s}_{\mathbf{n}}\right\}$ and hence $\left|\omega_{\psi^{-1}}(v) \Phi(Y)\right|=|\Phi(Y)|$ for $v \in V_{U}$. Thus,

$$
\int_{V_{U}} \int_{F^{\mathbf{n}}}\left|W_{s}\left(w_{U} v\right) \omega_{\psi^{-1}}(v) \Phi(Y) \psi\left(Y_{1}\right)^{-1}\right| d Y d v=|\widehat{\Phi}|(0) \int_{V_{U}}\left|W_{s}\left(w_{U} v\right)\right| d v
$$

The integration on the right-hand side is absolutely convergent when $\operatorname{Re} s>_{\pi} 1$. This follows from the convergence of $\int_{U}\left|W_{s}\left(w_{U} u\right)\right| d u$ and Remark 2.2.

For $c \in V_{+}$such that $\underline{c}=Y \in F^{\mathbf{n}}$, we have $W_{s}\left(w_{U} c g\right)=\psi\left(Y_{1}\right)^{-1} W_{s}\left(w_{U} g\right)$ by the equivariance of $W$, and $\omega_{\psi^{-1}}(c) \Phi(0)=\Phi(Y)$ by (2-1a). Thus,

$$
\beta_{\psi^{-1}}\left(w_{U^{\prime}}^{\prime}\right)^{-1} A^{\psi}\left(W_{s}, \Phi, \widetilde{w_{U^{\prime}}^{\prime}}\right)=\int_{V_{U}} \int_{V_{+}} W_{s}\left(w_{U} c v\right) \omega_{\psi^{-1}}(c v) \Phi(0) d c d v
$$

Since $V_{+}$normalizes $V_{U}$ and the double integral converges we can write the last integral as

$$
\begin{aligned}
& \int_{V_{U}} \int_{V_{+}} W_{s}\left(w_{U} v c\right) \omega_{\psi^{-1}}(v c) \Phi(0) d c d v \\
& \quad=\int_{V_{U}} \int_{V_{+}} W_{s}\left(w_{U} v c\right) \psi_{V_{-}}(v)^{-1} \Phi(\underline{c}) d c d v=\int_{V_{U}}\left(\Phi * W_{s}\right)\left(w_{U} v\right) \psi_{V_{-}}(v)^{-1} d v .
\end{aligned}
$$

This gives the first equality in (6-3), and the second one follows from it since the integrand is left $V_{M}^{\sharp}$-invariant.
Remark 6.5. One can show that for any $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$, we have

$$
\begin{equation*}
A_{\sharp}^{\psi}\left(W, \widetilde{w_{U^{\prime}}^{\prime}}\right)=\beta_{\psi^{-1}}\left(w_{U^{\prime}}^{\prime}\right) \int_{V^{\prime \prime} \backslash V_{-}}\left(\int_{V_{M}^{\sharp} \backslash V^{\prime \prime}} W\left(w_{U} v x\right) \psi_{V_{-}}(v x)^{-1} d v\right) d x, \tag{6-4}
\end{equation*}
$$

where on the right-hand side $V^{\prime \prime}$ is the preimage of the center of the Heisenberg group under $v \mapsto v_{\mathcal{H}}$ and in both the inner and outer integral the integrand is compactly supported, thus convergent. We do not give the details since we are not going to use this result.

6B. We can now compute $Y^{\psi}\left(W_{s}, t\right)$ for $\operatorname{Re} s \gg 1$.
Lemma 6.6. Let $\pi \in \operatorname{Irrgen} M$. For $\operatorname{Re} s>_{\pi} 1$ and any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right), t \in T^{\prime}$, we have the identity

$$
\begin{align*}
Y^{\psi}\left(W_{s}, t\right)=v^{\prime}(t)^{\mathbf{n}-1 / 2} \beta_{\psi^{-1}}\left(w_{U}^{\prime}\right) & \beta_{\psi^{-1}}\left(w_{0}^{M^{\prime}} t\right) \\
& \times \int_{V_{M}^{\sharp} \backslash N^{\sharp}} W_{s}\left(w_{U} \eta\left(w_{0}^{M^{\prime}} t\right) v\right) \psi_{N^{\sharp}}(v)^{-1} d v, \tag{6-5}
\end{align*}
$$

where the right-hand side is absolutely convergent.
Remark 6.7. Clearly, both sides of (6-5) are ( $N^{\sharp}, \psi_{N^{\sharp}}$ )-equivariant in $W$.
We first need the following convergence result.
Lemma 6.8. Let $\pi \in \operatorname{Irrg}_{g e n} M$. Then for $\operatorname{Re} s>_{\pi} 1$, we have

$$
\begin{align*}
& \int_{N_{M}^{t} \cap \mathcal{P}} \int_{U}\left|W_{s}\left(\varrho(n) w_{U} u g\right)\right| d u d n<\infty,  \tag{6-6a}\\
& \int_{N_{\mathrm{M}}^{t} \cap \mathcal{P}^{*}} \int_{U}\left|W_{s}\left(\varrho(n) w_{U} u g\right)\right| d u d n<\infty, \tag{6-6b}
\end{align*}
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right), g \in G$.
Proof. We may assume without loss of generality that $g=e$. Denote by $\varrho(a(x))$ the torus part in the Iwasawa decomposition of $x \in G$. Let $\Delta_{i}(x)$ be the set of nonzero $i \times i$ minors in the last $i$ rows of $x$ (with the convention that $\Delta_{0}(x)=\{1\}$ ). Then $\Delta_{i}(\varrho(a(x)))$ is (obviously) a singleton and its absolute value is $\max _{\delta \in \Delta_{i}(x)}|\delta|$.

For any $n \in N_{\mathbb{M}}^{t}$ and $u \in U$ consider

$$
a\left(\varrho(n) w_{U} u\right)=\operatorname{diag}\left(a_{1}, \ldots, a_{2 \mathbf{n}}\right) .
$$

Notice that

$$
\begin{equation*}
\prod_{i=1}^{2 \mathbf{n}}\left|a_{i}\right|=\left|\operatorname{det}\left(a\left(\varrho(n) w_{U} u\right)\right)\right|=\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right| \leq 1 \tag{6-7}
\end{equation*}
$$

and for all $1 \leq j \leq i \leq 2 \mathbf{n}$ we have $n_{i, j} \in\{0\} \cup \Delta_{i-1}\left(\varrho(n) w_{U} u\right)$ (since $n_{i, j}$ is an entry in the adjugate of $n^{*}$ ). Hence

$$
\begin{equation*}
\left|n_{i, j}\right| \leq \prod_{k=1}^{i-1}\left|a_{k}\right|^{-1} \tag{6-8}
\end{equation*}
$$

We show below that for all $n \in N_{\mathbb{M}}^{t} \cap\left(\mathcal{P} \cup \mathcal{P}^{*}\right)$ and $u \in U$ such that $W\left(\varrho(n) w_{U} u\right) \neq 0$, we have

$$
\begin{equation*}
\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right| \ll W_{W}\left|a_{i}\right|<_{W}\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{2-2 \mathbf{n}}, \quad i=1, \ldots, 2 \mathbf{n} . \tag{6-9}
\end{equation*}
$$

Assuming this, we first show the lemma. It follows from (6-7) and (6-9) that there exists $\lambda \in \mathbb{R}$, depending only on $\pi$ such that

$$
\begin{equation*}
\left|W_{s}\left(\varrho(n) w_{U} u\right)\right| \ll W\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{\operatorname{Re} s-\lambda} \tag{6-10}
\end{equation*}
$$

for any $u \in U$ and $n \in N_{\mathbb{M}}^{t} \cap\left(\mathcal{P} \cup \mathcal{P}^{*}\right)$. Together with (6-8) and (6-9) we obtain $\left|n_{i, j}\right| \ll W_{W}\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{1-i}$ whenever $W\left(\varrho(n) w_{U} u\right) \neq 0$. Thus,

$$
\int_{N_{\mathrm{M}}^{t} \cap \mathcal{P}} \int_{U}\left|W_{S}\left(\varrho(n) w_{U} u\right)\right| d u d n \ll \int_{U}\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{\operatorname{Re} s-\lambda-\sum_{i=1}^{2 \mathrm{n}-1} i^{2}} d u
$$

(and similarly for $\int_{N_{M}^{t} \cap \mathcal{P}^{*}}$ ), where the last integral is finite when $\operatorname{Re} s>_{\pi} 1$ by a standard result on intertwining operators.

We are left to prove (6-9). First, consider the case where $n \in N_{\mathbb{M}}^{t} \cap \mathcal{P}$. Then the $2 \mathbf{n}$-th row of $\varrho(n) w_{U} u$ is $\xi_{4 \mathbf{n}}$. Thus, $\Delta_{2 \mathbf{n}+1}\left(\varrho(n) w_{U} u\right) \subset \Delta_{2 \mathbf{n}}\left(\varrho(n) w_{U} u\right)$, and hence

$$
\left|a_{2 \mathbf{n}}\right| \prod_{i=1}^{2 \mathbf{n}}\left|a_{i}\right|^{-1} \leq \prod_{i=1}^{2 \mathbf{n}}\left|a_{i}\right|^{-1}
$$

or equivalently $\left|a_{2 \mathbf{n}}\right| \leq 1$. Thus, if $W\left(\varrho(n) w_{U} u\right) \neq 0$ then $\left|a_{1}\right| \ll W W^{\cdots}<_{W}\left|a_{2 \mathbf{n}}\right| \leq 1$. The relation (6-9) follows (since $1 \leq\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{2-2 \mathbf{n}}$ ).

Next, consider the case $n \in N_{\mathbb{M}}^{t} \cap \mathcal{P}^{*}$. The last row of $\varrho(n) w_{U} u$ is the same as the last row of $w_{U} u$. Thus, $\left|a_{1}\right|^{-1}$ is bounded above by the norm of the entries in $u$, which in turn is bounded above by $\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{-1}$ (since each nonzero entry of $u$ belongs to $\Delta_{2 \mathbf{n}}\left(w_{U} u\right)$ ). Again, if $W\left(\varrho(n) w_{U} u\right) \neq 0$ then $\left|a_{1}\right|_{W} \ll \cdots \ll{ }_{W}\left|a_{2 \mathbf{n}}\right|$.

From (6-7) we conclude that $\left|\operatorname{det}\left(a\left(\varrho(n) w_{U} u\right)\right)\right| \ll\left|a_{1}\right| \ll W_{W}\left|a_{i}\right|$ for all $i$. On the other hand,

$$
\begin{aligned}
\left|\operatorname{det}\left(a\left(w_{U} u\right)\right)\right|^{2 \mathbf{n}-2} & =\left|a_{1}\right|^{2 \mathbf{n}-2}\left|a_{2} \cdots a_{2 \mathbf{n}-1}\right|^{2 \mathbf{n}-2}\left|a_{2 \mathbf{n}}\right|^{2 \mathbf{n}-2} \\
& \ll W\left|a_{2} \cdots a_{2 \mathbf{n}-1}\right|^{2 \mathbf{n}-1}\left|a_{2 \mathbf{n}}\right|^{2 \mathbf{n}-2} \\
& =\left|a_{2} \cdots a_{2 \mathbf{n}}\right|^{2 \mathbf{n}-1}\left|a_{2 \mathbf{n}}\right|^{-1} \leq\left|a_{2 \mathbf{n}}\right|^{-1},
\end{aligned}
$$

and the relation (6-9) follows.
Remark 6.9. From the proof it is clear that we can take a uniform region of convergence $\operatorname{Re} s \gg 1$ for all unitarizable $\pi$.

Lemma 6.6 is an immediate consequence of Lemmas 6.3, 3.1 and 6.8. Indeed, the right-hand side of (6-5) can be viewed as a "partial integration" of the double integral (6-6a) for $g=\eta\left(w_{0}^{M^{\prime}} t\right)$. Thus, by Remark 2.2, it is absolutely convergent for $\operatorname{Re} s>_{\pi}$. Meanwhile, by Lemma 3.1,

$$
\begin{aligned}
Y^{\psi}\left(W_{s}, t\right)= & \int_{N^{\prime}} A_{\sharp}^{\psi}\left(W_{s}, \widetilde{w_{U^{\prime}}^{\prime}} \widetilde{\left.w_{0}^{M^{\prime}} t n\right)} \psi_{\widetilde{N}}(n)^{-1} d n\right. \\
& =v^{\prime}(t)^{-1 / 2} \beta_{\psi^{-1}}\left(w_{0}^{M^{\prime}} t\right) \int_{N^{\prime}} A_{\sharp}^{\psi}\left(W_{s}\left(\cdot \eta\left(w_{0}^{M^{\prime}} t n\right)\right), \widetilde{w_{U^{\prime}}^{\prime}}\right) \psi_{\widetilde{N}}(n)^{-1} d n,
\end{aligned}
$$

assuming the integral converges. From (6-3), this is

$$
\begin{aligned}
& v^{\prime}(t)^{-1 / 2} \beta_{\psi^{-1}}\left(w_{0}^{M^{\prime}} t\right) \beta_{\psi^{-1}}\left(w_{U^{\prime}}^{\prime}\right) \\
& \times \int_{N^{\prime}} \int_{V_{U}} W_{s}\left(w_{U} v \eta\left(w_{0}^{M^{\prime}} t n\right)\right) \psi_{U}(v)^{-1} \psi_{\widetilde{N}}(n)^{-1} d v d n .
\end{aligned}
$$

Conjugating $v$ over $\eta\left(w_{0}^{M^{\prime}} t\right)$ and combining the two integrals (which converge by the above), we get Lemma 6.6. (We note that the integrand on the right-hand side of (6-5) is indeed left $V_{M}^{\sharp}$-invariant.)

6C. We now go back to the bilinear form $B$ defined in Section 5C. Recall the definition of the space $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ in Section 5B.
Lemma 6.10. For $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$, the integrand on the right-hand side of (6-5) is compactly supported in $t, v$ uniformly in $s$ (i.e., the support in $(t, v)$ is contained in a compact set which is independent of s). In particular, the identity (6-5) holds for all $s \in \mathbb{C}$.
Proof. Suppose that $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ is of the form (5-2). Then for $n \in N_{\mathbb{M}^{\prime}}^{\prime}$, $u \in U$ and $t \in T_{\mathbb{M}^{\prime}}^{\prime}$, we have $\eta\left(\varrho^{\prime}\left(w_{0}^{\mathbb{M}^{\prime}} t n\right)\right) \in M$ and

$$
W\left(w_{U} \eta\left(\varrho^{\prime}\left(w_{0}^{\mathbb{M}^{\prime}} t n\right)\right) u\right)=\delta_{P}(\eta(t))^{-1 / 2} W^{M}\left(\eta_{M}\left(\left(w_{0}^{\mathbb{M}^{\prime}} t n\right)^{*}\right)\right) \phi(u) .
$$

The lemma follows from the definition of $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$.

Lemma 6.11. Let $\pi \in \operatorname{Irrgen}_{\text {gen }} M$. Then for $-\operatorname{Re} s \gg 1$, we have

$$
\begin{aligned}
B\left(W, W^{\vee}, s\right)=\int_{U} \int_{V_{M}^{\sharp} \backslash N^{\sharp}} \int_{N_{\mathbb{M}^{\prime}}^{\prime}} W_{\mathbb{M}^{\prime}} & W_{s}\left(\eta_{M}(g) w_{U} v\right) W_{-s}^{\vee}\left(\eta_{M}(g) w_{U} u\right) \\
& \delta_{P}\left(\eta_{M}(g)\right)^{-1}|\operatorname{det} g|^{1-\mathbf{n}} \psi_{N^{\sharp}}(v)^{-1} \psi_{U}(u) d g d v d u
\end{aligned}
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}, W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi} \psi_{M}^{-1}\left(\pi^{\vee}\right)\right)$, with the integral being absolutely convergent.

Proof. Suppose that $-\operatorname{Re} s \gg 1$ and $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\ddagger}^{\circ}$. Then by (5-3), Lemmas 6.6 and 6.10, and the fact that $\delta_{B^{\prime}}(t)=\delta_{B_{M^{\prime}}^{\prime}}(t) \nu^{\prime}(t)^{\mathbf{n + 1}}, B\left(W, W^{\vee}, s\right)$ equals

$$
\begin{aligned}
& \int_{T_{M^{\prime}}^{\prime}} \int_{\eta\left(N_{M^{\prime}}^{\prime}\right) \times U} \int_{\eta\left(N_{M^{\prime}}^{\prime}\right) \propto U} W_{s}\left(\eta_{M}\left(\left(w_{0}^{\mathbb{M}} t\right)^{*}\right) w_{U} v_{1}\right) W_{-s}^{\vee}\left(\eta_{M}\left(\left(w_{0}^{\mathbb{M}^{\prime}} t\right)^{*}\right) w_{U} v_{2}\right) \\
& \times|\operatorname{det} t|^{3 \mathbf{n}^{2}} \delta_{B_{M^{\prime}}^{\prime}}(t) \psi_{N^{\sharp}}\left(v_{1}\right)^{-1} \psi_{N^{\sharp}}\left(v_{2}\right) d v_{1} d v_{2} d t,
\end{aligned}
$$

where the integral is absolutely convergent. Here we use $\eta\left(N_{M^{\prime}}^{\prime}\right) \ltimes U$ as a section of $V_{M}^{\sharp} \backslash N^{\sharp}$.

Making a change of variable $v_{1} \mapsto v_{2} v_{1}$ and writing $v_{2}=\eta\left(\varrho^{\prime}(n)\right) u$ with $n \in N_{\mathbb{M}^{\prime}}^{\prime}$ and $u \in U$, we get that $B\left(W, W^{\vee}, s\right)$ is equal to

$$
\begin{aligned}
\int_{T_{M^{\prime}}^{\prime}} \int_{N_{\mathbb{M}^{\prime}}^{\prime}} \int_{U} \int_{\eta\left(N_{M^{\prime}}^{\prime}\right) \times U} W_{s}\left(\eta_{M}\left(\left(w_{0}^{\mathbb{M}^{\prime}} t n\right)^{*}\right)\right. & \left.w_{U} u v_{1}\right) W_{-s}^{\vee}\left(\eta_{M}\left(\left(w_{0}^{\mathbb{M}^{\prime}} t n\right)^{*}\right) w_{U} u\right) \\
& \times|\operatorname{det} t|^{3 \mathbf{n}^{3}} \delta_{B_{M^{\prime}}^{\prime}}(t) \psi_{N^{\sharp}}\left(v_{1}\right)^{-1} d v_{1} d u d n d t .
\end{aligned}
$$

Make a further change of variable $v_{1} \mapsto u^{-1} v_{1}$. It remains to use the Bruhat decomposition for $\mathbb{M}^{\prime}$ and to note that $\delta_{P}\left(\eta_{M}(g)\right)=|\operatorname{det} g|^{2 \mathbf{n}+1}$ for any $g \in \mathbb{M}^{\prime}$ and that as a function of $v$, the integrand in the statement of the lemma is left $V_{M}^{\sharp}$-invariant.

Define when convergent

$$
\left\{W, W^{\vee}\right\}:=\int_{N_{\mathbb{M}^{\prime}} \backslash \mathbb{M}^{\prime}} W\left(\eta_{M}(g)\right) W^{\vee}\left(\eta_{M}(g)\right) \delta_{P}\left(\eta_{M}(g)\right)^{-1}|\operatorname{det} g|^{1-\mathbf{n}} d g .
$$

Then we get, for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}, W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)\right)$ and when $-\operatorname{Re} s \gg 1$,
$B\left(W, W^{\vee}, s\right)$

$$
\begin{equation*}
=\int_{U} \int_{V_{M}^{\sharp} \backslash N^{\sharp}}\left\{W_{s}\left(\cdot w_{U} v\right), W_{-s}^{\vee}\left(\cdot w_{U} u\right)\right\} \psi_{N^{\sharp}}(v)^{-1} \psi_{U}(u) d v d u . \tag{6-11}
\end{equation*}
$$

Remark 6.12. If $\pi$ is unitarizable then the integral defining $\left\{W, W^{\vee}\right\}$ is absolutely convergent for any $\left(W, W^{\vee}\right) \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right) \times \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)\right)$ by [Lapid and Mao 2014, Lemma 1.2].

6D. We need a nonvanishing result which follows from Theorem A.1.
Lemma 6.13. Assume that $\pi \in \operatorname{Irrgen,meta~} M$ and $\tilde{\pi}=\mathcal{D}_{\psi^{-1}}(\pi)$ is irreducible and tempered. Then the bilinear form $B\left(W, M\left(\frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right)$ does not vanish identically on $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ} \times \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)$.

Proof. Since the image of the restriction map $\mathbb{W}^{\psi_{N_{M}}}(\pi) \rightarrow C\left(N_{M} \backslash \varrho(\mathcal{P}), \psi_{N_{M}}\right)$ contains $C_{c}^{\infty}\left(N_{M} \backslash \varrho(\mathcal{P}), \psi_{N_{M}}\right)$, it follows that for any $\varphi \in C_{c}^{\infty}\left(T_{\mathbb{M}^{\prime}}^{\prime} \times N_{\mathbb{M}^{\prime}}^{\prime}\right)$ and $\phi \in C_{c}^{\infty}(U)$ there exists $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)^{\circ}\left(\right.$ necessarily in $\left.\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}\right)$ of the form (5-2) such that $\varphi(t, n)=W^{M}\left(\eta_{M}\left(\left(t w_{0}^{\mathbb{M}^{\prime}} n\right)^{*}\right)\right)$. It follows from Lemma 6.10 that the linear map $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ} \rightarrow C_{c}^{\infty}\left(T^{\prime}\right)$ given by $W \mapsto Y^{\psi}\left(W_{1 / 2}, \cdot\right)$ is onto. Therefore, by (5-3), the lemma amounts to the nonvanishing of the linear form $W^{\wedge} \mapsto Y^{\psi^{-1}}\left(M^{*} W^{\wedge}, t\right)$ on $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)$ for some $t \in T^{\prime}$. This follows from Theorem A. 1 and the last part of Corollary 5.3.

6E. By (5-4), Lemma 6.1 and Lemma 6.13, we conclude the following corollary.
Corollary 6.14. Suppose that $\pi \in \operatorname{Irr}_{\text {meta,temp }} M$ is good and $\tilde{\pi}=\mathcal{D}_{\psi^{-1}}(\pi)$ is tempered. Then

$$
B\left(W, M\left(\frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right)=c_{\pi} A_{e}^{\psi}\left(M^{*} W\right) A_{e}^{\psi^{-1}}\left(M^{*} W^{\wedge}\right)
$$

for all $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ and $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)$. Moreover, the linear form $A_{e}^{\psi}\left(M^{*} W\right)$ does not vanish identically on $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\dot{\#}}^{\circ}$.

In other words, taking into account the reduction step of Section 3 F we have reduced Theorem 3.4 to the statement below.

Proposition 6.15. Assume $\pi \in \operatorname{Irr}_{\text {meta, temp }} M$ is good and $\tilde{\pi}=\mathcal{D}_{\psi^{-1}}(\pi)$ is tempered. Then for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ and $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)$, we have

$$
\begin{equation*}
B\left(W, M\left(\frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right)=\epsilon_{\pi} A_{e}^{\psi}\left(M^{*} W\right) A_{e}^{\psi^{-1}}\left(M^{*} W^{\wedge}\right) . \tag{6-12}
\end{equation*}
$$

The proposition will eventually be proved in Section 8 after further reductions, using the results of [Lapid and Mao 2014; 2015b].

## 7. Applications of functional equations

In this section we use the functional equations established in [Lapid and Mao 2014] to analyze $B\left(W, M(s) W^{\wedge}, s\right)$.

7A. We first apply a functional equation proved in [Lapid and Mao 2014, Appendix B$]$. To that end we introduce a variant of $B$. We define $\underline{B}\left(W, W^{\vee}, s\right)$ to be the right-hand side of (6-11) whenever the integral defining $\{\cdot, \cdot\}$ and the double integrals over $V_{M}^{\sharp} \backslash N^{\sharp}$ and $U$ are absolutely convergent.

Clearly for $g \in \mathbb{M}^{\prime}$, with $|\operatorname{det} g|=1$,

$$
\left\{W\left(\cdot \eta_{M}(g)\right), W^{\vee}\left(\cdot \eta_{M}(g)\right)\right\}=\left\{W, W^{\vee}\right\} .
$$

Thus, $\underline{B}\left(W, W^{\vee}, s\right)$ is equal to

$$
\begin{align*}
& \int_{N_{M^{\prime}}^{\prime}} \int_{U} \int_{U}\left\{W_{s}\left(\cdot \eta_{M}(n) w_{U} v\right), W_{-s}^{\vee}\left(\cdot w_{U} u\right)\right\} \psi_{U}(v)^{-1} \psi_{U}(u) \psi_{N_{M^{\prime}}^{\prime}}(n) d v d u d n \\
& =\int_{N_{M^{\prime}}^{\prime}} \int_{U} \int_{U}\left\{W_{s}\left(\cdot w_{U} v\right), W_{-s}^{\vee}\left(\cdot \eta_{M}(n) w_{U} u\right)\right\} \psi_{U}(v)^{-1} \psi_{U}(u) \psi_{N_{M^{\prime}}^{\prime}}(n)^{-1} d v d u d n \\
& =\int_{V_{M}^{\sharp} \backslash N^{\sharp}} \int_{U}\left\{W_{s}\left(\cdot w_{U} v\right), W_{-s}^{\vee}\left(\cdot w_{U} v_{2}\right)\right\} \psi_{U}(v)^{-1} \psi_{N^{\sharp}}\left(v_{2}\right) d v d v_{2} . \tag{7-1}
\end{align*}
$$

By (6-11), for any $\pi \in \operatorname{Irrgen} M, W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}, W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)\right)$ and $-\operatorname{Re} s \gg 1$, we have

$$
\underline{B}\left(W, W^{\vee}, s\right)=B\left(W, W^{\vee}, s\right) .
$$

On the other hand, we have the following result.
Proposition 7.1 [Lapid and Mao 2014, Appendix B]. Let $\pi \in \operatorname{Irr}_{\text {temp }} M$.
(1) For $\operatorname{Re} s \gg 1, \underline{B}\left(W, W^{\vee}, s\right)$ is well defined for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$, $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)\right)^{\circ}$.
(2) For $-\operatorname{Re} s \gg 1, \underline{B}\left(W, W^{\vee}, s\right)$ is well defined for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)^{\circ}$, $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N}}{ }^{-1}\left(\pi^{\vee}\right)\right)$.
(3) For $-\operatorname{Re} s \gg 1$, we have

$$
\underline{B}\left(W, M(s) W^{\wedge}, s\right)=\underline{B}\left(M(s) W, W^{\wedge},-s\right)
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)^{\circ}, W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)^{\circ}$.
Combined with the above we obtain:
Corollary 7.2. For $-\operatorname{Re} s \gg 1$, we have

$$
B\left(W, M(s) W^{\wedge}, s\right)=\underline{B}\left(M(s) W, W^{\wedge},-s\right)
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}, W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi} \psi_{M}^{-1}(\pi)\right)^{\circ}$.
7B. An identity of Whittaker functions on $\mathbf{G L}_{2 n}$. A key fact in the formal argument for the case $\mathbf{n}=1$ in [Lapid and Mao 2017, §7] was that for any unitarizable $\pi \in \operatorname{Irrgen} \mathrm{GL}_{2}$, the expression

$$
\int_{F^{*}} W\left(\left(\begin{array}{c}
t \\
\\
1
\end{array}\right)\right) W^{\vee}\left(\left({ }^{t}{ }_{1}\right)\right) d t
$$

defines a GL $2_{2}$-invariant bilinear form on $\mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi) \times \mathbb{W}^{\psi_{N_{\mathrm{M}}}^{-1}}\left(\pi^{\vee}\right)$.

In the general case, we encountered (in the definition of $\{\cdot, \cdot\}$ ) a similar integral

$$
A_{\mathbf{n}}\left(W, W^{\vee}\right)=\int_{N_{\mathbb{M}^{\prime}} \backslash \mathbb{M} \mathbf{M}^{\prime}} W\left(\eta_{\mathbb{M}}(g)\right) W^{\vee}\left(\eta_{\mathbb{M}}(g)\right)|\operatorname{det} g|^{1-\mathbf{n}} d g,
$$

where $W \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)$ and $W^{\vee} \in \mathbb{W}^{\psi_{N_{M}}}\left(\pi^{\vee}\right)$.
Let $J$ be the subspace of Mat ${ }_{\mathbf{n}}$ consisting of the matrices whose first column is zero. Note that for any $g \in \mathbb{M}^{\prime}, X \in \operatorname{Mat}_{\mathbf{n}}, Y \in J, n_{1}, n_{2} \in N_{\mathbb{M}^{\prime}}^{\prime}$, we have

$$
\begin{align*}
A_{\mathbf{n}}\left(\pi\left(\eta_{\mathbb{M}}(g) \ell_{\mathbb{M}}(X+Y) \eta_{\mathbb{M}}^{\vee}\left(n_{1}\right)\right) W,\right. & \left.\pi^{\vee}\left(\eta_{\mathbb{M}}(g) \ell_{\mathbb{M}}(X) \eta_{\mathbb{M}}^{\vee}\left(n_{2}\right)\right) W^{\vee}\right) \\
& =\psi_{N_{\mathbb{M}^{\prime}}^{\prime}}\left(n_{1} n_{2}^{-1}\right)|\operatorname{det} g|^{\mathbf{n}-1} A_{\mathbf{n}}\left(W, W^{\vee}\right) \tag{7-2}
\end{align*}
$$

(with $\ell_{\mathbb{M}}, \eta_{\mathbb{M}}$ and $\eta_{\mathbb{M}}^{\vee}$ defined in Section 2A). We also have the following relation, for $w_{2 \mathbf{n}, \mathbf{n}}:=\left({ }_{I_{\mathbf{n}}}^{I_{\mathrm{n}}}\right)$.

Theorem 7.3 [Lapid and Mao 2014, Theorem 1.3]. Let $\pi \in \operatorname{Irr}_{\text {temp }} \mathbb{M}$. Then for any $W \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi), W^{\vee} \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}^{-1}}\left(\pi^{\vee}\right)$, we have

$$
\begin{align*}
A_{\mathbf{n}}\left(W, W^{\vee}\right)=\int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{M}^{\prime}} & W\left(w_{2 \mathbf{n}, \mathbf{n}} \eta_{\mathbb{M}}(g) \ell_{\mathbb{M}}(X)\right) \\
& \times W^{\vee}\left(w_{2 \mathbf{n}, \mathbf{n}} \eta_{\mathbb{M}}(g) \ell_{\mathbb{M}}(Y)\right)|\operatorname{det} g|^{\mathbf{n}-1} d g d X d Y . \tag{7-3}
\end{align*}
$$

The integrals on both sides are absolutely convergent.
Note that it is not a priori clear that the right-hand side of (7-3) satisfies (7-2) for $X \in \mathrm{Mat}_{\mathbf{n}}-J$.

We can slightly rephrase Theorem 7.3 as follows. First, we write the right-hand side of (7-3) as

$$
\int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{M}} W\left(\eta_{\mathbb{M}}^{\vee}(g) w_{2 \mathbf{n}, \mathbf{n}} \ell_{\mathbb{M}}(X)\right) W^{\vee}\left(\eta_{\mathbb{M}}^{\vee}(g) w_{2 \mathbf{n}, \mathbf{n}} \ell_{\mathbb{M}}(Y)\right)|\operatorname{det} g|^{\mathbf{n}-1} d g d X d Y
$$

We may multiply $w_{2 \mathbf{n}, \mathbf{n}}$ on the left by any element $x \in \eta_{\mathbb{M}}^{\vee}\left(\mathbb{M}^{\prime}\right)$ with $|\operatorname{det} x|=1$. In particular, we take $w_{2 \mathbf{n}, \mathbf{n}}^{\prime}:=\left({ }_{w_{0}^{\mathbf{M}^{\prime}}} I_{\mathbf{n}}\right)$ instead of $w_{2 \mathbf{n}, \mathbf{n}}$. Let $\epsilon_{2} \in \ell_{\mathbb{M}}\left(\epsilon_{1,1}+J\right)$, where $\epsilon_{1,1}$ is the matrix in Mat ${ }_{\mathbf{n}}$ with 1 in the upper left corner and zero elsewhere. Since

$$
A_{\mathbf{n}}\left(\pi\left(\boldsymbol{\epsilon}_{2}\right) W, \pi^{\vee}\left(\boldsymbol{\epsilon}_{2}\right) W^{\vee}\right)=A_{\mathbf{n}}\left(W, W^{\vee}\right),
$$

we infer that $A_{\mathbf{n}}\left(W, W^{\vee}\right)$ equals

$$
\begin{aligned}
& \int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime} \backslash \mathbb{M}^{\prime}} W\left(\eta_{\mathbb{M}}^{\vee}(g) w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \ell_{\mathbb{M}}(X) \boldsymbol{\epsilon}_{2}\right) \\
& \times W^{\vee}\left(\eta_{M}^{\vee}(g) w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \ell_{M}(Y) \epsilon_{2}\right)|\operatorname{det} g|^{\mathbf{n}-1} d g d X d Y .
\end{aligned}
$$

Using Bruhat decomposition for $g$, the integral can be rewritten as

$$
\begin{aligned}
\int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime}} \int_{T_{\mathbb{M}^{\prime}}^{\prime}} & W\left(\eta_{\mathbb{M}}^{\vee}(t) w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \eta_{\mathbb{M}}(n) \ell_{\mathbb{M}}(X) \boldsymbol{\epsilon}_{2}\right) \\
& \quad \times W^{\vee}\left(\eta_{\mathbb{M}}^{\vee}(t) w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \eta_{\mathbb{M}}(n) \ell_{\mathbb{M}}(Y) \epsilon_{2}\right)|\operatorname{det} t|^{\mathbf{n}-1} \delta_{B_{\mathbb{M}^{\prime}}^{\prime}}(t)^{-1} d t d n d X d Y
\end{aligned}
$$

Since $\ell_{\mathbb{M}}\left(\epsilon_{1,1}+J\right)$ is invariant under conjugation by $\eta_{\mathbb{M}}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right)$, by changing variables in $X$ and $Y$ we get

$$
\begin{align*}
A_{\mathbf{n}}\left(W, W^{\vee}\right) & =\int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime}} \int_{T_{\mathbb{M}^{\prime}}^{\prime}} W\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} \ell_{\mathbb{M}}(X) \eta_{\mathbb{M}}(n)\right) \\
& \times W^{\vee}\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} \ell_{\mathbb{M}}(Y) \eta_{\mathbb{M}}(n)\right)|\operatorname{det} t|^{\mathbf{n}-1} \delta_{B_{\mathbb{M}^{\prime}}^{\prime}}(t)^{-1} d t d n d X d Y \tag{7-4}
\end{align*}
$$

where $\boldsymbol{\epsilon}_{3}=w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \boldsymbol{\epsilon}_{2}$.
7C. In the first expression of (7-1) for $\underline{B}$, we have an inner integral of the form

$$
\int_{N_{\mathbb{M}^{\prime}}^{\prime}}\left\{W_{s}\left(\cdot \eta_{M}(n)\right), W_{-s}^{\vee}\right\} \psi_{N_{\mathbb{M}^{\prime}}^{\prime}}(n) d n
$$

This leads us to apply the above functional equation in the following setting. Let $\pi \in \operatorname{Irr}_{\text {temp }} \mathbb{M}$. Define the bilinear form $D\left(W, W^{\vee}\right)$ on $\mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi) \times \mathbb{W}^{\psi_{N_{\mathrm{M}}}^{-1}}\left(\pi^{\vee}\right)$ by

$$
\begin{equation*}
D\left(W, W^{\vee}\right):=\int_{N_{\mathbb{M}^{\prime}}^{\prime}} A_{\mathbf{n}}\left(\pi\left(\eta_{\mathbb{M}}(n)\right) W, W^{\vee}\right) \psi_{N_{\mathbb{M}^{\prime}}^{\prime}}(n) d n \tag{7-5}
\end{equation*}
$$

It is shown in [Lapid and Mao 2014, Appendix A] that the integral is absolutely convergent.
Remark 7.4. For $\left(W, W^{\vee}\right) \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right) \times \operatorname{Ind}\left(\mathbb{W}^{\psi_{N}}-1\left(\pi^{\vee}\right)\right)$, we have

$$
\begin{align*}
D\left(\delta_{P}^{-1 / 2} W \circ \varrho, \delta_{P}^{-1 / 2} W^{\vee} \circ \varrho\right) & =D\left(\delta_{P}^{-1 / 2} W_{s} \circ \varrho, \delta_{P}^{-1 / 2} W_{-s}^{\vee} \circ \varrho\right) \\
& =\int_{N_{\mathbb{M}^{\prime}}^{\prime}}\left\{W_{s}\left(\cdot \eta_{M}(n)\right), W_{-s}^{\vee}\right\} \psi_{N_{\mathbb{M}^{\prime}}^{\prime}}(n) d n \tag{7-6}
\end{align*}
$$

For convenience, set

$$
\begin{aligned}
\bar{R} & =\epsilon_{3}\left(\eta_{\mathbb{M}}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \ell_{\mathbb{M}}(J)\right) \boldsymbol{\epsilon}_{3}^{-1}=w_{2 \mathbf{n}, \mathbf{n}}^{\prime}\left(\eta_{\mathbb{M}}\left(N_{\mathbb{M}}^{\prime}\right) \ltimes \ell_{\mathbb{M}}(J)\right) w_{2 \mathbf{n}, \mathbf{n}}^{\prime-1} \\
& =\left\{\left(\begin{array}{cc}
I_{\mathbf{n}} \\
x & n^{t}
\end{array}\right): x \in J, n \in N_{\mathbb{M}^{\prime}}^{\prime}\right\} \subset N_{\mathbb{M}}^{t} \cap \mathcal{P}^{*} .
\end{aligned}
$$

Definition 7.5. Let $\mathbb{W}^{\psi_{N_{\mathbb{M}}}^{-1}}(\pi)_{\square}$ be the linear subspace of $\mathbb{W}^{\psi_{N_{\mathbb{M}}}^{-1}}(\pi)$ consisting of $W$ such that
$\left.W\left(\cdot \epsilon_{3}\right)\right|_{\mathcal{P}^{*}} \in C_{c}^{\infty}\left(N_{\mathbb{M}} \backslash \mathcal{P}^{*}, \psi_{N_{\mathbb{M}}}^{-1}\right) \quad$ and $\left.\quad W\left(\cdot \epsilon_{3}\right)\right|_{\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \bar{R}} \in C_{c}^{\infty}\left(\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \bar{R}\right)$.
It is easy to see that this definition is independent of the choice of $\boldsymbol{\epsilon}_{2}$ (and correspondingly $\boldsymbol{\epsilon}_{3}$ ).

We note that $\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)_{\natural}$ is nonzero, since the restriction of $\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)$ to $\mathcal{P}^{*}$ contains $C_{c}^{\infty}\left(N_{\mathbb{M}} \backslash \mathcal{P}^{*}, \psi_{N_{\mathbb{M}}}^{-1}\right)$ and $\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \bar{R} \subset B_{\mathbb{M}}^{t} \cap \mathcal{P}^{*}$. On the other hand, even if we assume that $\pi$ is sumercuspidal, $\mathbb{W}^{\psi^{\psi}}{ }_{N_{M}}^{-1}(\pi)_{\text {t }}$ is a proper subspace of $\mathbb{W}^{\psi^{-1}}(\pi)$ since the set $N_{\mathbb{M}} \cdot\left(\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \bar{R}\right)$ is not closed.

Let $N_{\mathbb{M}}^{\mathrm{b}}=\left(N_{\mathbb{M}}^{\sharp}\right)^{*}$ and let $\psi_{N_{\mathrm{M}}^{b}}$ be the character on $N_{\mathbb{M}}^{\mathrm{b}}$ given by

$$
\psi_{N_{\mathrm{M}}^{b}}(m)=\psi_{N_{\mathrm{M}}^{\sharp}}\left(m^{*}\right) .
$$

Note that $N_{\mathbb{M}}^{\mathrm{b}}$ consists of the elements of $N_{\mathbb{M}}$ whose ( $\mathbf{n}+1$ )-st column vanishes above the diagonal.
Proposition 7.6. Let $\pi \in \operatorname{Irr}_{\text {temp }} \mathbb{M}$. For any $W \in \mathbb{W}^{\psi_{N M}}(\pi)$ and $W^{\vee} \in \mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)_{\natural}$, $D\left(W, W^{\vee}\right)$ is equal to the absolutely convergent integral
$\int_{\eta_{\mathrm{M}}^{\vee}\left(N_{\mathrm{M}^{\prime}}^{\prime}\right) \backslash N_{\mathrm{M}}^{\mathrm{b}}} \int_{\eta_{\mathrm{M}}^{\vee}\left(N_{\mathrm{M}^{\prime}}^{\prime}\right) \backslash N_{\mathrm{M}}^{\mathrm{b}}} \int_{T_{\mathrm{M}^{\prime}}^{\prime}} W\left(\eta_{\mathrm{M}}^{\vee}(t) \boldsymbol{\epsilon}_{3} r_{1}\right) W^{\vee}\left(\eta_{\mathrm{M}}^{\vee}(t) \boldsymbol{\epsilon}_{3} r_{2}\right)$

$$
\times|\operatorname{det} t|^{\mathbf{n}-1} \delta_{B_{\mathbf{M}^{\prime}}^{\prime}}(t)^{-1} \psi_{N_{\mathrm{M}}^{b}}\left(r_{1}^{-1} r_{2}\right) d t d r_{2} d r_{1},
$$

where the integrand is compactly supported in all variables.
Proof. From (7-4) and (7-5), we get that $D\left(W, W^{\vee}\right)$ is equal to

$$
\begin{aligned}
& \int_{N_{\mathbb{M}^{\prime}}^{\prime}}\left(\int_{J} \int_{J} \int_{N_{\mathbb{M}^{\prime}}^{\prime}} \int_{T_{\mathbb{M}^{\prime}}^{\prime}} W\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} \ell_{\mathbb{M}}(X) \eta_{\mathbb{M}}\left(n_{2} n_{1}\right)\right) W^{\vee}\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} \ell_{\mathbb{M}}(Y) \eta_{\mathbb{M}}\left(n_{2}\right)\right)\right. \\
&\left.\times|\operatorname{det} t|^{\mathbf{n}-1} \delta_{B_{\mathbb{M}^{\prime}}^{\prime}}(t)^{-1} d t d n_{2} d X d Y\right) \psi_{N_{\mathbb{M}^{\prime}}^{\prime}}\left(n_{1}\right) d n_{1} .
\end{aligned}
$$

By the condition on $W^{\vee}$, the integrand is compactly supported in $t, Y$ and $n_{2}$. Since $\eta_{M}^{\vee}(t)$ normalizes $\bar{R}$, it is also compactly supported in $X, n_{1}$ in view of Lemma 7.7 below. A change of variable $n_{1} \mapsto n_{2}^{-1} n_{1}$ gives the identity in the proposition.
Lemma 7.7. The restriction to $N_{\mathbb{M}}^{t} \cap\left(\mathcal{P} \cup \mathcal{P}^{*}\right)$ of any $W \in C^{\mathrm{sm}}\left(N_{\mathrm{M}} \backslash \mathbb{M}, \psi_{N_{\mathrm{M}}}\right)$ is compactly supported.
Proof. This is standard. By passing to $W\left(.^{*}\right)$, it is enough to consider the support in $N_{\mathbb{M}}^{t} \cap \mathcal{P}$. Let $n=u a k$ with $a=\operatorname{diag}\left(a_{1}, \ldots, a_{2 \mathbf{n}}\right)$ be the Iwasawa decomposition of $n \in N_{\mathbb{M}}^{t} \cap \mathcal{P}$. Then $a_{2 \mathbf{n}}=1$ and $\left|n_{i, j}\right| \leq\left|a_{i} \ldots a_{2 \mathbf{n}}\right|$ for all $1 \leq j \leq i \leq 2 \mathbf{n}$. Thus, if $W(n) \neq 0$ then the $a_{i}$ are bounded in terms of $W$, and hence $n$ is bounded. The lemma follows.

7D. We apply Proposition 7.6 to get a new expression for $\underline{B}\left(W, W^{\vee}, s\right)$. Before stating the result, we first introduce an integral that appears in the new expression. As in [Lapid and Mao 2015b, §7.4], define

$$
\Delta(t):=\left|t_{1}\right|^{-\mathbf{n}} \delta_{B}^{1 / 2}(\varrho(t)), \quad t=\operatorname{diag}\left(t_{1}, \ldots, t_{2 \mathbf{n}}\right) \in T_{\mathbb{M}} .
$$

In particular, when $t=\eta_{\mathbb{M}}^{\vee}\left(t^{\prime}\right)$ with $t^{\prime} \in T_{\mathbb{M}^{\prime}}^{\prime}$, we have $\Delta(t)=\delta_{B^{\prime}}\left(\varrho^{\prime}(t)\right)^{1 / 2}$.

For now, let $\epsilon_{4}$ be an arbitrary element in $N_{\mathrm{M}}$. (We will fix it in the next section in order to make the formulas look nicer.) Let $T^{\prime \prime}=\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \times Z_{\mathbb{M}}$. For $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right), t \in T^{\prime \prime}$, let

$$
\begin{align*}
& E^{\psi}(W, t):=\Delta(t)^{-1} \int_{\eta_{M}\left(N_{M^{\prime}}^{\prime}\right) \backslash N^{\sharp}} W\left(\varrho\left(t \epsilon_{4} \epsilon_{3}\right) w_{U} v\right) \psi_{N^{\sharp}}(v)^{-1} d v \\
&= \Delta(t)^{-1} \psi_{N_{\mathrm{M}}}\left(t \epsilon_{4} t^{-1}\right) \int_{\eta_{M}\left(N_{M^{\prime}}^{\prime}\right) \backslash N^{\sharp}} W\left(\varrho\left(t \epsilon_{3}\right) w_{U} v\right) \psi_{N^{\sharp}(v)^{-1} d v} \\
&=\Delta(t)^{-1} \psi_{N_{\mathrm{M}}}\left(t \boldsymbol{\epsilon}_{4} t^{-1}\right) \int_{U} \int_{\bar{R}} W\left(\varrho\left(t v \boldsymbol{\epsilon}_{3}\right) w_{U} u\right) \\
& \quad \times \psi_{N_{\mathrm{M}}^{b}}\left(\boldsymbol{\epsilon}_{3}^{-1} v \boldsymbol{\epsilon}_{3}\right)^{-1} \psi_{U}(u)^{-1} d v d u, \tag{7-7}
\end{align*}
$$

provided that the integral converges. (It is easy to check that the integrand above is invariant under $\eta_{M}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right)$ when $t \in T^{\prime \prime}$.) Similarly, define $E^{\psi^{-1}}\left(W^{\wedge}, t\right)$ for $W^{\wedge} \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}^{-1}\right)$.

Note that for any $t \in T^{\prime \prime}, E^{\psi}(W, t)$ is ( $\left.N^{\sharp}, \psi_{N^{\sharp}}\right)$-equivariant in $W$. It is also clear from the definition that whenever defined,

$$
\begin{equation*}
E^{\psi}\left(W_{s}, t z\right)=E^{\psi}\left(W_{s}, t\right)|\operatorname{det} z|^{s+1 / 2} \omega_{\pi}(z), \quad z \in Z_{\mathbb{M}}, t \in T^{\prime \prime} \tag{7-8}
\end{equation*}
$$

for $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ with $\pi \in \operatorname{Irrgen} \mathbb{M}$, where $\omega_{\pi}$ is the central character of $\pi$. Definition 7.8. Let $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{b}^{\circ}$ be the linear subspace of $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)^{\circ}$ spanned by the functions which vanish outside $P w_{U} N$ and on the big cell are given by

$$
W\left(u^{\prime} m w_{U} u\right)=\delta_{P}^{1 / 2}(m) W^{M}(m) \phi(u), \quad m \in M, u, u^{\prime} \in U,
$$

with $\phi \in C_{c}^{\infty}(U)$ and $W^{M} \circ \varrho \in \mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)_{\natural}$.
This space is clearly nonzero since $\mathbb{W}^{\psi^{-1}}(\pi)_{\square}$ is nonzero.
Lemma 7.9. Let $\pi \in \operatorname{Irrg}_{\text {gen }} M$. For $\operatorname{Re} s \gg 1$, the integral (7-7) defining $E^{\psi}\left(W_{s}, t\right)$ converges for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ and $t \in T^{\prime \prime}$ uniformly for $(s, t)$ in a compact set. Hence, $E^{\psi}\left(W_{s}, t\right)$ is holomorphic for $\operatorname{Re} s \gg 1$ and continuous in $t$. If $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)^{\circ}$ then $E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right)$ is entire in $s$ and locally constant in $t$, uniformly in $s$. If moreover $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{\square}^{\circ}$ then $E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right)$ is compactly supported in $t \in \eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)$, uniformly in $s$.

Proof. For the first assertion, since $T_{\mathrm{M}}$ normalizes the group $\bar{R}$ and $U$ is normalized by $M$, we need to check the convergence, locally uniformly in $m \in M$, of

$$
\int_{\bar{R}} \int_{U}\left|W_{s}\left(\varrho(v) w_{U} u m\right)\right| d u d v .
$$

This expression is clearly locally constant in $m$, so we can assume $m=e$. Since $\bar{R} \subset N_{\mathbb{M}}^{t} \cap \mathcal{P}^{*}$, the integral above is a "partial integration" of the double integral (6-6b) in Lemma 6.8 (with $g=e$ ), thus converges by Remark 2.2.

By Lemma 7.7, when $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)^{\circ}$, the integrand in the last expression of (7-7) (with $W_{s}^{\wedge}$ in place of $W$ ) is compactly supported in $v$ and $u$, uniformly in $s$ and locally uniformly in $t$. It is then clear that $E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right)$ is locally constant in $t$. The second part follows. Furthermore, if $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi}{ }^{N_{M}}(\pi)\right)_{\natural}^{\circ}$, it is clear from the definition of the latter space that the integrand in (7-7) (with $W^{\wedge}$ in place of $W$ ) is compactly supported in $v$ and $t \in \eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)$. The lemma follows.

## 7E.

Proposition 7.10. Let $\pi \in \operatorname{Irr}_{\text {temp }}$ M. Then for $\operatorname{Re} s \gg 1$, we have

$$
\begin{equation*}
\underline{B}\left(W, W^{\vee}, s\right)=\int_{\eta_{M}^{\vee}\left(T_{M^{\prime}}^{\prime}\right)} E^{\psi}\left(W_{s}, t\right) E^{\psi^{-1}}\left(W_{-s}^{\vee}, t\right) \frac{d t}{|\operatorname{det} t|} \tag{7-9}
\end{equation*}
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)$ and $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}\left(\pi^{\vee}\right)\right)_{\natural}^{\circ}$, where (by Lemma 7.9) the integrand on the right-hand side is continuous and compactly supported.

Proof. First note that the element $\epsilon_{4}$ has no effect on the validity of (7-9), so we may ignore it from the consideration. By Proposition 7.1, if $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi} \bar{N}_{M}^{-1}\left(\pi^{\vee}\right)\right)^{\circ}$, the integrals defining $\underline{B}\left(W, W^{\vee}, s\right)$ are absolutely convergent when $\operatorname{Re} s \gg 1$. If moreover $W^{\vee} \in \operatorname{Ind}\left(\mathbb{W}^{\psi} N_{M}^{-1}\left(\pi^{\vee}\right)\right)_{\mathfrak{b}}^{\circ}$, then by the relation (7-6), (the first expression of) (7-1) and Proposition 7.6, $\underline{B}\left(W, W^{\vee}, s\right)$ is equal to

$$
\begin{aligned}
& \int_{U} \int_{U}\left(\int_{T_{M^{\prime}}^{\prime}} \int_{\eta_{\mathrm{M}}^{\vee}\left(N_{M^{\prime}}^{\prime}\right) \backslash N_{\mathrm{M}}^{b}} \int_{\eta_{\mathrm{M}}^{\vee}\left(N_{M^{\prime}}^{\prime}\right) \backslash N_{\mathrm{M}}^{b}} W_{s}\left(\varrho\left(\eta_{\mathbb{M}}^{\vee}(t) \boldsymbol{\epsilon}_{3} r_{1}\right) w_{U} u_{1}\right)\right. \\
& \quad \times W_{-s}^{\vee}\left(\varrho\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3} r_{2}\right) w_{U} u_{2}\right) \delta_{B_{M^{\prime}}^{\prime}}(t)^{-1} \delta_{P}\left(\eta_{M}^{\vee}(t)\right)^{-1}|\operatorname{det} t|^{\mathbf{n}-1} \\
& \left.\quad \times \psi_{U}\left(u_{1}\right)^{-1} \psi_{N_{\mathrm{M}}^{b}}\left(r_{1}\right)^{-1} \psi_{U}\left(u_{2}\right) \psi_{N_{\mathrm{M}}^{b}}\left(r_{2}\right) d r_{1} d r_{2} d t\right) d u_{1} d u_{2} .
\end{aligned}
$$

Using the fact that for $t \in T_{\mathbb{M}^{\prime}}^{\prime}$

$$
\delta_{B_{M^{\prime}}^{\prime}}(t)^{-1} \delta_{P}\left(\eta_{M}^{\vee}(t)\right)^{-1}|\operatorname{det} t|^{\mathbf{n}-1}=\delta_{B^{\prime}}\left(\varrho^{\prime}(t)\right)^{-1}|\operatorname{det} t|^{-1},
$$

to finish the proof of Proposition 7.10 it suffices to show the convergence of

$$
\begin{aligned}
& \int_{T_{\mathbb{M}^{\prime}}^{\prime}}\left(\int_{\eta_{M}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \backslash N^{\sharp}}\left|W_{s}\left(\varrho\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3}\right) w_{U} v_{1}\right)\right| d v_{1}\right. \\
&\left.\times \int_{\eta_{M}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \backslash N^{\sharp}}\left|W_{-s}^{\vee}\left(\varrho\left(\eta_{\mathbb{M}}^{\vee}(t) \epsilon_{3}\right) w_{U} v_{2}\right)\right| d v_{2}\right) \delta_{B^{\prime}}\left(\varrho^{\prime}(t)\right)^{-1} \frac{d t}{|\operatorname{det} t|} .
\end{aligned}
$$

It follows from Lemma 7.9 that the integrals over $v_{1}$ and $v_{2}$ converge for a fixed $t$ and that the integral over $v_{2}$ is compactly supported as a function of $t$. The argument
in Lemma 7.9 also shows that the resulting integrals over $v_{1}$ and $v_{2}$ are smooth in $t$. Thus, the integral converges.

Combining Proposition 7.10 with Corollary 7.2 and (7-8) we get the following.
Proposition 7.11. Let $\pi \in \operatorname{Irr}_{\text {temp }}$ M. Then for $-\operatorname{Re} s \gg 1$ and any

$$
\begin{aligned}
W & \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}, \\
W^{\wedge} & \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{\sharp}^{\circ},
\end{aligned}
$$

we have

$$
\begin{equation*}
B\left(W, M(s) W^{\wedge}, s\right)=\int_{Z_{\mathrm{M}} \backslash T^{\prime \prime}} E^{\psi}\left(M_{s}^{*} W, t\right) E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right) \frac{d t}{|\operatorname{det} t|}, \tag{7-10}
\end{equation*}
$$

where the integrand is continuous and compactly supported.

## 8. Proof of Proposition 6.15

Proposition 7.11 is an important (and hard-earned) step towards the proof of Proposition 6.15. However, it is still insufficient. First, it is not valid at the point $s=\frac{1}{2}$, which is pertinent for the left-hand side of (6-12). Second, the functions $E^{\psi}$ have to be investigated in order to match the right-hand side of (6-12). Also, so far we have only used the fact that $\pi \in \operatorname{Irr}_{\text {meta }} \mathbb{M}$ to reduce to special sections, but it should be clear from the nature of our formula that this fact has to enter the computation in a more substantial and quantitative way. Fortunately, these issues were taken up in [Lapid and Mao 2015b, §11]. We recall these results and explain how they are used to conclude the proof of Proposition 6.15 from Proposition 7.11.

8A. Let $\mathfrak{d}=\operatorname{diag}\left(1,-1, \ldots,(-1)^{\mathbf{n}-1}\right) \in$ Mat $_{\mathbf{n}}$. We now fix

$$
\boldsymbol{\epsilon}_{4}=\ell_{\mathbb{M}}\left(-\frac{1}{2} \mathfrak{\jmath} w_{0}^{\mathbb{M}^{\prime}}\right) \in N_{\mathbb{M}} .
$$

This element is denoted by $\epsilon^{\prime}$ in [Lapid and Mao 2015b, p. 9550] with the parameter $\mathfrak{a}=-\frac{1}{2}$ in the notation of that paper. We also fix $\boldsymbol{\epsilon}_{2}=\ell_{\mathbb{M}}(\mathfrak{d})$ (and correspondingly $\boldsymbol{\epsilon}_{3}=w_{2 \mathbf{n}, \mathbf{n}}^{\prime} \boldsymbol{\epsilon}_{2}$; see Section 7B). The reason for fixing the elements this way is (partly) due to the special form of the character $\psi_{\bar{U}}$ on $\bar{U}$ given by

$$
\begin{equation*}
\psi_{\bar{U}}(\bar{v})=\psi_{U}\left(\left(\varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3}\right) w_{U}\right)^{-1} \bar{v} \varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3}\right) w_{U}\right)^{-1}=\psi\left(\bar{v}_{2 \mathbf{n}+1,1}\right), \quad \bar{v} \in \bar{U} . \tag{8-1}
\end{equation*}
$$

We rewrite the first expression on the right-hand side of (7-7) by splitting the integral into integrals over $U$ and $\eta_{M}\left(N_{\mathbb{M}^{\prime}}^{\prime}\right) \backslash N_{M}^{\sharp}$, making the change of variables

$$
v \mapsto\left(\varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3}\right) w_{U}\right)^{-1} \bar{v} \varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3}\right) w_{U}
$$

in the integral over $U$, and conjugating the variable in the second integral by $w_{U}$. We get, for $\operatorname{Re} s \gg 1$,

$$
\begin{align*}
E^{\psi}\left(W_{s}, t\right) & =\Delta(t)^{-1} \int_{\eta_{\mathrm{M}}^{\vee}\left(N_{\mathrm{M}_{\mathrm{M}}^{\prime}}^{\prime}\right) \backslash N_{\mathrm{M}}^{\mathrm{b}}} \int_{\bar{U}} W_{s}\left(\varrho(t) \bar{v} \varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3} r\right) w_{U}\right) \psi_{\bar{U}}(\bar{v}) \psi_{N_{\mathrm{M}}^{\mathrm{b}}}(r)^{-1} d \bar{v} d r \\
& =\Delta(t)^{-1} \int_{\bar{R}} \int_{\bar{U}} W_{s}\left(\varrho(t) \bar{v} \varrho\left(\boldsymbol{\epsilon}_{4} r \boldsymbol{\epsilon}_{3}\right) w_{U}\right) \psi_{\bar{U}}(\bar{v}) \psi_{\bar{R}}(r) d \bar{v} d r, \tag{8-2}
\end{align*}
$$

where $\psi_{\bar{R}}(r)=\psi_{N_{\mathrm{M}}^{\mathrm{b}}}\left(\boldsymbol{\epsilon}_{3}^{-1} r \boldsymbol{\epsilon}_{3}\right)^{-1}$.
We now quote the first pertinent result from [Lapid and Mao 2015b, §11]. Let $S$ be the subtorus $\prod_{i=1}^{\mathrm{n}-1} T_{i}$ of $T^{\prime \prime}$ (of codimension two), where $T_{i}$ is the one-dimensional torus

$$
T_{i}:=\{\operatorname{diag}(\overbrace{z^{-1}, \ldots, z^{-1}}^{2 \mathbf{n}-i}, \overbrace{z, \ldots, z}^{i}): z \in F^{*}\} .
$$

For any $f \in C_{c}^{\infty}(S)$ and $g \in C\left(T^{\prime \prime}\right)$, we write $f * g(\cdot)=\int_{S} f(t) g(\cdot t) d t$.
Theorem 8.1. For any $W \in C^{\mathrm{sm}}\left(N \backslash G, \psi_{N}\right)$ which is left-invariant under a compact open subgroup of $Z_{M}$ and any $f \in C_{c}^{\infty}(S)$, the function $f * E^{\psi}\left(W_{s}, t\right)$ extends to an entire function in $s$ which is locally constant in $t$, uniformly in $s$. Moreover, if $\pi \in \operatorname{Irr}_{\text {meta,temp }} \mathbb{M}$ then

$$
\left.f * E^{\psi}\left(M_{s}^{*} W, t\right)\right|_{s=1 / 2}=\epsilon_{\pi}^{\mathbf{n}} A_{e}^{\psi}\left(M^{*} W\right) \int_{S} f\left(t^{\prime}\right) d t^{\prime}
$$

for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right), t \in T^{\prime \prime}$ and $f \in C_{c}^{\infty}(S)$.
The first part is [Lapid and Mao 2015b, Corollary 11.9], except for a slight correction which we now explain. Recall some notation from that paper. As in Section 6 of [ibid.] let $\mathcal{Z}$ be the unipotent subgroup of $\mathbb{M}$ given by
$\mathcal{Z}=\left\{m \in \mathbb{M}: m_{i, i}=1 \forall i, m_{i, j}=0\right.$ if either $(j>i$ and $i+j>2 \mathbf{n})$

$$
\text { or }(i>j \text { and } i+j \leq 2 \mathbf{n}+1)\},
$$

and let $\psi_{\mathcal{Z}}$ be its character

$$
\begin{equation*}
\psi_{\mathcal{Z}}(m)=\psi\left(m_{1,2}+\cdots+m_{\mathbf{n}-1, \mathbf{n}}-m_{\mathbf{n}+2, \mathbf{n}+1}-\cdots-m_{2 \mathbf{n}, 2 \mathbf{n}-1}\right), \quad m \in \mathcal{Z} \tag{8-3}
\end{equation*}
$$

The group $\varrho(\mathcal{Z})$ stabilizes the character $\psi_{\bar{U}}$. Let $\mathfrak{E}=\varrho(\mathcal{Z}) \ltimes \bar{U}$ with the character

$$
\psi_{\mathfrak{E}}(\varrho(m) \bar{u})=\psi_{\mathcal{Z}}(m) \psi_{\bar{U}}^{-1}(\bar{u}), \quad m \in \mathcal{Z}, \bar{u} \in \bar{U} .
$$

Also, let $\mathcal{Z}^{+}=\mathcal{Z} \cap N_{\mathbb{M}}, V_{\Delta}=\mathcal{Z} \cap N_{\mathbb{M}}^{t}$ and

$$
N_{\mathbb{M}, \Delta}=\left\{\ell_{\mathbb{M}}(X)^{t}: X \in J, X_{i, j}=0 \text { if } i+j>\mathbf{n}+1\right\} .
$$

We have $\mathcal{Z}=\mathcal{Z}^{+} \cdot V_{\Delta}$ and $\bar{R}=V_{\Delta} \cdot N_{\mathbb{M}, \Delta}$. In Section 10.4 of [ibid.] it was erroneously claimed that the second product is semidirect. Fortunately, this does
not have any bearing on the argument. All what matters is that the character $\psi_{\bar{R}}$ is given by $\psi_{\bar{R}}(v n)=\psi_{V_{\Delta}}(v), v \in V_{\Delta}, n \in N_{\mathbb{M}, \Delta}$, where $\psi_{V_{\Delta}}(r)$ is defined right after (7.11) of [ibid.]. Thus, the middle integral in (11.11) of [ibid.] should be taken over $V_{\Delta} \cdot N_{\mathbb{M}, \Delta}$, i.e., over $\bar{R}$ in our notation. (Also, the variable $v$ should be replaced by $r$.) With this correction, the expression in (11.11) of [ibid.], evaluated at $\varrho\left(\boldsymbol{\epsilon}_{3}\right) w_{U}$, is $(f \Delta) * E^{\psi}\left(W_{s}, t\right)$ and its analytic continuation is given by the expression in (11.10) of [ibid.], which amounts to a finite sum.

Meanwhile, from the definition of $A_{e}^{\psi}$ in (6-1) we have

$$
A_{e}^{\psi}(W)=\int_{\varrho\left(V_{\mathbb{N}}^{*}\right) \backslash \gamma V_{-} \gamma^{-1}} W\left(v \gamma \boldsymbol{\epsilon}_{1}\right) \psi_{V_{-}}\left(\left(\gamma \boldsymbol{\epsilon}_{1}\right)^{-1} v \gamma \boldsymbol{\epsilon}_{1}\right)^{-1} d v
$$

We can integrate instead over the group $\bar{U}\urcorner$ in Section 11.5 of [ibid.], consisting of elements $\bar{u}$ in $\bar{U}$ such that $\bar{u}_{2 \mathbf{n}+i, j}=0$ whenever $i \geq \mathbf{n}$ and $j \leq \mathbf{n}$. The character $\hat{\psi}_{\bar{U}\urcorner}(\bar{u}):=\psi_{V_{-}}\left(\left(\gamma \epsilon_{1}\right)^{-1} \bar{u} \gamma \epsilon_{1}\right)^{-1}$ on $\left.\bar{U}\right\urcorner$ also matches the one defined in Sections 11.3 and 11.5 of [ibid.] (with the parameter $\mathfrak{a}=-\frac{1}{2}$ ). Thus, $A_{e}^{\psi}(W)$ is $\mathcal{T}^{\prime}(W)\left(\gamma \boldsymbol{\epsilon}_{1}\right)$ in the notation there. The second part of Theorem 8.1 amounts to the first statement of [ibid., Corollary 11.10] upon taking

$$
\boldsymbol{\epsilon}_{1}=(\hat{w} \gamma)^{-1} \varrho\left(\boldsymbol{\epsilon}_{3}\right) w_{U}=\ell_{M}\left((-1)^{\mathbf{n}} \mathfrak{d}\right)
$$

where

$$
\hat{w}:=\eta\left(w_{U^{\prime}}^{\prime}\right) \varrho\left(w_{2 \mathbf{n}, \mathbf{n}}^{\prime}\right)=\left(\begin{array}{ccc} 
& I_{\mathbf{n}} & w_{\mathbf{n}} \\
-w_{\mathbf{n}} & & I_{\mathbf{n}}
\end{array}\right)
$$

is as in the bottom of p. 9523 of [ibid.].
Theorem 8.1 is a crucial step. Recall that the Langlands quotient of

$$
\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi), \frac{1}{2}\right)
$$

i.e., the image under $M^{*}$, admits a unique $\left(N^{\sharp}, \psi_{N^{\sharp}}\right)$-equivariant functional. Thus, $E^{\psi}\left(M^{*} W, t\right)$ (which is technically not defined) is a priori proportional to $A_{e}^{\psi}\left(M^{*} W\right)$ and the constant of proportionality is a function depending on $t$. Theorem 8.1 essentially says that in fact this function is a constant which can be computed explicitly. The main input is that the Langlands quotient admits a realization in $C^{\mathrm{sm}}(H \backslash G)$, where $H \simeq \operatorname{Sp}_{\mathbf{n}} \times \operatorname{Sp}_{\mathbf{n}}$ is the centralizer of $\varrho(E)$ in $G$. (Recall that $E=\operatorname{diag}(1,-1, \ldots, 1,-1)$.) We refer to [Lapid and Mao 2015b] for more details.

We may thus conclude the following corollary.
Corollary 8.2. Suppose that $\pi \in \operatorname{Irr}_{\text {meta,temp }} \mathbb{M}$. Then for any $W \in \operatorname{Ind}\left(\mathbb{W} \mathcal{W}_{N_{M}}(\pi)\right)_{\sharp}^{\circ}$, $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{\text {! }}^{\circ}$ we have

$$
\begin{equation*}
B\left(W, M\left(\frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right)=\epsilon_{\pi}^{\mathbf{n}} A_{e}^{\psi}\left(M^{*} W\right) \int_{Z_{\mathbb{M}} \backslash T^{\prime \prime}} E^{\psi^{-1}}\left(W_{1 / 2}^{\wedge}, t\right) \frac{d t}{|\operatorname{det} t|} \tag{8-4}
\end{equation*}
$$

Proof．By Lemma 7．9，for any $W^{\wedge} \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{\square}^{\circ}$ there exists $K_{0} \in \mathcal{C S G R}\left(T^{\prime \prime}\right)$ such that $E^{\psi^{-1}}\left(W_{s}^{\wedge}, \cdot\right) \in C\left(T^{\prime \prime}\right)^{K_{0}}$ for all $s$ and $E^{\psi^{-1}}\left(W_{s}^{\wedge}, \cdot\right)$ is compactly supported modulo $\mathbb{Z}_{\mathbb{M}}$ uniformly in $s$ ．Suppose that $f \in C_{c}^{\infty}(S)$ is supported in $S \cap K_{0}$ and let $f^{\vee}(t):=f\left(t^{-1}\right)$ ．By Proposition 7．11，for $-\operatorname{Re} s \gg 1$ and $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ}$ we have

$$
\begin{align*}
B\left(W, M(s) W^{\wedge}, s\right) \int_{S} f(t) & d t \\
& =\int_{Z_{\mathbb{M} \backslash T^{\prime \prime}}} E^{\psi}\left(M_{s}^{*} W, t\right) f^{\vee} * E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right) \frac{d t}{|\operatorname{det} t|} \\
& =\int_{Z_{\mathbb{M}} \backslash T^{\prime \prime}} f * E^{\psi}\left(M_{s}^{*} W, t\right) E^{\psi^{-1}}\left(W_{s}^{\wedge}, t\right) \frac{d t}{|\operatorname{det} t|} \tag{8-5}
\end{align*}
$$

From the first part of Theorem 8.1 （i．e．，［Lapid and Mao 2015b，Corollary 11．9］） we infer that both sides of（8－5）are meromorphic functions in $s$ and the identity holds whenever $M(s)$ is holomorphic．Specializing to $s=\frac{1}{2}$ and using the second part of Theorem 8.1 （i．e．，［ibid．，Corollary 11．10］）the corollary follows．

8B．It remains to compute the integral on the right－hand side of（8－4）．Again，this is essentially done in［Lapid and Mao 2015b］and it relies heavily on the fact that $\pi \in \operatorname{Irr}_{\text {meta }} \mathbb{M}$ ．

Let
$\mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)_{\text {tq }}=\left\{W \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi):\left.W\right|_{\mathcal{P}^{*}} \in C_{c}^{\infty}\left(N_{\mathrm{M}} \backslash \mathcal{P}^{*}, \psi_{N_{\mathrm{M}}}\right)\right.$ and

$$
\left.\left.W\right|_{\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \mathcal{Z}} \in C_{c}^{\infty}\left(\mathcal{Z}^{+} \backslash \eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right) \ltimes \mathcal{Z}, \psi_{\mathcal{Z}}\right)\right\} .
$$

Then $\mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)_{\text {切 }}$ is invariant under $\pi\left(\boldsymbol{\epsilon}_{4}\right)$ and $\pi\left(u \boldsymbol{\epsilon}_{3}\right) W \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)_{\text {吅 }}$ for any $W \in \mathbb{W}^{\psi^{N_{\mathrm{M}}}}(\pi)_{\natural}$ and $u \in N_{\mathrm{M}, \Delta}$ ．Note that $\epsilon_{4}$ normalizes $\mathcal{Z}, \mathcal{Z}^{+}$and $\psi_{\mathcal{Z}}$（by direct computation）．Similarly $\epsilon_{3}\left(w_{2 \mathbf{n}, \mathbf{n}}^{\prime}\right)^{-1}$ stabilizes $\left(\mathcal{Z}, \psi_{\mathcal{Z}}\right)$ ．
Theorem 8．3．Let $\pi \in \operatorname{Irr}_{\text {meta，temp }} \mathbb{M}$ ．Then
（1）［Lapid and Mao 2015b，Proposition 3．2；Matringe 2015］．The integral
converges and defines a nonzero $H_{\mathbb{M}}$－invariant functional on $\mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)$ ．
（2）［Lapid and Mao 2015b，Proposition 11．1］．For any $W \in \mathbb{W}^{\psi_{N M}}(\pi)_{\text {吅 }}$ we have

$$
\begin{aligned}
& \int_{\mathcal{Z}^{+} \backslash \mathcal{Z}} \int_{\eta_{M M}^{\vee}\left(T_{M^{\prime}}^{\prime}\right.} \Delta(t)^{-1}|\operatorname{det} t|^{\mathbf{n}} W(\operatorname{tr}) \psi_{\mathcal{Z}}(r)^{-1} d t d r \\
&=\int_{\mathcal{Z} \cap H_{M} \backslash \mathcal{Z}} \mathfrak{P}^{H_{M}}(\pi(n) W) \psi_{\mathcal{Z}}(n)^{-1} d n .
\end{aligned}
$$

(3) [Lapid and Mao 2015b, Lemma 4.3]. The integral

$$
\begin{aligned}
L_{W}(g) & :=\int_{P \cap H \backslash H} \int_{N_{\mathrm{M}} \cap H_{\mathrm{M} \backslash \mathcal{P} \cap H_{\mathrm{M}}} W(\varrho(p) h g)|\operatorname{det} p|^{-(\mathbf{n}+1)} d p d h} \\
& =\int_{H \cap \bar{U}} \mathfrak{P}^{H_{\mathrm{M}}}\left(\left(\delta_{P}^{-1 / 2} I\left(\frac{1}{2}, \bar{u} g\right) W\right) \circ \varrho\right) d \bar{u}
\end{aligned}
$$

converges for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi), \frac{1}{2}\right)$ and defines an intertwining map

$$
\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi), \frac{1}{2}\right) \rightarrow C^{\mathrm{sm}}(H \backslash G) .
$$

(4) [Lapid and Mao 2015b, second statement of Corollary 11.10]. We have

$$
\begin{equation*}
A_{e}^{\psi}\left(M^{*} W\right)=\epsilon_{\pi}^{\mathbf{n}+1} \int_{N_{\mathrm{M}, \Delta}}\left(\int_{H \cap \mathfrak{E} \llbracket \mathfrak{E}} L_{W}\left(v \varrho\left(\epsilon_{4} u \epsilon_{3}\right) w_{U}\right) \psi_{\mathfrak{E}}^{-1}(v) d v\right) d u . \tag{8-6}
\end{equation*}
$$

The first part is based on a variant of Bernstein's theorem [Bernstein 1984] on $\mathcal{P}$-invariant distributions. The second part is proved by "root killing", a method which goes back at least to [Jacquet et al. 1979] and has been used constantly ever since. The third part is essentially a formal consequence of the first part. The last (and most complicated) part is closely related to Theorem 8.1 (with $\boldsymbol{\epsilon}_{1}$ as before). We refer to [Lapid and Mao 2015b] for more details.

Remark 8.4. While the above formula for $A_{e}^{\psi}\left(M^{*} W\right)$ is convenient for computing the right-hand side of (8-4), it is also helpful to write the integration with the variables at the right. We do that in (8-9) below.
Corollary 8.5. Let $\pi \in \operatorname{Irr}_{\text {meta, temp }} \mathbb{M}$. Then for any $W \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\dot{q}}^{\circ}$ we have

$$
\begin{equation*}
\int_{Z_{\mathrm{M}} \backslash T^{\prime \prime}} E^{\psi}\left(W_{1 / 2}, t\right) \frac{d t}{|\operatorname{det} t|}=\epsilon_{\pi}^{\mathbf{n}+1} A_{e}^{\psi}\left(M^{*} W\right) . \tag{8-7}
\end{equation*}
$$

Note it is not a priori clear that the left-hand side of (8-7) factors through $M^{*} W$. Proof. We may assume without loss of generality that for $m \in \mathbb{M}, u, u^{\prime} \in U$,

$$
\begin{equation*}
W_{1 / 2}\left(u^{\prime} \varrho(m) w_{U} u\right)=W^{\mathbb{M}}(m)|\operatorname{det} m|^{1 / 2} \delta_{P}(\varrho(m))^{1 / 2} \phi(u) \tag{8-8}
\end{equation*}
$$

with $W^{\mathbb{M}} \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)_{\natural}$ and $\phi \in C_{c}^{\infty}(U)$. We evaluate the left-hand side $I$ of (8-7) using the last expression in (7-7) (where we recall that the integrand is compactly supported by Lemma 7.9). Thus,

$$
I=I^{\prime} \int_{U} \phi(v) \psi_{U}^{-1}(v) d v
$$

where

$$
I^{\prime}=\int_{\eta_{\bar{M}}^{\vee}\left(T_{M^{\prime}}^{\prime}\right)} \int_{\bar{R}} \Delta(t)^{-1}|\operatorname{det} t|^{\mathbf{n}} W^{\mathbb{M}}\left(t \epsilon_{4} r \boldsymbol{\epsilon}_{3}\right) \psi_{\bar{R}}(r) d r d t .
$$

The integrand in $I^{\prime}$ is compactly supported because $W^{\mathbb{M}} \in \mathbb{W}^{\psi_{N_{\mathrm{M}}}}(\pi)_{\natural}$. Note that for $r \in V_{\Delta}=\mathcal{Z} \cap \bar{R}$, we have $\psi_{\bar{R}}(r)=\psi_{\mathcal{Z}}(r)^{-1}$. We write

$$
\begin{aligned}
I^{\prime} & =\int_{N_{\mathbb{M}, \Delta}}\left(\int_{V_{\Delta}} \int_{\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)} \Delta(t)^{-1}|\operatorname{det} t|^{\mathbf{n}} W^{\mathbb{M}}\left(t \boldsymbol{\epsilon}_{4} r u \epsilon_{3}\right) \psi_{\mathcal{Z}}(r)^{-1} d t d r\right) d u \\
& =\int_{N_{\mathbb{M}, \Delta}}\left(\int_{\mathcal{Z}^{+} \backslash \mathcal{Z}} \int_{\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)} \Delta(t)^{-1}|\operatorname{det} t|^{\mathbf{n}} W^{\mathbb{M}}\left(t \boldsymbol{\epsilon}_{4} r u \boldsymbol{\epsilon}_{3}\right) \psi_{\mathcal{Z}}(r)^{-1} d t d r\right) d u \\
& =\int_{N_{\mathbb{M}, \Delta}}\left(\int_{\mathcal{Z}^{+} \backslash \mathcal{Z}} \int_{\eta_{\mathbb{M}}^{\vee}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)} \Delta(t)^{-1}|\operatorname{det} t|^{\mathbf{n}} W^{\mathbb{M}}\left(\operatorname{tr} \boldsymbol{\epsilon}_{4} u \epsilon_{3}\right) \psi_{\mathcal{Z}}(r)^{-1} d t d r\right) d u
\end{aligned}
$$

(since $\boldsymbol{\epsilon}_{4}$ stabilizes $\psi_{\mathcal{Z}}$ ). For the double integral in the brackets we apply part (2) of the theorem above to $\pi\left(\epsilon_{4} u \epsilon_{3}\right) W^{\mathbb{M}}$ (which is applicable since $\left.W^{\mathbb{M}} \in \mathbb{W}^{\psi^{N_{M}}}(\pi)_{\text {Ł }}\right)$. We get

$$
I^{\prime}=\int_{N_{\mathrm{M}, \Delta}}\left(\int_{\mathcal{Z} \cap H_{\mathrm{M}} \backslash \mathcal{Z}} \mathfrak{P}^{H_{\mathrm{M}}}\left(\pi\left(n \epsilon_{4} u \epsilon_{3}\right) W^{\mathbb{M}}\right) \psi_{\mathcal{Z}}(n)^{-1} d n\right) d u .
$$

Thus,

$$
I=\int_{N_{\mathrm{M}, \Delta}}\left(\int_{\mathcal{Z} \cap H_{\mathrm{M}} \backslash \mathcal{Z}} \int_{U} \mathfrak{P}^{H_{\mathrm{M}}}\left(\pi\left(n \boldsymbol{\epsilon}_{4} u \epsilon_{\mathcal{B}}\right) W^{\mathbb{M}}\right) \psi_{\mathcal{Z}}(n)^{-1} \phi(v) \psi_{U}^{-1}(v) d v d n\right) d u
$$

From (8-8), $\left(\delta_{P}^{-1 / 2} I\left(\frac{1}{2}, \varrho(m) w_{U} v\right) W\right) \circ \varrho=\phi(v) \delta_{P}^{1 / 2}(\varrho(m))|\operatorname{det} m|^{1 / 2} \pi(m) W^{\mathbb{M}}$ for any $v \in U, m \in \mathbb{M}$. Thus, $I$ equals

$$
\begin{array}{r}
\int_{N_{\mathrm{M}, \Delta}}\left(\int_{\mathcal{Z} \cap H_{\mathrm{M}} \backslash \mathcal{Z}} \int_{U} \mathfrak{P}^{H_{\mathrm{M}}}\left(\left(\delta_{P}^{-1 / 2} I\left(\frac{1}{2}, \varrho\left(n \boldsymbol{\epsilon}_{4} u \epsilon_{3}\right) w_{U} v\right) W\right) \circ \varrho\right)\right. \\
\left.\psi_{\mathcal{Z}}(n)^{-1} \psi_{U}(v)^{-1} d v d n\right) d u .
\end{array}
$$

Because $\boldsymbol{\epsilon}_{3}^{-1} N_{\mathbb{M}, \Delta} \boldsymbol{\epsilon}_{3} \subset N_{\mathbb{M}}^{\mathrm{b}}$, the group $\varrho\left(\boldsymbol{\epsilon}_{3}^{-1} N_{\mathbb{M}, \Delta} \boldsymbol{\epsilon}_{3}\right)$ stabilizes the character $\psi_{U}\left(w_{U}^{-1} \cdot w_{U}\right)$ on $\bar{U}$. Making a change of variable

$$
v \mapsto\left(\varrho\left(n \boldsymbol{\epsilon}_{4} u \boldsymbol{\epsilon}_{3}\right) w_{U}\right)^{-1} \bar{v} \varrho\left(n \boldsymbol{\epsilon}_{4} u \boldsymbol{\epsilon}_{3}\right) w_{U}
$$

on $U$ we obtain

$$
I=\int_{N_{\mathrm{M}, \Delta}}\left(\int_{\varrho\left(\mathcal{Z} \cap H_{\mathrm{M}}\right) \backslash \mathfrak{E}} \mathfrak{P}^{H_{\mathrm{M}}}\left(\left(\delta_{P}^{-1 / 2} I\left(\frac{1}{2}, v \varrho\left(\boldsymbol{\epsilon}_{4} u \boldsymbol{\epsilon}_{3}\right) w_{U}\right) W\right) \circ \varrho\right) \psi_{\mathfrak{E}}^{-1}(v) d v\right) d u .
$$

Integrating over $H \cap \bar{U}$ first, we get from part (3) of the theorem that

$$
I=\int_{N_{\mathrm{M}, \Delta}}\left(\int_{H \cap \mathfrak{E} \backslash \mathfrak{E}} L_{W}\left(v \varrho\left(\boldsymbol{\epsilon}_{4} u \boldsymbol{\epsilon}_{3}\right) w_{U}\right) \psi_{\mathfrak{E}}^{-1}(v) d v\right) d u .
$$

Finally, by part (4) of the theorem, this is equal to $\epsilon_{\pi}^{\mathbf{n + 1}} A_{e}^{\psi}\left(M^{*} W\right)$ as required.

8C.
Proof of Proposition 6.15. From Corollaries 8.2 and 8.5 we get that (6-12) holds for $\left(W, W^{\wedge}\right) \in \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\sharp}^{\circ} \times \operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}}(\pi)\right)_{\natural}^{\circ}$, namely

$$
B\left(W, M\left(\frac{1}{2}\right) W^{\wedge}, \frac{1}{2}\right)=\epsilon_{\pi} A_{e}^{\psi}\left(M^{*} W\right) A_{e}^{\psi-1}\left(M^{*} W^{\wedge}\right)
$$

On the other hand, as in the proof of Lemma 6.13, it follows from the definition (7-7) and the fact that the image of the restriction map $\mathbb{W}^{\psi} \bar{N}_{M}^{-1}(\pi) \rightarrow C\left(N_{M} \backslash \varrho\left(\mathcal{P}^{*}\right), \psi_{N_{M}}^{-1}\right)$ contains $C_{c}^{\infty}\left(N_{M} \backslash \varrho\left(\mathcal{P}^{*}\right), \psi_{N_{M}}^{-1}\right)$ that the linear map $\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{\square}^{\circ} \rightarrow C_{c}^{\infty}\left(T_{\mathbb{M}^{\prime}}^{\prime}\right)$ given by $W^{\wedge} \mapsto E^{\psi^{-1}}\left(W_{1 / 2}^{\wedge}, \cdot\right)$ is onto. Therefore, by Corollary 8.5 the linear form $A_{e}^{\psi^{-1}}\left(M^{*} W^{\wedge}\right)$ is nonvanishing on $\operatorname{Ind}\left(\mathbb{W}^{\psi^{-1}}(\pi)\right)^{\circ}$. By Corollary 6.14 we conclude that (6-12) holds for all $W^{\wedge}\left(\right.$ not necessarily in $\left.\operatorname{Ind}\left(\mathbb{W}^{\psi_{N_{M}}^{-1}}(\pi)\right)_{\square}^{\circ}\right)$. Proposition 6.15 follows.

By the discussion before Proposition 6.15, this concludes the proof of Theorem 3.4 and thus the proof of Theorem 1.3.

8D. Central character of the descent. Assume that $\pi \in \operatorname{Irr}_{\text {meta,temp }} \mathbb{M}$. Let us give another expression for $A_{e}^{\psi}\left(M^{*} W\right)$, which we use to prove a formula for the so-called "central sign" of the descent $\mathcal{D}_{\psi}(\pi)$.

Denote by $\boldsymbol{\epsilon}_{5}$ the element $\varrho\left(\boldsymbol{\epsilon}_{4} \boldsymbol{\epsilon}_{3}\right) w_{U}$. A change of variables in $u$ and $v$ in (8-6) gives

$$
\begin{equation*}
A_{e}^{\psi}\left(M^{*} W\right)=\epsilon_{\pi}^{\mathbf{n + 1}} \int_{N_{M, \Delta}^{\sharp}}\left(\int_{(H \cap \mathfrak{E})^{\epsilon_{5}} \backslash \mathfrak{E}^{\in 5}} L_{W}\left(\epsilon_{5} v \varrho(u)\right) \psi_{\mathbb{E}_{55}}^{-1}(v) d v\right) d u . \tag{8-9}
\end{equation*}
$$

Here

$$
\begin{aligned}
N_{\mathbb{M}, \Delta}^{\sharp} & =\left\{\ell_{\mathbb{M}}(X): X_{i, j}=0 \text { if either } j>i \text { or } i=\mathbf{n}\right\}, \\
\mathfrak{E}^{\epsilon_{5}} & =\boldsymbol{\epsilon}_{5}^{-1} \mathfrak{E} \epsilon_{5}=\varrho\left(\mathcal{Z}^{\sharp}\right) \ltimes U, \\
\psi_{\mathfrak{E}^{\epsilon_{5}}}(\varrho(m) u) & =\psi_{\mathcal{Z}^{\sharp}}(m) \psi_{U}(u), \quad m \in \mathcal{Z}^{\sharp}, u \in U,
\end{aligned}
$$

with

$$
\begin{aligned}
\mathcal{Z}^{\sharp} & =\left\{\left(\begin{array}{cc}
n_{1} & v_{1} \\
v_{2} & n_{2}
\end{array}\right): n_{1}, n_{2} \in N_{\mathbb{M}^{\prime}}^{\prime}, I_{\mathbf{n}}+v_{1}, I_{\mathbf{n}}+v_{2} \in N_{\mathbb{M}^{\prime}}^{\prime}\right\}, \\
\psi_{\mathcal{Z}^{\sharp}}(m) & =\psi\left(-m_{1,2}-\cdots-m_{\mathbf{n}-1, \mathbf{n}}+m_{\mathbf{n}+1, \mathbf{n}+2}+\cdots+m_{2 \mathbf{n}-1,2 \mathbf{n}}\right), \quad m \in \mathcal{Z}^{\sharp} .
\end{aligned}
$$

From this expression we get the next proposition.
Proposition 8.6. Let $\pi \in \operatorname{Irr}_{\text {gen,meta }} \mathbb{M}$, and $\tilde{\pi}=\mathcal{D}_{\psi}(\pi)$. Then

$$
\tilde{\pi}\left(\widetilde{-I_{2 \mathbf{n}}}\right)=\gamma_{\psi^{-1}}\left((-1)^{\mathbf{n}}\right) \epsilon_{\pi}
$$

Recall that $\tilde{\pi}\left(\widetilde{\left(-I_{2 \mathbf{n}}\right)} / \gamma_{\psi^{-1}}\left((-1)^{\mathbf{n}}\right)\right.$ is the central sign of $\tilde{\pi}$ (with respect to $\psi^{-1}$ ) introduced by Gan and Savin [2012]. (However, we do not assume $\tilde{\pi}$ is irreducible.)

Proof. We need to show $A_{\sharp}^{\psi}\left(M^{*} W, \widetilde{-I_{2 \mathbf{n}}}\right)=\gamma_{\psi^{-1}}\left((-1)^{\mathbf{n}}\right) \epsilon_{\pi} A_{e}^{\psi}\left(M^{*} W\right)$. For the moment assume that $\pi$ is tempered. By Lemma 3.1 and (8-9), $A_{\sharp}^{\psi}\left(M^{*} W, \widetilde{-I_{2 \mathbf{n}}}\right)$ equals

$$
\gamma_{\psi^{-1}}\left((-1)^{\mathbf{n}}\right) \epsilon_{\pi}^{\mathbf{n}+1} \int_{N_{\mathbb{M}, \Delta}^{\sharp}}\left(\int_{(H \cap \mathfrak{E})^{\epsilon 5} \backslash \mathfrak{E}_{55}} L_{W}\left(\boldsymbol{\epsilon}_{5} v \varrho(u) \eta\left(-I_{2 \mathbf{n}}\right)\right) \psi_{\mathfrak{E}^{\epsilon} 5}^{-1}(v) d v\right) d u .
$$

Conjugating $v \varrho(u)$ by $\eta\left(-I_{2 \mathbf{n}}\right)$ we obtain

$$
\gamma_{\psi^{-1}}\left((-1)^{\mathbf{n}}\right) \epsilon_{\pi}^{\mathbf{n}+1} \int_{N_{\mathbb{M}, \Delta}^{\sharp}}\left(\int_{(H \cap \mathbb{E})^{\epsilon \epsilon} \backslash \mathbb{E}^{\in \in 5}} L_{W}\left(\epsilon_{5} \eta\left(-I_{2 \mathbf{n}}\right) v \varrho(u)\right) \psi_{\mathbb{E}_{5}}^{-1}(v) d v\right) d u .
$$

Here we need to verify that $\eta\left(-I_{2 \mathbf{n}}\right)$ stabilizes ( $\mathfrak{E}^{\epsilon_{5}}, \psi_{\mathbb{E}_{5}{ }_{5}}$ (which is clear) and normalizes $H^{\epsilon_{5}}$. The second fact follows from the observation that $\epsilon_{5} \eta\left(-I_{2 \mathbf{n}}\right)=$ $\varrho(\boldsymbol{a}) \boldsymbol{\epsilon}_{5}$, where

$$
\boldsymbol{a}=\operatorname{diag}\left(\frac{1}{2} \mathfrak{d}, 2 \mathfrak{d}^{*}\right) w_{0}^{\mathbb{M}} \in H_{\mathbb{M}} w_{0}^{\mathbb{M}} .
$$

Since $L_{W}\left(\varrho\left(w_{0}^{\mathbb{M}}\right) \cdot\right)=\epsilon_{\pi} L_{W}(\cdot)$ [Lapid and Mao 2015b, (4.8)], we get

$$
\begin{aligned}
& A_{\sharp}^{\psi}\left(M^{*} W, \widetilde{-I_{2 \mathbf{n}}}\right) \\
&=\gamma_{\psi^{-1}}\left((-1)^{\mathbf{n}}\right) \epsilon_{\pi}^{\mathbf{n}} \int_{N_{M, \Delta}^{\sharp}}\left(\int_{(H \cap \mathfrak{E})^{\epsilon 5} \backslash \mathbb{E}_{55}} L_{W}\left(\boldsymbol{\epsilon}_{5} v \varrho(u)\right) \psi_{\mathfrak{E}_{5}}^{-1}(v) d v\right) d u .
\end{aligned}
$$

The claim now follows from the comparison with (8-9). Finally, the same argument as in Section 3F using the classification result Theorem 3.8 gives the proposition for all $\pi \in \operatorname{Irr}_{\text {gen,meta }} \mathbb{M}$.

## Appendix: Nonvanishing of Bessel functions

Let $G$ be a split group over a $p$-adic field. ${ }^{5}$ Let $B=A \ltimes N$ be a Borel subgroup of $G$. Let $G^{\circ}=B w_{0} B$ be the open Bruhat cell where $w_{0}$ is the longest element of the Weyl group. Fix a nondegenerate continuous character $\psi_{N}$ of $N$. For any $\pi \in \operatorname{Irr}_{\mathrm{gen}, \psi_{N}}(G)$, the Bessel function $\mathbb{B}_{\pi}=\mathbb{B}_{\pi}^{\psi_{N}}$ of $\pi$ with respect to $\psi_{N}$ is the locally constant function on $G^{\circ}$ given by the relation

$$
\begin{equation*}
\int_{N}^{\mathrm{st}} W(g n) \psi_{N}(n)^{-1} d n=\mathbb{B}_{\pi}(g) W(e) \tag{A-1}
\end{equation*}
$$

for any $W \in \mathbb{W}^{\psi_{N}}(\pi)$; see [Lapid and Mao 2013]. In this section we prove the following result.

Theorem A.1. For any tempered $\pi \in \operatorname{Irr}_{g_{g e n}, \psi_{N}}(G)$ the function $\mathbb{B}_{\pi}$ is not identically zero on $G^{\circ}$.

[^9]The argument is similar to the one in [Ichino and Zhang 2014]. Fix a tempered $\pi \in \operatorname{Irr}_{g e n}, \psi_{N}(G)$ and realize it on its Whittaker model $\mathbb{W}^{\psi_{N}}(\pi)$. Similarly realize $\pi^{\vee}$ on $\mathbb{W}^{\psi_{N}^{-1}}\left(\pi^{\vee}\right)$. Thus, we get a pairing $(\cdot, \cdot)$ on $\mathbb{W}^{\psi_{N}}(\pi) \times \mathbb{W}^{\psi_{N}^{-1}}\left(\pi^{\vee}\right)$.

Fix $W_{0}^{\vee} \in \mathbb{W}^{\psi_{N}^{-1}}\left(\pi^{\vee}\right)$ such that

$$
\int_{N}^{\mathrm{st}}\left(\pi(n) W, W_{0}^{\vee}\right) \psi_{N}(n)^{-1} d n=W(e)
$$

for all $W \in \mathbb{W}^{\psi_{N}}(\pi)$. This is possible by [Lapid and Mao 2015a, Propositions 2.3 and 2.10]. Then for any $g \in G$ we have

$$
\begin{equation*}
W(g)=\int_{N}^{\mathrm{st}}\left(\pi(n g) W, W_{0}^{\vee}\right) \psi_{N}(n)^{-1} d n \tag{A-2}
\end{equation*}
$$

Similarly, fix $W_{0} \in \mathbb{W}^{\psi_{N}}(\pi)$ such that for all $W^{\vee} \in \mathbb{W}^{\psi_{N}^{-1}}\left(\pi^{\vee}\right)$,

$$
\begin{equation*}
\int_{N}^{\mathrm{st}}\left(W_{0}, \pi^{\vee}(n) W^{\vee}\right) \psi_{N}(n) d n=W^{\vee}(e) \tag{A-3}
\end{equation*}
$$

Set $\Phi(g)=\left(\pi(g) W_{0}, W_{0}^{\vee}\right)$. Let $N^{\text {der }}$ be the derived group of $N$. Also let $\Xi$ be the Harish-Chandra function on $G$ (see, e.g., [Waldspurger 2003]).

Lemma A.2. The function

$$
g \mapsto \int_{N^{\mathrm{der}}} \int_{N^{\mathrm{der}}} \Phi\left(n_{1} g n_{2}\right) d n_{1} d n_{2}
$$

on $G^{\circ}$ is locally $L^{1}$ on $G$. Moreover,

$$
g \mapsto \int_{N^{\mathrm{der}}} \int_{N^{\mathrm{der}}} \Xi\left(n_{1} g n_{2}\right) d n_{1} d n_{2}
$$

is locally $L^{1}$ on $G$.
Proof. The argument is exactly as in [Ichino and Zhang 2014, Lemma A.4] using the convergence of $\int_{N^{\operatorname{der}}} \Xi(n) d n$ [Sakellaridis and Venkatesh 2012, Lemma 6.3.1]. $\square$
Remark A.3. Note that $g \mapsto \int_{N^{\text {der }}} \int_{N^{\text {der }}} \Xi\left(n_{1} g n_{2}\right) d n_{1} d n_{2}$ is locally constant on $G^{\circ}$. Thus, its local integrability on $G$ implies its convergence for any $g \in G^{\circ}$.

For any $f \in C_{c}^{\infty}(G)$ let $L_{f}(W)=\int_{G} f(g) W(g) d g$ for $W \in \mathbb{W}^{\psi_{N}}(\pi)$. Then $L_{f} \in \pi^{\vee}$. Let $L_{f}^{*}$ be the corresponding element in $\mathbb{W} \psi_{N}^{-1}\left(\pi^{\vee}\right)$ and set $B_{\pi}(f)=L_{f}^{*}(e)$. The distribution $f \mapsto B_{\pi}(f)$ is called the Bessel distribution. It is nonzero: we can choose $f \in C_{c}^{\infty}(G)$ such that $L_{f}$ is nontrivial, and then, by translating $f$ if necessary we can arrange that $L_{f}^{*}(e) \neq 0$.

Note that by (A-3),

$$
B_{\pi}(f)=\int_{N}^{\mathrm{st}}\left(W_{0}, \pi^{\vee}(n) L_{f}^{*}\right) \psi_{N}(n) d n=\int_{N}^{\mathrm{st}}\left(\int_{G} f(g) W_{0}\left(g n^{-1}\right) d g\right) \psi_{N}(n) d n
$$

and therefore by (A-2) we have

$$
\begin{equation*}
B_{\pi}(f)=\int_{N}^{\mathrm{st}}\left(\int_{G} f(g)\left(\int_{N}^{\mathrm{st}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) d g\right) \psi_{N}\left(n_{2}\right) d n_{2} . \tag{A-4}
\end{equation*}
$$

Let $A^{1}$ be the maximal compact subgroup of $A$. Fix $\Omega_{0} \in \mathcal{C S G R}(N)$, which is invariant under conjugation by $A^{1}$ (e.g., take $\Omega_{0}=N \cap K$ ). Fix an element $a \in A$ such that $|\alpha(a)|>1$ for all $\alpha \in \Delta_{0}$. Consider the sequence $\Omega_{n}=a^{n} \Omega_{0} a^{-n} \in \mathcal{C S G R}(N)$, $n=1,2, \ldots$. Any $\Omega_{n}$ is invariant under conjugation by $A^{1}, \Omega_{1} \subset \Omega_{2} \subset \cdots$ and $\cup \Omega_{n}=N$.

Let $A^{d}=A \cap G^{\text {der }}$. Consider the family

$$
A_{n}=\left\{t \in A^{d}:|\alpha(t)-1| \leq q^{-n} \text { for all } \alpha \in \Delta_{0}\right\} \in \mathcal{C S G R}\left(A^{d}\right),
$$

which forms a basis of neighborhoods of 1 for $A^{d}$. We only consider $n$ sufficiently large so that the image of $A_{n}$ under the homomorphism $t \in A \mapsto(\alpha(t))_{\alpha \in \Delta_{0}} \in\left(F^{*}\right)^{\Delta_{0}}$ is $\prod_{\alpha \in \Delta_{0}}\left(1+\varpi^{n} \mathcal{O}\right)$, where $\omega$ is a uniformizer of $\mathcal{O}$.

For any $\alpha \in \Delta_{0}$ choose a parameterization $x_{\alpha}: F \rightarrow N_{\alpha}$ such that $\psi_{N} \circ x_{\alpha}$ is trivial on $\mathcal{O}$ but not on $\varpi^{-1} \mathcal{O}$. Let $N_{n}$ be the group generated by $\left\langle x_{\alpha}\left(\varpi^{-n} \mathcal{O}\right), \alpha \in \Delta_{0}\right\rangle$ and the derived group $N^{\text {der }}$ of $N$. The following lemma is clear.

Lemma A.4. For any $u \in N$ we have

$$
\left(\operatorname{vol} A_{n}\right)^{-1} \int_{A_{n}} \psi_{N}\left(t u t^{-1}\right) d t= \begin{cases}\psi_{N}(u) & \text { for } u \in N_{n} \\ 0 & \text { otherwise } .\end{cases}
$$

Next we prove:
Lemma A.5. Suppose that $f$ and $\Phi$ are bi-invariant under $A_{n}$. Then we have

$$
B_{\pi}(f)=\int_{G} f(g) \alpha_{n}(g) d g
$$

where

$$
\alpha_{n}(g)=\int_{N_{n}} \int_{N_{n}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} \psi_{N}\left(n_{2}\right) d n_{2} d n_{1}
$$

Remark A.6. Of course we cannot conclude from the lemma by itself that $B_{\pi}$ is given by a locally $L^{1}$ function (though this is conjectured to be the case.)

Proof. We start with (A-4). Let $m$ be such that

$$
B_{\pi}(f)=\int_{\Omega_{m}} \int_{G}\left(\int_{N}^{\mathrm{st}} f(g) \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) d g \psi_{N}\left(n_{2}\right) d n_{2} .
$$

Then for any $t \in A_{n}$ we have

$$
\begin{aligned}
B_{\pi}(f) & =\int_{\Omega_{m}} \int_{G}\left(\int_{N}^{\mathrm{st}} f(g t) \Phi\left(n_{1} g n_{2}^{-1} t\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) d g \psi_{N}\left(n_{2}\right) d n_{2} \\
& =\int_{\Omega_{m}} \int_{G}\left(\int_{N}^{\mathrm{st}} f(g t) \Phi\left(n_{1} g t n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) d g \psi_{N}\left(t n_{2} t^{-1}\right) d n_{2} \\
& =\int_{\Omega_{m}} \int_{G}\left(\int_{N}^{\mathrm{st}} f(g) \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) d g \psi_{N}\left(t n_{2} t^{-1}\right) d n_{2}
\end{aligned}
$$

Averaging over $t \in A_{n}$ we get

$$
B_{\pi}(f)=\int_{N_{n} \cap \Omega_{m}} \int_{G}\left(\int_{N}^{\mathrm{st}} f(g) \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) d g \psi_{N}\left(n_{2}\right) d n_{2}
$$

by Lemma A.4. Thus, for $m^{\prime}$ sufficiently large (depending on $f$ and $m$ ) we have

$$
B_{\pi}(f)=\int_{N_{n} \cap \Omega_{m}} \int_{G} \int_{\Omega_{m^{\prime}}} f(g) \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1} d g \psi_{N}\left(n_{2}\right) d n_{2}
$$

Once again, for any $t \in A_{n}$,

$$
\begin{aligned}
B_{\pi}(f) & =\int_{N_{n} \cap \Omega_{m}} \int_{G} \int_{\Omega_{m^{\prime}}} f(t g) \Phi\left(t n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1} d g \psi_{N}\left(n_{2}\right) d n_{2} \\
& =\int_{N_{n} \cap \Omega_{m}} \int_{G} \int_{\Omega_{m^{\prime}}} f(t g) \Phi\left(n_{1} t g n_{2}^{-1}\right) \psi_{N}\left(t^{-1} n_{1} t\right)^{-1} d n_{1} d g \psi_{N}\left(n_{2}\right) d n_{2} \\
& =\int_{N_{n} \cap \Omega_{m}} \int_{G} \int_{\Omega_{m^{\prime}}} f(g) \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(t^{-1} n_{1} t\right)^{-1} d n_{1} d g \psi_{N}\left(n_{2}\right) d n_{2}
\end{aligned}
$$

As before, averaging over $A_{n}$ we get

$$
B_{\pi}(f)=\int_{N_{n} \cap \Omega_{m}} \int_{G} \int_{N_{n} \cap \Omega_{m^{\prime}}} f(g) \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1} d g \psi_{N}\left(n_{2}\right) d n_{2}
$$

Since $m$ and $m^{\prime}$ can be chosen arbitrarily large, the lemma follows from the convergence of

$$
\int_{N_{n}} \int_{G} \int_{N_{n}}\left|f(g) \Phi\left(n_{1} g n_{2}^{-1}\right)\right| d n_{1} d g d n_{2}
$$

i.e., Lemma A.2.

We prove the following analogously.
Lemma A.7. For $g \in G^{\circ}$, let $\mathbb{B}_{\pi}^{A_{n}}(g):=\operatorname{vol}\left(A_{n}\right)^{-2} \int_{A_{n}} \int_{A_{n}} \mathbb{B}_{\pi}\left(t_{1} g t_{2}\right) d t_{1} d t_{2}$. Suppose that $\Phi$ is bi-invariant under $A_{n}$. Then

$$
\mathbb{B}_{\pi}^{A_{n}}(g) W_{0}(e)=\alpha_{n}(g)
$$

for all $g \in G^{\circ}$.

Proof. First note that for any compact subset $C$ of $G^{\circ}$ we have

$$
\int_{\Omega_{m}}\left(\int_{N}^{\mathrm{st}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) \psi_{N}\left(n_{2}\right) d n_{2}=\mathbb{B}_{\pi}(g) W_{0}(e)
$$

for all $g \in C$ and $m$ sufficiently large. Indeed, by (A-2) the inner stable integral is $W_{0}\left(g n_{2}^{-1}\right)$. Thus, the relation above follows from [Lapid and Mao 2013] and (A-1).

Now, for any $t \in A_{n}$ we have

$$
\begin{aligned}
\mathbb{B}_{\pi}(g t) W_{0}(e) & =\int_{\Omega_{m}}\left(\int_{N}^{\mathrm{st}} \Phi\left(n_{1} g t n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) \psi_{N}\left(n_{2}\right) d n_{2} \\
& =\int_{\Omega_{m}}\left(\int_{N}^{\mathrm{st}} \Phi\left(n_{1} g n_{2}^{-1} t\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) \psi_{N}\left(t^{-1} n_{2} t\right) d n_{2} \\
& =\int_{\Omega_{m}}\left(\int_{N}^{\mathrm{st}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) \psi_{N}\left(t^{-1} n_{2} t\right) d n_{2} .
\end{aligned}
$$

Thus, by Lemma A.4, we have

$$
\begin{aligned}
\operatorname{vol}\left(A_{n}\right)^{-1} \int_{A_{n}} \mathbb{B}_{\pi}(g t) d t & W_{0}(e) \\
& =\int_{N_{n} \cap \Omega_{m}}\left(\int_{N}^{\mathrm{st}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1}\right) \psi_{N}\left(n_{2}\right) d n_{2} .
\end{aligned}
$$

For $g$ in a compact set $C$ of $G^{\circ}$ and for $m^{\prime}$ sufficiently large (depending on $C$ and $m$ ) we can write this as

$$
\int_{N_{n} \cap \Omega_{m}} \int_{\Omega_{m^{\prime}}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1} \psi_{N}\left(n_{2}\right) d n_{2} .
$$

Now, for any $t_{1} \in A_{n}$,

$$
\begin{aligned}
& \operatorname{vol}\left(A_{n}\right)^{-1} \int_{A_{n}} \mathbb{B}_{\pi}\left(t_{1} g t_{2}\right) d t_{2} W_{0}(e) \\
&=\int_{N_{n} \cap \Omega_{m}} \int_{\Omega_{m^{\prime}}} \Phi\left(n_{1} t_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} d n_{1} \psi_{N}\left(n_{2}\right) d n_{2} \\
&=\int_{N_{n} \cap \Omega_{m}} \int_{\Omega_{m^{\prime}}} \Phi\left(t_{1} n_{1} g n_{2}^{-1}\right) \psi_{N}\left(t_{1} n_{1} t_{1}^{-1}\right)^{-1} d n_{1} \psi_{N}\left(n_{2}\right) d n_{2} \\
&=\int_{N_{n} \cap \Omega_{m}} \int_{\Omega_{m^{\prime}}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(t_{1} n_{1} t_{1}^{-1}\right)^{-1} d n_{1} \psi_{N}\left(n_{2}\right) d n_{2} .
\end{aligned}
$$

Averaging over $t_{1} \in A_{n}$ we get

$$
\mathbb{B}_{\pi}^{A_{n}}(g) W_{0}(e)=\int_{N_{n} \cap \Omega_{m}} \int_{N_{n} \cap \Omega_{m^{\prime}}} \Phi\left(n_{1} g n_{2}^{-1}\right) \psi_{N}\left(n_{1}\right)^{-1} \psi_{N}\left(n_{2}\right) d n_{1} d n_{2} .
$$

The lemma follows from the convergence of

$$
\int_{N_{n}} \int_{N_{n}}\left|\Phi\left(n_{1} g n_{2}^{-1}\right)\right| d n_{1} d n_{2},
$$

i.e., Remark A.3.

Proof of Theorem A.1. Since $B_{\pi}(f) \neq 0$, we have $\left.\alpha_{n}\right|_{G^{\circ}} \not \equiv 0$ for $n \gg 1$ by Lemma A.5. Hence, by Lemma A.7, $\left.\mathbb{B}_{\pi}^{A_{n}}\right|_{G^{\circ}} \equiv \equiv 0$ and therefore $\left.\mathbb{B}_{\pi}\right|_{G^{\circ}} \not \equiv 0$.
Remark A.8. Theorem A. 1 and its proof are also valid for $\widetilde{\mathrm{Sp}}_{n}$.
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