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For each integer $\ell \geq 1$, we prove an unconditional upper bound on the size of the $\ell$-torsion subgroup of the class group, which holds for all but a zero-density set of field extensions of $\mathbb{Q}$ of degree $d$, for any fixed $d \in \{2, 3, 4, 5\}$ (with the additional restriction in the case $d = 4$ that the field be non-$D_4$). For sufficiently large $\ell$ (specified explicitly), these results are as strong as a previously known bound that is conditional on GRH. As part of our argument, we develop a probabilistic “Chebyshev sieve,” and give uniform, power-saving error terms for the asymptotics of quartic (non-$D_4$) and quintic fields with chosen splitting types at a finite set of primes.

1. Introduction

The distribution of class groups is a great mystery. The Cohen–Lenstra heuristics [Cohen and Lenstra 1984] (for quadratic fields) and the Cohen–Lenstra–Martinet heuristics [Cohen and Martinet 1990] (for more general number fields) make predictions for the distribution of class groups, including for the average size of the $\ell$-torsion subgroups for certain “good” primes $\ell$. However, the questions of proving anything towards these predictions are almost entirely open, and mostly apparently inaccessible.

The main goal of the present work is to prove, for each integer $\ell \geq 1$, an unconditional upper bound for the size of the $\ell$-torsion subgroup of the class group, which holds for all but a zero-density set of field extensions of $\mathbb{Q}$ of degree $d$, for any fixed $d \in \{2, 3, 4, 5\}$ (with the additional restriction in the case $d = 4$ that the field be non-$D_4$). Alternatively, these results may be viewed as the first unconditional upper bounds for the average size of $\ell$-torsion in class groups as the field varies over extensions of $\mathbb{Q}$ of fixed degree $d \in \{2, 3, 4, 5\}$ (and non-$D_4$ in the case $d = 4$).

Let $K$ be a degree $d$ field extension of $\mathbb{Q}$ with absolute discriminant $D_K = |\text{disc } K/\mathbb{Q}|$. We will denote the class group by $\text{Cl}_K$ and the $\ell$-torsion subgroup by
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\[ |\text{Cl}_K[\ell]| \leq |\text{Cl}_K| \ll_{d, \varepsilon} D_K^{1/2+\varepsilon}, \quad (1-1) \]

for every \( \varepsilon > 0 \). (Throughout, \( \varepsilon > 0 \) is allowed to be arbitrarily small (possibly taking a different value in different occurrences), and \( A \ll B \) indicates that \( |A| \leq cB \) for an implied constant \( c \), which we allow in any instance to depend on \( \ell, d, \varepsilon \).)

It is conjectured that
\[ |\text{Cl}_K[\ell]| \ll D_K^\varepsilon \quad (1-2) \]

for every \( \varepsilon > 0 \), but improving on the trivial bound (1-1) has proved difficult. (Impetus for this conjecture may be found in [Duke 1998; Zhang 2005, page 10; Brumer and Silverman 1996, “Question CL(\ell, d)”].) For \( K \) quadratic, Gauss’s genus theory [1966] implies (1-2) in the case \( \ell = 2 \). Recently, Bhargava et al. [2017] obtained nontrivial upper bounds for 2-torsion in fields of degree \( d \) for all \( d \geq 3 \), proving \( |\text{Cl}_K[2]| \ll D_K^{0.2784\ldots+\varepsilon} \) for \( d = 3, 4 \) and \( |\text{Cl}_K[2]| \ll D_K^{1/2-1/2d+\varepsilon} \) for \( d \geq 5 \). For \( \ell = 3 \), after initial incremental improvement in [Helfgott and Venkatesh 2006; Pierce 2005; 2006] over the trivial bound (1-1) for quadratic fields, Ellenberg and Venkatesh [2007, Proposition 3.4, Corollary 3.7] proved that
\[ |\text{Cl}_K[3]| \ll D_K^{1/3+\varepsilon} \quad (1-3) \]

holds for both quadratic and cubic fields, and moreover there is a positive constant \( \delta > 0 \) such that
\[ |\text{Cl}_K[3]| \ll D_K^{1/2-\delta+\varepsilon} \quad (1-4) \]

holds for quartic fields. (In particular, one may take \( \delta = 1/168 \) in (1-4) for quartic fields with Galois closure having Galois group \( A_4 \) or \( S_4 \).) At this time, these are the best bounds in the literature that are unconditional and hold for all such fields.

In the realm of average results, there is little known, with the exceptions being spectacular successes. For 3-torsion in quadratic fields, Davenport and Heilbronn [1971] proved
\[ \sum_{\deg(K) = 2 \atop 0 < D_K \leq X} |\text{Cl}_K[3]| \sim \left( \frac{2}{3\xi(2)} + \frac{1}{\xi(2)} \right) X, \quad (1-5) \]

in which the first contribution is from fields with \( \text{disc } K/\mathbb{Q} > 0 \) and the second is from fields with \( \text{disc } K/\mathbb{Q} < 0 \); this has recently been improved to reflect second order terms by [Bhargava et al. 2013; Taniguchi and Thorne 2013; Hough 2010]. For 2-torsion in cubic fields, Bhargava [2005] proved the asymptotic
\[ \sum_{\deg(K) = 3 \atop 0 < D_K \leq X} |\text{Cl}_K[2]| \sim \left( \frac{5}{48\xi(3)} + \frac{3}{8\xi(3)} \right) X, \quad (1-6) \]
in which each isomorphism class of fields is counted once, and the first contribution is from fields with disc $K/Q > 0$ and the second is from fields with disc $K/Q < 0$.

For 4-torsion in quadratic fields, Fouvry and Klüners [2007] have determined the asymptotics, for each nonnegative integer $k$,

$$\sum_{\text{deg}(K)=2, 0 < D_K \leq X} |\text{Cl}_K^2[2]|^k \sim (c_k + p^{-k}(c_{k+1} - c_k))X, \quad (1-7)$$

where $c_k$ is the number of vector subspaces of $\mathbb{F}_2^k$. See also the recent work of Klys [2016] giving analogous results on 3-torsion in cyclic cubic fields, and the recent work of Milovic on 16-rank in quadratic fields, e.g., [Milovic 2017].

Turning to conditional results, Klys’s results [2016] extend to $p$-torsion in cyclic degree $p$ fields under GRH and Smith [2016] has results on 8-torsion averages in quadratic fields under GRH as well. In the case of quadratic fields, Wong [1999b] proved that, conditional on the Birch–Swinnerton-Dyer conjecture and the Riemann hypothesis, $|\text{Cl}_K[3]| \ll D_K^{1/4+\varepsilon}$. Before the proof of (1-3), Soundararajan noted (as communicated in [Helfgott and Venkatesh 2006]) that one could prove $|\text{Cl}_K[3]| \ll D_K^{1/3+\varepsilon}$ for $K$ quadratic if one assumed the truth of the Riemann hypothesis for only the $L$-function $L(s, \chi)$ of the quadratic character $\chi$ associated to the quadratic field $K$. The key idea of the latter bound was the use of many small primes that split in $K$; the role of the Riemann hypothesis was to guarantee the existence of sufficiently many such primes. This approach has been generalized by Ellenberg and Venkatesh [2007] to number fields of any degree; we recall the key result in the special case of field extensions of $\mathbb{Q}$:

**Theorem A** [Ellenberg and Venkatesh 2007, Lemma 2.3]. Let $K$ be a field extension of $\mathbb{Q}$ of degree $d$, and let $\ell$ be a positive integer. Let $\delta < \frac{1}{2\ell(d-1)}$. Suppose that $\{p_1, \ldots, p_M\}$ are $M$ prime ideals in $\mathcal{O}_K$ with $\text{Norm}(p_j) \leq D_K^\delta$ that are unramified in $K/\mathbb{Q}$ and are not extensions of ideals from any proper subfield $K_0 \subsetneq K$. Then

$$|\text{Cl}_K[\ell]| \ll_{d, \ell, \varepsilon} D_K^{1/2+\varepsilon} M^{-1}. \quad (1-8)$$

(Here we recall the convention in [Ellenberg and Venkatesh 2007] that an ideal $p$ in $\mathcal{O}_K$ is said to be an extension of a prime ideal from a subfield $K_0 \subsetneq K$ if there is a prime ideal $p_0$ in $\mathcal{O}_{K_0}$ such that $p = p_0 \mathcal{O}_K$.)

Upon assuming GRH, an application of the effective Chebotarev theorem of Lagarias and Odlyzko [1977] guarantees, for any fixed $\eta > 0$, the existence of $\gg D_K^{\eta-\varepsilon}$ rational primes of size $\leq D_K^\eta$ that split completely in $K$. Upon choosing $\varepsilon = \frac{1}{2\ell(d-1)} - \varepsilon_0$ for arbitrarily small $\varepsilon_0 > 0$, one obtains the following bound, currently the state of the art for conditional pointwise upper bounds for $|\text{Cl}_K[\ell]|$:
Theorem B [Ellenberg and Venkatesh 2007, Proposition 3.1]. Let $K$ be a field extension of $\mathbb{Q}$ of degree $d$ and $\ell$ a positive integer. Assuming GRH,

$$|\text{Cl}_K[\ell]| \ll_{d,\ell,\varepsilon} D_K^{\frac{1}{2} - \frac{1}{2\ell(d-1)} + \varepsilon},$$

for any $\varepsilon > 0$.

One may attempt to remove the conditionality by proving results that hold on average, or for all but a small exceptional family. In this vein, in the case of imaginary quadratic fields, Soundararajan [2000] noted that for all but at most one imaginary quadratic field $K$ with $D_K \in [X, 2X]$, one has the bound $|\text{Cl}_K[\ell]| \ll X^{1/2 - 1/2\ell + \varepsilon}$, for any prime $\ell$. Also in the imaginary quadratic case, a recent result of Heath-Brown and Pierce [2014] provides an upper bound for averages (and in addition higher moments) of $|\text{Cl}_K[\ell]|$, for example proving for any prime $\ell \geq 5$ that

$$\sum_{\text{deg}(K)=2} |\text{Cl}_K[\ell]| \ll X^{\frac{3}{2} - \frac{3}{2\ell} + \varepsilon},$$

with the sum restricted to imaginary quadratic fields.

In this paper, we prove unconditional results for $|\text{Cl}_K[\ell]|$ that are as strong as (1-9) for all sufficiently large positive integers $\ell$, and hold for all but a zero-density family of quadratic, cubic, non-$D_4$-quartic, or quintic field extensions of $\mathbb{Q}$.

For this we work with families of fields. Let $N_d(X)$ denote the number of degree $d$ extensions of $\mathbb{Q}$ with $0 < D_K \leq X$, in which each isomorphism class is counted once; it is conjectured that for an appropriate constant $c_d$,

$$N_d(X) \sim c_d X.$$

Importantly for our work, this is known to be true for $d = 2$ (classical), $d = 3$ by Davenport and Heilbronn [1971], $d = 4$ by Cohen, Diaz y Diaz, and Olivier [Cohen et al. 2002] and Bhargava [2005], and $d = 5$ by Bhargava [2010]. Throughout our work, in the case of $d = 4$, we restrict our attention to non-$D_4$-quartic fields (that is, quartic extensions whose Galois closure does not have Galois group $D_4$); see the remark on page 1758. Thus we let $\tilde{N}_4(X)$ denote the further restricted count of non-$D_4$-quartic extensions of $\mathbb{Q}$; then (1-11) is also known to hold for $\tilde{N}_4(X)$, with a different constant [Bhargava 2005].

As a consequence of the field counts (1-11) combined with the trivial bound (1-1), a trivial average bound for $|\text{Cl}_K[\ell]|$ is

$$\sum_{\text{deg}(K)=d} |\text{Cl}_K[\ell]| \ll_{d,\varepsilon} X^{3/2 + \varepsilon}.$$  

Our approach to improve upon (1-12) is to show that “most” degree $d$ fields $K$ contain sufficiently many small primes that split completely in $K$ for Theorem A to
give a good upper bound for \(|\text{Cl}_K[\ell]|\). Roughly speaking, we will show that there is some small \(\delta_0 > 0\) such that for all but at most \(O(X^{1-\delta_0})\) of the degree \(d\) fields \(K\) with \(0 < D_K \leq X\), at least a fixed positive proportion of the primes \(p \leq X^{\delta_0}\) split completely in \(K\). (Under GRH, the small set of exceptional fields is in fact empty.)

Our main results are as follows:

**Theorem 1.1.** Let \(d \in \{2, 3, 4, 5\}\) and let \(\ell\) be any positive integer with \(\ell \geq \ell(d)\) where
\[
\ell(2) = \ell(3) = 1, \quad \ell(4) = 8, \quad \ell(5) = 25.
\]

Then for all but \(O_d,\varepsilon(X^{1-\frac{1}{2\ell(d-1)}+\varepsilon})\) degree \(d\) fields \(K/\mathbb{Q}\) with \(D_K \leq X\) (and non-\(D_4\) in the case \(d = 4\)),
\[
|\text{Cl}_K[\ell]| \ll_{d,\varepsilon} D_K^{\frac{1}{2\ell(d-1)}+\varepsilon},
\]
for all \(\varepsilon > 0\). For \(d = 4, 5\), in the remaining cases of positive integers \(\ell < \ell(d)\), for all but \(O_d,\varepsilon(X^{1-\delta_0(d)+\varepsilon})\) degree \(d\) fields \(K/\mathbb{Q}\) with \(0 < D_K \leq X\) (and non-\(D_4\) in the case \(d = 4\)),
\[
|\text{Cl}_K[\ell]| \ll_{d,\varepsilon} D_K^{\frac{1}{2} - \delta_0(d)+\varepsilon},
\]
for all \(\varepsilon > 0\), where we may take
\[
\delta_0(d) = \begin{cases} 
\frac{1}{48} & \text{if } d = 4, \\
\frac{1}{200} & \text{if } d = 5.
\end{cases}
\]

**Remark.** Theorem 2.1 states a version of this result in terms of bounding the number of exceptional fields that fail to have many small split primes. One notes from Theorem 2.1 that for sufficiently large \(\ell\), the limiting reagent is not the availability of small completely split primes, but the constraint \(\delta < \frac{1}{2\ell(d-1)}\) in Theorem A.

As immediate corollaries, we note:

**Corollary 1.1.1.** Let \(d \in \{2, 3, 4, 5\}\). As \(K\) ranges over degree \(d\) extensions of \(\mathbb{Q}\) with discriminant \(0 < D_K \leq X\) (and non-\(D_4\) in the case \(d = 4\)),
\[
\sum_{\deg(K) = d \atop 0 < D_K \leq X} |\text{Cl}_K[\ell]| \ll_{d,\varepsilon} X^{\frac{3}{2} - \frac{1}{2\ell(d-1)}+\varepsilon},
\]
for all integers \(\ell \geq \ell(d)\), where \(\ell(2) = \ell(3) = 1, \ell(4) = 8, \ell(5) = 25\).

**Corollary 1.1.2.** For positive integers \(\ell \leq 7\), averaging over non-\(D_4\)-quartic fields,
\[
\sum_{\deg(K) = 4 \atop 0 < D_K \leq X} |\text{Cl}_K[\ell]| \ll_{d,\varepsilon} X^{\frac{3}{2} - \frac{1}{48}+\varepsilon}.
\]
For positive integers \( \ell \leq 24 \), averaging over quintic fields,

\[
\sum_{\deg(K) = 5 \atop 0 < D_K \leq X} |\text{Cl}_K[\ell]| \ll_{d, \varepsilon} X^{3 - \frac{1}{200} + \varepsilon}.
\]

Our strategy is as follows. Recall that \( N_d(X) \) denotes the number of degree \( d \) fields \( K \) over \( \mathbb{Q} \), up to isomorphism, with \( 0 < D_K \leq X \), and let \( N_d(X; p) \) denote the number of degree \( d \) fields \( K \) over \( \mathbb{Q} \), up to isomorphism, with \( 0 < D_K \leq X \), such that the rational prime \( p \) splits completely in \( K \). (For \( d = 4 \) we define \( \tilde{N}_4(X; p) \) analogously, restricting to non-\( D_4 \)-quartic fields.) Suppose we know that for each fixed prime \( p \), \( N_d(X; p) \) is a positive proportion of \( N_d(X) \), so \( p \) splits completely in a positive proportion of the fields. Then one would expect the fields in which the primes split completely to distribute somewhat evenly, so that “most fields” have the property that “near the average number” of primes split completely in them; that is, one would expect that the primes do not conspire to cause many fields to fail the criterion of Theorem A. We will make this argument precise by developing a flexible “Chebyshev sieve” (Lemma 3.1, related to Chebyshev’s inequality); the crucial input to the sieve will be asymptotics for \( N_d(X; p) \) with power-saving error and explicitly given dependence on \( p \) (Lemma 2.2, Theorem C, Theorems 2.3 and 2.4).

Counting quadratic fields may be accomplished by a simple classical argument (given in the Appendix). Power-saving error terms for \( N_d(X) \) were first found in the cases \( d = 3, 4 \) by Belabas, Bhargava, and Pomerance [Belabas et al. 2010], and first found in the case \( d = 5 \) by Shankar and Tsimerman [2014]. In the case \( d = 3 \), Bhargava, Shankar, and Tsimerman [Bhargava et al. 2013] and Taniguchi and Thorne [2013] have also proved a second main term and improved the power-saving error term. For the refined estimates that we require on \( N_d(X; p) \), we quote the necessary asymptotics for \( d = 3 \) from [Taniguchi and Thorne 2013], while for \( d = 4, 5 \) we prove the necessary estimates using the methods and results from [Belabas et al. 2010; Shankar and Tsimerman 2014]. In fact, in Sections 4 and 5, we give the field counting asymptotics for fields with any chosen splitting types at a finite set of primes with the expectation that they could be useful in other applications; see Theorems 4.1 and 5.1.

Our counting theorems improve upon analogous results that appear in four recent papers, three [Yang 2009; Cho and Kim 2015; Shankar et al. 2015] in the area of finding symmetry groups of families of \( L \)-functions (see [Sarnak et al. 2016] for a general overview of the area) and one [Lemke Oliver and Thorne 2017] studying the distribution of ramified primes in small-degree number fields. See Sections 4 and 5 for detailed comparisons to these previous works.
2. Anatomy of the proof

2A. Reduction to counting bad fields. We now outline the strategy in more detail; for the sake of motivation, we focus temporarily on proving upper bounds on average. Let us fix \(d\) and define for any degree \(d\) field \(K\) over \(\mathbb{Q}\) and any real parameter \(Y \geq 1\),

\[
N(K; Y) = \#\{\text{rational primes } p \leq Y \text{ that split completely in } K\}.
\]

(Implicitly, in the case \(d = 4\) we further restrict to non-\(D_4\)-quartic fields.) Let us fix a positive integer \(\ell\) and a parameter \(\delta_1 < \frac{1}{2\ell(d-1)}\), to be chosen precisely later. Then by Theorem A, for any \(X \geq 1\),

\[
\sum_{X < D_K \leq 2X} |\text{Cl}_K[\ell]| \ll \sum_{X < D_K \leq 2X} D_K^{1/2+\epsilon} N(K; D_K^{\delta_1})^{-1} \ll X^{1/2+\epsilon} \sum_{X < D_K \leq 2X} N(K; X^{\delta_1})^{-1}.
\]

Now given real parameters \(X \geq 1\) and \(1 \leq M \leq Y\), we define \(\mathcal{B}_d^0(X; Y, M)\) to be the set

\[
\mathcal{B}_d^0(X; Y, M) = \{ K/\mathbb{Q}, \text{ deg}(K) = d, X < D_K \leq 2X : \text{ at most } M \text{ primes } p \leq Y \text{ split completely in } K \},
\]

(with the usual further restriction in the case \(d = 4\)).

We denote by \(\pi(Y)\) the number of rational primes \(p \leq Y\), and let us regard \(1 \leq M \leq \pi(X^{\delta_1})\) as fixed for the moment, to be specified later. Then we may make the decomposition

\[
\sum_{X < D_K \leq 2X} |\text{Cl}_K[\ell]| \ll X^{1/2+\epsilon} \left( \sum_{X < D_K \leq 2X, K \notin \mathcal{B}_d^0(X; X^{\delta_1}, M)} N(K; X^{\delta_1})^{-1} + \sum_{K \in \mathcal{B}_d^0(X; X^{\delta_1}, M)} N(K; X^{\delta_1})^{-1} \right).
\]

Since \(N(K; X^{\delta_1}) \geq M\) if \(K \notin \mathcal{B}_d^0(X; X^{\delta_1}, M)\), we have

\[
\sum_{X < D_K \leq 2X} |\text{Cl}_K[\ell]| \ll X^{1/2+\epsilon} \left( \sum_{X < D_K \leq 2X, K \notin \mathcal{B}_d^0(X; X^{\delta_1}, M)} M^{-1} + \sum_{K \in \mathcal{B}_d^0(X; X^{\delta_1}, M)} 1 \right),
\]

and we may conclude that

\[
\sum_{X < D_K \leq 2X} |\text{Cl}_K[\ell]| \ll X^{3/2+\epsilon} M^{-1} + \#\mathcal{B}_d^0(X; X^{\delta_1}, M) X^{1/2+\epsilon}. \quad (2-1)
\]
Then upon defining the set
\[ \mathcal{B}_d(X; Y, M) = \left\{ K/\mathbb{Q}, \deg(K) = d, 0 < D_K \leq X : \right. \]
\[ \text{at most } M \text{ primes } p \leq Y \text{ split completely in } K \} \quad (2-2) \]
(with the usual further restriction in the case \( d = 4 \)), we may trivially replace the expression \( \#\mathcal{B}_d^0(X; \delta_1, M) \) in (2-1) by \( \#\mathcal{B}_d(2X; \delta_1, M) \) and only increase the right-hand side.

We now suppose that we can bound from above the cardinality of the “bad set” \( \mathcal{B}_d(2X; \delta_1, M) \) for appropriate \( \delta_1 \) and \( M \). Note that one expects via the Chebotarev density theorem that a positive proportion of the primes up to \( \delta_1 \) split completely in \( K \), so that a reasonable choice for \( M \) will be proportional to \( \log \delta_1 \).

Precisely, we suppose that there is a small fixed \( \delta_2 > 0 \) such that for every \( X \geq 1 \) and an appropriate choice of \( M \) with \( \log X \ll M \ll X^{\delta_1/\log X} \) we have
\[ \#\mathcal{B}_d(2X; \delta_1, M) \ll X^{1-\delta_2+\epsilon}, \quad (2-3) \]
for all \( \epsilon > 0 \). Then upon summing over \( O(\log X) \) ranges and applying (2-1) and (2-3) within each range, we see that for any \( X \geq 1 \),
\[ \sum_{0 < D_K \leq X} |\text{Cl}_K[\ell]| \leq \sum_{0 \leq j \leq \lfloor \log_2 X \rfloor} \sum_{2^{j-1} < D_K \leq 2^j} |\text{Cl}_K[\ell]| \]
\[ \ll \sum_{0 \leq j \leq \lfloor \log_2 X \rfloor} \{(2j-1)^{3/2+\epsilon}(2j-1)^{-1}\log 2^j \}
\[ \quad + #\mathcal{B}_d(2^j; 2^{(j-1)\delta_1}, M)(2^{j-1})^{1/2+\epsilon}\} \]
\[ \ll \log X \sum_{0 \leq j \leq \lfloor \log_2 X \rfloor} \{(2j)^{3/2-\delta_1+\epsilon} + (2j)^{3/2-\delta_2+2\epsilon}\} \]
\[ \ll X^{3/2-\delta+3\epsilon}, \quad (2-4) \]
where \( \delta = \min\{\delta_1, \delta_2\} \) and \( \epsilon > 0 \) is arbitrarily small. Thus we see that an upper bound of the form (2-3) is the key to obtaining an average result in the shape of Corollaries 1.1.1 and 1.1.2; this upper bound plays a similarly crucial role in obtaining the results of Theorem 1.1, as we show in Section 7.

Ultimately, we will prove the following version of (2-3), which controls the number of possible bad fields:

**Theorem 2.1.** Let \( \mathcal{B}_d(X; Y, M) \) be defined as in (2-2). Set
\[ \delta_0(d) = \left\{ \begin{array}{ll}
\frac{1}{6} & \text{if } d = 2, \\
\frac{2}{25} & \text{if } d = 3, \\
\frac{1}{48} & \text{if } d = 4, \\
\frac{1}{200} & \text{if } d = 5.
\end{array} \right. \quad (2-5) \]
For each $d = 2, 3, 4, 5$, there is a constant $0 < c_0(d) < 1$ such that for every $0 < \delta \leq \delta_0(d)$ and every $X \geq 1$, $$\#B_d \left( X; (X/2)^\delta, \frac{1}{2}c_0(d)\frac{(X/2)^\delta}{\log(X/2)^\delta} \right) \ll X^{1-\delta+\varepsilon}$$ for every $\varepsilon > 0$.

**Remark.** The methods of this paper also prove an analogous theorem if the condition “split completely” in the definition (2-2) is replaced by another fixed splitting type.

**2B. Counting bad fields via a sieve and counts for fields with local conditions.**

We prove Theorem 2.1 via a sieve we develop for this purpose; to describe the strategy, we first recall the simplest classical setting of a sieve. Let $\mathcal{A}$ be a finite set of elements of cardinality $N$, and let $\mathcal{P}$ denote the set of all rational primes. We assume a certain property of interest has been specified so that each element $a \in \mathcal{A}$ either satisfies it or not, with respect to $p$, for each $p \in \mathcal{P}$. For each prime $p \in \mathcal{P}$ we let $\mathcal{A}_p$ denote the finite subset of $\mathcal{A}$ that satisfies the fixed property with respect to the prime $p$. Moreover we assume we know that for each $p$ there exists a real number $0 \leq \delta_p < 1$ and a real number $R_p$ with $|R_p| \leq N$ such that

$$\#\mathcal{A}_p = \delta_p N + R_p. \quad (2-6)$$

In simplest terms, a classical aim of a sieve is to provide an upper bound for the number of elements in the set $\mathcal{A}$ such that the designated property fails for all primes $p \leq z$, for some fixed threshold $z$. Thus one could use a sieve to provide an upper bound for

$$\#(\mathcal{A} \setminus \bigcup_{p \leq z} \mathcal{A}_p).$$

For example, to sieve for prime numbers, the set $\mathcal{A}$ is a finite set of integers, and the property is that $p | a$. Slightly more generally, one could apply a classical sieve such as the Turán sieve to count

$$\#(\mathcal{A} \setminus \bigcup_{p \in P_0} \mathcal{A}_p) \quad (2-7)$$

for an arbitrary fixed finite set of primes $P_0$.

In our application, the set $\mathcal{A}$ is the set of fields $K/\mathbb{Q}$ of degree $d$ with $D_K \in (0, X]$ and the property is that $p$ splits completely in $K$, so that $\mathcal{A}_p$ is the subset of fields in which the prime $p$ splits completely. In this setting, assuming we possess an appropriate understanding of $\#\mathcal{A}_p$ as in $(2-6)$, then $(2-7)$ would allow us to count those degree $d$ fields $K$ with $D_K \in (0, X]$ in which a fixed set of primes fail to split completely. But in order to bound the bad set $\mathcal{B}_d(X; X^{\delta_1}, M)$ we require
more flexibility: a field belongs to this set if all the primes in a sufficiently large set fail to split completely in $K$, but the relevant large set of primes might be different for two different bad fields $K$. Thus we develop in Section 3 a flexible new sieve that allows us to count elements $a \in \mathcal{A}$ that fail to lie in $\mathcal{A}_p$ for many $p$, without specifying which $p$ fail for any given $a$.

The key input to any sieve is an understanding of $\mathcal{A}_p$ that provides the expression (2-6). In our case, this requires an understanding of $N_d(X)$, $N_d(X; p)$, and $N_d(X; pq)$ for two distinct primes $p, q$; here $N_d(X; pq)$ counts the number of degree $d$ fields $K/\mathbb{Q}$ in which both $p$ and $q$ split completely. In the case of quartic fields, we let

$$\tilde{N}_4(X), \quad \tilde{N}_4(X; p) \quad \text{and} \quad \tilde{N}_4(X; pq)$$

denote the analogous quantities, restricted to non-$D_4$-quartic fields $K/\mathbb{Q}$.

We now summarize the key results we will require for the sieve. For quadratic fields, we record:

**Lemma 2.2.** There exists a constant $c_2 > 0$, such that for $e = e_1$ or $e = e_1 e_2$ for distinct primes $e_1, e_2$,

$$N_2(X) = c_2 X + O(X^{1/2}), \quad N_2(X; e) = \delta_e c_2 X + O(e X^{1/2}),$$

where $\delta_e$ is a multiplicative function defined for any prime $e$ by

$$\delta_e = \frac{1}{2} \frac{1}{(1 + e^{-1})}. \quad (2-10)$$

For completeness, we record a simple proof of this classical result in the Appendix; the error terms given here can be improved (see for example the survey [Pappalardi 2005]), but will suffice for our application.

In contrast, the results for cubic, quartic, and quintic fields are deep. For cubic fields, we cite:

**Theorem C [Taniguchi and Thorne 2013, Theorems 1.1, 1.3].** There exist constants $c_3 > 0, c_3' < 0$ such that for $e = e_1$ or $e = e_1 e_2$ for distinct primes $e_1, e_2$,

$$N_3(X) = c_3 X + c_3' X^{5/6} + O(X^{7/9+\varepsilon}), \quad N_3(X; e) = \delta_e c_3 X + \delta_e' c_3' X^{5/6} + O(e^{8/9 X^{7/9+\varepsilon}}),$$

where $\delta_e$ and $\delta'_e$ are multiplicative functions defined for any prime $e$ by

$$\delta_e = \frac{1}{6} \frac{1}{(1 + e^{-1} + e^{-2})}, \quad \delta'_e = \frac{1}{6} + O(e^{-1/3}). \quad (2-13)$$

For quartic fields, we have:
Theorem 2.3. There exists a constant $c_4 > 0$ such that for $e = e_1$ or $e = e_1 e_2$ for distinct primes $e_1, e_2$,

$$
\tilde{N}_4(X) = c_4 X + O(X^{23/24 + \varepsilon}),
\tilde{N}_4(X; e) = \delta_e c_4 X + O(e^{1/2 + \varepsilon} X^{23/24 + \varepsilon}),
$$

(2-14) (2-15)

where $\delta_e$ is a multiplicative function defined for any prime $e$ by

$$
\delta_e = \frac{1}{24} \frac{1}{(1 + e^{-1} + 2e^{-2} + e^{-3})}.
$$

(2-16)

We note (2-14) is due to [Belabas et al. 2010, Theorem 1.3]; we deduce (2-15) in Section 4, using the methods of Belabas, Bhargava, and Pomerance [Belabas et al. 2010], which build on the work of Bhargava [2005] that obtained the original count of $S_4$-quartic fields with an $o(X)$ error term. See Theorem 4.1 for our most general result of this type, of which Theorem 2.3 is a special case.

For quintic fields, we have:

Theorem 2.4. There exists a constant $c_5 > 0$ such that for $e = e_1$ or $e = e_1 e_2$ for distinct primes $e_1, e_2$,

$$
N_5(X) = c_5 X + O(X^{199/200 + \varepsilon}),
N_5(X; e) = \delta_e c_5 X + O(e^{1/2 + \varepsilon} X^{79/80 + \varepsilon} + X^{199/200 + \varepsilon}),
$$

(2-17) (2-18)

where $\delta_e$ is a multiplicative function defined for any prime $e$ by

$$
\delta_e = \frac{1}{120} \frac{1}{(1 + e^{-1} + 2e^{-2} + 2e^{-3} + e^{-4})}.
$$

(2-19)

We note (2-17) is due to Shankar and Tsimerman [2014]; we deduce (2-18) in Section 5, using their methods, which build on the work of Bhargava [2010] that obtained the original count of $S_5$-quintic fields with an $o(X)$ error term. (We also fill in a missing step from [Shankar and Tsimerman 2014]..) See Theorem 5.1 for our most general result, of which Theorem 2.4 is a special case.

We remark that the techniques for counting number fields that produced these results for $N_d(X; e)$ continue to be refined, and we may expect that the error terms will continue to be reduced. Thus in our subsequent computations involving $N_d(X; e)$ we have worked more generally with error terms of the form $O(e^{\sigma} X^\tau)$, so that it will be immediately clear how improvements in counting fields will lead to refinements of our results. (In particular, improved error terms for smoothed versions of the counting functions $N_d(X; e)$ would suffice for our application.) We note that the mechanism we employ will apply equally well to higher degree extensions of $\mathbb{Q}$ (or extensions of a fixed number field, using the more general form of Theorem A available in [Ellenberg and Venkatesh 2007, Lemma 2.3]).
suitable results for $N_d(X)$ and $N_d(X; e)$ (or their analogues for extensions of a fixed number field) become available. In addition, one might consider other families of fields for which precise asymptotics are known, such as abelian fields over $\mathbb{Q}$ with a fixed Galois group, ordered either by discriminant [Wright 1989; Frei et al. 2015] or by conductor [Wood 2010]. It would be an interesting question to see whether the existing methods can be refined to produce an appropriate power-saving error term with sufficiently explicit dependence on a finite number of local conditions.

3. The Chebyshev sieve

We now develop in a fully general setting a new sieve that allows us to give an upper bound for the number of elements $a$ belonging to a set $\mathcal{A}$ that satisfy a desired property with respect to $p$ for “few” $p$ (without specifying for which $p$ it is satisfied). We will see that the principal idea is probabilistic, relating to Chebyshev’s inequality, thus we dub it the Chebyshev sieve.

As before, let $\mathcal{A}$ be a finite set of cardinality $N$, let $\mathcal{P}$ denote the set of all rational primes, and let $\mathcal{A}_p$ denote the finite subset of $\mathcal{A}$ that satisfies the fixed property with respect to the prime $p$. For a fixed real parameter $z \geq 1$, we let

$$P(z) = \prod_{\substack{p \in \mathcal{P} \\ p \leq z}} p$$

and we define for each $a \in \mathcal{A}$ the quantity

$$N(a) = \# \{ p : p | P(z), \ a \in \mathcal{A}_p \}.$$ 

Next, we set

$$M(z) = \frac{1}{N} \sum_{a \in \mathcal{A}} N(a) = \frac{1}{N} \sum_{p | P(z)} \#\mathcal{A}_p$$

(3-1)

to be the mean number of sets $\mathcal{A}_p$ (with $p \leq z$) to which a typical element $a \in \mathcal{A}$ belongs. (In nonvacuous cases, $M(z)$ is nonzero.) We would expect that a typical element $a \in \mathcal{A}$ has $N(a)$ being about size $M(z)$, and we want to bound from above the number of $a \in \mathcal{A}$ which have $N(a)$ being unusually small, that is, less than a fixed small proportion of $M(z)$.

Given $1 \leq M \leq z$, we define $\mathcal{E}(\mathcal{A}; z, M)$ to be the set of elements $a \in \mathcal{A}$ such that at most $M$ primes $p | P(z)$ have $a \in \mathcal{A}_p$. (Or in other words, $\mathcal{E}(\mathcal{A}; z, M)$ is the set of elements $a \in \mathcal{A}$ such that $N(a) \leq M$.) Then we set

$$E(\mathcal{A}; z, M) = \#\mathcal{E}(\mathcal{A}; z, M).$$

Our sieve lemma will provide us with an upper bound for $E(\mathcal{A}; z, \frac{1}{2}M(z))$; that is, the number of elements in $\mathcal{A}$ that lie in $\mathcal{A}_p$ for fewer than half the mean number of $p$. 

For the purposes of the lemma, we introduce the following notation. Given distinct primes \( p, q \) we let \( \mathcal{A}_{pq} = \mathcal{A}_p \cap \mathcal{A}_q \), and let \( R_{p,q} \) denote the quantity such that
\[
\#\mathcal{A}_{pq} = \delta_p \delta_q N + R_{p,q}.
\]
(For notational convenience, we will interpret \( R_{p,p} \) as \( R_{p} \).) Finally, we set
\[
U(z) = \sum_{p \mid P(z)} \delta_p.
\]

We now state the key sieve lemma.

**Lemma 3.1** (Chebyshev sieve). With the setting described above,
\[
E(\mathcal{A}; z, \frac{1}{2} M(z)) \leq \frac{4N}{M(z)^2} \left( U(z) + \frac{1}{N} \sum_{p,q \mid P(z)} |R_{p,q}| + \frac{2U(z)}{N} \sum_{p \mid P(z)} |R_p| + \left( \frac{1}{N} \sum_{p \mid P(z)} |R_p| \right)^2 \right).
\]

**3A. Proof of the sieve lemma.** We note that the sieve inequality we prove is related to the classical Turán sieve (see for example Theorem 4.1.1 of [Cojocaru and Murty 2006]), and can be seen as an application of Chebyshev’s inequality
\[
P(|X - \mu| \geq \alpha) \leq \sigma^2 / \alpha^2,
\]
for \( X \) a random variable with mean \( \mu \) and variance \( \sigma^2 \), applied to the random variable \( N(a) \) when \( a \) is drawn uniformly from \( \mathcal{A} \).

We prove the lemma directly. We begin by noting that
\[
\frac{1}{N} E(\mathcal{A}; z, \frac{1}{2} M(z)) (\frac{1}{2} M(z))^2 \leq \frac{1}{N} \sum_{a \in \mathcal{A}; z, \frac{1}{2} M(z)} (N(a) - M(z))^2 \leq \frac{1}{N} \sum_{a \in \mathcal{A}} (N(a) - M(z))^2.
\]
It then suffices to prove the variance term on the right-hand side satisfies
\[
\frac{1}{N} \sum_{a \in \mathcal{A}} (N(a) - M(z))^2 \leq U(z) + \frac{1}{N} \sum_{p,q \mid P(z)} |R_{p,q}| + 2U(z) \left( \frac{1}{N} \sum_{p \mid P(z)} |R_p| \right) + \left( \frac{1}{N} \sum_{p \mid P(z)} |R_p| \right)^2. \tag{3-2}
\]

We first note from (3-1) that the mean satisfies
\[
M(z) = \frac{1}{N} \sum_{p \mid P(z)} \#\mathcal{A}_p = \frac{1}{N} \sum_{p \mid P(z)} (\delta_p N + R_p) = U(z) + \frac{1}{N} \sum_{p \mid P(z)} R_p. \tag{3-3}
\]
We now consider the left-hand side of (3-2), which we trivially expand as
\[ \frac{1}{N} \sum_{a \in \mathcal{A}} N(a)^2 - \frac{2}{N} \sum_{a \in \mathcal{A}} N(a)M(z) + M(z)^2 = \frac{1}{N} \sum_{a \in \mathcal{A}} N(a)^2 - M(z)^2. \] (3-4)

The first term on the right-hand side of (3-4) is equal to
\[ \frac{1}{N} \sum_{p,q \mid P(z)} \#(\mathcal{A} \cap \mathcal{A}_q) = \frac{1}{N} \left( \sum_{p \mid P(z)} \delta_p N + \sum_{p \neq q, p \mid P(z)} \delta_p \delta_q N + \sum_{p,q \mid P(z)} R_{p,q} \right) \]
\[ = \sum_{p \mid P(z)} \delta_p + \left( \sum_{p \mid P(z)} \delta_p \right)^2 - \sum_{p \mid P(z)} \delta_p^2 + \frac{1}{N} \sum_{p,q \mid P(z)} R_{p,q} \]
\[ = \sum_{p \mid P(z)} \delta_p (1 - \delta_p) + U(z)^2 + \frac{1}{N} \sum_{p,q \mid P(z)} R_{p,q}. \]

On the other hand, we may expand \( M(z)^2 \) via (3-3) and see that after cancellation of the \( U(z)^2 \) factor, the right-hand side of (3-4) is equal to
\[ \sum_{p \mid P(z)} \delta_p (1 - \delta_p) + \frac{1}{N} \sum_{p,q \mid P(z)} R_{p,q} - 2U(z) \left( \frac{1}{N} \sum_{p \mid P(z)} R_p \right) - \left( \frac{1}{N} \sum_{p \mid P(z)} R_p \right)^2. \]

As \( R_p \) may be either positive or negative, we take absolute values; then using the fact that \( \delta_p \leq 1 \) we see the resulting inequality simplifies to (3-2), thus proving the lemma.

4. Asymptotic count of non-\( D_4 \)-quartic fields

In this section we will prove the following, of which Theorem 2.3 is a special case.

**Theorem 4.1.** Let \( P \) be a finite set of primes. For each prime \( p \in P \) we choose a splitting type at \( p \) and assign a corresponding density as follows:

\[
\delta_p := \begin{cases} 
\frac{1}{24} (1 + p^{-1} + 2p^{-2} + p^{-3})^{-1} & \text{for } p = \varphi_1 \varphi_2 \varphi_3 \varphi_4, \\
\frac{1}{4} (1 + p^{-1} + 2p^{-2} + p^{-3})^{-1} & \text{for } p = \varphi_1 \varphi_2 \varphi_3, \\
\frac{1}{3} (1 + p^{-1} + 2p^{-2} + p^{-3})^{-1} & \text{for } p = \varphi_1 \varphi_2 \text{ with } \varphi_2 \text{ inertia degree } 3, \\
\frac{1}{8} (1 + p^{-1} + 2p^{-2} + p^{-3})^{-1} & \text{for } p = \varphi_1 \varphi_2 \text{ with } \varphi_i \text{ inertia degree } 2, \\
\frac{1}{4} (1 + p^{-1} + 2p^{-2} + p^{-3})^{-1} & \text{for } p = \varphi_1, \\
\frac{p^{-1} + 2p^{-2} + p^{-3}}{(1 + p^{-1} + 2p^{-2} + p^{-3})} & \text{for } p \text{ ramified.}
\end{cases}
\]

Let \( \delta_P := \prod_{p \in P} \delta_p \) and let \( e = \prod_{p \in P} p \). Let \( \tilde{N}_4(X; P) \) be the number of non-\( D_4 \) quartic fields with absolute discriminant at most \( X \) such that for each \( p \in P \), the
prime $p$ splits in the quartic field in the splitting type chosen for $p$ above. There exists a constant $c_4 > 0$ such that

$$\tilde{N}_4(X; P) = \delta_P c_4 X + O(e^{1/2+\varepsilon} X^{23/24+\varepsilon}),$$  

(4-1)

where the implied constant in the $O$ term is absolute (does not depend on $P$). Moreover, we may choose more than one splitting type at each prime and let $\delta_p$ be the sum of the corresponding densities and the result still holds.

Bhargava [2005] first determined the asymptotic count of non-$D_4$-quartic fields, and Belabas, Bhargava, and Pomerance [Belabas et al. 2010] gave a power-saving asymptotic for this count. We will follow the method of [Belabas et al. 2010], additionally requiring our chosen splitting types. While the main term for such a restricted count appears in [Bhargava 2005, Theorem 3] (at least for one prime, and the same argument would work for more primes), we require a power-saving error term with explicit dependence on the primes. In fact, such results have appeared at least four times recently, but we will improve upon the exponents in all of these results and remove various hypotheses that don’t hold in the situation in which we need to apply the bound. Yang [2009, Proposition 3.1.7] proved such a power-saving error of the form $\tilde{N}_4(X; P) = \delta_P c_4 X + O(e^{2} X^{143/144+\varepsilon})$. ([Yang 2009, Proposition 3.1.7] only states this for one local condition, but [Cho and Kim 2015, Section 7] remarked it can be extended to finitely many local conditions.) Lemke Oliver and Thorne [2017, Theorem 2.1] proved a power-saving error (in which we may only specify that $p$ is ramified) of $\tilde{N}_4(X; P) = \delta_P c_4 X + O(e^{9/10} X^{239/240+\varepsilon})$. Shankar, Södergren, and Templier [Shankar et al. 2015] proved $\tilde{N}_4(X; P) = \delta_P c_4 X + O(e^{12} X^{23/24+\varepsilon})$ when $P$ contains a single prime.

The exposition of the method in [Bhargava 2005; Belabas et al. 2010] is quite clear, so we will focus here on the particular aspects of the computation we need. Instead of directly counting quartic fields, the method, equivalently, counts maximal quartic orders. The parametrization of quartic rings with their cubic resolvents due to Bhargava [2004] (see also [Belabas et al. 2010, Theorem 4.1]) gives an injection from the set of isomorphism classes of maximal quartic orders to the set of $\text{GL}_2(\mathbb{Z}) \times \text{SL}_3(\mathbb{Z})$ classes of pairs of ternary quadratic forms with integral coefficients. Pairs of integral ternary quadratic forms comprise a 12 dimensional lattice $V_\mathbb{Z} = \mathbb{Z}^{12}$. Counting $\text{GL}_2(\mathbb{Z}) \times \text{SL}_3(\mathbb{Z})$ classes of lattice points in $\mathbb{Z}^{12}$ is the same as counting lattice points in a fundamental domain for $\text{GL}_2(\mathbb{Z}) \times \text{SL}_3(\mathbb{Z})$ on $\mathbb{R}^{12}$. In this paper, we need to count only these lattice points in particular translates of sublattices of $\mathbb{Z}^{12}$. We collect some basic facts about the lattice translates corresponding to our desired fields, apply the geometry of numbers result from [Belabas et al. 2010] to count the necessary lattice points, and then work to minimize the resulting error terms.
As in [Bhargava 2005, Section 2.2] and [Belabas et al. 2010, Section 4] we use a certain random fundamental domain for the action of $GL_2(\mathbb{Z}) \times SL_3(\mathbb{Z})$ on $\mathbb{R}^{12}$. For a positive integer $m$, let $L$ be a translate $v + mV_Z$ ($v \in V_Z$) of the sublattice $mV_Z$ of $V_Z$. Let $N'(L; X)$ denote the expected number of lattice points in $L$, with first coordinate nonzero and discriminant less than $X$, in a random fundamental domain. (This notion of expected value for a random fundamental domain is defined as in [Bhargava 2005, Equation (5)], with $S$ the set of points of $L$ with first coordinate nonzero, but without the “abs. irr.” condition that appears in [Bhargava 2005, Equation (5)]. See also [Belabas et al. 2010, p. 198].) Let $N_{S_4}(q; X)$ be the number of classes in $V_Z$ corresponding to isomorphism classes of $S_4$-quartic orders and whose index in their maximal order is divisible by $q$ and whose discriminant is less than $X$. We have the following result that estimates these counts.

**Theorem D** [Belabas et al. 2010, Theorem 4.11]. Let $L$ be a translate $v + mV_Z$ ($v \in V_Z$). Let $(a, b, c, d)$ denote the smallest positive first four coordinates of any element of $L$. Then

$$N'(L, X) = \frac{N_{S_4}(1; X)}{m^{12}} + O\left(\sum_S X^{(|S| + \alpha_S + \beta_S + \gamma_S + \delta_S)/12} + \log X\right),$$

where $S$ ranges over the nonempty proper subsets of the set of 12 coordinates on $V_Z$, and $\alpha_S, \beta_S, \gamma_S, \delta_S \in [0, 1]$ are real constants that depend only on $S$ and satisfy $|S| + \alpha_S + \beta_S + \gamma_S + \delta_S \leq 11$.

Let $q$ be square-free and $(q, e) = 1$. First, we will assume that we have chosen unramified splitting types at each prime in $P$. Now, we will start by counting the expected number $N'(q, e; X)$ of lattice points in a random fundamental domain that satisfy the following conditions: (1) their first coordinate is nonzero, (2) their discriminant is less than $X$, (3) their corresponding quartic ring is not maximal at each prime dividing $q$ and is maximal and of chosen splitting type at primes in $P$. We do this by summing **Theorem D** over the collection $T$ of translates of $eq^2V_Z$ that give quartic rings that are not maximal at each prime dividing $q$, and are maximal and with chosen local splitting at each $p \in P$. (See [Bhargava 2004, Section 4] for a description of which pairs of ternary quadratic forms correspond to quartic rings that are maximal or split in a certain way at a prime.)

Given $(a, b, c, d) \in [1, eq^2]^4$, we need to bound the number of translates in $T$ that have $(a, b, c, d)$ as the smallest positive first four coordinates of any element. By [Belabas et al. 2010, Corollary 4.8], there are $O(6^\phi(q)q^{14})$ translates of $q^2V_Z$ that are congruent to $(a, b, c, d)$ modulo $q^2$ and whose lattice points correspond to quartic rings that are not maximal at each prime dividing $q$. Since $V_Z$ is 12 dimensional, there are $e^8$ translates of $eV_Z$ congruent to $(a, b, c, d)$ modulo $e$. Thus
by the Chinese Remainder Theorem, there are $O(6^\omega(q)q^{14}e^8)$ translates in $T$ that have $(a, b, c, d)$ as the smallest positive first four coordinates of any element.

For $q$ square-free, we define $v(q)$ to be the multiplicative function defined for a prime $p$ by

$$v(p) := p^{-2} + 2p^{-3} + 2p^{-4} - 3p^{-5} - 4p^{-6} - p^{-7} + 3p^{-8} + 3p^{-9} - p^{-10} - p^{-11}.$$  

This is the density of lattice points that correspond to quartic rings nonmaximal at $p$ [Belabas et al. 2010, Lemma 4.4]. Then $\#T = v(q)q^{24}e^{12}\Gamma_p$, where

$$\Gamma_p := \prod_{p \in P} \delta_p (1 - v(p)),$$

and $0 \leq \delta_p \leq 1$ is the density of lattice points corresponding to quartic rings that are split as we chose at $p$ as a subset of those corresponding to quartic rings that are maximal at $p$ [Bhargava 2004, Lemma 23].

If $q^2 > X$, then all the classes counted by $N'(q, e; X)$ have discriminant 0, and by [Belabas et al. 2010, Lemma 4.10], in this case there are $O(X^{11/12+\varepsilon})$ such classes.

So now we consider the case when $q^2 \leq X$, in which case, using the shorthand

$$\mu_S = |S| + \alpha_S + \beta_S + \gamma_S + \delta_S \quad \text{and} \quad \varepsilon_S = a^\alpha b^\beta c^\gamma d^\delta,$$

by Theorem D,

$$N'(q, e; X) = v(q)\Gamma_p N_{S_4}(1; X) + O\left(\sum_{(a,b,c,d) \in [1,eq]^4} 6^\omega(q)q^{14}e^8\left(\sum_{S} \frac{X^{\mu_S/12}}{(eq^2)|S|\varepsilon_S} + \log X\right)\right).$$

We have

$$\sum_{(a,b,c,d) \in [1,eq]^4} 6^\omega(q)q^{14}e^8\left(\sum_{S} \frac{X^{\mu_S/12}}{(eq^2)|S|\varepsilon_S} + \log X\right)$$

$$= 6^\omega(q)q^{14}e^8\left(e^4q^8 \log X + \sum_{S} \frac{X^{\mu_S/12}}{(eq^2)|S|} \sum_{(a,b,c,d) \in [1,eq]^4} \frac{1}{\varepsilon_S}\right)$$

$$\leq 6^\omega(q)q^{14}e^8\left(e^4q^8 \log X + \sum_{S} \frac{X^{\mu_S/12}}{(eq^2)|S|}\left((eq^2)^{4-\alpha_S-\beta_S-\gamma_S-\delta_S}\log^4(eq^2)\right)\right)$$

$$= 6^\omega(q)q^{22}e^{12}\left(\log X + \sum_{S} (X^{1/12}e^{-1}q^{-2})^{\mu_S}\log^4(eq^2)\right).$$
Since \( 0 \leq \mu_S \leq 11 \), and recalling that \( q^2 \leq X \), the above is
\[
= O(6^{\omega(q)} q^{22} e^{12} ((X^{1/12} e^{-1} q^{-2})^{11} \log^4(eq^2) + \log^4(eq^2) + \log X)) \\
= O(e^{1+\epsilon} X^{11/12+\epsilon} + q^{22} e^{12+\epsilon} X^\epsilon).
\]

Let \( N_{S_4}(q, e; X) \) be the number of classes in \( V_Z \), or equivalently lattice points in a fundamental domain, corresponding to isomorphism classes of \( S_4 \)-quartic orders, whose index in their maximal order is divisible by \( q \) and whose discriminant is less than \( X \), and that are maximal and of chosen splitting type at \( p \in P \). Now, by inclusion-exclusion, as in the proof of [Belabas et al. 2010, Theorem 4.13], we have that the number of isomorphism classes of maximal \( S_4 \)-quartic orders splitting as chosen for \( p \in P \) and having (absolute) discriminant less than \( X \) is given by
\[
\sum_{q \geq 1}' \mu(q) N_{S_4}(q, e; X)
\]
where the sum is restricted to square-free \( q \) that are relatively prime to \( e \).

Now we compare \( N_{S_4}(q, e; X) \) and \( N'(q, e; X) \). Note that the difference is that \( N'(q, e; X) \) excludes those lattice points with first coordinate \( 0 \), and \( N_{S_4}(q, e; X) \) excludes those lattice points that do not correspond to orders in \( S_4 \)-quartic fields. So by [Belabas et al. 2010, Lemmas 4.9 and 4.10], we have
\[
|N_{S_4}(q, e; X) - N'(q, e; X)| = O(X^{11/12+\epsilon}).
\]

Thus by our previous computation for \( N'(q, e; X) \),
\[
N_{S_4}(q, e; X) = v(q) \Gamma_P N_{S_4}(1; X) + O(e^{1+\epsilon} X^{11/12+\epsilon} + q^{22} e^{12+\epsilon} X^\epsilon). \tag{4-2}
\]

So for a fixed \( Q \) (to be chosen in terms of \( X, e \) later), we sum over square-free \( q \) with \( (q, e) = 1 \) as in (4-2), obtaining
\[
\sum_{q \geq 1}' \mu(q) N_{S_4}(q, e; X)
\]
\[
= \sum_{1 \leq q \leq Q}' \mu(q) N_{S_4}(q, e; X) + \sum_{q > Q}' \mu(q) N_{S_4}(q, e; X)
\]
\[
= \sum_{1 \leq q \leq Q}' \mu(q) v(q) \Gamma_P N_{S_4}(1; X) + O(E_1) + O(E_2)
\]
\[
= \sum_{q \geq 1}' \mu(q) v(q) \Gamma_P N_{S_4}(1; X) + O(E_1) + O(E_2) + O(E_3)
\]
\[
= \prod_p (1 - v(p)) \prod_{p \in P} \delta_p N_{S_4}(1; X) + O(E_1) + O(E_2) + O(E_3),
\]
where
\[
E_1 = \sum_{1 \leq q \leq Q}^{'} (e^{1+\varepsilon} X^{11/12+\varepsilon} + q^{22} e^{12+\varepsilon} X^\varepsilon),
\]
\[
E_2 = \sum_{q > Q}^{'} \mu(q) N_{S_4}(q, e; X),
\]
\[
E_3 = \sum_{q > Q}^{'} \nu(q) \Gamma_P N_{S_4}(1; X).
\]

(Note that we handle the terms slightly differently than in [Belabas et al. 2010], so that \(E_3\) above does not correspond to their \(E_3\) term.)

We have \(E_1 = O(e^{1+\varepsilon} QX^{11/12+\varepsilon} + Q^{23} e^{12+\varepsilon} X^\varepsilon)\). By [Belabas et al. 2010, Lemma 4.3], we have \(N_{S_4}(q, e; X) = O(Xq^{-2+\varepsilon})\), and so \(E_2 = O(XQ^{-1+\varepsilon})\).

We have \(E_3 = O(Q^{-1+\varepsilon} X)\), since by [Belabas et al. 2010, Lemma 4.2], we have \(N_{S_4}(1; X) = O(X)\), and by definition \(\nu(q) = O(q^{-2+\varepsilon})\).

If \(e \leq X^{1/12}\), then we take \(Q = X^{1/24} e^{-1/2}\), and we have
\[
\sum_{q \geq 1}^{'} \mu(q) N_{S_4}(q, e; X) = \prod_p (1 - \nu(p)) \prod_{p \in P} \delta_p N_{S_4}(1; X) + O(e^{1/2+\varepsilon} X^{23/24+\varepsilon}).
\]

By [Belabas et al. 2010, Lemma 4.2], we have that
\[
\prod_p (1 - \nu(p)) N_{S_4}(1; X) = c_4 X + O(X^{23/24+\varepsilon}),
\]
for some positive constant \(c_4\). Thus we conclude that the number of isomorphism classes of maximal \(S_4\)-quartic orders with our chosen splitting types at \(p \in P\) and having (absolute) discriminant less than \(X\) is
\[
\delta_p c_4 X + O(e^{1/2+\varepsilon} X^{23/24+\varepsilon}).
\]

If \(e > X^{1/12}\), then the number of isomorphism classes of maximal \(S_4\)-quartic orders with chosen splitting types for \(p \in P\) and having (absolute) discriminant less than \(X\) is \(O(X)\) by [Belabas et al. 2010, Lemma 4.2], which we may then also write as
\[
\delta_p c_4 X + O(e^{1/2+\varepsilon} X^{23/24+\varepsilon}).
\]

There are at most \(O(X^{7/8+\varepsilon})\) quartic extensions with \(D_K < X\) with Galois closure having Galois group \(C_4, K_4\) or \(A_4\) [Baily 1980; Wong 1999a]. So we can conclude Theorem 4.1 holds for unramified splitting types. This argument shows we can also choose more than one splitting type at each \(p\), and sum the corresponding densities.

Now, given \(P\) and choices for local splitting types some of which may be ramified, let \(P_1\) be the subset of \(P\) for which we choose only unramified splitting
types. We can find \( \tilde{N}_4(X; P_1) \) using the result already proven. For any subset \( P_2 \subset P \setminus P_1 \), write \( \tilde{N}_4(X; P_1 \cup \overline{P}_2) \) for the number of non-\( D_4 \) quartic fields with absolute discriminant at most \( X \) such that for each \( p \in P_1 \) the prime \( p \) splits in one of our chosen splitting type, and for each \( p \in P_2 \) the prime \( p \) does not split in one of our chosen splitting types. We can also apply the result already proven to find \( \tilde{N}_4(X; P_1 \cup \overline{P}_2) \). Then using inclusion exclusion, we have

\[
\tilde{N}_4(X; P) = \sum_{P_2 \subset P \setminus P_1} (-1)^{|P_2|} \tilde{N}_4(X; P_1 \cup \overline{P}_2)
\]

\[
= \delta_p c_4 X + \sum_{P_2 \subset P \setminus P_1} (-1)^{|P_2|} O(e^{1/2+\varepsilon} X^{23/24+\varepsilon}).
\]

Since each set \( P_2 \) corresponds to a distinct divisor of \( e \) there are \( O(e^{\varepsilon}) \) terms in the sum and Theorem 4.1 follows.

**Remark.** On the other hand, the number of \( D_4 \)-quartic fields with \( D_K < X \) is \( \sim c X \) with \( c \approx 0.052326 \), as initially indicated (as an order of magnitude) by Baily [1980] and refined with an explicit constant by Cohen, Diaz y Diaz and Olivier [Cohen et al. 2002]. It is an interesting open problem to count \( D_4 \) fields with local conditions such as certain primes being split completely, and for now we exclude them from our consideration.

### 5. Asymptotic count of quintic fields

In this section we will prove the following, of which Theorem 2.4 is a special case.

**Theorem 5.1.** Let \( P \) be a finite set of primes. For each prime \( p \in P \) we choose a splitting type at \( p \) and assign a corresponding density as follows (i.d. = inertia degree):

\[
\delta_p := \begin{cases} 
\frac{1}{120} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1 \wp_2 \wp_3 \wp_4 \wp_5, \\
\frac{1}{12} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1 \wp_2 \wp_3 \wp_4, \\
\frac{1}{8} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1 \wp_2 \wp_3 \text{ with } \wp_2, \wp_3 \text{ i.d. } 2, \\
\frac{3}{8} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1 \wp_2 \wp_3 \text{ with } \wp_3 \text{ i.d. } 3, \\
\frac{1}{6} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1 \wp_2 \text{ with } \wp_2 \text{ i.d. } 3, \\
\frac{1}{4} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1 \wp_2 \text{ with } \wp_2 \text{ i.d. } 4, \\
\frac{1}{2} (1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})^{-1} & \text{for } p = \wp_1, \\
\frac{p^{-1}+2p^{-2}+2p^{-3}+p^{-4}}{(1+p^{-1}+2p^{-2}+2p^{-3}+p^{-4})} & \text{for } p \text{ ramified.}
\end{cases}
\]

Let \( \delta_p := \prod_{p \in P} \delta_p \) and let \( e = \prod_{p \in P} p \). Let \( N_5(X; P) \) be the number of quintic fields with absolute discriminant at most \( X \) such that for each \( p \in P \), the prime
p splits in the quartic field in the splitting type chosen for p above. There exists a constant \(c_5 > 0\) such that

\[
N_5(X; P) = \delta_p c_5 X + O(e^{1/2+\varepsilon}X^{79/80+\varepsilon} + X^{199/200+\varepsilon}),
\]

where the implied constant in the \(O\) term is absolute (does not depend on \(P\)). Moreover, we may choose more than one splitting type at each prime and let \(\delta_p\) be the sum of the corresponding densities and the result still holds.

Bhargava [2010] gave the first asymptotic count of quintic number fields, and Shankar and Tsimerman [2014], building on Bhargava’s work, gave the first power-saving error term. Both proofs fundamentally rely on Bhargava’s [2008] parametrization of quintic rings. We will follow the outline of the argument of [Shankar and Tsimerman 2014], additionally requiring our chosen splitting conditions. While the main term for such a restricted count appears in [Bhargava 2010, Theorem 3] (at least for one prime, and the same argument would work for more primes), we require a power-saving error term with explicit dependence on the primes. While such bounds have appeared in at least three recent papers, we will improve on the exponents in all of them, as well as remove hypotheses that do not hold in our cases of interest. Lemke Oliver and Thorne [2017, Theorem 2.1] have shown, assuming that we choose ramification at each prime \(p \in P\), that

\[
N_5(X; P) = \delta_p c_5 X + O(e^{2-\varepsilon}X^{399/400+\varepsilon}).
\]

Also, Shankar, Södergren, and Templier [Shankar et al. 2015] stated the bound

\[
N_5(X; P) = \delta_p c_5 X + O(e^{40}X^{79/80+\varepsilon} + X^{199/200+\varepsilon})
\]

when \(P\) contains a single prime.

Instead of directly counting quintic fields, the method, equivalently, counts maximal quintic orders. Analogously to the quartic case, we use a parametrization of quintic rings with their sextic resolvents due to Bhargava [2008]. Let \(V_{\mathbb{Z}} = \mathbb{Z}^{40}\) denote the space of quadruples of \(5 \times 5\) skew-symmetric matrices with integer coefficients. Then quintic rings with their sextic resolvents are parametrized by \(\text{GL}_4(\mathbb{Z}) \times \text{SL}_5(\mathbb{Z})\) orbits on \(V_{\mathbb{Z}}\), as in [Bhargava 2008, Theorem 1]. These orbits correspond to lattice points in a fundamental domain for \(\text{GL}_4(\mathbb{Z}) \times \text{SL}_5(\mathbb{Z})\) on \(\mathbb{R}^{40}\). As in [Bhargava 2010, Section 2.2; Shankar and Tsimerman 2014, Section 2.2], we take a certain random fundamental domain for the action of \(\text{GL}_4(\mathbb{Z}) \times \text{SL}_5(\mathbb{Z})\) on \(\mathbb{R}^{40}\). For a subset \(S \subset V_{\mathbb{Z}}\), let \(N_{\text{dom}}(S; X)\) denote the expected number of elements of \(S\) with absolute discriminant less than \(X\) and whose associated quintic ring is an integral domain (i.e., is an order in a quintic field), in a random fundamental domain (as in [Shankar and Tsimerman 2014, Equation (1)], summed over the implicit \(i\) there). Let \(N^*(S; X)\) denote the expected number of elements of \(S\) with absolute discriminant less than \(X\), in a random fundamental domain (as in the equation after (1) in [Shankar and Tsimerman 2014], summed over the implicit \(i\) there).
We first consider the case in which only unramified splitting types are chosen. Let $a_{12}$ denote the $(1, 2)$ coordinate of the first matrix in a quadruple of $5 \times 5$ skew-symmetric matrices. For a square-free integer $q$ relatively prime to $e$, let $W_{q,e} \subset V_\mathbb{Z}$ denote the set of elements corresponding to quintic rings that are not maximal at each prime dividing $q$ and are maximal and of chosen splitting type at primes dividing $e$. Recall from [Bhargava 2008, Section 12] that $W_{q,e}$ is defined by congruence conditions modulo $q^2 e$ (for maximality, an argument analogous to that in [Bhargava 2004, Lemma 22] is necessary). Let $U_e \subset V_\mathbb{Z}$ denote the set of elements corresponding to quintic rings that are maximal at all primes and of chosen splitting type at the primes dividing $e$. Then counting $N_{\text{dom}}(U_e; X)$ will provide us with precisely the count $N_5(X; e)$ we require. We will count lattice points in $U_e$ by using inclusion-exclusion to reduce to counting lattice points in the $W_{q,e}$.

By [Bhargava 2010, Equation (27)] (see also [Shankar and Tsimerman 2014, Equation (4)]), if $L$ is a translate of the lattice $mV_\mathbb{Z}$ and $m = O(X^{1/40})$, then

$$N^*(L \cap \{a_{12} \neq 0\}; X) = c_0 m^{-40} X + O(m^{-39} X^{39/40}), \quad (5-2)$$

for some positive absolute constant $c_0$.

Bhargava gives the density of lattice points corresponding to rings maximal at a given prime [2008, Equation (48)] and the density of lattice points corresponding to rings maximal and of each splitting type [2008, Lemma 20]. Using these two computed densities, we conclude that of the $(q^2 e)^{40}$ quadruples of $5 \times 5$ skew-symmetric matrices mod $q^2 e$, we have that $W_{q,e}$ corresponds to $\nu(q)q^{80} \delta_p e^{40} \prod_{p \in P} (1 - \nu(p))$ of them, where

$$\nu(p) = \frac{1}{1 - (p-1)^8 p^{12}(p+1)^4(p^2+1)^2(p^2+p+1)^2(p^4+p^3+p^2+p+1)(p^4+p^3+2p^2+2p+1)} \frac{p^{40}}{p^{40}}.$$ 

and we extend this to a multiplicative function $\nu(q)$ for square-free $q$. (Here, $\nu(p)$ is the density of lattice points corresponding to rings that are nonmaximal at $p$ from [Bhargava 2008, Equation (48)].) Note that $\nu(p) = p^{-2} + O(p^{-3})$ and thus $\nu(q) = O(q^{-2+\epsilon})$.

We have that $\delta_p \leq 1$ and $1 - \nu(p) \leq 1$. So, when $q^2 e = O(X^{1/40})$, by summing Equation (5-2) over all the translates of $q^2 e V_\mathbb{Z}$ that comprise $W_{q,e}$, we find that

$$N^*(W_{q,e} \cap \{a_{12} \neq 0\}; X) = \nu(q)q^{80} \delta_p e^{40} \prod_{p \in P} (1 - \nu(P)) c_0 q^{-80} e^{-40} X + O(\nu(q)q^{80} \delta_p e^{40} \prod_{p \in P} (1 - \nu(P)) q^{-78} e^{-39} X^{39/40})$$
\[ = \nu(q)\delta_P \prod_{p \in P} (1 - \nu(p))c_0X + O(\nu(q)q^2\delta_P e \prod_{p \in P} (1 - \nu(p))X^{39/40}) \]
\[ = \nu(q)\delta_P \prod_{p \in P} (1 - \nu(p))c_0X + O(q^\varepsilon eX^{39/40}), \tag{5-3} \]

where in the last identity we have used the fact that \(\nu(q) = O(q^{-2+\varepsilon}).\)

We then, by inclusion-exclusion as in [Shankar and Tsimerman 2014, Section 4], have for an appropriate \(Q\) (to be chosen later in terms of \(X\)),
\[
N_{\text{dom}}(U_e \cap \{a_{12} \neq 0\}; X) \\
= \sum_{q \geq 1}' \mu(q)N_{\text{dom}}(W_{q,e} \cap \{a_{12} \neq 0\}; X) \\
= \sum_{1 \leq q \leq Q}' \mu(q)N_{\text{dom}}(W_{q,e} \cap \{a_{12} \neq 0\}; X) + \sum_{q > Q}' \mu(q)N_{\text{dom}}(W_{q,e} \cap \{a_{12} \neq 0\}; X) \\
= \sum_{1 \leq q \leq Q}' \mu(q)N^*(W_{q,e} \cap \{a_{12} \neq 0\}; X) \\
+ \sum_{1 \leq q \leq Q}' \mu(q)(N_{\text{dom}}(W_{q,e} \cap \{a_{12} \neq 0\}; X) - N^*(W_{q,e} \cap \{a_{12} \neq 0\}; X)) \\
+ \sum_{q > Q}' \mu(q)N_{\text{dom}}(W_{q,e} \cap \{a_{12} \neq 0\}; X),
\]

where the sums are over square-free \(q\) relatively prime to \(e\).

By [Shankar and Tsimerman 2014, Lemma 3], we have \(N_{\text{dom}}(W_{q,e}; X) = O(q^{\varepsilon-2+\varepsilon}X)\) and we use this for the sum for \(q > Q\). We will use Equation (5-3) for the first \(1 \leq q \leq Q\) sum. For the second \(1 \leq q \leq Q\) sum, note that each lattice point corresponding to a nondomain of discriminant \(D\) is counted with coefficient
\[
- \sum_{1 \leq q \leq Q} \frac{\mu(q)}{q|D},
\]
which is \(O(D^\varepsilon) = O(X^\varepsilon)\), and by [Shankar and Tsimerman 2014, Equation (8)] there are at most \(O(X^{199/200+\varepsilon})\) lattice points corresponding to nondomains. (This step, or something similar, should be added to the proof in [Shankar and Tsimerman 2014].)

As a result, as long as \(Q = O(X^{1/80}e^{-1/2})\),
\[
N_{\text{dom}}(U_e \cap \{a_{12} \neq 0\}; X) \\
= \sum_{q \geq 1}' \mu(q)\nu(q)\delta_P \prod_{p \in P} (1 - \nu(p))c_0X + O(E_1) + O(E_2) + O(E_3),
\]
where
\[ E_1 = \sum_{1 \leq q \leq Q} O(q^\varepsilon X^{39/40}), \quad E_2 = O(X^{199/200+\varepsilon}), \]
\[ E_3 = \sum_{q > Q} q^{-2+\varepsilon} X, \quad E_4 = \sum_{q > Q} \mu(q) v(q) \delta_p \prod_{p \in P} (1 - v(p)) c_0 X. \]

These terms trivially admit the estimates
\[ E_1 = O(Q^{1+\varepsilon} X^{39/40}), \quad E_2 = O(X^{199/200+\varepsilon}), \]
\[ E_3 = O(Q^{-1+\varepsilon} X), \quad E_4 = O(Q^{-1+\varepsilon} X), \]

where in the last estimate we have used the fact that \( v(q) = O(q^{-2+\varepsilon}). \)

We take \( Q = X^{1/80} e^{-1/2} \), and have
\[ N_{\text{dom}}(U_e \cap \{a_{12} \neq 0\}; X) \]
\[ = \sum_{q \geq 1} \mu(q) v(q) \delta_p \prod_{p \in P} (1 - v(p)) c_0 X + O(e^{1/2} X^{79/80+\varepsilon} + X^{199/200+\varepsilon}) \]
\[ = \prod_p (1 - v(p)) \delta_p c_0 X + O(e^{1/2} X^{79/80+\varepsilon} + X^{199/200+\varepsilon}). \]

From [Bhargava 2010, Lemma 11], we have that \( N_{\text{dom}}(\{a_{12} = 0\}; X) = O(X^{39/40}), \)
and so
\[ N_{\text{dom}}(U_e \cap \{a_{12} = 0\}; X) = O(X^{39/40}). \]

It follows that
\[ N_5(X; P) = N_{\text{dom}}(U_e; X) \]
\[ = \prod_p (1 - v(p)) \delta_p c_0 X + O(e^{1/2} X^{79/80+\varepsilon} + X^{199/200+\varepsilon}). \]

We thus conclude Theorem 5.1 holds with, \( c_5 = \prod_p (1 - v(p)) c_0 \) when we only choose unramified splitting types. As at the end of Theorem 4.1, we can apply the result we have just proven and inclusion-exclusion to prove Theorem 5.1 in general.

6. Application of the sieve

6A. Summary of the asymptotic inputs to the sieve. We now turn to the application of the sieve lemma to degree \( d \) field extensions of \( \mathbb{Q} \). Note that when applying the sieve, it is crucial to have error terms with explicit dependence on local conditions (such as we have derived in Theorems 2.3 and 2.4): without such an explicit dependence, we would not have quantitative control of the right-hand side of the key sieve inequality in Lemma 3.1, since we would not have an explicit bound for \( R_p \) in terms of \( p \).
Let $\mathcal{A}$ and $\mathcal{A}_p$ (for each rational prime $p$) be the sets such that $\#\mathcal{A} = N_d(X)$ and $\#\mathcal{A}_p = N_d(X; p)$ (or $\tilde{N}_4(X)$, $\tilde{N}_4(X; p)$ in the case of $d = 4$). With these definitions, the quantity $E(\mathcal{A}; z, \frac{1}{2}M(z))$ treated in the sieve (Lemma 3.1), which we will now denote by $E_d(\mathcal{A}; z, \frac{1}{2}M(z))$, is the number of degree $d$ extensions $K$ of $\mathbb{Q}$ with $0 < D_K \leq X$ (up to isomorphism, and non-$D_4$ when $d = 4$) such that there are at most $\frac{1}{2}M(z)$ primes $p \leq z$ that split completely in $K$.

We recall the collection $\mathcal{B}_d(X; Y, M)$ of bad fields, as defined in (2-2). We will think of $Y = z = (X/2)^{\delta_0}$ for $\delta_0 > 0$ to be chosen precisely later, and define $M(z)$ as in (3-1). In particular, the set of bad fields satisfies

$$\#\mathcal{B}_d(X; (X/2)^{\delta_0}, \frac{1}{2}M((X/2)^{\delta_0})) = E_d(\mathcal{A}; (X/2)^{\delta_0}, \frac{1}{2}M((X/2)^{\delta_0})).$$

We will need to apply the sieve separately to fields of each degree, since in several cases the count for $N_d(X; p)$ takes a somewhat different form, but in an effort to unify the presentation, we restate the asymptotics we will assume in more general form. We write the results of Lemma 2.2, Theorem C, Theorems 2.3 and 2.4 as follows.

**Quadratic fields:** for $\delta_e$ as in (2-10), there is some $\sigma_2 > 0$ and $0 < \tau_2 \leq 1/2$ such that

$$N_2(X) = c_2 X + O(X^{\tau_2 + \varepsilon}), \quad N_2(X; e) = \delta_e c_2 X + O(e^{\sigma_2} X^{\tau_2 + \varepsilon}).$$

**Cubic fields:** for $\delta_e, \delta'_e$ as in (2-13), there is some $\sigma_3 > 0$ and $0 < \tau_3 < 5/6$ such that

$$N_3(X) = c_3 X + c'_3 X^{5/6} + O(X^{\tau_3 + \varepsilon}), \quad N_3(X; e) = \delta_e c_3 X + \delta'_e c'_3 X^{5/6} + O(e^{\sigma_3} X^{\tau_3 + \varepsilon}).$$

**Non-$D_4$-quartic fields:** for $\delta_e$ as in (2-16), there is some $\sigma_4 > 0$ and $0 < \tau_4 < 1$ such that

$$\tilde{N}_4(X) = c_4 X + O(X^{\tau_4 + \varepsilon}), \quad \tilde{N}_4(X; e) = \delta_e c_4 X + O(e^{\sigma_4} X^{\tau_4 + \varepsilon}).$$

**Quintic fields:** for $\delta_e$ as in (2-19), there is some $\sigma_5 > 0$ and $0 < \tau_5 < 1$ as well as some $0 < \gamma < 1$ such that

$$N_5(X) = c_5 X + O(X^{\gamma + \varepsilon}), \quad N_5(X; e) = \delta_e c_5 X + O(e^{\sigma_5} X^{\tau_5}) + O(X^{\gamma + \varepsilon}).$$

The main result of the sieve in this context is the following:

**Proposition 6.1.** With the notation as above, we have

$$E_d(\mathcal{A}; (X/2)^{\delta_0}, \frac{1}{2}M((X/2)^{\delta_0})) \ll X^{1-\delta_0 + \varepsilon},$$
for any \( \delta_0 \) such that

\[
\delta_0 \leq \begin{cases} 
\frac{1 - \tau_d}{1 + 2\sigma_d} & \text{if } d = 2, 4, \\
\min \left\{ \frac{1 - \tau_d}{1 + 2\sigma_d}, \frac{1}{4} \right\} & \text{if } d = 3, \\
\min \left\{ \frac{1 - \tau_d}{1 + 2\sigma_d}, 1 - \gamma \right\} & \text{if } d = 5.
\end{cases}
\] (6-1)

Moreover, for any such \( \delta_0 \) there exist positive real constants \( c_0(d) < c_1(d) < 1 \) and \( X_d = X_d(\delta_0) \geq 1 \) such that for all \( X \geq X_d \),

\[
c_0(d) \frac{(X/2)^{\delta_0}}{\log(X/2)^{\delta_0}} \leq M((X/2)^{\delta_0}) \leq c_1(d) \frac{(X/2)^{\delta_0}}{\log(X/2)^{\delta_0}}. \quad (6-2)
\]

The requirement that \( X \geq X_d \) simply is a quantification of the requirement that \( X \) be sufficiently large, and will be incorporated later simply by enlarging certain implicit constants.

Proposition 6.1 immediately provides the upper bound we require for the bad set \( B_d(X; Y, M) \) defined in (2-2), with an appropriate choice of the parameters \( Y, M \). As there are \( \pi(Y) = Y(\log Y)^{-1} + O(Y(\log Y)^{-2}) \) primes \( p \leq Y \), we could of course only expect at most \( Y(\log Y)^{-1} \) primes \( p \leq Y \) to split completely in any given field. Proposition 6.1 shows that, up to a constant factor, this is a reasonable expectation, in that the mean \( M((X/2)^{\delta_0}) \) is approximately \( \mu \pi((X/2)^{\delta_0}) \), for some \( \mu \in [c_0(d), c_1(d)] \); moreover Proposition 6.1 provides an upper bound for the number of fields with \( D_K \leq X \) in which at most \( \frac{1}{2} M((X/2)^{\delta_0}) \) primes \( p \leq (X/2)^{\delta_0} \) split completely.

We will prove Proposition 6.1 case by case.

6B. Sieve for quadratic fields. For notational convenience, in this section we write \( \sigma, \tau \) for \( \sigma_2, \tau_2 \). We compute that for any prime \( p \),

\[
R_p = \# \mathcal{A}_p - \delta_p \# \mathcal{A} = N_2(X; p) - \delta_p N_2(X) = O(p^\sigma X^{\tau+\varepsilon}).
\]

Similarly, for distinct primes \( p, q \)

\[
R_{pq} = \# \mathcal{A}_{pq} - \delta_p \delta_q \# \mathcal{A} = N_2(X; pq) - \delta_p \delta_q N_2(X) = O(p^\sigma q^\sigma X^{\tau+\varepsilon}).
\]

Thus since \( \# \mathcal{A} \gg X \),

\[
\frac{1}{\# \mathcal{A}} \sum_{p | P(z)} |R_p| \ll z^{1+\sigma} X^{\tau-1+\varepsilon}, \quad \frac{1}{\# \mathcal{A}} \sum_{p, q | P(z)} |R_{pq}| \ll z^{2+2\sigma} X^{\tau-1+\varepsilon}.
\]

We compute

\[
U(z) = \sum_{p | P(z)} \delta_p = \frac{1}{2} \sum_{p | P(z)} \frac{1}{1 + p^{-1}},
\]
from which we deduce that
\[
\frac{1}{3}z(\log z)^{-1} + O(z(\log z)^{-2}) \leq U(z) \leq \frac{1}{2}z(\log z)^{-1} + O(z(\log z)^{-2}).
\]
Indeed, letting \(\varepsilon_p = (1 + p^{-1})^{-1}\), the upper bound follows directly from the prime number theorem and the fact that \(0 < \varepsilon_p < 1\), while the lower bound only requires noticing
\[
U(z) \geq \frac{1}{2} \sum_{p \mid P(z)} \varepsilon_2 = \frac{1}{3} \sum_{p \mid P(z)} 1 = \frac{1}{3}z(\log z)^{-1} + O(z(\log z)^{-2}).
\]
We may compute the mean as in (3-3):
\[
M(z) = U(z) + \frac{1}{\#\mathfrak{A}} \sum_{p \mid P(z)} R_p = U(z) + O(z^{1+\sigma}X^{\tau-1+\varepsilon}).
\]
Recalling (6-3) and that \(z = (X/2)^{\delta_0}\) for a parameter \(\delta_0\) to be chosen later, we see the last error term will be \(\leq \frac{1}{2}U(z)\) for sufficiently large \(X\) as long as
\[
\delta_0 < \frac{1-\tau}{\sigma}.
\]
Assuming this, for sufficiently large \(X\) we have
\[
c_0z(\log z)^{-1} \leq \frac{1}{2}U(z) \leq M(z) \leq \frac{3}{2}U(z) \leq c_1z(\log z)^{-1}
\]
for absolute constants \(0 < c_0 < c_1 \leq 1\). We apply Lemma 3.1 to see that
\[
E_2(\mathfrak{A}; z, \frac{1}{2}M(z)) \ll \frac{X^{1+\varepsilon}}{z^2}(z^2 + 2\sigma X^{\tau-1} + z(z^2 + \sigma X^{\tau-1} + (z^2 + \sigma X^{\tau-1})^2)
\ll X^\varepsilon(X^{z-1} + z^2\sigma X^\tau),
\]
still assuming (6-4). Balancing the terms in the last expression above would set
\[
\delta_0 = (1-\tau)/(1+2\sigma),
\]
which certainly satisfies (6-4); as a consequence, for any \(\delta_0 \leq (1-\tau)/(1+2\sigma)\), we obtain
\[
E_2(\mathfrak{A}; (X/2)^{\delta_0}, \frac{1}{2}M((X/2)^{\delta_0})) \ll X^{1-\delta_0+\varepsilon},
\]
which proves Proposition 6.1 in the case of quadratic fields.

6C. Sieve for cubic fields. For notational convenience, in this section we write \(\sigma, \tau\) for \(\sigma_3, \tau_3\). We compute that
\[
R_p = \#\mathfrak{A}_p - \delta_p \#\mathfrak{A}_p = c_3' (\delta_p - \delta_p) X^{5/6} + O(p^\sigma X^{\tau+\varepsilon}) = O(p^{-1/3} X^{5/6} + p^\sigma X^{\tau+\varepsilon}).
\]
For distinct primes $p,q$,
\[
R_{pq} = c_3' (\delta_p' \delta_q' - \delta_p \delta_q) X^{5/6} + O(p^{\sigma} q^{\sigma} X^{\tau+\epsilon})
\]
\[
= O(p^{-1/3} X^{5/6} + q^{-1/3} X^{5/6} + p^{\sigma} q^{\sigma} X^{\tau+\epsilon}).
\]
Since $\#\mathcal{A} \gg X$, we may compute that
\[
\frac{1}{\#\mathcal{A}} \sum_{p \mid P(z)} |R_p| \ll z^{2/3} X^{-1/6} + z^{1+\sigma} X^{\tau-1+\epsilon},
\]
\[
\frac{1}{\#\mathcal{A}} \sum_{p,q \mid P(z)} |R_{p,q}| \ll z^{5/3} X^{-1/6} + z^{2+2\sigma} X^{\tau-1+\epsilon}.
\]

Next, we note that
\[
U(z) = \sum_{p \mid P(z)} \delta_p = \frac{1}{6} \sum_{p \mid P(z)} \frac{1}{1+p^{-1}+p^{-2}} = \frac{1}{6} \sum_{p \mid P(z)} e_p,
\]
say. From this we can deduce (as in the case of quadratic fields) that
\[
\frac{2}{21} z (\log z)^{-1} + O(z (\log z)^{-2}) \leq U(z) \leq \frac{1}{6} z (\log z)^{-1} + O(z (\log z)^{-2}). \tag{6-6}
\]
Finally, we compute the mean
\[
M(z) = U(z) + \frac{1}{\#\mathcal{A}} \sum_{p \mid P(z)} R_p = U(z) + O(z^{2/3} X^{-1/6} + z^{1+\sigma} X^{\tau-1+\epsilon}).
\]
Recalling (6-6) and that $z = (X/2)^{\delta_0}$ for a parameter $\delta_0$ to be chosen later, we see the last error term will be $< \frac{1}{2} U(z)$ for sufficiently large $X$ as long as the analogue of (6-4) holds, in which case
\[
c_0 z (\log z)^{-1} \leq \frac{1}{2} U(z) \leq M(z) \leq \frac{3}{2} U(z) \leq c_1 z (\log z)^{-1}.
\]
for absolute constants $0 < c_0 < c_1 \leq 1$.

We now apply Lemma 3.1, which shows that
\[
E_3(\mathcal{A}; z, \frac{1}{2} M(z))
\]
\[
\ll \frac{X^{1+\epsilon}}{z^2} \left( z + \left( z^{5/3} X^{-1/6} + z^{2+2\sigma} X^{\tau-1} \right) \right.
\]
\[
+ z \left( z^{2/3} X^{-1/6} + z^{1+\sigma} X^{\tau-1} \right) \left( z^{2/3} X^{-1/6} + z^{1+\sigma} X^{\tau-1} \right)^2 \right).
\]
As long as $\delta_0 \leq 1/4$, we have $z^{5/3} X^{-1/6} \ll z$; after further simplification and still assuming the analogue of (6-4), we see that
\[
E_3(\mathcal{A}; z, \frac{1}{2} M(z)) \ll X^\epsilon (X z^{-1} + z^{2\sigma} X^{\tau}).
\]
This is optimized by choosing \( \delta_0 \) as in (6-5) as before, which satisfies (6-4). In particular, for any \( \delta_0 \leq \min\{1/4, (1 - \tau)/(1 + 2\sigma)\} \), we obtain

\[
E_3(\mathcal{A} ; (X/2)^{\delta_0}, \frac{1}{2} M((X/2)^{\delta_0})) \ll X^{1-\delta_0+\varepsilon},
\]

which proves Proposition 6.1 in the case of cubic fields.

**6D. Sieve for non-\(D_4\)-quartic fields.** The case of non-\(D_4\)-quartic fields is very similar to that for real quadratic fields, thus we only mention the highlights, with \( \sigma, \tau \) denoting \( \sigma_4, \tau_4 \). We have

\[
R_p = \#\mathcal{A}_p - \delta_p \#\mathcal{A} = O(p^\sigma X^{\tau+\varepsilon}),
\]

\[
R_{pq} = \#\mathcal{A}_{pq} - \delta_p \delta_q \#\mathcal{A} = O(p^\sigma q^\sigma X^{\tau+\varepsilon}),
\]

\[
U(z) = \sum_{p \mid P(z)} \delta_p = \frac{1}{24} \sum_{p \mid P(z)} \frac{1}{1 + p^{-1} + 2p^{-2} + p^{-3}}.
\]

We deduce that

\[
\frac{1}{3 \cdot 17} z (\log z)^{-1} + O(z (\log z)^{-2}) \leq U(z) \leq \frac{1}{24} z (\log z)^{-1} + O(z (\log z)^{-2}). \tag{6-7}
\]

Next we compute the mean

\[
M(z) = U(z) + \frac{1}{\#\mathcal{A}} \sum_{p \mid P(z)} R_p = U(z) + O(z^{1+\sigma} X^{\tau-1+\varepsilon}).
\]

Recalling (6-7) and that \( z = (X/2)^{\delta_0} \), we see that as long as the analogous condition to (6-4) holds and \( X \) is sufficiently large,

\[
c_0 z (\log z)^{-1} \leq \frac{1}{2} U(z) \leq M(z) \leq \frac{3}{2} U(z) \leq c_1 z (\log z)^{-1}
\]

for absolute constants \( 0 < c_0 < c_1 \leq 1 \).

We apply Lemma 3.1 to see that under the assumption (6-4)

\[
E_4(\mathcal{A} ; z, \frac{1}{2} M(z)) \ll \frac{X^{1+\varepsilon}}{z^2} (z + z^2 + 2z^2 X^{\tau-1} + (z^{1+\sigma} X^{\tau-1})^2 + (z^{1+\sigma} X^{\tau-1})^2)
\]

\[
\ll X^{\varepsilon} (X z^{-1} + z^{2\sigma} X^{\tau}),
\]

so that

\[
E_4(\mathcal{A} ; (X/2)^{\delta_0}, \frac{1}{2} M((X/2)^{\delta_0})) \ll X^{1-\delta_0+\varepsilon}
\]

for any \( \delta_0 \leq (1 - \tau)/(1 + 2\sigma) \).
Finally, we apply the sieve to quintic fields, denoting \( \sigma_5, \tau_5 \) by \( \sigma, \tau \). We compute that for any \( p = O(X^\rho) \),

\[
R_p = \#\mathcal{A}_p - \delta_p \#\mathcal{A} = O(X^\varepsilon (p^\sigma X^\tau + X^\gamma)).
\]

For distinct primes \( p, q \),

\[
R_{pq} = \#\mathcal{A}_{pq} - \delta_p \delta_q \#\mathcal{A} = O(X^\varepsilon (p^\sigma q^\sigma X^\tau + X^\gamma)).
\]

We compute

\[
U(z) = \frac{1}{\#\mathcal{A}_z} \sum_{p | \mathcal{P}(z)} \delta_p = \frac{1}{120} \sum_{p | \mathcal{P}(z)} \frac{1}{1 + p^{-1} + 2p^{-2} + 2p^{-3} + p^{-4}},
\]

from which we deduce that

\[
\frac{2}{15 \cdot 37} z (\log z)^{-1} + O(z (\log z)^{-2}) \leq U(z) \leq \frac{1}{120} z (\log z)^{-1} + O(z (\log z)^{-2}).
\]

The mean may be expressed as

\[
M(z) = U(z) + \frac{1}{\#\mathcal{A}_z} \sum_{p | \mathcal{P}(z)} R_p = U(z) + O(X^\varepsilon (z^{1+\sigma} X^{\tau-1} + z X^{\gamma-1+\varepsilon})).
\]

The last term will be \( < \frac{1}{2} U(z) \) for sufficiently large \( X \) as long as \( \gamma < 1 \) and the analogous condition to (6-4) holds. Assuming this, we have

\[
c_0 z (\log z)^{-1} \leq \frac{1}{2} U(z) \leq M(z) \leq \frac{3}{2} U(z) \leq c_1 z (\log z)^{-1}
\]

for absolute constants \( 0 < c_0 < c_1 \leq 1 \).

We apply Lemma 3.1 to see that under the assumptions \( \tau, \gamma < 1 \) and (6-4),

\[
E_5(\mathcal{A}_z; z, \frac{1}{2} M(z)) \ll \frac{X^{1+\varepsilon}}{z^2} \left( z + z^2 X^{-1}(z^{2\sigma} X^\tau + X^\gamma) + z X^{-1}(z^{\sigma} X^\tau + X^\gamma) + z^2 X^{-2}(z^{\sigma} X^\tau + X^\gamma)^2 \right).
\]

After simplification, this shows

\[
E_5(\mathcal{A}_z; z, \frac{1}{2} M(z)) \ll \frac{X^{1+\varepsilon}}{z^2} (z + z^2 X^{\gamma-1} + z^{2+2\sigma} X^{\tau-1}) \ll X^\varepsilon (X z^{-1} + X^\gamma + z^{2\sigma} X^\tau).
\]

Assuming \( z = (X/2)^{\delta_0} \), we may conclude that for any

\[
\delta_0 \leq \min \left\{ (1 - \tau)/(1 + 2\sigma), 1 - \gamma \right\},
\]

we have

\[
E_5(\mathcal{A}_z; (X/2)^{\delta_0}, \frac{1}{2} M((X/2)^{\delta_0})) \ll X^{1-\delta_0 + \varepsilon}.
\]

This completes the proof of Proposition 6.1.
7. Proof of the main theorem and corollaries

7A. Proof of Theorem 2.1. We now derive Theorem 2.1 from Proposition 6.1. By definition, if $M_1 \leq M_2$ then $\mathcal{B}_d(X; Y, M_1) \subseteq \mathcal{B}_d(X; Y, M_2)$. If $X$ is sufficiently large that (6-2) holds, say $X \geq X_d(\delta)$, we may apply (6-2) to write

$$\# \mathcal{B}_d \left( X; (X/2)\delta, \frac{1}{2} c_0(d) \frac{(X/2)^\delta}{\log(X/2)^\delta} \right) \leq \# \mathcal{B}_d \left( X; (X/2)\delta, \frac{1}{2} M((X/2)^\delta) \right)$$

$$= E_d \left( \mathcal{A}; (X/2)^\delta, \frac{1}{2} M((X/2)^\delta) \right).$$

We then apply Proposition 6.1 and deduce that for $X \geq X_d(\delta)$,

$$\# \mathcal{B}_d \left( X; (X/2)^\delta, \frac{1}{2} c_0(d) \frac{(X/2)^\delta}{\log(X/2)^\delta} \right) \ll X^{1-\delta+\varepsilon}$$

for every $\varepsilon > 0$, and for $\delta$ constrained by (6-1). When we make the constraints in (6-1) precise by applying the results of Lemma 2.2, Theorem C, Theorems 2.3 and 2.4, we obtain the parameters defined in (2-5). For any $\delta$ satisfying (2-5), we may remove the explicit assumption that $X \geq X_d(\delta)$ by including an appropriate implicit constant, so that

$$\# \mathcal{B}_d \left( X; (X/2)^\delta, \frac{1}{2} c_0(d) \frac{(X/2)^\delta}{\log(X/2)^\delta} \right) \ll_{d,\delta,\varepsilon} X^{1-\delta+\varepsilon} \quad (7-1)$$

for every $X \geq 1$ and every $\varepsilon > 0$.

7B. Proof of Theorem 1.1. To derive Theorem 1.1 from Theorem 2.1, we proceed via a standard dyadic argument, which we now make precise. Let $\varepsilon > 0$ be fixed and for this $\varepsilon$, let the implied constant in Theorem A be denoted by $C_0 = C_0(d, \varepsilon)$, so that (1-8) becomes

$$|\text{Cl}_K[\ell]| \leq C_0 D_K^{\frac{1}{2}+\varepsilon} M^{-1}. \quad (7-2)$$

Fix any $\delta < \frac{1}{2\ell(d-1)}$. Then if $K$ is a degree $d$ extension of $\mathbb{Q}$ with $D_K \in (X, 2X]$ that is not in the bad set $\mathcal{B}_d^0 \left( X; X^\delta, \frac{1}{2} c_0(d) X^\delta / \log X^\delta \right)$, we see from (7-2) that

$$|\text{Cl}_K[\ell]| \leq C_0 \left( \frac{1}{2} c_0(d) \right)^{-1} D_K^{\frac{1}{2}+\varepsilon} X^{-\delta} \log(X^\delta) \leq C'_0 D_K^{\frac{1}{2}-\delta+\varepsilon} \log(D_K^\delta),$$

where it suffices to take $C'_0 = C_0 2^{1+\delta} \left( \frac{1}{2} c_0(d) \right)^{-1}$. Now we assume that $X$ is sufficiently large, say $X \geq C(d, \ell, \varepsilon)$, so that for all $\delta < \frac{1}{2\ell(d-1)}$, and for all $D_K \in (X, 2X]$, we have $\log(D_K^\delta) \leq D_K^\varepsilon$. Under this assumption we have

$$|\text{Cl}_K[\ell]| \leq C'_0 D_K^{\frac{1}{2}-\delta+2\varepsilon} \quad (7-3)$$

for all these fields not in $\mathcal{B}_d^0 \left( X; X^\delta, \frac{1}{2} c_0(d) X^\delta / \log X^\delta \right)$. 

On $\ell$-torsion in class groups of number fields
Let \( F_{d, \ell}^0(X; \delta, \varepsilon) \) denote the collection of fields \( K/\mathbb{Q} \) of degree \( d \) with \( X < D_K \leq 2X \) that fail the bound \((7-3)\); we may conclude that for any \( \delta < \frac{1}{2\ell(d-1)} \) and for all \( X \geq C(d, \ell, \varepsilon) \),

\[
F_{d, \ell}^0(X; \delta, \varepsilon) \subseteq \mathcal{B}_d^0(X, X^\delta, \frac{1}{2}c_0(d)X^\delta / \log X^\delta).
\] (7-4)

Now let \( F_{d, \ell}(X; \delta, \varepsilon) \) denote the collection of fields \( K/\mathbb{Q} \) of degree \( d \) with \( 0 < D_K \leq X \) that fail the bound \((7-3)\); then

\[
F_{d, \ell}(X; \delta, \varepsilon) \subseteq \bigcup_{0 \leq j \leq \lfloor \log_2 X \rfloor} F_{d}^0(2^j; \delta, \varepsilon).
\]

Set \( j_0 \) to be the smallest \( j \) such that \( 2^{j_0} \geq C(d, \ell, \varepsilon) \). Then for \( j \leq j_0 \), we apply the trivial bound, \( \# F_{d, \ell}^0(2^j; \delta, \varepsilon) \ll 2^j \). (This bound is only “trivial” in the sense that we know by \((1-11)\) how to count fields of degree \( d \) with \( 0 < D_K \leq X \), for \( d \leq 5 \).) For \( j > j_0 \) we apply \((7-4)\) to write

\[
\bigcup_{j_0 < j \leq \lfloor \log_2 X \rfloor} F_{d, \ell}^0(2^j; \delta, \varepsilon) \subseteq \bigcup_{j_0 < j \leq \lfloor \log_2 X \rfloor} \mathcal{B}_d^0(2^j, 2^{j+1}, \frac{1}{2}c_0(d)2^j / \log 2^j).
\]

Trivially enlarging each of the last sets to the nondyadic version

\[
\mathcal{B}_d(2^{j+1}, 2^j, \frac{1}{2}c_0(d)2^j / \log 2^j)
\]

and applying the result of Theorem 2.1 to each such set, we obtain

\[
\# F_{d, \ell}(X; \delta, \varepsilon) \ll C(d, \ell, \varepsilon) + \sum_{j_0 < j \leq \lfloor \log_2 X \rfloor} 2^{j(1-\delta+\varepsilon')} \ll c_{d, \ell, \varepsilon, \varepsilon'} X^{1-\delta+\varepsilon'}, \tag{7-5}
\]

which now holds (with a sufficiently large implicit constant) for all \( X \geq 1 \), for all \( \varepsilon' > 0 \) arbitrarily small, and for all \( \delta < \min\{\frac{1}{2\ell(d-1)}, \delta_0(d)\} \) where \( \delta_0(d) \) is defined as in \((2-5)\) in Theorem 2.1. For sufficiently large \( \ell \), the first constraint on \( \delta \) is a stronger constraint than the second.

To be precise, we now break down into cases depending on \( d \). For \( d = 2 \), Theorem 1.1 is implied in the case \( \ell = 2 \) by Gauss genus theory, and in the case \( \ell = 3 \) by the known asymptotic \((1-5)\). For integers \( \ell \geq 4 \), Theorem 1.1 follows from \((7-5)\), since \( \frac{1}{2\ell} = \min\{1, \frac{1}{2\ell}\} \) for \( \ell \geq 4 \). (Of course, for primes \( \ell \geq 5 \) and imaginary quadratic fields, Theorem 1.1 is implied by the stronger result \((1-10)\), or indeed by an earlier result of Soundararajan [2000] that at most one imaginary quadratic field \( K \) with \( D_K \in [X, 2X] \) can have \( |C_1K[\ell]| \gg D_K^\frac{1}{2\ell-1} + \varepsilon \); see also Corollary 2.2 of [Heath-Brown and Pierce 2014].) For \( d = 3 \), Theorem 1.1 is implied for \( \ell = 2 \) by the known asymptotic \((1-6)\), and for \( \ell = 3 \) by the stronger known result \((1-3)\). The cases \( \ell \geq 4 \) are implied by \((7-5)\), since \( \frac{1}{4\ell} = \min\{\frac{2}{25}, \frac{1}{4\ell}\} \) for \( \ell \geq 4 \). For \( d = 4 \), Theorem 1.1 follows from \((7-5)\) since \( \frac{1}{6\ell} = \min\{\frac{1}{48}, \frac{1}{6\ell}\} \) for \( \ell \geq 8 \); the remaining cases of \( \ell \leq 7 \) follow from the choice \( \delta_0 = \frac{1}{48} \). Finally, for \( d = 5 \), Theorem 1.1
similarly follows from (7-5) since \( \frac{1}{8\ell} = \min\{\frac{1}{200}, \frac{1}{8\ell}\} \) for \( \ell \geq 25 \); the remaining cases of \( \ell \leq 24 \) follow from the choice \( \delta_0 = \frac{1}{200} \).

Corollaries 1.1.1 and 1.1.2 now follow from Theorem 1.1, or can be derived directly from Theorem 2.1, as already demonstrated in Section 2A.

**Appendix: Counting quadratic fields**

In this appendix we prove the following result, from which Lemma 2.2 may be deduced immediately.

**Proposition A.1.** Let \( P \) be a finite set of primes. For each prime \( p \in P \) we choose a splitting type at \( p \) and assign a corresponding density as follows:

\[
\delta_p := \begin{cases} 
\frac{1}{2}(1 + p^{-1})^{-1} & \text{for } p = p_1p_2, \\
\frac{1}{2}(1 + p^{-1})^{-1} & \text{for } p = p_1, \\
(p + 1)^{-1} & \text{for } p \text{ ramified.}
\end{cases}
\]

Let \( e = \prod_{p \in P} p \) and \( \delta_e = \prod_{p \in P} \delta_p. \) Let \( N_2^\pm(X; P) \) denote the number of real (respectively imaginary) quadratic extensions of \( \mathbb{Q} \) with fundamental discriminant \( |D_K| \leq X \) such that for each \( p \in P \), the prime \( p \) splits in the quadratic field with splitting type chosen for \( p \) above. Then

\[
N_2^\pm(X; P) = \delta_e \left( \frac{1}{3} + \frac{1}{6}\right) \frac{1}{\zeta(2)} X + O(e \sqrt{X}). \tag{A-1}
\]

We remark that in (A-1), the first term is contributed by fundamental discriminants \( \equiv 1 \mod 4 \) and the second by fundamental discriminants \( \equiv 0 \mod 4 \). We prove the proposition explicitly for \( N_2^+(X; P) \), and omit the analogous argument for \( N_2^-(X; P) \). Upon combining the counts for real and imaginary fields, this implies Lemma 2.2 as a special case.

The proof is a simple elaboration on the classical method for counting square-free integers \( \leq X \). Recall that, for a fundamental discriminant \( D \), a prime \( p \) is ramified in \( \mathbb{Q}(\sqrt{D}) \) precisely when \( p \mid D \); otherwise a prime \( p \nmid D \) splits in \( \mathbb{Q}(\sqrt{D}) \) if the Kronecker symbol \( \left( \frac{D}{p} \right) \) evaluates as +1, and is nonsplit if \( \left( \frac{D}{p} \right) = -1 \) (see, e.g., [Hua 1982, Theorem 10.3, Chapter 16]). Thus for each unramified \( p \in P \) we assign \( \varepsilon_p \in \{-1, +1\} \) according to the specified splitting type of \( p \). Let \( P_0 \) be the set of ramified primes in \( P \) and set \( P' = P \setminus P_0 \); define

\[
e_0 = \prod_{p \in P_0} p \quad \text{and} \quad e' = \prod_{p \in P'} p.
\]

Then we may write

\[
N_2^+(X; P) = \#\{\text{fundamental discriminants } 1 \leq n \leq X : e_0 | n, \left( \frac{n}{p} \right) = \varepsilon_p, \forall p \in P' \}.
\]
We will find a count for this by sieving for fundamental discriminants (that is, elements that are free of odd squares) in the following two sets:

\[ A^{(1)} = \{1 \leq n \leq X : n \equiv 1 \pmod{4}, e_0|n, \left( \frac{n}{p} \right) = \varepsilon_p, \forall p \in P' \}, \]
\[ A^{(0)} = \{1 \leq n \leq X : n \equiv 8, 12 \pmod{16}, e_0|n, \left( \frac{n}{p} \right) = \varepsilon_p, \forall p \in P' \}. \]

More generally, fix a power \( g \) and define for any \( b \pmod{2^g} \) the set

\[ A = \{1 \leq n \leq X : n \equiv b \pmod{2^g}, e_0|n, \left( \frac{n}{p} \right) = \varepsilon_p, \forall p \in P' \}. \]

For each odd prime \( q \) let \( A_q = \{ n \in A : q^2|n \} \). Note that certainly \( A_q \) is empty as soon as \( q > \sqrt{X} \); we let \( M \) be the index of the greatest prime \( q_M \leq \sqrt{X} \). We will denote by \( \overline{A}_q \) the complement \( A \setminus A_q \). We will deduce Proposition A.1 from the following lemma:

**Lemma A.2.** Let \( A \) be as above, with \( P = P_0 \cup P' \) a set of odd primes. Then

\[ \bigcap_{q \text{ odd}} \overline{A}_q = \frac{X}{3 \cdot 2^{g-2} \zeta(2)} \prod_{p \in P'} \delta_p \prod_{p \in P_0} \delta_p + O(e \sqrt{X}), \]

with \( \delta_p \) as defined in Proposition A.1.

If the set \( P \) specified in Proposition A.1 is a set of odd primes, then the proposition follows immediately from this lemma, by applying it to \( A^{(1)} \) with \( g = 2 \), \( b = 1 \) and then partitioning \( A^{(0)} \) into two disjoint sets with \( g = 4 \) and \( b = 8 \) or 12, respectively, and applying the lemma to each.

If 2 belongs to the set \( P \) specified in Proposition A.1, then we consider separately the case when 2 is specified to be ramified or unramified. If \( 2 \in P_0 \) then \( A^{(1)} \) is empty. We already have \( 2|n \) for every \( n \in A^{(0)} \), so we set \( P_{00} = P_0 \setminus \{2\} \) and apply Lemma A.2 to \( A^{(0)} \) with \( P = P_{00} \cup P' \) (as before, separating \( A^{(0)} \) into two disjoint sets and applying the lemma to each). We obtain

\[ \bigcap_{q \text{ odd}} \overline{A}_q = 2 \cdot \frac{X}{3 \cdot 4 \zeta(2)} \prod_{p \in P'} \delta_p \prod_{p \in P_{00}} \delta_p + O(e \sqrt{X}) \]

\[ = \delta_2 \cdot \frac{X}{2 \zeta(2)} \prod_{p \in P'} \delta_p \prod_{p \in P_{00}} \delta_p + O(e \sqrt{X}), \]

with \( \delta_2 = \frac{1}{3} \), as claimed. If \( 2 \in P' \) then \( A^{(0)} \) is empty. We recall that for \( p = 2 \) and \( n \equiv 1 \pmod{4} \), the Kronecker symbol \( \left( \frac{n}{2} \right) = +1 \) if \( n \equiv 1 \pmod{8} \) and \(-1\) if \( n \equiv 5 \pmod{8} \). Thus if \( 2 \in P' \), we set \( P'' = P' \setminus \{2\} \) and \( A^{(1)} \) becomes

\[ A^{(1)} = \{1 \leq n \leq X : n \equiv b \pmod{8}, e_0|n, \left( \frac{n}{p} \right) = \varepsilon_p, \forall p \in P'' \}, \]
with \( b = 1 \) if the original specification was \( \varepsilon_2 = +1 \) and \( b = 5 \) if \( \varepsilon_2 = -1 \). Applying Lemma A.2, we see that

\[
\bigcap_{q \text{ odd}} A_q = \frac{X}{3 \cdot 2\zeta(2)} \prod_{p \in P''} \delta_p \prod_{p \in P_0} \delta_p + O(e \sqrt{X})
\]

\[
= \delta_2 \cdot \frac{X}{2\zeta(2)} \prod_{p \in P''} \delta_p \prod_{p \in P_0} \delta_p + O(e \sqrt{X}),
\]

with \( \delta_2 = \frac{1}{3} \), again as claimed. This proves Proposition A.1.

We now prove Lemma A.2. By the inclusion-exclusion principle,

\[
\bigcap_{q \text{ odd}} A_q = \sum_{m=0}^{M} (-1)^m \sum_{q_1 \ldots \leq q_m} |A_{q_1} \cap \cdots \cap A_{q_m}|,
\]

in which for the \( m = 0 \) term we sum the full set \(|A|\). A priori, any fixed term in (A-2) can be written as

\[
|A_{q_1} \cap \cdots \cap A_{q_m}|
\]

\[
= \#\{n \leq X : q_1^2 \cdots q_m^2 | n, n \equiv b \text{ (mod } 2^g)\}, \ e_0 |n, (\frac{n}{p}) = \varepsilon_p, \ \forall p \in P'\}.
\]

Denote the set on the right-hand side by \( S \), and let \( Q := \{q_1, \ldots, q_m\} \). We first observe that if any \( p \in P' \) belongs to \( Q \) then the set \( S \) must be empty. Thus we may reduce to considering the case in which \( P' \) and \( Q \) are disjoint, in which case we will prove that

\[
\#S = \frac{1}{2g} \frac{X}{q_1^2 \cdots q_m^2} \frac{\gcd(q_1 \cdots q_m, e_0)}{e_0} \prod_{p \in P'} \frac{1}{2} \left( \frac{p-1}{p} \right) + O(e').
\]

First note that if a prime \( p \) in \( P_0 \) belongs to \( Q \) as well, then the condition \( q_1^2 \cdots q_m^2 | n \) already specifies that \( p \) is ramified. Thus upon defining \( e_{00} = \prod_{p \in P_0 \setminus Q} p \), we may deduce that

\[
S = \left\{ k \leq X(q_1^2 \cdots q_m^2 e_{00})^{-1} : \right. \kern-18pt
\begin{split}
&k \equiv b(q_1^2 \cdots q_m^2 e_{00})^{-1} \text{ (mod } 2^g), \ (\frac{k}{p}) = \varepsilon'_p, \ \forall p \in P'\}
\end{split}
\]

where for each \( p \in P' \) we have defined \( e'_p = e_p(\frac{e_{00}}{p}) \).

We note that for any integer \( K \geq 1 \) and any residue class \( b \) modulo \( 2^g \), the quantity

\[
\#\{k \leq K : k \equiv b \text{ (mod } 2^g), \ (\frac{k}{p}) = \varepsilon'_p, \ \forall p \in P'\}
\]
may be expressed as

\[
\sum_{a \pmod{e'}} \left( \prod_{p \in P'} \frac{1}{2} \left( 1 + \varepsilon_p' \left( \frac{a}{p} \right) \right) \right) \sum_{k \leq K} \mathbb{1}_{\nu(k) = b \pmod{2e'}} \frac{1}{2^{|P'|}} \sum_{a \pmod{e'}} \prod_{p \in P'} \left( 1 + \varepsilon_p' \left( \frac{a}{p} \right) \right) \left( \frac{K}{2g} + O(1) \right)
\]

\[
= \left( \prod_{p \in P'} \frac{p-1}{p} \right) \frac{K}{2g + |P'|} + O(e')
\]

all the intermediate terms vanish by orthogonality of characters. Applying this to \(S\) in (A-4), we obtain

\[
\#S = \frac{X}{q_1^2 \cdots q_m^e e_0} \frac{1}{2g + |P'|} \prod_{p \in P'} \left( \frac{p-1}{p} \right) + O(e'),
\]

proving (A-3).

Applying (A-3) to the inclusion-exclusion in (A-2) shows that

\[
\bigcap_{q \text{ odd}} A_q = \sum_{d \leq \sqrt{X}} \mu(d) \left( \frac{X}{2g} \frac{\text{gcd}(d, e_0)}{e_0} \prod_{p \in P'} \frac{1}{2} \left( \frac{p-1}{p} \right) + O(e') \right).
\]

The error term contributes \(O(e \sqrt{X})\), while the main term contributes

\[
X \frac{1}{2g} \left( \prod_{p \in P'} \frac{1}{2} \left( \frac{p-1}{p} \right) \right) \sum_{d = 1}^{\infty} \mu(d) \frac{\text{gcd}(d, e_0)}{d^2 e_0} + O\left( X \sum_{d > \sqrt{X}} \frac{1}{d^2} \right).
\]

Here the error term is \(O(\sqrt{X})\), with an implied constant which may be taken to be independent of \(P\).

We now simplify the main term. We note that since \(P\) consists of odd primes and \((e_0, e') = 1\), upon setting \(d = \delta f\) with \(\delta = \text{gcd}(d, e_0)\), we have

\[
= \frac{1}{e_0} \left( \sum_{\delta | e_0} \frac{\mu(\delta)}{\delta} \right) \left( \sum_{f = 1}^{\infty} \frac{\mu(f)}{f^2} \right).
\]
The sum over $\delta | e_0$ is a multiplicative function with respect to $e_0$. For $p$ prime we have
\[
\sum_{\delta | p} \frac{\mu(\delta)}{\delta} = 1 - \frac{1}{p}
\]
and thus for $e_0$ square-free we may compute by multiplicativity that
\[
\frac{1}{e_0} \sum_{\delta | e_0} \frac{\mu(\delta)}{\delta} = \prod_{p \in P_0} \frac{p - 1}{p^2}.
\]
We next recall that for any $\Re(s) > 1$ and any distinct primes $q_1, \ldots, q_r$,
\[
\left( \prod_{i=1}^r \left( 1 - \frac{1}{q_i^s} \right) \right)^{-1} \xi(s) = \prod_{p \notin \{q_1, \ldots, q_r\}} \left( 1 - \frac{1}{p^s} \right) = \sum_{(d, \prod_{i=1}^r q_i) = 1} \frac{\mu(d)}{d^s}.
\]
Thus
\[
\sum_{f=1}^{\infty} \frac{\mu(f)}{f^2} = (1 - \frac{1}{2^2})^{-1} \prod_{p \in P} \left( 1 - \frac{1}{p^2} \right)^{-1} \frac{1}{\zeta(2)}.
\]
Assembling this all together, we see that
\[
\bigcap_{q \text{ odd}} \bar{A}_q = \frac{X}{2^g} \left( 1 - \frac{1}{2^2} \right)^{-1} \frac{1}{\zeta(2)} \prod_{p \in P'} \left( \frac{p - 1}{2p} \cdot \frac{1 - \frac{1}{p^2}}{1 - \frac{1}{p^2}} \right) \prod_{p \in P_0} \left( \frac{p - 1}{p^2} \cdot \frac{1 - \frac{1}{p^2}}{1 - \frac{1}{p^2}} \right) + O(e \sqrt{X}).
\]
This reduces to
\[
\bigcap_{q \text{ odd}} \bar{A}_q = \frac{X}{3 \cdot 2^{g-2} \zeta(2)} \prod_{p \in P'} \frac{1}{2} \left( 1 + p^{-1} \right) \prod_{p \in P_0} \frac{1}{1 + p} + O(e \sqrt{X}),
\]
proving Lemma A.2, with $\delta_p$ as in Proposition A.1.
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Torsion orders of complete intersections

Andre Chatzistamatiou and Marc Levine

By a classical method due to Roitman, a complete intersection $X$ of sufficiently small degree admits a rational decomposition of the diagonal. This means that some multiple of the diagonal by a positive integer $N$, when viewed as a cycle in the Chow group, has support in $X \times D \cup F \times X$, for some divisor $D$ and a finite set of closed points $F$. The minimal such $N$ is called the torsion order. We study lower bounds for the torsion order following the specialization method of Voisin, Colliot-Thélène, and Pirutka. We give a lower bound for the generic complete intersection with and without point. Moreover, we use methods of Kollár and Totaro to exhibit lower bounds for the very general complete intersection.

Introduction

Decomposition of the diagonal has played a prominent role in recent progress on stable rationality questions. For a rationally connected variety over a field $k$, there is a minimal integer $\text{Tor}_k(X) \geq 1$ such that the multiple of the diagonal $\text{Tor}_k(X) \cdot \Delta_X$, when viewed in the Chow group of $X \times X$, is supported in $X \times D \cup F \times X$, for some divisor $D$ and some finite set of closed points $F$. We will call $\text{Tor}_k(X)$ the torsion order of $X$; it is a stable birational invariant which equals 1 if $X$ is stably
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rational and in general gives an upper bound on the exponent of the unramified cohomology of $X$. This invariant is also studied by Kahn [2016]. In a proper flat family the torsion order of a fiber divides the torsion order of the generic fiber (see Lemma 1.5 for the precise statement). One can thus deduce a nontrivial torsion order from a nontrivial torsion order of a cleverly chosen degeneration. In all current implementations of this strategy divisors of the torsion order of the degeneration are computed by finding a good resolution of singularities. On the resolution, the action of algebraic correspondences on a suitable cohomology can be used to produce divisors of the torsion order.

This method was pioneered by Voisin [2015]. It was significantly simplified and applied by Colliot-Thélène and Pirutka [2016b] to show the nonrationality of a very general quartic threefold by using a degeneration to a classical example of Artin and Mumford (after a “universally CH$_0$-trivial” resolution of singularities [Colliot-Thélène and Pirutka 2016b, Définitions 1.1 and 1.2]), which is a unirational but nonrational variety. The nontrivial 2-torsion in its Brauer group forces nontriviality of the torsion order (in fact, it implies that the torsion order is even). The degeneration method is also used in the recent work of Hasset, Pirutka, and Tschinkel [Hassett et al. 2016] exhibiting a family of smooth projective fourfolds containing both rational and nonstably rational members. Totaro [2016] used [Colliot-Thélène and Pirutka 2016b] and Voisin’s method combined with work of Kollár [1995] to improve Kollár’s nonrationality results for hypersurfaces in [loc. cit.]. Roughly speaking, Totaro showed how, for large enough degree, a general hypersurface of even degree degenerates to an inseparable degree-2 cover in characteristic 2 with a universally CH$_0$-trivial resolution of singularities that supports nonvanishing differential forms. An action of correspondences on differentials shows that the torsion order is even.

In this paper we study the torsion order of complete intersections in projective space. The method used by Roitman to show that a degree-zero 0-cycle on a hypersurface of degree $d \leq n$ in $\mathbb{P}^n$ over an algebraically closed field is $d$-torsion is applied in Proposition 5.2 to establish an upper bound for the torsion index, more precisely, that a complete intersection $X$ of multidegree $d_1, \ldots, d_r$ in $\mathbb{P}^{n+r}$ (over any field $k$) with $\sum_{i=1}^r d_i \leq n + r$ satisfies $\text{Tor}_k(X) \mid \prod_{i=1}^r (d_i!)$. Our first result is a lower bound for a generic complete intersection.

**Theorem (Theorem 6.5 and Corollary 6.6).** Let $\mathcal{V} := \prod_{i=1}^r \mathbb{P}(H^0(\mathbb{P}^{n+r}, \mathcal{O}(d_i)))^\vee$, and let $\mathcal{X} \subset \mathcal{V} \times_k \mathbb{P}^{n+r}$ be the incidence variety

$$\mathcal{X} = \{(f_1, \ldots, f_r, x) \in \mathcal{V} \times_k \mathbb{P}^{n+r} \mid f_1(x) = \cdots = f_r(x) = 0\}.$$

We denote by $K$ the quotient field of $\mathcal{V}$, and let $X/K$ be the generic fiber of the family $\mathcal{X} \rightarrow \mathcal{V}$. For an integer $d \geq 1$, let $d!*$ be the l.c.m. of the integers $1, \ldots, d$. Then:
(i) \( \text{Torsion orders of complete intersections} \)

\[ \text{Tor}_K(X) \text{ is divisible by } \prod_{i=1}^r d_i !^* . \]

(ii) \( \text{Tor}_K(X \otimes_K K(X)) \text{ is divisible by } \prod_{i=1}^r d_i !^*/(d_1 \cdots d_r) . \)

The invariant which detects divisors of the torsion order in the first part of the theorem is the index of a variety, that is, the image of the Chow group of zero cycles via the degree map. The index of \( X/K \) is given by \( d_1 \cdots d_r \). Divisibility of the torsion order by other integers of the form \( i_1 \cdots i_r \) with \( 1 \leq i_j \leq d_j \) is shown by degeneration to a union of complete intersections with lower degrees and using induction.

We also consider the generic cubic hypersurface with a line, and use Theorem 6.5 to show that this has torsion order exactly 2 (Example 6.8). We show the existence of a cubic threefold over \( K = \mathbb{Q}_p((x)) \) or \( K = \mathbb{F}_p((t))((x)) \), having a \( K \)-point and torsion order divisible by 2 (Example 6.9); more generally, we construct examples of cubic hypersurfaces of dimension \( n \) over a field \( K = k((x)) \), where \( k \) is a field of characteristic zero and \( u \)-invariant at least \( n+1 \), which have a \( K \)-point and for which 2 divides the torsion order. This last series of examples is taken over from [Colliot-Thélène 2016] (without the assumption that the \( u \)-invariant is a power of 2), with the kind permission of the author, and it gives an improvement over a construction in an earlier version of this paper, which relied on Rost’s degree formula. We should mention that other examples of this kind already exist in the literature; see for example [Colliot-Thélène and Pirutka 2016b, Théorème 1.21], where cubic threefolds over a \( p \)-adic field with nonzero torsion order are constructed, as well as examples over \( \mathbb{F}_p((x)) \) [Colliot-Thélène and Pirutka 2016b, Remarque 1.23]; both examples have a rational point.

Our second result concerns the torsion order of very general complete intersections over algebraically closed fields of characteristic zero. The idea of the proof is as in the papers of Kollár and Totaro. We are able to generalize the results on the Hodge cohomology of the degeneration in characteristic \( p \) to Hodge–Witt cohomology. In this way we can establish results on divisibility by powers of \( p \).

**Theorem (Theorem 8.2).** Let \( k \) be an algebraically closed field of characteristic zero. Let \( X \subset \mathbb{P}^{n+r}_k \) be a very general complete intersection of multidegree \( d_1, d_2, \ldots, d_r \) such that \( d' := \sum_{i=1}^r d_i \leq n + r \) and \( n \geq 3 \). Let \( p \) be a prime, let \( m \geq 1 \), and suppose

\[ d_i \geq p^m \cdot \left[ \frac{n + r + 1 - d' + d_i}{p^m + 1} \right] \]

for some \( i \), where \( \lceil \cdot \rceil \) denotes the ceiling function. Assume that \( p \) is odd or \( n \) is even. Then \( p^m \mid \text{Tor}_k(X) \).

For example, it is easy to see that if \( \sum_{i=1}^r d_i = n + r \) and \( n \geq 3 \), which is the extreme case, then \( d_i \mid \text{Tor}_k(X) \) if \( d_i \) is odd or \( n \) is even. For hypersurfaces and
$m = 1$, the theorem is due to Totaro, and we give a short proof of the straightforward generalization to complete intersections and the case $m = 1$ in Theorem 7.1. We should mention that our Theorems 7.1 and 8.2 are actually a bit stronger, in that we prove the same divisibility result for the torsion orders of level $n - 2$ (see below), which automatically divide the torsion orders described above.

The paper is divided into seven sections. Section 1 contains the definition and basic properties of the torsion order. Following a suggestion of Claire Voisin, we consider decompositions of the diagonal of higher level and the associated torsion invariants; we also describe some elementary specialization results. In Section 3 we recall from Colliot-Thélène and Pirutka the notion of a universally CH$_0$-trivial morphism and a related notion, that of a totally CH$_0$-trivial morphism. Behavior under a combination of degeneration and modification by a birational totally CH$_0$-trivial morphism, which is the basic tool used for divisibility results, is the focus of Section 4; in this section we follow Colliot-Thélène and Pirutka [2016b] and extend their specialization results to cover decompositions of higher level. We recall Roitman’s theorem in Section 5 and discuss the case of the generic complete intersection in Section 6. We recall Totaro’s arguments leading to the divisibility results for the torsion order of a very general complete intersection in Section 7 and conclude by proving our refined version in Section 8.

### 1. Torsion orders

For a noetherian scheme $Y$, we let $\mathcal{Z}(Y)$ denote the group of algebraic cycles on $Y$, that is, the free abelian group on the integral closed subschemes of $Y$. If $Y$ is a scheme of finite type over a field $k$, we grade $\mathcal{Z}(Y)$ by dimension over $k$. For such a scheme, we have the $n$-th Chow group $\text{CH}_n(Y) := \mathcal{Z}_n(Y)/\sim$, where $\sim$ is the relation of rational equivalence (see [Fulton 1984, §1.3], where this group is denoted $A_n(Y)$). By an integral component of $Y$, we mean an irreducible component of $Y$, endowed with the reduced scheme structure.

Let $k$ be a field and $X$ a $k$-scheme of finite type. If $A$ is a presheaf on $X_{\text{Zar}}$, we let

$$A(X(i)) := \text{colim}_F A(X \setminus F)$$

where $F$ runs over all closed subsets of $X$ with $\dim_k F \leq i$. We extend this notation to products, defining for a presheaf $A$ on $(X \times_k Y)_{\text{Zar}}$

$$A(X(i) \times Y(j)) = \text{colim}_{F,G} A((X \setminus F) \times_k (Y \setminus G)).$$

For example, the contravariant functoriality of the classical Chow groups for open immersions [Fulton 1984, §1.7] allows us to apply this notation to $A(X) := \text{CH}_n(X)$ for some $n$. 


Let $k$ be a field with algebraic closure $\bar{k}$. Let $P$ be a property of $k$-schemes, such as “reduced” or “smooth over $k$”. We say that a finite type $k$-scheme $X$ is generically $P$ if there exists an open Zariski dense subset $U \subset X$ having property $P$. The property of being generically smooth over $k$ will be used frequently in this paper. Recall that $X$ is generically smooth over $k$ if and only if $X \times_k \bar{k}$ is generically smooth over $\bar{k}$. Moreover, this notion is stable under taking products; that is, if $X$ and $Y$ are generically smooth over $k$, then so is $X \times_k Y$.

A closed subset $D$ of a finite type $k$-scheme $X$ is called nowhere dense if the complement $X \setminus D$ is Zariski dense. We denote by $k(X)$ the product over the residue fields at the generic points of $X$, that is, $k(X) := \prod_{\eta \in X} \mathcal{O}_{X,\eta}/m_\eta$, where $\eta$ runs over the generic points of the irreducible components of $X$ (we note that $\mathcal{O}_{X,\eta}$ is a field if $X$ is generically reduced). We have an evident morphism of schemes $\text{Spec} k(X) \rightarrow X$. If $X$ is equidimensional of dimension $d$, then we can see from the definition of Chow groups that

$$\lim_{\substack{D \subset X \\ D \text{ nowhere dense}}} \text{CH}_d(Y \times_k (X \setminus D)) \cong \text{CH}_0(Y \times_k \text{Spec} k(X)) = \bigoplus_{\eta \in X} \text{CH}_0(Y \times_k \text{Spec} \mathcal{O}_{X,\eta}/m_\eta),$$

for any $Y$. For any class $\alpha \in \text{CH}_d(Y \times_k X)$, we will call its image in $\bigoplus_{\eta \in X} \text{CH}_0(Y \times_k \text{Spec} \mathcal{O}_{X,\eta}/m_\eta)$ under this composition the pullback under the morphism $Y \times_k \text{Spec} k(X) \rightarrow Y \times_k X$.

**Definition 1.1.** Let $k$ be a field, and let $X$ be a reduced proper $k$-scheme that is equidimensional of dimension $d$.

1. For $i = 0, 1, 2, \ldots$, the $i$-th torsion order of $X$, $\text{Tor}^{(i)}_k(X) \in \mathbb{N}_+ \cup \{\infty\}$, is the order of the image of the diagonal $\Delta_X \subset X \times_k X$ in $\text{CH}_d(X(i) \times X(d-1))$. We write $\text{Tor}_k(X)$ for $\text{Tor}^{(0)}_k(X)$ and call this the torsion order of $X$.

2. Suppose $X$ is generically smooth over $k$. For $1 \leq i < j \leq 3$, let $p_{ij} : X \times_k X \times_k X \rightarrow X \times_k X$ denote the projection on the $i$-th and $j$-th factors, and let $\Delta_{ij} \subset X \times_k X \times_k X$ denote the pullback $p_{ij}^{-1}(\Delta_X)$. Consider the Cartesian diagram

\[
\begin{array}{ccc}
X_{k(X \times_k X)} & \xrightarrow{j} & X \times_k X \times_k X \\
\downarrow & & \downarrow p_{23} \\
\text{Spec} k(X \times_k X) & \xrightarrow{i} & X \times_k X \\
\end{array}
\]
Let $\eta_1 - \eta_2 \in CH_0(X_{k(X \times_k X)})$ denote the class of the pullback $\tilde{j}^*(\Delta_{12} - \Delta_{13})$, via the flat morphism $\tilde{j}$. The generic torsion order of $X$, $g\text{Tor}_k^{(i)}(X) \in \mathbb{N}_+ \cup \{\infty\}$, is the order of $\eta_1 - \eta_2$ in $CH_0(X_{k(X \times_k X)})$.

(3) We say that $X$ admits a decomposition of the diagonal of order $N$ and level $i$ if there is a nowhere dense closed subset $D$, a closed subset $Z$ of $X$ with $\dim_k Z \leq i$, and cycles $\gamma, \gamma'$ on $X \times_k X$, with $\gamma$ supported in $X \times_k D$, with $\gamma'$ supported in $Z \times_k X$, and with

$$N \cdot [\Delta_X] = \gamma' + \gamma$$

in $CH_d(X \times_k X)$.

(4) Suppose $X$ is geometrically integral. For an integer $N \geq 1$, we say that $X$ admits a decomposition of the diagonal of order $N$ if there is a 0-cycle $x$ on $X$, a proper closed subset $D$ of $X$, and a dimension-$d$ cycle $\gamma$ on $X \times_k X$, supported in $X \times_k D$, such that

$$N \cdot [\Delta_X] = x \times X + \gamma$$

in $CH_d(X \times_k X)$. Then $x$ has degree $N$ over $k$, which can be seen by pushing forward along the second projection. We say that $X$ admits a $\mathbb{Q}$-decomposition of the diagonal if $X$ admits a decomposition of order $N$ for some $N$, and that $X$ admits a $\mathbb{Z}$-decomposition of the diagonal if $X$ admits a decomposition of the diagonal of order 1.

(5) Let $\deg_k : CH_0(X) \to \mathbb{Z}$ be the degree map. For $X$ smooth and integral, the index of $X$ is the positive generator $I_X$ of the subgroup $\deg_k CH_0(X) \subset \mathbb{Z}$. Equivalently, $I_X$ is the g.c.d. of all degrees $[k(x):k]$ as $x$ runs over closed points of $X$. We extend the definition of the index to proper, integral, generically smooth $k$-schemes $Y$ by defining $I_Y$ to be the g.c.d. of all degrees $[k(y):k]$ as $y$ runs over closed points of the smooth locus $Y_{\text{sm}}$ of $Y$ (which is dense in $Y$).

Remarks 1.2. (1) Suppose $X$ is equidimensional of dimension $d$ and is geometrically integral. Since the only dimension-$d$ cycles $\gamma_{(0)}$ on $X \times_k X$, supported on $Z_{(0)} \times_k X$ with $Z_{(0)} \subset X$ a dimension-zero closed subset, are of the form $\gamma_{(0)} = x \times X$ for some 0-cycle $x$ on $X$, a decomposition of the diagonal of order $N$ and level 0 is the same as decomposition of the diagonal of order $N$.

(2) We extend the definition of $\text{Tor}_k^{(i)}(X)$ to all proper, equidimensional $k$-schemes by setting $\text{Tor}_k^{(i)}(X) := \text{Tor}_k^{(i)}(X_{\text{red}})$.

(3) We will often use an equivalent formulation of Definition 1.1(3), namely, that $X$ admits a decomposition of the diagonal of order $N$ and level $i$ if there is a closed subset $D$ containing no generic point of $X$ and a closed subset $Z$ of $X$ with $\dim_k Z \leq i$ such that

$$N \cdot j^*[\Delta_X] = 0$$
in $\text{CH}_d((X \setminus Z) \times_k (X \setminus D))$, where $j : (X \setminus Z) \times_k (X \setminus D) \to X \times_k X$ is the inclusion. This equivalence follows from the localization sequence

$$\text{CH}_d(Z \times_k X \cup X \times_k D) \xrightarrow{i_*} \text{CH}_d(X \times_k X) \xrightarrow{j^*} \text{CH}_d((X \setminus Z) \times_k (X \setminus D)) \to 0$$

and the surjection

$$\text{CH}_d(Z \times_k X) \oplus \text{CH}_d(X \times_k D) \to \text{CH}_d(Z \times_k X \cup X \times_k D).$$

(4) Decompositions of the diagonal for smooth proper $k$-varieties have been considered in [Bloch and Srinivas 1983; Colliot-Thélène and Pirutka 2016b; Totaro 2016] and by many others. Here we have extended the definition to proper, equidimensional, but not necessarily smooth $k$-schemes.

(5) In the same way as in [Colliot-Thélène and Pirutka 2016b, Proposition 1.4], one can prove the following equivalence for a smooth, proper, and equidimensional $k$-scheme $X$, namely, $X$ admits a decomposition of the diagonal of order $N$ and level $i$ if and only if there exists a closed subvariety $\iota : Z \subset X$ with $\dim Z \leq i$ and

$$\text{image}((\iota \times_k K)_* : \text{CH}_0(Z \times_k K) \to \text{CH}_0(X \times_k K)) \supset N \cdot \text{CH}_0(X \times_k K)$$

for all field extensions $k \subset K$.

**Lemma 1.3.** Let $X$ be a $k$-scheme that is proper and equidimensional of dimension $d$ over $k$.

1. If $\text{Tor}^{(i)}_k(X)$ is finite, then so is $\text{Tor}^{(i+1)}_k(X)$ and in this case, $\text{Tor}^{(i+1)}_k(X)$ divides $\text{Tor}^{(i)}_k(X)$.

2. $X$ admits a decomposition of the diagonal of order $N$ and level $i$ if and only if $\text{Tor}^{(i)}_k(X)$ divides $N$; if $X$ is geometrically integral, then $X$ admits a decomposition of the diagonal of order $N$ if and only if $\text{Tor}_k(X)$ divides $N$ and $X$ does not admit a $\mathbb{Q}$-decomposition of the diagonal if and only if $\text{Tor}_k(X) = \infty$.

3. Suppose $X$ is smooth over $k$ and geometrically integral. If $\text{Tor}_k(X)$ is finite, then so is $\text{gTor}_k(X)$ and $\text{gTor}_k(X)$ divides $\text{Tor}_k(X)$.

4. Suppose $X$ is generically smooth over $k$, and let $L \supset k$ be a field extension. If $\text{Tor}^{(i)}_k(X)$ is finite, then so is $\text{Tor}^{(i)}_L(X_L)$ and in this case $\text{Tor}^{(i)}_L(X_L)$ divides $\text{Tor}^{(i)}_k(X)$. If $L$ is finite over $k$, then $\text{Tor}^{(i)}_k(X)$ is finite if and only if $\text{Tor}^{(i)}_L(X_L)$ is finite and in this case $\text{Tor}^{(i)}_k(X)$ divides $[L : k] \cdot \text{Tor}^{(i)}_L(X_L)$. The corresponding statements hold replacing $\text{Tor}^{(i)}$ with $\text{gTor}$.

5. $X$ admits a decomposition of the diagonal of level $i$ and order $N$ if and only if there is a closed subset $Z \subset X$ of dimension $\leq i$ such that the pullback of $\Delta_X$
to \((X \setminus Z) \times_k \text{Spec } k(X)\) via the inclusion
\[(X \setminus Z) \times_k \text{Spec } k(X) \rightarrow X \times_k X\]
has order dividing \(N\) in \(\text{CH}_0((X \setminus Z) \times_k \text{Spec } k(X))\).

**Proof.** Statement (1) follows from the existence of the restriction homomorphism
\[\text{CH}_d((X \setminus F) \times_k (X \setminus D)) \rightarrow \text{CH}_d((X \setminus F') \times_k (X \setminus D))\]
for \(F \subset F'\). Statement (2) follows from the localization sequence for \(\text{CH}_*(\cdot)\), as in Remarks 1.2(3).

For (3), suppose
\[N \cdot [\Delta_X] = x \times X + \gamma\]
in \(\text{CH}_d(X \times_k X)\) for \(x\) and \(\gamma\) as in Definition 1.1. Since \(X\) is smooth and proper, we have for every field extension \(F\) of \(k\) the action of \(\text{CH}_d(X_F \times_F X_F)\) on \(\text{CH}_n(X_F)\) as correspondences [Fulton 1984, Chapter 16]; that is, for \(\alpha \in \text{CH}_d(X_F \times_F X_F)\) and \(\rho \in \text{CH}_n(X_F)\), one has the well defined element
\[\alpha^*(\rho) := p_1^*(p_2^*\rho \cdot \alpha).\]

Acting by the correspondence \(N \cdot \Delta_{X_k(X \times_k X)}^*\) on \(\text{CH}_0(X_k(X \times_k X))\) gives
\[N \cdot (\eta_1 - \eta_2) = x - x = 0\]
and thus \(g_{\text{Tor}}(X)\) divides \(N\). Applying (2) gives (3).

For (4), the first assertion follows by applying the pullback in \(\text{CH}_d\) for \(X_L \times_L X_L \rightarrow X \times_k X\) and using (2). The second part follows by applying the pushforward map \(\text{CH}_d(X_L \times_L X_L) \rightarrow \text{CH}_d(X \times_k X)\) and using (2), and the assertion for \(g_{\text{Tor}}(X)\) follows similarly by applying the pushforward map \(\text{CH}_d(X_L(X_L \times_L X_L)) \rightarrow \text{CH}_d(X((X \times_k X)))\).

The last assertion (5) follows from the identity
\[\text{CH}_0((X \setminus Z) \times_k \text{Spec } k(X)) = \lim_{D \subset X} \text{CH}_d((X \setminus Z) \times_k (X \setminus D))\]
where the limit is over all closed nowhere dense \(D \subset X\).

**Remark 1.4.** We have restricted our attention to proper \(k\)-schemes for the definitions of torsion orders and decompositions of the diagonal. Even though the definitions would make sense for nonproper equidimensional \(k\)-schemes, a naive extension is probably not useful. Possibly replacing Chow groups with Suslin homology would make more sense: following Lemma 1.3, one could define \(\text{Tor}^{(i)}(X)\) for an equidimensional finite type \(k\)-scheme as the order of the restriction of \(\Delta_X\)
to $X \times_k \text{Spec } k(X)$ in the quotient group
\[
\lim_{Z \subset X} H^0_{\text{Sus}}(X \times_k \text{Spec } k(X)) / \text{im}(H^0_{\text{Sus}}(Z \times_k \text{Spec } k(X)))
\]
where $Z \subset X$ runs over all closed subsets of dimension at most $i$. We will not investigate properties of these torsion orders for nonproper $k$-schemes here.

Here is the first in a series of elementary but useful specialization lemmas.

**Lemma 1.5.** Let $\mathcal{O}$ be a noetherian regular local ring and $f : \mathcal{O} \to \text{Spec } \mathcal{O}$ a proper flat morphism, with $\mathcal{O}$ equidimensional over $\text{Spec } \mathcal{O}$ of relative dimension $d$, $X \to \text{Spec } K$ the generic fiber and $Y \to \text{Spec } k$ the special fiber. Fix an integer $i$. Suppose that, for each $z \in \text{Spec } \mathcal{O}$, the geometric fiber $\mathcal{O}_z$ is generically reduced over $k(z)$.

1. If $\text{Tor}^{(i)}_{K}(X)$ is finite, then so is $\text{Tor}^{(i)}_{k}(Y)$, and $\text{Tor}^{(i)}_{k}(Y)$ divides $\text{Tor}^{(i)}_{K}(X)$.
2. Suppose that, for each $z \in \text{Spec } \mathcal{O}$, the fiber $\mathcal{O}_z$ is generically smooth over $k(z)$. If $g\text{Tor}^{(i)}_{K}(X)$ is finite, then so is $g\text{Tor}^{(i)}_{k}(Y)$, and $g\text{Tor}^{(i)}_{k}(Y)$ divides $g\text{Tor}^{(i)}_{K}(X)$.
3. Let $\bar{k}$ and $\bar{K}$ be the algebraic closures of $k$ and $K$, respectively, and suppose either $K$ has characteristic zero, or that $\mathcal{O}$ is excellent. If $\text{Tor}^{(i)}_{\bar{K}}(X_{\bar{K}})$ is finite, then so is $\text{Tor}^{(i)}_{\bar{k}}(Y_{\bar{k}})$, and $\text{Tor}^{(i)}_{\bar{k}}(Y_{\bar{k}})$ divides $\text{Tor}^{(i)}_{\bar{K}}(X_{\bar{K}})$.

**Proof.** We use the definition of $\text{CH}_d(X(i) \times X(d-1))$ as a limit to reduce to making computations in groups of the form $\text{CH}_d((X \setminus Z) \times_K (X \setminus D))$ where $Z$, $D$ are closed subsets of $X$ with $\dim Z \leq i$ and $\dim D \leq d-1$. We can find a chain of regular closed subschemes $Z_0 \subset \cdots \subset Z_r = \text{Spec } \mathcal{O}$, with $Z_i$ of Krull dimension $i$. This gives us the DVRs $\mathcal{O}_i := \mathcal{O}_{Z_i, Z_{i-1}}$ and the restriction of $\mathcal{X}$ to $\mathcal{X}_i \to \text{Spec } \mathcal{O}_i$. Regarding the proof of (3), if the original local ring $\mathcal{O}$ has characteristic-zero quotient field, we can find a chain as above such that each DVR $\mathcal{O}_i$ has characteristic-zero quotient field, and if $\mathcal{O}$ is excellent, so are each of the $\mathcal{O}_i$. Proving the result for each of the families $\mathcal{X}_i$ gives the result for $\mathcal{X}$, which reduces us to the case of a DVR $\mathcal{O}$.

In this case, suppose we have a relation
\[
N \cdot \Delta_X = 0
\] (1-1)
in $\text{CH}_d((X \setminus Z) \times_K (X \setminus D))$, with $\dim_K Z \leq i$ and $D$ nowhere dense. Taking the closures $\bar{Z}$ and $\bar{D}$ in $\mathcal{X}$, and letting $Z_0 = Y \cap \bar{Z}$ and $D_0 = Y \cap \bar{D}$ (as intersections of closed subsets of $\mathcal{X}$), we have the specialization homomorphism (see for example [Fulton 1984, §20.3])
\[
\text{sp} : \text{CH}_d((X \setminus Z) \times_K (X \setminus D)) \to \text{CH}_d((Y \setminus Z_0) \times_k (Y \setminus D_0))
\]
associated to the family
\[
\mathcal{X} \times_\mathcal{O} \mathcal{X} \setminus \bar{Z} \times_\mathcal{O} \mathcal{X} \cup \mathcal{X} \times_\mathcal{O} \bar{D} \to \text{Spec } \mathcal{O}.
\]
Since $\mathfrak{O}$ is a DVR, the closure $\overline{Z}$ is automatically flat over $\text{Spec} \mathfrak{O}$, and thus $\dim_k Z_0 \leq i$; similarly, $D_0$ is nowhere dense in $Y$. We have two cartesian diagrams

\[
\begin{array}{ccc}
Y \times_k Y & \longrightarrow & \mathcal{X} \times_{\mathfrak{O}} \mathcal{X} \\
\Delta_Y & & \leftarrow \Delta_X
\end{array}
\]

From [Fulton 1984, Proposition 20.3(a)] applied to $f = \Delta_{\mathcal{X}}$, [Fulton 1984, Example 6.2.1], and our assumption that $X$ and $Y$ are generically reduced, we conclude

\[
\text{sp}([\Delta_{X_{\text{red}}}] = \text{sp}([\Delta_X]) = \text{sp}(\Delta_{X^*}([X])) = \Delta_{Y^*}([Y]) = [\Delta_Y] = [\Delta_{Y_{\text{red}}}] \]

in $\text{CH}_d(Y \times_k Y)$. We used [Fulton 1984, Example 6.2.1] in order to obtain $\iota^*([\mathcal{X}]) = [Y]$, where $\iota$ is the evident (regular) closed immersion, which implies $\text{sp}([X]) = [Y]$ by definition of the specialization map. By using compatibility of $\text{sp}$ with pullback along open immersions and applying $\text{sp}$ to (1-1), we have proved (1).

The proof of (2) is a similar specialization argument. Indeed, we reduce as before to the case of a DVR $\mathfrak{O}$. Due to the generic smoothness assumption, there is a dense open subscheme $\mathcal{U}$ of $\mathcal{X} \times_{\mathfrak{O}} \mathcal{X}$ that is smooth over $\text{Spec} \mathfrak{O}$, with special fiber dense in $Y \times_k Y$. If now $\tau$ is a generic point of $Y \times_k Y$, let $\mathcal{R}$ be the local ring $\mathfrak{O}_{\mathcal{U}, \tau}$. Then $\mathcal{R}$ is a DVR and we may consider the $\mathcal{R}$-scheme $\mathcal{X} \otimes_{\mathfrak{O}} \mathcal{R} \to \text{Spec} \mathcal{R}$. The quotient field $F$ of $\mathcal{R}$ is one of the field factors of $k(X \times_k X)$, and the residue field $\mathfrak{f}$ of $\mathcal{R}$ is the factor of $k(Y \times_k Y)$ corresponding to $\tau$. Let $\eta_i^X, \eta_i^Y, i = 1, 2$, denote the images of the “generic” points used to define $g\text{Tor}_k(X)$ and $g\text{Tor}_k(Y)$ in $\text{CH}_0(\mathcal{X}_F)$ and $\text{CH}_0(Y_\mathfrak{f})$, respectively. Applying the specialization homomorphism

\[
\text{sp} : \text{CH}_0(\mathcal{X}_F) \to \text{CH}_0(Y_\mathfrak{f})
\]

to a relation $N \cdot (\eta_1^X - \eta_2^X)$ in $\text{CH}_0(\mathcal{X}_F)$ shows that $N \cdot (\eta_1^Y - \eta_2^Y) = 0$ in $\text{CH}_0(Y_\mathfrak{f})$ for each generic point $\tau$, and thus $g\text{Tor}_k(Y)$ divides $N$.

For (3), we note that there is a finite extension $L$ of $K$ so that

\[
\text{Tor}^{(i)}_K(X_k) = \text{Tor}^{(i)}_L(X_L) = \text{Tor}^{(i)}_F(X_F)
\]

for all finite extensions $F$ of $L$. Since either $K$ has characteristic zero or $\mathfrak{O}$ is excellent, the normalization $\mathfrak{O}^N$ of $\mathfrak{O}$ in $L$ is a semilocal principal ideal ring, finite over $\mathfrak{O}$ (the characteristic-zero case follows from [Zariski and Samuel 1975, Chapter V, Theorem 7], and the excellent case follows from [Matsumura 1980, Theorem 78]). Thus, after replacing $\mathfrak{O}$ with the localization $\mathfrak{O}'$ of $\mathfrak{O}^N$ at a maximal ideal, and replacing $\mathcal{X}$ with $\mathcal{X}' := \mathcal{X} \otimes_{\mathfrak{O}} \mathfrak{O}'$, we may assume that $\text{Tor}^{(i)}_K(X) = \text{Tor}^{(i)}_K(X_k)$. Since $\text{Tor}^{(i)}_k(Y_k)$ divides $\text{Tor}^{(i)}_k(Y)$ by Lemma 1.3(4), (3) follows from (1).
Remark 1.6. We did not use the properness of $\mathcal{X} \to \text{Spec } \mathcal{O}$ in the proof of Lemma 1.5, but we have defined $\text{Tor}^{(i)}$ for proper $k$-schemes only.

Next, we prove a modification of the specialization Lemma 1.5. A related result may be found in [Totaro 2016, Lemma 2.4].

Lemma 1.7. Let $\mathcal{O}$ be a discrete valuation ring with quotient field $K$ and residue field $k$. Let $f : \mathcal{X} \to \text{Spec } \mathcal{O}$ be a flat morphism of dimension $d$ over $\text{Spec } \mathcal{O}$ with generic fiber $X$ and special fiber $Y$. We suppose $Y$ is a union of closed subschemes, $Y = Y_1 \cup Y_2$, with $Y_1$ and $Y_2$ having no common components. Suppose in addition that $X$ admits a decomposition of the diagonal of order $N$ and level $i$. Then there is an identity in $\text{CH}_d(Y_1 \times_k Y_1)$

$$N \Delta_{Y_1} = \gamma + \gamma_1 + \gamma_2$$

with $\gamma$ supported in $Z_1 \times_k Y_1$ for some closed subset $Z_1 \subset Y_1$ of dimension $\leq i$, $\gamma_1$ supported on $Y_1 \times_k D_1$ for some nowhere dense closed subset $D_1 \subset Y_1$, and $\gamma_2$ supported in $(Y_1 \cap Y_2) \times_k Y_1$.

Proof. We consider the (nonproper) $\mathcal{O}$-scheme $(\mathcal{X} \setminus Y_2) \times_\mathcal{O} (\mathcal{X} \setminus Y_2) \to \text{Spec } \mathcal{O}$, closed subsets $Z$, $D$ of $X$ with $\dim_K Z \leq i$, $D$ nowhere dense, and a relation

$$N \cdot [\Delta_X] = 0$$

in $\text{CH}_d((X \setminus Z) \times_K (X \setminus D))$, where $[\Delta_X]$ denotes the cycle class represented by the restriction of the diagonal.

As in the proof of Lemma 1.5(1), we have closed subsets $Z_0$, $D_0$ of $Y_1^0 := Y_1 \setminus Y_2$ with $\dim_k Z_0 \leq i$, $D_0$ nowhere dense, and a specialization homomorphism

$$\text{sp} : \text{CH}_d((X \setminus Z) \times_K (X \setminus D)) \to \text{CH}_d((Y_1^0 \setminus Z_0) \times_k (Y_1^0 \setminus D_0)), \quad (1-2)$$

which is induced by

$$\text{sp} : \text{CH}_d(X \times_K X) \to \text{CH}_d(Y \times_k Y).$$

As in the proof of Lemma 1.5(1), we have $\text{sp}([\Delta_X]) = [\Delta_Y]$ in $\text{CH}_d(Y \times_k Y)$. It follows immediately that $\text{sp}([\Delta_X]) = [\Delta_{Y_1^0}]$ in $\text{CH}_d(Y_1^0 \times_k Y_1^0)$, where $[\Delta_{Y_1^0}]$ is the cycle class of the restriction of the diagonal on $Y_1^0$. Applying (1-2) thus gives the relation

$$N \cdot [\Delta_{Y_1^0}] = 0$$

in $\text{CH}_d((Y_1^0 \setminus Z_0) \times_k (Y_1^0 \setminus D_0))$.

Let $Z_1 := \overline{Z_0}$ be the closures of $Z_0$ in $Y_1$, let $\overline{D}_0$ be the closure of $D_0$ in $Y_1$, and let $D_1 = \overline{D}_0 \cup (Y_1 \cap Y_2)$. Using the localization sequence

$$\text{CH}_d(Z_1 \times_k Y_1 \cup Y_1 \times_k D_1 \cup (Y_1 \cap Y_2) \times_k Y_1)\rightarrow\text{CH}_d(Y_1 \times_k Y_1)\rightarrow\text{CH}_d((Y_1^0 \setminus Z_0) \times_k (Y_1^0 \setminus D_0)) \rightarrow 0$$
and the surjection

\[
\text{CH}_d(Z_1 \times_k Y_1) \oplus \text{CH}_d(Y_1 \times_k D_1) \oplus \text{CH}_d((Y_1 \cap Y_2) \times_k Y_1) \\
\rightarrow \text{CH}_d(Z_1 \times_k Y_1 \cup Y_1 \times_k D_1 \cup (Y_1 \cap Y_2) \times_k Y_1),
\]

the relation \( N \cdot [\Delta_{Y_1}^\varphi] = 0 \) in \( \text{CH}_d((Y_1^0 \setminus Z_0) \times_k (Y_1^0 \setminus D_0)) \) lifts to a relation of the desired form in \( \text{CH}_d(Y_1 \times_k Y_1) \).

\[ \square \]

We conclude this series of specialization results with the following variation on Lemma 1.7; a similar result may be found in [Colliot-Thélène 2016, Lemme 2.2].

**Lemma 1.8.** Let \( \mathcal{O} \) be a discrete valuation ring with quotient field \( K \) and residue field \( k \). Let \( f : X \rightarrow \text{Spec} \mathcal{O} \) be a flat and proper morphism of dimension \( d \) over \( \text{Spec} \mathcal{O} \) with generic fiber \( X \) and special fiber \( Y \). We suppose \( Y \) is a union of closed subschemes, \( Y = Y_1 \cup Y_2 \), with \( X \) and \( Y_1 \) geometrically irreducible, \( X \) generically smooth over \( K \), and \( Y_1 \) generically smooth over \( k \). Suppose that \( X \) admits a decomposition of the diagonal of order \( N \). Let \( Z = (Y_1 \cap Y_2)_{\text{red}} \) with inclusion \( i_Z : Z \rightarrow Y_1 \). Suppose further that \( Y_{2k(Y_1)} \) admits a zero-cycle \( y_2 \) of degree \( r \) supported in the smooth locus of \( Y_{2k(Y_1)} \).

Then there is an identity in \( \text{CH}_d(Y_1 \times_k Y_1) \)

\[
N r \Delta_{Y_1} = \gamma_1 + \gamma_2
\]

with \( \gamma_1 \) supported on \( Y_1 \times_k D_1 \), for some divisor \( D_1 \subset Y_1 \), and \( \gamma_2 \) supported in \( Z \times_k Y_1 \).

**Proof.** Let \( \eta_1 \) be the generic point of \( Y_1 \), let \( \mathcal{O}_1 = \mathcal{O}_{X, \eta_1} \), and let \( \mathcal{D} \) be the henselization of \( \mathcal{O}_1 \). Let \( L \) be the quotient field of \( \mathcal{D} \); clearly \( \mathcal{D} \) has residue field \( k(Y_1) \). Then as \( \text{Spec} \mathcal{O}_1 \rightarrow \text{Spec} \mathcal{O} \) is essentially smooth, the base-change \( X_{\mathcal{D}} := X \otimes_{\mathcal{O}} \mathcal{D} \rightarrow \text{Spec} \mathcal{D} \) has generic fiber \( X_L \) and special fiber \( Y_{k(Y_1)} = Y_{1k(Y_1)} \cup Y_{2k(Y_1)} \). Let \( X_{\mathcal{D}}^{\text{sm}} \subset X_{\mathcal{D}} \) be the maximal open subscheme of \( X_{\mathcal{D}} \) that is smooth over \( \mathcal{D} \).

Fix a rational equivalence

\[
N \cdot \Delta_X \sim x \times X + \gamma
\]

with \( x \) a 0-cycle on \( X \) and \( \gamma \) supported on \( X \times_k E \) for some divisor \( E \). Pulling this back to \( X_L \) gives the rational equivalence

\[
N \cdot \Delta_{X_L} \sim x_L \times X_L + \gamma_L
\]

with \( \gamma_L \) supported on \( X_L \times_k E_L \). Let \( \mathcal{E} \) be the closure of \( E_L \) in \( X_{\mathcal{D}} \), and let \( E_0 = \mathcal{E} \cap Y_{k(Y_1)} \); \( E_0 \) contains no generic point of \( Y_{k(Y_1)} \). Furthermore, since the 0-cycle \( y_2 \) on \( Y_{2k(Y_1)} \) is contained in the smooth locus of \( Y_{2k(Y_1)} \), we may find a 0-cycle \( y'_2 \) on \( Y_{2k(Y_1)} \), rationally equivalent to \( y_2 \), and with support in the smooth locus of \( Y_{2k(Y_1)} \setminus (E_0 \cup Z_{k(Y_1)}) \). Changing notation, we may assume that \( y_2 \) is supported in the smooth locus of \( Y_{2k(Y_1)} \setminus (E_0 \cup Z_{k(Y_1)}) \).
Since $\mathbb{D}$ is hensel, we may lift $\eta_1 \in Y_1(k(Y_1))$ to a section $s_1 : \text{Spec } \mathbb{D} \to \mathbb{D}$. Since $y_2$ is supported in the smooth locus of $Y_{k(Y_1)}$, we may similarly lift the 0-cycle $y_2$ on $Y_{2k(Y_1)}$ to a cycle $\eta_2$ on $\mathbb{D}$ of relative dimension zero and relative degree $r$ over $\mathbb{D}$. This gives us the 0-cycle of degree zero $\rho_L := r \cdot s_1(\text{Spec } L) − \eta_2$ on $X_L$. Since $\mathbb{D}$ is local, $\mathbb{D}$ is flat over $\mathbb{D}$ and both $y_2$ and $\eta_1$ are supported in the smooth locus of $Y \setminus E_0$, it follows that both $s_1(\text{Spec } \mathbb{D})$ and $\eta_2$ are supported in $\mathbb{D}^{\text{sm}} \setminus \mathbb{E}$, and thus $\rho_L$ is supported in the smooth locus of $X_L \setminus E$.

Let $p$ be a closed point in the smooth locus of $X_L$, inducing the inclusion $i_p : X_L \times_L \mathbb{D} \to X_L \times_L X_L$. Since $i_p$ is a regular codimension-$d = \dim X$ embedding, we have the pullback map (see [Fulton 1984, §6.2, pp. 97–98 ], where this map is called the Gysin homomorphism)

\[ i_p^* : \text{CH}_d(X_L \times_L X_L) \to \text{CH}_0(X_L \times_L p). \]

If $\tilde{\gamma}$ is a 0-cycle supported in the smooth locus of $X_L$, $\tilde{\gamma} = \sum_j n_j p_j$, we have the map

\[ \tilde{\gamma}^* : \text{CH}_d(X_L \times_L X_L) \to \text{CH}_0(X_L) \]

defined as the sum $\sum_j n_j p_{1*} \circ i_{p_j}^*$. If $\gamma$ is a $d$-cycle on $X_L \times L X_L$ such that each component of $\gamma$ intersects each subvariety $X_L \times p_j$ properly, then $\gamma^*(\tilde{\gamma})$ is well defined and

\[ \gamma^*(\tilde{\gamma}) = \tilde{\gamma}^*(\gamma). \]

We apply these comments to the 0-cycle $\rho_L$ and the cycles $N \cdot \Delta_{X_L}, x_L \times L X_L$, and $\gamma_L$. We get the identities in $\text{CH}_0(X_L)$

\[ N \cdot \rho_L = \rho_L^*(N \cdot \Delta_{X_L}) \]
\[ = \rho_L^*(x_L \times L X_L) + \rho_L^*(\gamma_L). \]

Both terms in this last line are zero: the first since, as $X_L$ is irreducible, we have $\rho_L^*(x_L \times L X_L) = \deg_L(\rho_L) \cdot x_L = 0$, and the second since $X_L \times L \text{supp}(\rho_L) \cap \text{supp}(\gamma_L) = \emptyset$. In other words, $N \cdot \rho_L = 0$ in $\text{CH}_0(X_L)$.

We apply the specialization map

\[ \text{sp} : \text{CH}_0(X_L) \to \text{CH}_0(Y_{k(Y_1)}) \]

and find $N(r \cdot \eta_1 − y_2) = 0$ in $\text{CH}_0(Y_{k(Y_1)})$. Thus, $N r \cdot \eta_1 = 0$ in $\text{CH}_0(Y_{1k(Y_1)} \setminus Z_{k(Y_1)})$, and by using the localization sequence for the inclusion $Z_{k(Y_1)} \to Y_{k(Y_1)}$, there is a 0-cycle $\gamma_{2k(Y_1)}$ on $Z_{k(Y_1)}$ with

\[ N r \cdot \eta_1 = i_{Z*}(\gamma_{2k(Y_1)}) \]

in $\text{CH}_0(Y_{1k(Y_1)})$. Spreading this relation out over $Y_1$ as in previous proofs gives the desired decomposition of $N r \cdot \Delta_{Y_1}$. $\square$
Remark 1.9. Suppose we have $\mathcal{X}$, $Y = Y_1 \cup Y_2$, and $Z = Y_1 \cap Y_2$ satisfying the hypotheses of Lemma 1.8; suppose in addition that $Y_1$ is smooth over $k$. Then for all fields $F \supset k$, the quotient group $\text{CH}_0(Y_1_F)/i_{Z^*}(\text{CH}_0(Z_F))$ is $Nr$-torsion. Indeed, since $Y_1$ is smooth, we have an operation of correspondences on $\text{CH}_0(Y_1_F)$, the correspondence $\gamma_1^*$ of Lemma 1.8 acts trivially on $\text{CH}_0(Y_1_F)$, $\gamma_2^*$ maps $\text{CH}_0(Y_1_F)$ to $i_{Z^*}(\text{CH}_0(Z_F))$, and the sum acts by multiplication by $Nr$.

The torsion orders behave well with respect to base-change.

Lemma 1.10. Let $X$ and $Y$ be proper generically smooth $k$-schemes, with $Y$ integral and with $X$ equidimensional over $k$. Let $K$ be the function field $k(Y)$ and $I_Y$ the index of $Y$.

1. For all $i$, $\text{Tor}_K^{(i)}(X)$ is finite if and only if $\text{Tor}_K^{(i)}(X_K)$ is finite and in this case, $\text{Tor}_K^{(i)}(X)$ divides $I_Y \text{Tor}_K^{(i)}(X_K)$.

2. Suppose $X$ is geometrically integral. If $\text{gTor}_K(X)$ is finite, then so is $\text{Tor}_K(X)$ and $\text{Tor}_K(X)$ divides $I_X \cdot \text{gTor}_K(X)$.

Proof. For (1), if $\text{Tor}_K^{(i)}(X)$ is finite, then so is $\text{Tor}_K^{(i)}(X_K)$ by Lemma 1.3(4). Suppose $\text{Tor}_K^{(i)}(X_K)$ is finite. Let $y$ be a closed point of $Y$, contained in the smooth locus of $Y$ over $k$, and let $\mathcal{O} := \mathcal{O}_{Y,y}$. Applying Lemma 1.5 to the constant family $\mathcal{X} := X \times_k \mathcal{O}$, we see that $\text{Tor}_{K(y)}^{(i)}(X_{k(y)})$ is finite and $\text{Tor}_{K(y)}^{(i)}(X_{k(y)})$ divides $\text{Tor}_K^{(i)}(X_K)$. Applying Lemma 1.3(4) again, $\text{Tor}_K^{(i)}(X)$ is finite and divides $[k(y):k] \cdot \text{Tor}_{K(y)}^{(i)}(X_{k(y)})$. This proves the first assertion.

For (2), let $y$ be a closed point of $X$, contained in the smooth locus of $X$ over $k$, let $\mathcal{O} := \mathcal{O}_{X,y}$, and let $\eta \in X(k(X))$ be the canonical point, that is, the restriction of the diagonal section $X \to X \times_k X$ to $\text{Spec} k(X)$. As in the proof of Lemma 1.5, we may find a sequence of regular closed subschemes $y = Z_0 \subset \cdots \subset Z_d = \text{Spec} \mathcal{O}$, $d = \text{dim}_k X$, and thereby define specialization homomorphisms

$$\text{sp}_i : \text{CH}_0(X_{k(Z_i)(X)}) \to \text{CH}_0(X_{k(Z_{i-1})(X)}), \quad i = 1, \ldots, d.$$ 

Letting $\text{sp}_y : \text{CH}_0(X_{k(X \times_k X)}) \to \text{CH}_0(X_{k(y)(X)})$ be the composition of the $\text{sp}_i$, we have $\text{sp}_y(\eta_{y_1} - \eta_2) = \eta_y - \eta_{\text{gen}}$, where $\eta_y \in X(k(y)(X))$ is the base-change of $y \in X(k(y))$ and $\eta_{\text{gen}} \in X(k(y)(X))$ is the base-change of $\eta \in X(k(X))$. Thus, $\text{gTor}_k(X) \cdot (\eta_y - \eta_{\text{gen}}) = 0$ in $\text{CH}_0(X_{k(y)(X)})$; pushing forward to $\text{CH}_0(X_{k(X)})$ gives $[k(y):k] \cdot \text{gTor}_k(X) \cdot \eta - \text{gTor}_k(X) \cdot y \times_k k(X) = 0$ in $\text{CH}_0(X_{k(X)})$. Applying localization gives us the decomposition of the diagonal $\Delta_X$ of order $[k(y):k] \cdot \text{gTor}_k(X)$; doing this for each closed point $y$ gives us the decomposition of the diagonal of order $I_X \cdot \text{gTor}_k(X)$. Hence, $\text{Tor}_K(X)$ is finite and divides $I_X \cdot \text{gTor}_K(X)$. 

For example, $\text{Tor}_k^{(i)}(X) = \text{Tor}_L^{(i)}(X_L)$ if $L$ is a pure transcendental extension of a field $k$. 

□
**Lemma 1.11.** Let $X$ be a proper $k$-scheme. Let $k \subset L$ be an extension of fields with $k$ algebraically closed. The following hold:

1. For all $i$, $\text{Tor}_k^i(X) = \text{Tor}_L^i(X_L)$.
2. Suppose in addition $X$ is smooth and integral. Then $g\text{Tor}_k(X) = g\text{Tor}_L(X_L)$ and $\text{Tor}_k(X) = g\text{Tor}_k(X)$.

**Proof.** We may assume that $L$ is finitely generated over $k$. Using openness of the regular locus for finite type $k$-schemes and $k$ algebraically closed, we can find a noetherian local regular $k$-algebra $\mathcal{O}$ with quotient field $L$ and residue field $k$. Applying Lemma 1.5(1) to $\mathcal{X} := X \times_k \mathcal{O} \to \text{Spec } \mathcal{O}$ implies (1).

The assertions about $g\text{Tor}$ follow from (1), Lemma 1.10(2), and Lemma 1.3. □

**Definition 1.12.** Let $X$ be a proper, generically smooth $k$-scheme. Let $\bar{k}$ be the algebraic closure of $k$, and define $\text{Tor}^{(i)}(X) := \text{Tor}^{(i)}(X_{\bar{k}})$. We call $\text{Tor}^{(i)}(X)$ the $i$-th geometric torsion order of $X$. We write $\text{Tor}(X)$ for $\text{Tor}^{(0)}(X)$.

Note that $\text{Tor}^{(i)}(X)$ is invariant under base-extension $X \hookrightarrow X_L$ for a field extension $L \supset k$. Also, assuming $X$ to be smooth and geometrically integral, $\text{Tor}(X)$ is equal to $g\text{Tor}_k(X_{\bar{k}})$.

In much the same vein as Lemma 1.3, we show that the generic torsion order measures the torsion order after adjoining a “generic” rational point, that is:

**Lemma 1.13.** Let $X$ be a smooth proper geometrically integral $k$-scheme, and let $K = k(X)$. Then $\text{gTor}_k(X) = \text{Tor}_K(X_K)$.

**Proof.** If $N \cdot (\eta_1 - \eta_2) = 0$ in $\text{CH}_0(X_{K(K \times_k X)})$, then we have a decomposition of the diagonal of order $N$ for $X_K(X_K)$:

$$N \cdot \Delta_{X_K} = N \cdot [\eta] \times_K X_K + \gamma$$

with $\gamma$ supported in $X_K \times_K D$, with $D \subsetneq X_K$, and with $\eta$ the restriction of $\Delta_X$ to $X \times_k k(X) \subset X \times_k X$. In other words, $\eta$ is the $K$-rational point of $X_K$ induced by the generic point of $X$. Thus, $\text{Tor}_K(X_K)$ divides $\text{gTor}_k(X)$. Conversely, if $X_K$ admits a decomposition of the diagonal of order $n$,

$$n \cdot \Delta_{X_K} = x \times X_K + \gamma \quad (1-3)$$

with $x$ a 0-cycle on $X_K$ and $\gamma$ supported on $X_K \times_K D$ for some divisor $D \subset X_K$, then pulling (1-3) back along $(\text{id}_{X_K}, \eta) : X_K \to X_K \times_K X_K$ gives us $x = n \cdot [\eta]$ in $\text{CH}_0(X_K)$, so $n \cdot \Delta_{X_K} = n \cdot [\eta] \times X_K + \gamma$ in $\text{CH}_d(X_K \times_K X_K)$. Restriction to $X_K \times_K K(X_K)$ gives $n \cdot \eta_1 = n \cdot \eta_2$ in $\text{CH}_0(X_K(X_K \times_k X))$, so $\text{gTor}_k(X)$ divides $\text{Tor}_K(X_K)$. □

One last elementary property of the torsion indices concerns the behavior with respect to morphisms.
Lemma 1.14. Let $f: Y \to X$ be a surjective morphism of integral reduced proper $k$-schemes of the same dimension $d$. Then $\text{Tor}_k^{(i)} X$ divides $\text{deg } f \cdot \text{Tor}_k^{(i)} Y$ for all $i$. If $X$ and $Y$ are generically smooth over $k$, then $g\text{Tor}_k X$ divides $(\text{deg } f)^2 \cdot g\text{Tor}_k Y$.

Proof. Suppose the diagonal for $Y$ admits a decomposition of order $N$ and level $i$: 

$$N \cdot \Delta_Y = \gamma_i + \gamma'$$

with $\gamma'$ supported on $Y \times_k D$ for some divisor $D$ and $\gamma_i$ supported on $Z \times_k Y$ for some closed subset $Z$ of $Y$ with $\text{dim } k Z \leq i$. Pushing forward by $f \times f$ gives 

$$\text{deg } f \cdot N \cdot \Delta_X = (f \times f)_* \gamma_i + (f \times f)_* \gamma',$$

and thus $\text{Tor}_k^{(i)} X$ divides $\text{deg } f \cdot \text{Tor}_k^{(i)} Y$. Similarly, we have $(f \times f \times f)_*(\Delta_{Y,ij}) = (\text{deg } f)^2 \cdot \Delta_{X,ij}$ for $ij = 12, 13$, which shows $g\text{Tor}_k X$ divides $(\text{deg } f)^2 \cdot g\text{Tor}_k Y$. □

The behavior of the torsion indices with respect to rational and birational maps will be discussed in Section 3.

2. Torsion orders for very general fibers

The following global version of Lemma 1.5(3) follows by an argument using Hilbert schemes. See [Voisin 2015, Theorem 1.1 and Proposition 1.4] or [Colliot-Thélène and Pirutka 2016b, Appendice B] for similar statements. This result will only be used in Sections 7 and 8.

Proposition 2.1. Let $p: \mathcal{X} \to B$ be a flat, equidimensional, and projective family over a scheme $B$ of finite type over a field $k$, and let $b_0$ be a point of $B$. We suppose that each geometric fiber of $p$ is generically reduced. Fix an integer $i \geq 0$. Then there is a countable union of closed subsets $F = \bigcup_{j=1}^{\infty} F_j$ with $b_0 \notin F$ such that for all $b \in B \setminus F$, the geometric fiber $\mathcal{X}_{k(b)}$ satisfies $\text{Tor}_k^{(i)}(\mathcal{X}_{k(b_0)}) \mid \text{Tor}_k^{(i)}(\mathcal{X}_{k(b)})$. Here we use the convention that $N \mid \infty$ for all $N \in \mathbb{N}_+ \cup \{\infty\}$ and $\infty \mid N \Rightarrow N = \infty$.

The proof uses the following elementary lemma, which we were not able to find in the literature.

Let $X$ be a noetherian equidimensional scheme with integral components $X_1, \ldots, X_t$. Let $x_i \in X_i$ be the generic point. The associated cycle [Fulton 1984, §1.5] of $X$ is the cycle $	ext{cyc}(X) := \sum_{i=1}^s e_i X_i \in \mathcal{I}(X)$ with $e_i$ defined as

$$e_i := \text{lng}_{\mathcal{O}_{X_i,x_i}} \mathcal{O}_{X_i,x_i}.$$

Lemma 2.2. Let $B$ be a noetherian scheme, let $p: \mathcal{Y} \to B$ be a flat morphism, and let $\mathcal{W}_0, \mathcal{W}_1, \ldots, \mathcal{W}_s$ be closed subschemes of $\mathcal{Y}$, flat and equidimensional of dimension $r$ over $B$. For each $b \in B$, let $\mathcal{W}_{ib} \subseteq \mathcal{Y}_b$ be the respective fibers over $b$. Fix integers $m_0, \ldots, m_s$. 

(1) The subset

\[ \mathcal{T}_B(B) := \left\{ b \in B \mid \sum_{i=0}^{s} m_i \cdot \text{cyc}(W_{ib}) = 0 \text{ in } \mathcal{H}(\mathcal{Y}_b) \right\} \]

is a constructible subset of \( B \).

(2) For each \( b \in B \), let \( \tilde{b} \) be a geometric point mapping to \( b \), and \( W_{ib} \subset \mathcal{Y}_b \) be the respective fibers over \( \tilde{b} \). Fix integers \( m_0, \ldots, m_s \). Then, the equality

\[ \mathcal{T}_B(B) = \left\{ b \in B \mid \sum_{i=0}^{s} m_i \cdot \text{cyc}(W_{ib}) = 0 \text{ in } \mathcal{H}(\mathcal{Y}_b) \right\} \quad (2-1) \]

holds.

Proof. We first prove (1); we proceed by a series of reductions. Firstly, we may assume that \( B \) is integral and separated. As the assertion is obvious if \( B \) is a point, we may use noetherian induction and replace \( B \) with any dense open subscheme. Moreover, if \( \mathcal{Y} = \bigcup_i \mathcal{U}_i \) is a finite open covering, then \( \mathcal{T}_B(B) = \bigcap_i \mathcal{T}_{\mathcal{U}_i}(B) \); hence, it suffices to prove the assertion for each \( i \).

Let \( S \) be the set of all integral components of the subschemes \( W_0, \ldots, W_s \). Let us consider the elements of \( S \) as integral schemes. We claim that there is an open dense subset \( U \) of \( B \) such that for all \( b \in U \) and \( W, \mathcal{V} \in S \) with \( W \neq \mathcal{V} \), \( W_b \) and \( \mathcal{V}_b \) have no common integral component. Indeed, for \( W, \mathcal{V} \in S \) with \( W \neq \mathcal{V} \), there is an open dense \( U_{\mathcal{V},W} \subset B \) such that \( W \times_\mathcal{Y} \mathcal{V} \times_\mathcal{Y} p^{-1}(U_{\mathcal{V},W}) \to U_{\mathcal{V},W} \) is flat of relative dimension \( \leq r - 1 \) (it need not be equidimensional). All integral components of \( W_b \) and \( \mathcal{V}_b \) have dimension \( r \), and therefore \( W_b \) and \( \mathcal{V}_b \) do not have a common integral component if \( b \in U_{\mathcal{V},W} \). Taking the intersection of the \( U_{\mathcal{V},W} \) for all \( \mathcal{V} \neq W \) in \( S \) gives the desired open dense subset \( U \).

After passing from \( B \) to \( U \), we get \( \mathcal{Y}/B = \mathcal{Y}/(B) \) with

\[ \mathcal{Y}' = \mathcal{Y} \setminus \bigcup_{\mathcal{W}, \mathcal{V} \in S \setminus \mathcal{V} \neq \mathcal{V}} \mathcal{W} \cap \mathcal{V} = \bigcup_{\mathcal{W} \in S} \mathcal{Y} \setminus \left( \bigcup_{\mathcal{V} \in S \setminus \{\mathcal{W}\}} \mathcal{V} \right). \]

Therefore, we may suppose \( S = \{\mathcal{W}\} \), in other words, there is only one integral component.

For each \( i \), define \( n_i \) by \( \text{cyc}(W_i) = n_i \cdot \mathcal{W} \). We claim that there is an open dense \( U \subset B \) such that \( \text{cyc}(W_{ib}) = n_i \cdot \text{cyc}(W_b) \) for all \( b \in U \). This will imply the assertion, because after shrinking \( U \) further so that \( W_b \neq \emptyset \) holds, either \( \mathcal{T}_{\mathcal{Y}(\cap p^{-1}(U))} = U \) or \( \mathcal{T}_{\mathcal{Y}(\cap p^{-1}(U))} = \emptyset \), depending on whether \( 0 = \sum_i m_i \cdot n_i \) holds.

In order to prove our claim, let \( \eta \) be the generic point of \( W \) and \( W_i \). Since \( \mathcal{O}_{W,\eta} \) is a field, there is a filtration

\[ \mathcal{O}_{W_i, \eta} = F^0 \supset F^1 \supset \cdots \supset F^r = 0 \]
by $\mathcal{O}_{W_i, \eta}$ submodules such that the quotients $F^{i+1}/F^i$ are free $\mathcal{O}_{W, \eta}$ modules of rank $r_j$. By definition, the equality $n_i = \sum_j r_j$ holds. We can extend this filtration to a nonempty open subset $W'_i$ of $W_i$ such that the quotients are free $\mathcal{O}_{W'}$ modules of rank $r_j$, where $W' = W \cap W'_i$. We denote it by

$$\mathcal{O}_{W'_i} = \tilde{F}^0 \subset \tilde{F}^1 \supset \cdots \supset \tilde{F}^r = 0.$$ 

Define $U \subset B$ to be a nonempty open subset such that $(W \setminus W') \cap p^{-1}(U) \to U$ is flat of relative dimension $\leq r - 1$ and $W' \cap p^{-1}(U) \to U$ is flat. For $b \in U$, the generic points of the integral components of $W_{ib}$ (i.e., integral components of $W_b$) are contained in $W'_i$. Flatness of $W' \cap p^{-1}(U) \to U$ implies that we get an induced filtration

$$\mathcal{O}_{W'_{ib}} = \tilde{F}^0_b \subset \tilde{F}^1_b \supset \cdots \supset \tilde{F}^r_b = 0$$

with quotients $\tilde{F}^{i+1}_b/\tilde{F}^i_b$ free of rank $r_j$ as $\mathcal{O}_{W'_b}$-modules. For every generic point $\epsilon$ of $W_{ib}$ (hence $W'_{ib}$) we get

$$\text{lng}_{\mathcal{O}_{W_{ib}, \epsilon}} \mathcal{O}_{W_{ib}, \epsilon} = \left( \sum_j r_j \right) \cdot \text{lng}_{\mathcal{O}_{W_b, \epsilon}} \mathcal{O}_{W_b, \epsilon} = n_i \cdot \text{lng}_{\mathcal{O}_{W_b, \epsilon}} \mathcal{O}_{W_b, \epsilon},$$

which proves the claim.

For (2), we note that for each $b \to b \in B$, the map $\tilde{b} \to b$ is flat and the pullback map

$$\mathcal{X}(Y_b) \to \mathcal{X}(\tilde{Y}_b)$$

is injective; (2) follows directly from this and (1). \qed

**Proof of Proposition 2.1.** Let $d$ be the relative dimension of $\mathcal{X}$ over $B$. For a positive integer $M$, let $\mathcal{S}(M)$ be the set of $b \in B$ such that $M$ does not divide $\text{Tor}^{(i)}(\mathcal{X}_{k(b)})$. Taking $M = \text{Tor}^{(i)}(\mathcal{X}_{k(b)})$ and $F = \mathcal{S}(M)$, it suffices to show that $\mathcal{S}(M)$ is a countable union of closed subsets of $B$.

We first show that $\mathcal{S}(M)$ is closed under specialization. Indeed, if we have a specialization $b \rightsquigarrow \tilde{b}$ with $b \in \mathcal{S}(M)$, then there is an excellent DVR $\mathcal{O}$ and a morphism $\text{Spec} \mathcal{O} \to B$ with $b$ the image of the generic point of $\text{Spec} \mathcal{O}$ and $\tilde{b}$ the image of the closed point. Indeed, let $C$ be the closure of $b$ in $B$, blow-up $\text{Spec} \mathcal{O}_{C, \tilde{b}}$ along $\tilde{b}$, normalize to obtain a normal scheme $\pi : T \to \text{Spec} \mathcal{O}_{C, \tilde{b}}$ of finite type over $\mathcal{O}_{C, \tilde{b}}$, choose a generic point $t$ of the Cartier divisor $\pi^{-1}(\tilde{b})$ on $T$, and take $\mathcal{O} := \mathcal{O}_{T, t}$. The local ring $\mathcal{O}_{C, \tilde{b}}$ is excellent since $C$ is of finite type over a field, and the operations used in constructing $\mathcal{O}$ from $\mathcal{O}_{C, \tilde{b}}$ all preserve excellence [Matsumura 1980, Chapters 12 and 13]. Pulling back $\mathcal{X}$ to $\text{Spec} \mathcal{O}$, it follows from Lemmas 1.5(3) and 1.11(1) that $\tilde{b}$ is also in $\mathcal{S}(M)$.

Since $\mathcal{S}(M)$ is closed under specialization, it suffices to show that, for each affine open subscheme $U$ of $B$, $\mathcal{S}(M) \cap U$ is a countable union of constructible subsets
of $U$. Thus, we may assume that $B$ is affine, and that $\mathcal{H}$ is a closed subscheme of $B \times_k \mathbb{P}^n_k$ for some $n$, with $p : \mathcal{H} \to B$ the restriction of the projection.

By standard Hilbert scheme arguments, there is a projective $B$-scheme $q : \mathcal{Y}_{\alpha, \beta} \to B$ such that the geometric points of $\mathcal{Y}_{\alpha, \beta}$ consist of triples $(b, Z_b, D_b)$, with $b$ a geometric point of $B$, $Z_b \subset \mathcal{H}_b$ a closed subscheme of dimension $j \leq i$, and $D_b \subset \mathcal{H}_b$ a closed subscheme of dimension $< d$, and with $Z_b$ and $D_b$ having fixed Hilbert polynomials $\alpha$, $\beta$. Let $\mathcal{H} \subset \mathcal{X} \times_B \mathcal{Y}_{\alpha, \beta}$ and $\mathcal{D} \subset \mathcal{X} \times_B \mathcal{Y}_{\alpha, \beta}$ be the universal subschemes. We set

$$U := \mathcal{H} \times_B \mathcal{X} \times_B \mathcal{Y}_{\alpha, \beta} \setminus ((\mathcal{X} \times_B \mathcal{D}) \cup \mathcal{X} \times_B \mathcal{H}).$$

Similarly, there is a finite type $B$-scheme $g : \mathcal{W}_\phi \to B$ whose geometric points consist of pairs $(b, W)$ with $W \subset \mathcal{H}_b \times_B \mathcal{X}_b \times_B \mathbb{P}^1_b$ a closed subscheme of dimension $d + 1$, having Hilbert polynomial $\phi$ and being flat over $\mathbb{P}^1_b$. Indeed, denoting by $H := \text{Hilb}_B(\mathcal{X} \times_B \mathcal{X} \times_B \mathbb{P}^1_B)$ the Hilbert scheme, we can consider the subfunctor $F$ of $H$ defined by

$$F(T) = \{W \in H(T) \mid W \to T \times_B \mathbb{P}^1_B \text{ is flat}\}.$$

If $W_\text{uni} \subset H \times_B \mathcal{X} \times_B \mathcal{X} \times_B \mathbb{P}^1_B$ denotes the universal subscheme, then we let $W_\text{uni}' \subset W_\text{uni}$ be the closed subset where $W_\text{uni} \to H \times_B \mathbb{P}^1_B$ is not flat. We define $W_\phi$ as the complement of the image of $W_\text{uni}'$ in $H$. By using critère de platitude par fibres [EGA IV 1966, Théorème 11.3.10], we conclude that $W_\phi$ represents $F$.

For each integer $r \geq 1$, and each choice of Hilbert polynomials $\alpha$, $\beta$ and $\phi_1, \ldots, \phi_r$, we obtain subschemes $W_1^r, W_{\infty}^r, \ldots, W_0^r, W_\infty^r$ of $U \times_B W_{\phi_1} \times_B \cdots \times_B W_{\phi_r}$ that are flat of relative dimension $d$ over $\mathcal{Y}_{\alpha, \beta} \times_B W_{\phi_1} \times_B \cdots \times_B W_{\phi_r}$ as follows. Let $V_i \subset \mathcal{X} \times_B \mathcal{X} \times_B \mathbb{P}^1_B \times_B W_{\phi_i}$ be the universal subscheme. Since $V_i \to \mathbb{P}^1_B \times_B W_{\phi_i}$ is flat, the base-change $V_i^\epsilon$ to $W_\phi$ via $B \to \mathbb{P}^1_B$, for $\epsilon = 0$ and $\epsilon = \infty$, is flat. We define $W_i^\epsilon$ to be the restriction of $V_i^\epsilon \times_B \mathcal{Y}_{\alpha, \beta} \times_B W_{\phi_2} \times_B \cdots \times_B W_{\phi_2}$ to $U \times_B W_{\phi_1} \times_B \cdots \times_B W_{\phi_r}$, and similarly for $W_i^\epsilon$.

Fix a sequence of integers $m_1, \ldots, m_r$ and an integer $N > 0$. By Lemma 2.2, the image of all geometric points $(b, Z_b, D_b, W_1, \ldots, W_r)$ satisfying

$$N \cdot \Delta_{\mathcal{X}_b \times_B \mathcal{X}_b}(\mathcal{X}_b \times_B \mathcal{X}_b) \cdot (\mathcal{X}_b \times_B \mathcal{X}_b \cup \mathcal{X}_b \times_B \mathcal{X}_b) = \sum m_i \cdot (\text{cyc}(W_i^0) - \text{cyc}(W_i^\infty)),$$

where $W_i^\epsilon$ is the scheme theoretic intersection of $W_i$ with $\mathcal{X}_b \times_B \mathcal{X}_b$ in $\mathcal{X}_b \times_B \mathcal{X}_b \times B \times_B \mathbb{P}^1_B$, forms a constructible subset $\mathcal{F}_{r, \phi, \alpha, \beta, m, N}$ of $\mathcal{Y}_{\alpha, \beta} \times_B W_{\phi_1} \times_B \cdots \times_B W_{\phi_r}$. Let $\mathcal{F}_{r, \phi, \alpha, \beta, m, N}$ be the image of $\mathcal{F}_{r, \phi, \alpha, \beta, m, N}$ in $B$.

If $b$ is a geometric point of $B$ with image in $\mathcal{F}_{r, \phi, \alpha, \beta, m, N}$, and if we choose a geometric point $(b, Z_b, D_b, W_1, \ldots, W_r)$ of $\mathcal{Y}_{\alpha, \beta} \times_B W_{\phi_1} \times_B \cdots \times_B W_{\phi_r}$ lying over $b$, then the cycle $\sum m_i \cdot \text{cyc}(W_i)$ on $\mathcal{X}_b \times_B \mathcal{X}_b \times B \times_B \mathbb{P}^1_B$ gives a rational equivalence showing that $\text{Tor}^{(i)}(\mathcal{F}_b) \mid N$. Conversely, as each integral closed subscheme $W \subset \mathcal{H}_b$
\( \mathcal{X}_b \times_b \mathcal{X}_b \times \mathbb{P}^1 \) that dominates \( \mathbb{P}^1 \) is flat over \( \mathbb{P}^1 \), each geometric point \( b \in B \) such that \( \text{Tor}^{(i)}(\mathcal{X}_b) \mid N \) is in \( \mathcal{R}_{r,\phi_*,\alpha,\beta,m_*,N} \) for some choice of Hilbert polynomials \( \alpha, \beta, \phi_* \) and integers \( r \) and \( m_1, \ldots, m_r \). Thus, \( \mathcal{S}(M) \) is the union of the subsets \( \mathcal{R}_{r,\phi_*,\alpha,\beta,m_*,N} \) over all \( \alpha, \beta, r, \phi_*, m_* \), and all \( N > 0 \) not divisible by \( M \). As this set of choices is countable, it follows that \( \mathcal{S}(M) \) is a countable union of constructible subsets of \( B \). Since \( \mathcal{S}(M) \) is closed under specialization, the proof is complete. \( \square \)

3. Universally and totally \( CH_0 \)-trivial morphisms

We recall the notion of a universally \( CH_0 \)-trivial morphism and a related notion, that of a totally \( CH_0 \)-trivial morphism.

**Definition 3.1** [Colliot-Thélène and Pirutka 2016b, Définitions 1.1 and 1.2]. Let \( p : Z \to Y \) be a proper morphism of finite type \( k \)-schemes for some field \( k \). The morphism \( p \) is **universally \( CH_0 \)-trivial** if for all field extensions \( F \supset k \), the map \( p_* : CH_0(Z_F) \to CH_0(Y_F) \) is an isomorphism. A proper \( k \)-scheme \( \pi_Y : Y \to \text{Spec} \ k \) is called a universally \( CH_0 \)-trivial \( k \)-scheme if \( \pi_Y \) is a universally \( CH_0 \)-trivial morphism.

**Definition 3.2.** A proper morphism \( p : Z \to Y \) of \( k \)-schemes is **totally \( CH_0 \)-trivial** if for each point \( y \in Y \), the fiber \( p^{-1}(y) \) is a universally \( CH_0 \)-trivial \( k(y) \)-scheme.

It follows directly from the definition that the property of a proper morphism being totally \( CH_0 \)-trivial is stable under arbitrary base-change.

We rephrase a result of Colliot-Thélène and Pirutka.

**Proposition 3.3** [Colliot-Thélène and Pirutka 2016b, Proposition 1.8]. Let \( p : Z \to Y \) be a totally \( CH_0 \)-trivial morphism. Then \( p \) is universally \( CH_0 \)-trivial.

**Remarks 3.4.** (1) By the base-change property of totally \( CH_0 \)-trivial morphisms, we see that for \( p : Z \to Y \) a totally \( CH_0 \)-trivial morphism and \( W \to Y \) a morphism of \( k \)-schemes, the projection \( Z \times_Y W \to W \) is universally \( CH_0 \)-trivial.

(2) There are examples of universally \( CH_0 \)-trivial morphisms that are not totally \( CH_0 \)-trivial;\(^1\) in particular, the property of a morphism being universally \( CH_0 \)-trivial is not stable under base-change.

**Corollary 3.5.** (1) Universally \( CH_0 \)-trivial morphisms and totally \( CH_0 \)-trivial morphisms are closed under composition.

\(^1\)For example, let \( k \) be an algebraically closed field of characteristic \( \neq 2 \), let \( S \) be the cone in \( \mathbb{P}^3_k \) over a smooth plane curve \( C \) of degree \( \geq 3 \), let \( Y \to S \) be the double cover branched over the transverse intersection of \( S \) with a quadric, and let \( y_1, y_2 \in Y \) be the points lying over the vertex of \( S \). Let \( p : Z \to Y \) be the blow-up of \( Y \) at \( y_1 \), and let \( z = p^{-1}(y_2) \). Then for all fields \( L \supset k \), \( CH_0(z_L) \xrightarrow{i_{z_*}} CH_0(Z_L) \) and \( CH_0(y_2_L) \xrightarrow{i_{y_2_*}} CH_0(Y_L) \) are isomorphisms, and thus \( p \) is universally \( CH_0 \)-trivial. However, \( p^{-1}(y_1) \cong C \), so \( p \) is not totally \( CH_0 \)-trivial.
Let \( p : Z \rightarrow Y \) be a morphism of smooth \( k \)-schemes that is a sequence of blow-ups with smooth centers. Then \( p \) is a totally \( \text{CH}_0 \)-trivial morphism.

Suppose that the field \( k \) admits resolution of singularities of birational morphisms for smooth \( k \)-schemes of dimension \( \leq d \); that is, if \( p : Z \rightarrow Y \) is a proper birational morphism of smooth \( k \)-schemes of dimension \( \leq d \), there is a sequence of blow-ups of \( Y \) with smooth centers, \( q : W \rightarrow Y \), such that the resulting birational map \( r : W \rightarrow Z \) is a morphism. Then each proper birational morphism \( p : Z \rightarrow Y \) of smooth \( k \)-schemes of dimension \( \leq d \) is totally \( \text{CH}_0 \)-trivial. In particular, this holds for \( k \) of characteristic zero, or for \( d \leq 3 \) and \( k \) algebraically closed [Abhyankar 1966].

Proof. Statement (1) for universally \( \text{CH}_0 \)-trivial morphisms is obvious from the definition, and for totally \( \text{CH}_0 \)-trivial morphisms this follows with the help of Proposition 3.3.

For (2), we use (1) to reduce to checking for the blow-up of \( Y \) along a smooth closed subscheme \( F \), for which the assertion is clear.

For (3), let \( y \) be a point of \( Y \) and \( L \supset k(y) \) a field extension. Dominating \( Z \) by a \( q : W \rightarrow Y \) as above, we have the maps

\[
\text{CH}_0(q^{-1}(y)_L) \xrightarrow{r_*} \text{CH}_0(p^{-1}(y)_L) \xrightarrow{p_*} \text{CH}_0(\text{Spec } L) = \mathbb{Z}
\]

which, as \( \text{CH}_0(q^{-1}(y)_L) \rightarrow \text{CH}_0(\text{Spec } L) \) is an isomorphism, gives us a splitting to \( p_* \). Applying resolution of singularities to \( r : W \rightarrow Z \) gives a sequence of blow-ups with smooth centers \( s : X \rightarrow Z \) such that \( t := r^{-1}s : X \rightarrow W \) is a morphism. Since \( X \rightarrow Z \) is totally \( \text{CH}_0 \)-trivial, the sequence

\[
\text{CH}_0(t^{-1}(q^{-1}(y))_L) \xrightarrow{t_*} \text{CH}_0(q^{-1}(y)_L) \xrightarrow{r_*} \text{CH}_0(p^{-1}(y)_L)
\]

gives a splitting to \( r_* \), so \( p_* \) is an isomorphism. \( \square \)

Lemma 3.6. (1) Let \( q : Z \rightarrow Y \) be a birational totally \( \text{CH}_0 \)-trivial morphism of integral, generically smooth \( k \)-schemes. Let \( N > 0 \) be an integer, let \( Y_i, W, D \subset Y \) be proper closed subsets with \( \text{dim } Y_i \leq i \), and suppose we have a decomposition of \( \Delta_Y \) as

\[
N \cdot \Delta_Y = \gamma + \gamma_1 + \gamma_2,
\]

with \( \gamma \) supported on \( Y_i \times_k Y \), \( \gamma_1 \) supported on \( Y \times_k D \), and \( \gamma_2 \) supported on \( W \times_k Y \). Then there are proper closed subsets \( Z_i, D' \subset Z \) with \( \text{dim } Z_i \leq i \) and a decomposition of \( \Delta_Z \) as

\[
N \cdot \Delta_Z = \gamma' + \gamma'_1 + \gamma'_2,
\]

with \( \gamma' \) supported on \( Z_i \times_k Z \), \( \gamma'_1 \) supported on \( Z \times_k D' \), and \( \gamma'_2 \) supported on \( q^{-1}(W) \times_k Z \).
(2) Let $q : Z \to Y$ be a birational totally CH$_0$-trivial morphism of integral, generically smooth, proper $k$-schemes. Then $\text{Tor}^i_k(Z) = \text{Tor}^i_k(Y)$ for all $i$.

(3) Let $q : Z \to Y$ be a birational universally CH$_0$-trivial morphism of integral proper $k$-schemes. Then $\text{Tor}_k(Z) = \text{Tor}_k(Y)$. If moreover $Z$ and $Y$ are geometrically integral, then $g\text{Tor}_k(Z) = g\text{Tor}_k(Y)$.

**Proof.** We note that (2) follows easily from (1). Indeed, (1) with $W = \emptyset$ shows that $\text{Tor}^i_k(Z)$ divides $\text{Tor}^i_k(Y)$ for all $i$; as $(q \times q)_*(\Delta_Z) = \Delta_Y$, it follows that a decomposition of $\Delta_Z$ of order $N$ and level $i$ gives a similar decomposition of $\Delta_Y$ by applying $(q \times q)_*$.

We now prove (1). We may assume that $W = \emptyset$. Indeed, if we replace $Y$ with $Y' := Y \setminus W$ and $Z$ with $Z' := Z \setminus q^{-1}(W)$, the result for $q|_{Z'} : Z' \to Y'$ and the decomposition

$$N \cdot \Delta_{Y'} = \gamma|_{Y' \times_k Y'} + \gamma_1|_{Y' \times_k Y'},$$

together with localization gives (1) for the original data.

Suppose then we have

$$N \cdot \Delta_Y = \gamma + \gamma_1$$

with $\gamma$ supported on $Y_i \times_k Y$ and $\gamma_1$ supported on $Y \times_k D$. Let $K = k(Y)$, and let $\eta_Y \in Y$ be the generic point. We have a rational equivalence of 0-cycles on $Y \times_k \eta_Y$

$$N \cdot \eta_Y \times \eta_Y \sim \gamma_{\eta_Y}$$

with $\gamma_{\eta_Y}$ a 0-cycle supported on $Y_i \times_k \eta_Y$. Thus, $N \cdot \eta_Y \times \eta_Y \sim 0$ on $(Y \setminus Y_i) \times_k \eta_Y$.

Since $Z \setminus q^{-1}(Y_i) \to Y \setminus Y_i$ is birational and universally CH$_0$-trivial (Remarks 3.4), there is a rational equivalence of 0-cycles

$$N \cdot \eta_Z \times \eta_Z \sim 0$$

on $(Z \setminus q^{-1}(Y_i)) \times_k \eta_Z$, where $\eta_Z \in Z$ is the generic point. We claim that there is a dimension $\leq i$ closed subset $Z'$ of $Z$ and a rational equivalence of 0-cycles on $Z \times_k \eta_Z$

$$N \cdot \eta_Z \times \eta_Z \sim \rho_Z$$

with $\rho_Z$ a 0-cycle supported on $Z' \times_k \eta_Z$. We proceed by a noetherian induction. We assume there is a closed subset $Y^j \subset Y_i$, a dimension $\leq i$ closed subset $Z_j$ of $q^{-1}(Y_i)$, and a rational equivalence of 0-cycles on $(Z \setminus q^{-1}(Y^j)) \times_k \eta_Z$

$$N \cdot \eta_Z \times \eta_Z \sim \rho_j$$

with $\rho_j$ a 0-cycle supported on $Z_j \times_k \eta_Z$, and we show the parallel statement for a proper closed subset $Y^{j+1}$ of $Y^j$. The induction starts with $Y^0 = Y_i$. 

Choose an integral component $Y_0^j$ of $Y^j$, and let $\nu$ be its generic point. Let $Y'$ be the union of the components of $Y^j$ different from $Y_0^j$. We have the exact localization sequence

\[
CH_0((q^{-1}(Y_0^j \setminus Y')) \times_k \eta_Z) \xrightarrow{i_*} CH_0((Z \setminus q^{-1}(Y')) \times_k \eta_Z) \\
\xrightarrow{} CH_0((Z \setminus q^{-1}(Y^j)) \times_k \eta_Z) \to 0,
\]

and thus there is a 0-cycle $\rho'$ on $q^{-1}(Y_0^j \setminus Y') \times_k \eta_Z$ and a rational equivalence

\[
N \cdot \eta_Z \times \eta_Z \sim \rho_j + \iota_*(\rho')
\]
on $(Z \setminus q^{-1}(Y')) \times_k \eta_Z$.

Write

\[
\rho' = \sum_i m_i x_i + \sum_j n_j x'_j,
\]
where the $x_i, x'_j$ are closed points of $q^{-1}(Y_0^j \setminus Y') \times_k \eta_Z$, such that $q \circ p_1(x_i) = \nu$ for all $i$ and $q \circ p_1(x'_j)$ is contained in some proper closed subset (say $Y''$) of $Y_0^j$ for all $j$. Replacing $Y'$ with $Y' \cup Y''$ and changing notation, we may assume that $\rho' = \sum_i m_i x_i$.

By assumption, the map $q^{-1}(\nu) \to \nu$ is universally $CH_0$-trivial, so there is a degree-one 0-cycle $\epsilon$ on $q^{-1}(\nu)$ so that $\epsilon_L$ generates $CH_0(q^{-1}(\nu)_L)$ for all field extensions $L \supset k(\nu)$; in particular, $\epsilon \times \eta_Z$ generates $CH_0(q^{-1}(\nu) \times_k \eta_Z)$. Enlarging $Y'$ again by a proper closed subset of $Y_0^j$, we may assume that

\[
\rho' = m \cdot \epsilon \times \eta_Z
\]
in $CH_0(q^{-1}(Y_0^j \setminus Y') \times_k \eta_Z)$, for some $m \in \mathbb{Z}$. Since $\epsilon$ is a 0-cycle on $q^{-1}(\nu)$, the dimension of the closure $Z'$ of the support of $\epsilon$ in $q^{-1}(Y_0^j)$ is bounded by the transcendence dimension of $k(\nu)$ over $k$, that is, by $\dim_k Y_0^j$; since $Y_0^j \subset Y_i$,

\[
\dim_k Z' \leq i.
\]

Taking $Y^{j+1} = Y'$, $Z_{j+1} = Z_j \cup Z'$, and $\rho_{j+1} = \rho_j + m \cdot \epsilon \times \eta_Z$, the 0-cycle $\rho_{j+1}$ is supported on $Z_{j+1} \times_k \eta_Z$, $\dim_k Z_{j+1} \leq i$, and we have

\[
N \cdot \eta_Z \times \eta_Z = \rho_{j+1}
\]
in $CH_0((Z \setminus q^{-1}(Y^{j+1})) \times_k \eta_Z)$. The induction thus goes through, proving the result.

The proof of (3) is similar but easier. We have already seen that if $Z$ has a decomposition of the diagonal of order $N$, then so does $Y$. If conversely $Y$ has a decomposition of the diagonal of order $N$, then there is a 0-cycle $y$ on $Y$ with

\[
N \cdot \eta_Y \times \eta_Y = y \times \eta_Y
\]
in $\text{CH}_0(Y \times \eta_Y)$. As $q : Z \to Y$ is universally $\text{CH}_0$ trivial, there is a 0-cycle $z$ on $Z$ with $q_*z = y$ in $\text{CH}_0(Y)$ and since $(q \times q)_* : \text{CH}_0(Z \times_k \eta_Z) \to \text{CH}_0(Y \times_k \eta_Y)$ is an isomorphism, we have

$$N \cdot \eta_Z \times \eta_Z = z \times \eta_Z$$

in $\text{CH}_0(Z \times_k \eta_Z)$. The proof for $g\text{Tor}$ is the same.

We note some consequences of Lemma 3.6.

**Proposition 3.7.** Let $f : Y \to X$ be a dominant rational map of smooth integral proper $k$-schemes of the same dimension $d$.

(1) Suppose $k$ admits resolution of singularities for rational maps of varieties of dimension $\leq d$; that is, if $p : Y \to X$ is a rational morphism of smooth $k$-schemes of dimension $\leq d$, there is a sequence of blow-ups of $Y$ with smooth center, $q : W \to Y$, such that the resulting rational map $r : W \to X$ is a morphism. Then $\text{Tor}_k^{(i)} X$ divides $\deg f \cdot \text{Tor}_k^{(i)} Y$ for all $i$.

(2) Without assumption on $k$, $\text{Tor}_k X$ divides $\deg f \cdot \text{Tor}_k Y$ and $g\text{Tor}_k X$ divides $(\deg f)^2 \cdot g\text{Tor}_k Y$.

*Proof.* For (1) we may find a sequence of blow-ups with smooth centers, $g : Z \to Y$, so that the induced rational map $h : Z \to X$ is a morphism. Since $g$ is a totally $\text{CH}_0$-trivial morphism, $\text{Tor}_k^{(i)} Z = \text{Tor}_k^{(i)} Y$ by Lemma 3.6(2), so we may assume that $g$ is a morphism; the result then follows from Lemma 1.14.

For (2), let $Z \subset Y \times_k X$ be the graph of $f$, that is, the closure of the graph of $f : V \to X$ for a nonempty open subset $V \subset Y$ on which $f$ is defined. The map $p_1 : Z \to Y$ is birational and there is a nonempty open $X_0 \subset X$ such that $p_1 : p_1^{-1}(X_0) \cap Z \to Y$ is an open immersion; set $Y_0 := p_1(p_2^{-1}(X_0) \cap Z)$. The correspondence $Z \times_k Z$ yields a homomorphism

$$g : \text{CH}_d(Y \times_k Y) \to \text{CH}_d(X \times_k X).$$

We claim that $g(\Delta_Y) = \deg(f) \cdot \Delta_X + \gamma$ where $\gamma$ is a cycle supported on $X \times_k (X \setminus X_0)$, which implies the assertion for $\text{Tor}_k X$. Keeping track of supports and using localization, we have an identity in $\text{CH}_d(Z \times_k Z)$ of the form

$$[Z \times_k Z] \cdot (p_1 \times p_1)^*(\Delta_Y) = \Delta_Z + \gamma',$$  \hspace{1cm} (3-1)

where $\gamma'$ has support in $(p_1^{-1}(Y \setminus Y_0) \cap Z) \times_{Y \setminus Y_0} (p_1^{-1}(Y \setminus Y_0) \cap Z)$. Therefore, $(p_2 \times p_2)_*(\gamma')$ has support in $X \times_k (X \setminus X_0)$. Applying $(p_2 \times p_2)_*$ to (3-1) we prove our claim.

The proof for $g\text{Tor}_k$ is similar.

In particular, if we have resolution of singularities of birational maps, $\text{Tor}_k^{(i)}$ is a birational invariant and in general $\text{Tor}_k$ is a birational invariant; from this it follows
easily that $\text{Tor}_k^{(i)}$ is a stable birational invariant if we have resolution of singularities of birational maps and in general $\text{Tor}_k$ is a stable birational invariant.

4. Specialization and degeneration

The next result, in a somewhat different form, is proven in [Colliot-Thélène and Pirutka 2016b, Théorème 1.12]. In a less general setting, a similar result may be found in [Voisin 2015, Theorem 1.1].

**Proposition 4.1.** Let $\mathfrak{O}$ be a regular local ring with quotient field $K$ and residue field $k$. Let $f : \mathfrak{X} \to \text{Spec} \mathfrak{O}$ be a flat and proper morphism with geometrically integral fibers, and let $X$ be the generic fiber $\mathfrak{X}_K$ and $Y$ the special fiber $\mathfrak{X}_k$. We suppose that $Y$ admit a resolution of singularities $q : Z \to Y$ such that $q$ is a universally $\text{CH}_0$-trivial morphism. Suppose in addition that $X$ admits a decomposition of the diagonal of order $N$. Then $Z$ also admits a decomposition of the diagonal of order $N$. In particular, if $\text{Tor}_K^{(i)}(X)$ is finite, then so is $\text{Tor}_k^{(i)}(Z)$, and in this case $\text{Tor}_k^{(i)}(Z) \mid \text{Tor}_K^{(i)}(X)$.

In [Colliot-Thélène and Pirutka 2016b] it is assumed that $X$ has a resolution of singularities $\tilde{X} \to X$ such that $\tilde{X}_K$ admits a decomposition of the diagonal of order $N$, which implies the same condition on $X$ by pushing forward; there is also an assumption that $Z$ has a 0-cycle of degree 1. This resolution of singularities in [Colliot-Thélène and Pirutka 2016b] arises because they consider decompositions of the diagonal only on smooth proper varieties; the existence of a degree-1 0-cycle comes from considering only the case $N = 1$. The modified version stated above is proved exactly as in [loc. cit.].

We prove an extension of this specialization result which takes the decompositions of higher level into account.

**Proposition 4.2.** Let $\mathfrak{O}$ be a regular local ring with quotient field $K$ and residue field $k$. Let $f : \mathfrak{X} \to \text{Spec} \mathfrak{O}$ be a flat and proper morphism with geometrically integral fibers, and let $X$ be the generic fiber $\mathfrak{X}_K$ and $Y$ the special fiber $\mathfrak{X}_k$. Suppose that there is a birational totally $\text{CH}_0$-trivial morphism $q : Z \to Y$ of geometrically integral proper $k$-schemes.

(1) Suppose $X$ admits a decomposition of the diagonal of order $N$ and level $i$. Then $Z$ also admits a decomposition of the diagonal of order $N$ and level $i$. If $\text{Tor}_K^{(i)}(X)$ is finite, then so is $\text{Tor}_k^{(i)}(Z)$ and in this case $\text{Tor}_k^{(i)}(Z) \mid \text{Tor}_K^{(i)}(X)$.

(2) Let $\bar{K}$ and $\bar{k}$ be the respective algebraic closures of $K$ and $k$, and suppose that $X_{\overline{K}}$ admits a decomposition of the diagonal of order $N$ and level $i$. Suppose that $K$ has characteristic zero, or that $\mathfrak{O}$ is excellent. Then $Z_{\bar{k}}$ also admits a decomposition of the diagonal of order $N$ and level $i$. If $\text{Tor}^{(i)}(X)$ is finite, then so is $\text{Tor}^{(i)}(Z)$ and in this case $\text{Tor}^{(i)}(Z) \mid \text{Tor}^{(i)}(X)$. 


**Proof.** The assertion (2) follows from (1) by first stratifying $\text{Spec } \mathfrak{O}$ as in the proof of Lemma 1.5 to reduce to the case of a DVR. We then take a finite extension $L$ of $K$ so that $\text{Tor}^i(X) = \text{Tor}^i_L(X_L)$, take the normalization $\mathfrak{O} \to \mathfrak{O}^N$ of $\mathfrak{O}$ in $L$, and replace $\mathfrak{O}$ with the localization $\mathfrak{O}'$ of $\mathfrak{O}^N$ at some maximal ideal. Letting $k'$ be the residue field of $\mathfrak{O}'$, $\text{Tor}^i(Z)$ divides $\text{Tor}^i_k(Z_{k'})$, so (1) implies (2). We now prove (1).

By Lemma 1.5, $Y$ admits a decomposition of the diagonal of order $N$ and level $i$. By Lemma 3.6, $Z$ also admits a decomposition of the diagonal of order $N$ and level $i$, proving (1).

We also have a version that incorporates Totaro’s extended specialization Lemma 1.7.

**Proposition 4.3.** Let $\mathfrak{O}$ be a discrete valuation ring with quotient field $K$ and residue field $k$. Let $f : \mathcal{X} \to \text{Spec } \mathfrak{O}$ be a flat and proper morphism of dimension $d$ over $\text{Spec } \mathfrak{O}$ with generic fiber $X$ and special fiber $Y$. We suppose $Y$ is a union of closed subschemes, $Y = Y_1 \cup Y_2$, and that $X$ and $Y_1$ are geometrically integral. Suppose there is a birational totally $\text{CH}_0$-trivial morphism $q : Z \to Y_1$ of geometrically integral proper $k$-schemes and that $X$ admits a decomposition of the diagonal of order $N$ and level $i$. Then there are proper closed subsets $Z_i, D \subset Z$ with $\dim Z_i \leq i$ and a decomposition

$$N \cdot \Delta_Z = \gamma + \gamma_1 + \gamma_2$$

with $\gamma$ supported in $Z_i \times_k Z$, $\gamma_1$ supported in $Z \times_k D$, and $\gamma_2$ supported in $q^{-1}(Y_1 \cap Y_2) \times_k Z$.

**Proof.** This follows directly from Lemmas 1.7 and 3.6.

**Remark 4.4.** As in the second part of Proposition 4.2, we may take the $N$ in Proposition 4.3 to be $\text{Tor}^i_R(X_R)$ if $\mathfrak{O}$ is excellent or if $K$ has characteristic zero, by replacing $\mathfrak{O}$ with its normalization $\mathfrak{O}'$ in a finite extension $L$ of $K$ so that $\text{Tor}^i_R(X_R) = \text{Tor}^i_L(X_L)$, replacing $\mathcal{X}$ with $\mathcal{X} \times_{\mathfrak{O}} \mathfrak{O}'$, replacing $k$ with a residue field $k'$ of $\mathfrak{O}'$, and replacing $Z$ with $Z \otimes_k k'$.

5. Torsion order for complete intersections in a projective space: an upper bound

We concentrate on the 0-th torsion order of a (reduced, generically smooth) complete intersection $X = X_{d_1, \ldots, d_r}$ in $\mathbb{P}^{n+r}$ of dimension $n$ and multidegree $d_1, d_2, \ldots, d_r$. In this section, we recall the construction of Roitman [1980], which when suitably refined gives an upper bound for $\text{Tor}_k(X)$; by Lemma 1.3(1), this gives an upper bound for $\text{Tor}^i_k(X)$ for all $i$.

**Remark 5.1.** Roitman [1980] considered 0-cycles modulo rational equivalence on a smooth hypersurface $X$ of degree $d \leq n$ in $\mathbb{P}^n_k$ for $k$ an algebraically closed field.
His argument (in part) consisted in showing that through each point \( x \) of \( X \), there is a line \( \ell \) in \( \mathbb{P}^n \) containing \( x \) with either \( \ell \subset X \) or \( \ell \cap X = \{ x \} \) (set-theoretically). To do this, he showed how the defining equation for \( X \) gives equations for the set of all \( \ell \) with the above properties, as a closed subset of the projective space \( \mathbb{P}^{n-1}(x) \) of lines through \( x \). For his purpose, it is enough to show that the closed subset of all \( \ell \) containing \( x \), with \( \ell \subset X \) or with \( \ell \cap X = \{ x \} \), is nonempty; for our purposes, we need the degree of this closed subscheme. More concretely, if \( x, x' \) are points of \( X(k) \) with \( k \) algebraically closed, Roitman’s argument shows that \( d \cdot x \sim d \cdot x' \) by finding lines \( \ell, \ell' \) as described above, whereas we need to consider points \( x, x' \) in \( X(k(X)) \), so the factor \( d \) becomes multiplied by the degree of the closed subscheme of lines through \( x \) or \( x' \). Finally, Roitman eventually shows that \( x \sim x' \) for all \( x \in X(k) \), \( k \) algebraically closed, by applying his famous theorem on the torsion in the group of 0-cycles modulo rational equivalence.

We often shorten the notation by writing \( d_* \) for a sequence \( d_1, d_2, \ldots, d_r \).

**Proposition 5.2.** Let \( k \) be a field, and let \( X = X^n_{d_1, \ldots, d_r} \) in \( \mathbb{P}^{n+r}_k \) with \( \sum_i d_i \leq n + r \) be a reduced, generically smooth complete intersection of multidegree \( d_1, \ldots, d_r \), with \( n \geq 1 \). Then \( \text{Tor}_k(X) \) is finite and divides \( \prod_{i=1}^r d_i! \).

**Proof.** The reduced, generically smooth complete intersections in \( \mathbb{P}^{n+r} \) and of multidegree \( d_1, \ldots, d_r \) are parametrized by an open subscheme \( \mathcal{U}_{d_1,n} \) of a product of projective spaces; by Lemma 1.5 it suffices to prove the result for the subscheme \( X := X_{d,\text{gen}} \) of \( \mathbb{P}^{n+r}_k \) defined over the field \( K := k(\mathcal{U}_{d_1,n}) \) corresponding to the generic point of \( \mathcal{U}_{d_1,n} \). For such an \( X \), there is an open subset \( V \subset X \), such that, for \( x \in V \), the set of lines \( \ell \subset \mathbb{P}^{n+r} \) such that \( x \in \ell \) and \( (\ell \cap X)_{\text{red}} \) is either \( \{ x \} \) or is \( \ell \) is defined by a complete intersection \( W_x \) of multidegree

\[
d_1 - 1, d_1 - 2, \ldots, 2, 1, d_2 - 1, d_2 - 2, \ldots, 2, 1, \ldots, d_r - 1, \ldots, 2, 1
\]

in the projective space \( \mathbb{P}^{n+r-1}_K \) of lines through \( x \). Indeed, we may choose a standard affine open \( U \) in \( \mathbb{P}^{n+r}_K \) containing \( x \) and choose affine coordinates \( t_0, \ldots, t_{n+r-1} \) for \( U \) so that \( x \) is the origin, and \( X \cap U \) is defined by inhomogeneous equations \( F_1 = \cdots = F_r = 0 \). Writing each \( F_i \) as a sum of homogeneous terms \( F_i^{(j)} \) of degree \( j \),

\[
F_i = \sum_{j=1}^{d_i} F_i^{(j)}
\]

\( W_x \) is defined by ideal \((\cdots F_i^{(j)} \cdots), i = 1, \ldots, r \) and \( j = 1, \ldots, d_i - 1 \). Since we are choosing \( X \) to be the generic hypersurface, and as we may also choose \( x \) to lie outside any proper closed subset of \( X \), the homogeneous terms \( F_i^{(j)} \in K(x)[t_0, \ldots, t_{n+r-1}]_j \) will define a complete intersection in \( \mathbb{P}^{n+r-1}_K \). In particular \( W_x \) has codimension \( \sum_{i=1}^r (d_i - 1) \leq n + r - 1 \) in \( \mathbb{P}^{n+r-1}_K \), is nonempty, and has degree \( \prod_{i=1}^r (d_i - 1)! \).
Let $W^0_x \subset W_x$ be the closed subset of lines $\ell$ containing $x$ with $\ell \subset X$; this is defined by the $r$ additional equations $F_i^{(d_i)} = 0$. Thus, for general $(X, x)$, $W^0_x$ has codimension $r$ on $W_x$ (or is empty).

Since $n + r - 1 - \sum_{i=1}^r (d_i - 1) \geq r - 1$, we may intersect $W_x$ with a suitably general linear space $L \subset \mathbb{P}^{n+r-1}$ to form a closed subscheme $\overline{W}_x \subset W_x$ of dimension $r - 1$ and degree $\prod_{i=1}^r (d_i - 1)!$ and we may choose $L$ with $L \cap W^0_x = \emptyset$. The cone over $\overline{W}_x$ with vertex $x$, $\mathcal{C}_x \subset \mathbb{P}^{n+r}_{K(\eta)}$ is thus a dimension-$r$ closed subscheme of degree $\prod_{i=1}^r (d_i - 1)!$ with intersection (set) $\mathcal{C}_x \cap X = \{x\}$. Thus, as cycles

$$\mathcal{C}_x \cdot X = \left( \prod_{i=1}^r d_i! \right) \cdot x.$$

Let $\eta$ be the generic point of $X$. Taking $x = \eta$ in the above discussion gives

$$\prod_{i=1}^r d_i! \cdot \eta = \mathcal{C}_\eta \cdot X.$$

But $\mathcal{C}_\eta$ is an $r$-cycle on $\mathbb{P}^{n+r}_{K(\eta)}$ of degree $\prod_{i=1}^r (d_i - 1)!$, so $\mathcal{C}_\eta = \prod_{i=1}^r (d_i - 1)! \cdot L_r$ in $\text{CH}_r(\mathbb{P}^{n+r}_{K(\eta)})$, where $L_r \subset \mathbb{P}^{n+r}_K$ is any dimension-$r$ linear subspace. Since $K$ is infinite, we may choose $L_r$ so that the intersection $L_r \cap X$ has dimension zero. Thus, letting $z = \prod_{i=1}^r (d_i - 1)! \cdot (L_r \cdot X)$, we have

$$\prod_{i=1}^r d_i! \cdot \eta - z_{K(\eta)} = 0$$

in $\text{CH}_0(X_{K(\eta)})$, which gives a decomposition of the diagonal in $X$ of order $\prod_{i=1}^r d_i!$. Thus, $\text{Tor}_K(X)$ is finite and divides $\prod_{i=1}^r d_i!$, as desired. \hfill \Box

**Corollary 5.3.** Let $X = X^n_{d_1, \ldots, d_r}$ in $\mathbb{P}^{n+r}_k$ be a smooth complete intersection of multidegree $d_1, \ldots, d_r$ and of dimension $n \geq 1$ with $\sum_i d_i \leq n + r$. Then $\text{gTor}_k(X)$ and $\text{Tor}(X)$ are both finite and both divide $\prod_{i=1}^r d_i!$.

**Proof.** Both $\text{gTor}_k(X)$ and $\text{Tor}(X) \coloneqq \text{Tor}_K(X_K)$ divide $\text{Tor}_k(X)$ (Lemma 1.3), so the result follows from Proposition 5.2. \hfill \Box

### 6. A lower bound in the generic case

In this section we discuss the case of the generic complete intersection. Let $k$ denote a fixed base-field, for instance the prime field. The bounds we find for the generic case are independent of $k$, so one could equally well take $k$ to be the reader’s favorite field, even an algebraically closed one.

Before going into details, we outline the case of hypersurfaces, which uses all the main ideas.
Let $d!^*$ denote the l.c.m. of the integers $2, \ldots, d$. Note that $d!^*$ is inductively the l.c.m. of $d$ and $(d - 1)!^*$ (Lemma 6.4). Our main result in the case of hypersurfaces is that the torsion order of level 0 of the generic hypersurface of degree $d \leq n + 1$ in $\mathbb{P}^{n+1}$ is divisible by $d!^*$, in other words, if the generic hypersurface admits a decomposition of the diagonal of degree $N$, then $d!^*$ divides $N$.

The hypersurfaces of degree $d \leq n + 1$ in $\mathbb{P}^{n+1}$ are parametrized by a projective space $\mathbb{P}^{N_{n,d}}$, and it is not hard to show that the index over $k(\mathbb{P}^{N_{n,d}})$ of the generic degree-$d$ hypersurface $X$ is $d$. In fact, we have a much stronger statement, namely $\text{CH}_0(X) = \mathbb{Z}$, generated by $X$ for $\ell \subset \mathbb{P}^{n+1}$ a line (Lemma 6.1(1)). In particular, for any zero cycle $x$ on $X$, we have $d \mid \deg_{E(k(\mathbb{P}^{N_{n,d}}))} x$.

If we have a decomposition of order $N$ of the diagonal on $X$,

$$N \cdot \Delta_X \sim x \times X + \gamma,$$

then, as projecting this identity on the second factor shows that $N = \deg_{E(k(\mathbb{P}^{N_{n,d}}))} x$, it follows that $d \mid N$. Now degenerate $X$ to the generic degree-$(d - 1)$ hypersurface $Y$ in $\mathbb{P}^{n+1}$ plus the hyperplane $H$ given by $x_{n+1} = 0$, and let $Z = Y \cap H$. Here $Y$ and $Z$ are defined over $L := k(\mathbb{P}^{N_{n,d-1}})$. Specializing the above rational equivalence using Lemma 1.7 gives a rational equivalence on $Y \times_L Y$ of the form

$$N \cdot \Delta_Y \sim \bar{x} \times Y + \gamma_1 + \gamma_2$$

with $\bar{x}$ a zero-cycle on $Y$, $\gamma_1$ a dimension-$n$ cycle on $Z \times_L Y$, and $\gamma_2$ supported in $Y \times_L D$ for some divisor $D$ on $Y$. Passing to the generic point of $Y$, $\gamma_1$ gives a 0-cycle on $Z \times_L L(Y)$. The main point is to show that $\text{CH}_0(Z \times_L L(Y))$ is also $\mathbb{Z}$, generated by intersections from $\mathbb{P}^{n-1}$ (Lemma 6.1(3)), so we can replace $\gamma_1$ with $y \times Y + \gamma_3$, where $y$ is a 0-cycle on $Z$ and $\gamma_3$ is supported on $Z \times_L D'$ for some divisor $D'$ on $Y$ (Lemma 6.2). In other words,

$$N \cdot \Delta_Y \sim (\bar{x} + y) \times Y + \gamma_2 + \gamma_3,$$

so $Y$ admits a decomposition of the diagonal of degree $N$. Now use induction on $d$ to conclude that $(d - 1)!^* \mid N$. As we already know that $d \mid N$, we find $d!^* \mid N$.

Now we address the details and the case of a general complete intersection. Fix integers $n, r \geq 1$. For an integer $d$, let $\mathcal{I}_{d,n+r}$ be the set of indices $I = (i_0, \ldots, i_{n+r})$ with $0 \leq i_j$ and $\sum_j i_j = d$. We let $\mathcal{I}_i = \mathcal{I}_{d_i,n+r}$ and let $N_i := \# \mathcal{I}_i - 1$. Let \{u^{(I)}_i \mid I \in \mathcal{I}_i\} be homogeneous coordinates for $\mathbb{P}^{N_i}$, and let $x_0, \ldots, x_{n+r}$ be homogeneous coordinates for $\mathbb{P}^{n+r}$. The universal family of intersections of multidegree $d_1, \ldots, d_r$ in $\mathbb{P}^{n+r}$, $\mathcal{Y}_{d_1,\ldots,d_r,n}$, is the subscheme of $\mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r} \times \mathbb{P}^{n+r}$ defined by the multihomogeneous ideal in the polynomial ring $k[[u^{(I)}_i]]_{I \in \mathcal{I}_i, i = 1, \ldots, r, x_0, \ldots, x_{n+r}}$ generated by the elements.
\[
\sum_{I \in \mathcal{I}_i} u_i(1) x^I, \quad i = 1, \ldots, r,
\]

where as usual \(x^I = x_i^{0} \cdots x_i^{n+r}\) for \(I = (i_0, \ldots, i_{n+r})\). We let \(\eta := \eta_{d_{e,n}}\) denote the generic point of \(\mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r}\) and let \(\mathcal{X}_{\eta}^{d_{e,n}}\) denote the fiber product

\[
\mathcal{X}_{\eta}^{d_{e,n}} := \mathcal{X}^{d_{e,n}} \times \mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r} \eta \subset \mathbb{P}^{n+r}.
\]

By Proposition 5.2, we know that if \(\sum_{i=0}^{r} d_i \leq n + r\), then \(\text{Tor}_{k(\eta)}(\mathcal{X}_{\eta}^{d_{e,n}})\) is finite and divides \(\prod_i d_i!\). We turn to a computation of a lower bound.

Let \(H \subset \mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r} \times \mathbb{P}^{n+r}\) be the subscheme defined by \((x_{n+r} = 0)\), let \(\mathcal{X}_H^{d_{e,n}} := \mathcal{X}_{\eta}^{d_{e,n}} \cap H\), and let \(\mathcal{X}_{H,\eta}^{d_{e,n}} := \mathcal{X}_{\eta}^{d_{e,n}} \cap H\). Let \(\eta' := \eta_{d_{e,n}-1}\).

We separate the indices \(\mathcal{I}_i\) into two disjoint subsets \(\mathcal{I}_{i}^0\) and \(\mathcal{I}_{i}^1\), with \(\mathcal{I}_{i}^0\) the set of \((i_0, \ldots, i_{n+r})\) with \(i_{n+r} = 0\) and \(\mathcal{I}_{i}^1\) those with \(i_{r+n} > 0\). We set \(v_i^{(1)} = u_i^{(1)}\) for \(I \in \mathcal{I}_{i}^0\) and \(w_i^{(1)} = u_i^{(1)}\) for \(I \in \mathcal{I}_{i}^1\). We write \(k(\{u_i^{(1)}\}_0)\) for the field extension of \(k\) generated by the ratios \(u_i^{(1)}/u_i^{(1)}\), \(I \neq I'\), and similarly for \(k(\{v_i^{(1)}\}_0)\), giving us the field extension \(k(\{v_i^{(1)}\}_0) \subset k(\{u_i^{(1)}\}_0)\). We note that \(k(\{u_i^{(1)}\}_0) = k(\eta)\), \(k(\{v_i^{(1)}\}_0) = k(\eta')\), and the \(\eta\)-scheme \(\mathcal{X}_{H,\eta}^{d_{e,n}}\) is canonically isomorphic to the base-change of the \(\eta'\)-scheme \(\mathcal{X}_{\eta'}^{d_{e,n}-1}\) via the base-extension \(k(\eta') \subset k(\eta)\):

\[
\mathcal{X}_{H,\eta}^{d_{e,n}} \cong \mathcal{X}_{\eta'}^{d_{e,n}-1} \otimes_{k(\eta')} k(\eta).
\]

This defines for us the projection \(q_1 : \mathcal{X}_{H,\eta}^{d_{e,n}} \rightarrow \mathcal{X}_{\eta'}^{d_{e,n}-1}\).

Let \(K = k(\eta)(\mathcal{X}_{\eta}^{d_{e,n}}) = k(\mathcal{X}_{H,\eta}^{d_{e,n}})\). We have the morphism of \(\eta'\)-schemes

\[
\pi : \mathcal{X}_{H,\eta}^{d_{e,n}} \otimes_{k(\eta_{d_{e,n}})} K \rightarrow \mathcal{X}_{\eta'}^{d_{e,n}}
\]

formed by the composition

\[
\mathcal{X}_{H,\eta}^{d_{e,n}} \otimes_{k(\eta)} K \xrightarrow{p_1} \mathcal{X}_{H,\eta}^{d_{e,n}} \xrightarrow{q_1} \mathcal{X}_{\eta'}^{d_{e,n}}.
\]

**Lemma 6.1.** (1) For \(i = 0, \ldots, n\), the intersection map

\[
\text{CH}_{r+i}(\mathbb{P}^{n+r}_{k(\eta)}) \rightarrow \text{CH}_i(\mathcal{X}_{\eta}^{d_{e,n}})
\]

is an isomorphism.

(2) For \(i = 0, \ldots, n - 1\), the pullback

\[
\pi^* : \text{CH}_i(\mathcal{X}_{\eta'}^{d_{e,n}-1}) \rightarrow \text{CH}_i(\mathcal{X}_{H,\eta}^{d_{e,n}} \otimes_{k(\eta)} K)
\]

is an isomorphism.

(3) For \(i = 0, \ldots, n - 1\), the intersection map

\[
\text{CH}_{r+i+1}(\mathbb{P}^{n+r}_K) \rightarrow \text{CH}_i(\mathcal{X}_{H,\eta}^{d_{e,n}} \otimes_{k(\eta)} K)
\]

is an isomorphism.
Proof. Noting that the base-extension $\text{CH}_*(\mathbb{P}^{n+r}_{k(\eta)}) \to \text{CH}_*(\mathbb{P}^{n+r}_{K})$ is an isomorphism, the assertion (3) follows from (1) (for $n - 1$) and (2). For (1), the projection

$$p_2 : \mathcal{X}^{d, n} \to \mathbb{P}^{n+r}$$

expresses $\mathcal{X}^{d, n}$ as a $\mathbb{P}^{N_1-1} \times \cdots \times \mathbb{P}^{N_r-1}$-bundle over $\mathbb{P}^{n+r}$, with fibers embedded in $\mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r}$ linearly in each factor. Thus, $\text{CH}_*(\mathcal{X}^{d, n})$ is generated by $\text{CH}_*(\mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r} \times \mathbb{P}^{n+r})$ via restriction. After localization at $\eta$, this shows that $\text{CH}_*(\mathcal{X}^{d, n}_{\eta})$ is generated by $\text{CH}_*(\mathbb{P}^{n+r}_{k(\eta)})$ via restriction. The fact that the surjective map $\text{CH}_{r+i}(\mathbb{P}^{n+r}_{k(\eta)}) \to \text{CH}_i(\mathcal{X}^{d, n}_{\eta})$ is also injective in the stated range follows by noting that the intersection pairing on $\mathcal{X}^{d, n}_{\eta}$ is nondegenerate when restricted to these cycles. This proves (1).

For (2), fix for each $i$ the index $I^0_i := (d_i, 0, \ldots, 0)$, and the index $I^1_i := (0, \ldots, 0, d_i)$, and for each homogeneous variable $w_i^{(I)}$, let $w_i^{(1)0}$ be the corresponding affine coordinate $w_i^{(1)}/v_i^{(1)}$. Similarly, we let $w_i^{(1)0} = v_i^{(1)}/v_i^{(1)}$. Let $y_i = x_i/x_{n+r}$, $i = 0, \ldots, n + r - 1$ and $y_{n+r} = 1$. The field extension $k(\eta') \to K$ is isomorphic to the field extension given by including the constants $k(\{w_i^{(1)}\}_0)$ of the $k(\{w_i^{(1)}\}_0)$-algebra $A$.

$$A := k(\{w_i^{(1)}\}_0, y_0, \ldots, y_{n+r})[\{w_i^{(1)0}\}]/\left(\ldots, \sum_{I \in I^0_i} v_i^{(1)0} \cdot y^I + \sum_{I' \in I^1_i} w_i^{(1)'0} \cdot y^I', \ldots\right)$$

into the quotient field $L$ of $A$. In each defining relation for $A$, we can solve for $w_i^{(1)0}$ in terms of the $y_i$ and the other $w_i^{(1)0}$. After eliminating each $w_i^{(1)0}$ in this way, we see that $A$ is a polynomial algebra over $k(\{w_i^{(1)}\}_0, y_0, \ldots, y_{n+r-1})$. The $y_i$ and the $w_i^{(1)0}$, after removing $w_i^{(1)0}$ for each $i$, therefore form an algebraically independent set of generators for $L$ over $k(\{w_i^{(1)}\}_0)$, and thus $K$ is a pure transcendental extension of $k(\eta')$. As Chow groups are invariant under base-change by purely transcendental field extensions, this proves (2).

Lemma 6.2. Take $\gamma$ in $\text{CH}_0(\mathcal{X}^{d, n}_{H, \eta} \times k(\eta) \mathcal{X}^{d, n}_{\eta})$. Then there is a zero cycle $y$ on $\mathcal{X}^{d, n}_{H, \eta}$, a proper closed subset $D'$ of $\mathcal{X}^{d, n}_{\eta}$, and a cycle $\gamma'$ supported on $\mathcal{X}^{d, n}_{H, \eta} \times k(\eta) D'$ such that

$$\gamma = y \times \mathcal{X}^{d, n}_{\eta} + \gamma'$$

in $\text{CH}_n(\mathcal{X}^{d, n}_{H, \eta} \times k(\eta) \mathcal{X}^{d, n}_{\eta})$. Furthermore, the degree of $y$ is divisible by $\prod_{i=1}^r d_i$.

Proof. Let $\xi$ denote the generic point of $\mathcal{X}^{d, n}_{\eta}$. By Lemma 6.1(3), the class of the restriction $j^* \gamma$ of $\gamma$ to $\mathcal{X}^{d, n}_{H, \eta} \times k(\eta) \xi$ is of the form

$$j^* \gamma = M \cdot L \cdot \mathcal{X}^{d, n}_{H, \eta} \times k(\eta) \xi,$$

where $L$ is a linear subspace of $H \subset \mathbb{P}^{n+r}$, $M$ an integer. Letting $y \in \text{CH}_0(\mathcal{X}^{d, n}_{H, \eta})$ be the 0-cycle $M \cdot L \cdot \mathcal{X}^{d, n}_{H, \eta}$, the result follows from the localization theorem for
the Chow groups; the assertion on the degree follows from the fact that \( \mathcal{X}^{d_{\eta}, n}_{H, \eta} \) has degree \( \prod i=1^r d_i \) and hence \( y \) has degree \( M \cdot \prod i=1^r d_i \).

\[ \square \]

**Definition 6.3.** For a natural number \( n \geq 1 \), we let \( n!^* \) denote the l.c.m. of the numbers 1, 2, \ldots, \( n \).

**Lemma 6.4.** Let \( d_1, \ldots, d_r \) be a sequence of positive natural numbers. Then the product \( \prod i=1^r (d_i!^*) \) is equal to the l.c.m. \( M \) of all products \( i_1 \cdots i_r \) with \( 1 \leq i_j \leq d_j \), \( j = 1, \ldots, r \).

**Proof.** Fix a prime number \( p \). For each \( j = 1, \ldots, r \), let \( i_j^* \) be an integer with \( 1 \leq i_j^* \leq d_j \) and with \( p \)-adic valuation \( v_p(i_j^*) \) equal to \( v_p(d_j!^*) \). Then

\[ v_p \left( \prod_{j=1}^r i_j^* \right) = v_p \left( \prod_{i=1}^r (d_i!^*) \right) \]

and \( v_p \left( \prod_{j=1}^r i_j^* \right) \leq v_p \left( \prod_{j=1}^r i_j^* \right) \) for all sequences \( i_1, \ldots, i_r \) with \( 1 \leq i_j \leq d_j \). Thus, \( v_p(M) = v_p \left( \prod_{i=1}^r (i_j^*) \right) = v_p \left( \prod_{i=1}^r (d_i!^*) \right) \). Since \( p \) was arbitrary, this gives \( M = \prod_{j=1}^r (d_j!^*) \).

\[ \square \]

**Theorem 6.5.** For integers \( d_1, \ldots, d_r \) with \( \sum i d_i \leq n+r, \prod_{i=1}^r d_i!^* | \text{Tor}_{k(\eta)}(\mathcal{X}^{d_{\eta}, n}_{\eta}) \).

**Proof.** We may suppose that \( d_1 > 1 \). Let \( d_1^* = (d_1 - 1, d_2, \ldots, d_r) \). Let \( \mathcal{O} \) be the local ring of the origin in \( \mathbb{A}^1_{k(\eta)} = \text{Spec} k(\eta)[t] \), and let \( \tilde{\mathcal{X}} \) be the subscheme of \( \mathbb{P}^{N_1} \times \cdots \times \mathbb{P}^{N_r} \mathcal{O} \) defined by the homogeneous ideal \( (f_1, \ldots, f_r) \), with

\[ f_j = \begin{cases} \sum I \in \mathcal{I}_{d_j, n+r} u^{(I)}_j x^I & \text{for } j \neq 1, \\ t \cdot \sum I \in \mathcal{I}_{d_1, n+r} u^{(1)}_1 x^I + (1 - t) \cdot x_{n+r} \cdot \sum J \in \mathcal{I}_{d_{1-1, n+r}} u^{(J)}_1 x^J & \text{for } j = 1. \end{cases} \]

The generic fiber of \( \mathcal{X} \) is thus isomorphic to \( \mathcal{X}^{d_{\eta}, n}_{\eta} \times_{k(\eta)} k(\eta, t) \), and the special fiber is \( \mathcal{X}^{d_{\eta}, n}_{\eta} \cup H \).

Suppose that \( \mathcal{X}^{d_{\eta}, n}_{\eta} \) admits a decomposition of the diagonal of order \( N \):

\[ N \cdot \Delta_{\mathcal{X}^{d_{\eta}, n}_{\eta}} = x \times \mathcal{X}^{d_{\eta}, n}_{\eta} + \gamma \]

with \( \gamma \) supported on \( \mathcal{X}^{d_{\eta}, n}_{\eta} \times D \) for some divisor \( D \). By **Lemma 6.1**, \( \deg x \) is divisible by \( \prod_{i=1}^r d_i \), and thus \( \prod_{i=1}^r d_i \) divides \( N \).

By applying Totaro’s specialization lemma (**Lemma 1.7**) to the family \( \mathcal{X} \to \text{Spec} \mathcal{O} \), the diagonal for \( \mathcal{X}^{d_{\eta}, n}_{\eta} \) admits a decomposition of the form

\[ N \cdot \Delta_{\mathcal{X}^{d_{\eta}, n}_{\eta}} = \tilde{x} \times \mathcal{X}^{d_{\eta}, n}_{\eta} + \gamma_1 + \gamma_2 \]

with \( \gamma_1 \) supported in \( \mathcal{X}^{d_{\eta}, n}_{H, \eta} \times \mathcal{X}^{d_{\eta}, n}_{\eta} \) and \( \gamma_2 \) supported in \( \mathcal{X}^{d_{\eta}, n}_{\eta} \times D \) for some divisor \( D \) on \( \mathcal{X}^{d_{\eta}, n}_{\eta} \). By **Lemma 6.2**, we have the identity

\[ \gamma_1 = y \times \mathcal{X}^{d_{\eta}, n}_{\eta} + \gamma_3 \]
with \( y \) a zero-cycle on \( X_{\eta}^{d_{\eta}, n} \) and \( \gamma_3 \) supported on \( X_{\eta}^{d_{\eta}, n} \times D_3 \) for some divisor \( D_3 \). Thus, the diagonal on \( X_{\eta}^{d_{\eta}, n} \) admits a decomposition of order \( N \) as well. By induction, it follows that \( (d_1 - 1)!^r \cdot \prod_{i=2}^r (d_i!) \) divides \( N \); by symmetry, \( (d_j - 1)!^r \cdot \prod_{i=1, i \neq j}^r (d_i!) \) divides \( N \) for all \( j \) with \( d_j > 1 \). As we have already seen that \( \prod_i d_i \) divides \( N \), Lemma 6.4 completes the proof. \( \square \)

We also have a lower bound for the generic complete intersection with a rational point.

**Corollary 6.6.** For integers \( d_1, \ldots, d_r \) with \( \sum_i d_i \leq n + r \), let \( K \) be the function field of the generic complete intersection of multidegree \( d_1, \ldots, d_r \), \( K := k(\eta)(X_{\eta}^{d_{\eta}, n}) \). Then \( \prod_{i=1}^r d_i \prod_{i=1}^r (d_i!) \) divides \( \text{Torsion orders of complete intersections} \).

**Proof.** Let \( X = X_{\eta}^{d_{\eta}, n} \). By Lemma 6.1, \( I_X = \prod_{i=1}^r d_i \) and thus by Lemma 1.10, \( k(\eta)(X_{\eta}^{d_{\eta}, n}) \) divides \( \prod_{i=1}^r d_i \). Clearly \( \prod_{i=1}^r (d_i!) \) divides \( \text{Torsion orders of complete intersections} \), whence the result. \( \square \)

**Example 6.7** (generic cubic hypersurfaces). For the generic cubic hypersurface \( X := X_{\eta}^{3, n} \), \( n \geq 2 \), we thus have \( \text{Torsion orders of complete intersections} \). As \( \eta \) contains a primitive third root of unity. Then we pass from \( k \) to \( k(\lambda_0, \ldots, \lambda_{n-2}) \). The smooth cubic \( Y \subset \mathbb{P}^{n+1}_{k(\lambda_0, \ldots, \lambda_{n-2})} \) given by \( x_0^3 + x_1^3 + x_2^3 + \sum_{i=0}^{n-2} \lambda_i x_i^3 = 0 \) has a rational point but also has nontrivial higher unramified cohomology with \( \mathbb{Z}/3 \)-coefficients. We apply Lemma 1.5(1) to conclude that \( \text{Torsion orders of complete intersections} \).

In particular, the generic dimension-\( n \) cubic hypersurface with a rational point does not admit a rational map \( \mathbb{P}^n \dashrightarrow X_{\eta}^{3, n} \) of degree not divisible by 6 by Proposition 3.7(2).

**Example 6.8** (generic cubic hypersurfaces with a line). Take \( n \geq 2 \). For \( X \) a cubic hypersurface in \( \mathbb{P}^{n+1}_L \) (defined over some field \( L \supset k \)), we have the Fano variety of lines on \( X \), \( F_X \), a closed subscheme of the Grassmann variety \( \text{Gr}(2, n+2)_L \). In fact, if \( U \to \text{Gr}(2, n+2)_L \) is the universal rank-two bundle, and \( f \) is the defining equation for \( X \), then \( F_X \) is the closed subscheme defined by the vanishing of the section of the rank-four bundle \( \text{Sym}^3 U \) determined by \( f \). In particular, the class of \( F_X \) in \( \text{CH}^4(\text{Gr}(2, n+2)_L) \) is given by the Chern class \( c_4(\text{Sym}^3 U) \). One computes this easily as \( c_4 = 9c_2^2(U) + 18c_1(U)^2 c_2(U) \). As \( c_2(U)^n \) and \( c_2(U)^n - c_1(U)^2 \) both have degree one, we see that \( F_X \cdot c_2(U)^n - c_1(U)^2 \) has degree 27, and thus \( I_{F_X} \) divides 27. This 27 is of course the famous 27 lines on a cubic surface, as intersecting \( F_X \) with \( c_2(U)^n - c_1(U)^2 \) in \( \text{Gr}(2, n+2)_L \) is the same as taking the Fano variety of the intersection
of $X$ with a general $\mathbb{P}^3$ in $\mathbb{P}^{n+1}$. See for example [Fulton 1984, Example 14.7.13] for details of the Chern class computation.

Taking $X = \mathbb{P}^3_{\eta}$, and letting $K = k(\eta)(F_X)$, it follows from Lemma 1.10(1) that $6 = \text{Tor}_{k(\eta)}(\mathbb{P}^3_{\eta}, n)$ divides $27 \cdot \text{Tor}_K(\mathbb{P}^3_{\eta}, n \times k(\eta) K)$; since we have the degree-two rational map $\mathbb{P}^n_K \dashrightarrow \mathbb{P}^3_{\eta} \times k(\eta) K$, we have $\text{Tor}_K(\mathbb{P}^3_{\eta}, n \times k(\eta) K) = 2$. In particular, the generic cubic with a line is not stably rational over its natural field of definition $k(\eta)(F_X)$.

We are indebted to J.-L. Colliot-Thélène [2016, Théorème 3.2] for the next example, which improves the bounds and simplifies the argument of an example in an earlier version of this paper.

**Example 6.9** (cubics over a “small” field). Take $n \geq 2$. We consider a DVR $\mathfrak{O}$ with quotient field $K$ and residue field $k$ (of characteristic $\neq 2$), and a degree-3 hypersurface $\mathcal{X} \subset \mathbb{P}^{n+1}_{\mathfrak{O}}$. Let $X = \mathcal{X}_K$ and $Y = \mathcal{X}_k$. We suppose that $X$ is smooth and $Y = Q \cup H$, with $Q$ a smooth quadric and $H$ a hyperplane. Furthermore, we assume

1. $I_Q = 1$,
2. $Q$ and $H$ intersect transversely, and
3. $I_{Q \cap H} = 2$.

From Proposition 5.2, we know that $\text{Tor}_K(X)$ is finite and divides 6. We will show that 2 divides $\text{Tor}_K(X)$.

For this, suppose we have a decomposition of the diagonal of $X$ of order $N$. We note that our family $\mathcal{X}$ satisfies the hypotheses of Lemma 1.8, with $Y_1 = Q$, $Y_2 = H$, and $r = 1$. By Remark 1.9, $N \cdot (\text{CH}_0(Q)/\text{I}_{Q \cap H}^*(\text{CH}_0(Q \cap H))) = 0$; considering degrees, we see that $2 \mid N$.

To construct an explicit example, recall [Lam 1980, Chapter 11, Definition 4.1] that the $u$-invariant $u(k)$ of a field $k$ is the maximum $r$ such that there exists an anisotropic quadratic form over $k$ of dimension $r$, or is $\infty$ if no maximum exists. For example, for $p$ odd, $\mathbb{F}_p$ has $u$-invariant 2, and $\mathbb{Q}_p$ has $u$-invariant 4; more generally, for a field $k$ of characteristic different from 2, $k((t))$ has $u$-invariant $2 \cdot u(k)$ [Lam 1980, Chapter 4, Examples 4.2].

The above construction gives us a cubic hypersurface $X$ of dimension $n \geq 2$ over $K := k((x))$ with $2 \mid \text{Tor}_K(X)$ and $X(K) \neq \emptyset$ if $k$ is an infinite field of characteristic $\neq 2$ with $u$-invariant $\geq n + 1$. Indeed, take an anisotropic quadratic form $q_0$ in $(n+1)$-variables $X_0, \ldots, X_n$, choose $\alpha \in k^\times$ represented by $q_0$, and let $q = q_0 - \alpha \cdot X_{n+1}^2$, so $q$ is nondegenerate. Let $Q \subset \mathbb{P}^{n+1}_k$ be the quadric defined by $q$, and let $H$ be the hyperplane $X_{n+1} = 0$. Take a cubic form $c_0 \in k[X_0, \ldots, X_{n+1}]$, and let $c = xc_0 + q \cdot X_{n+1} \in k[[x]][X_0, \ldots, X_{n+1}]$. Since $k$ is infinite, we can choose $c_0$ so that the subscheme $X$ of $\mathbb{P}^{n+1}_{k((x))}$ defined by $c$ is smooth (and hence geometrically...
Thus, there are cubic threefolds $X$ over $K := \mathbb{Q}_p((x))$ with $2 \mid \text{Tor}_K(X)$ and
with $X(K) \neq \emptyset$. Similarly, there are examples of such cubic threefolds over
$K = \mathbb{F}_p((t))((x))$ for $p \neq 2$. Over $K = \mathbb{Q}((x))$ or even over $K = \mathbb{R}((x))$ there are
cubic hypersurfaces $X$ of dimension $n$ over $K$ for arbitrary $n \geq 2$, with $2 \mid \text{Tor}_K(X)$
and $X(K) \neq \emptyset$. As in the previous example, we may pass to an odd-degree
field extension $L$ of $K$ to find a cubic hypersurface $X_L$ with a line, and with
$\text{Tor}_L(X_L) = 2$; all these cubics are thus not stably rational over their corresponding
field of definition.

Remark 6.10. As mentioned in the introduction, Colliot-Thélène and Pirutka have
constructed cubic threefolds over a $p$-adic field [2016b, Théorème 1.21] and over
$\mathbb{F}_p((x))$ [2016b, Remarque 1.23] with nonzero torsion order and having a rational
point.

7. Torsion order for very general complete intersections in a projective space:
a lower bound

As in the previous sections, we consider smooth complete intersection subschemes $X$
of $\mathbb{P}^{n+r}$ of multidegree $d_1, \ldots, d_r$.

By saying a property holds for a very general complete intersection in $\mathbb{P}^{n+r}_k$ of
multidegree $d_1, \ldots, d_r$, we mean that there is a countable union $F$ of proper closed
subsets of the parameter scheme of such complete intersections (an open subset in
a product of projective spaces over $k$) such that the property holds for $X_b$ if $b \notin F$.

Recall that for $X$ a proper, generically smooth $L$-scheme for some field $L$, and
$L$ the algebraic closure of $L$, we have defined $\text{Tor}_i(X)$ (Definition 1.12).

Theorem 7.1. Let $k$ be a field of characteristic zero. Let $d_1, \ldots, d_r$ and $n \geq 3$
be integers with $d' := \sum_{j=1}^r d_j \leq n + r$. Let $p$ be a prime number. Suppose that

$$d_i \geq p \cdot \left\lceil \frac{n + r + 1 - d' + d_i}{p + 1} \right\rceil$$

(7-1)

for some $i$, $1 \leq i \leq r$. Then $p \mid \text{Tor}^{(n-2)}(X)$ for all very general $X = X_{d_1, \ldots, d_r} \subset \mathbb{P}^{n+r}$.

Corollary 7.2. Let $k, d_1, \ldots, d_r, n$, and $p$ be as in Theorem 7.1, and suppose that
di satisfies (7-1). Then $p \mid \text{Tor}(X)$ for all very general $X = X_{d_1, \ldots, d_r} \subset \mathbb{P}^{n+r}$.

Proof. $\text{Tor}^{(n-2)}(X)$ divides $\text{Tor}(X) := \text{Tor}^{(0)}(X)$ by Lemma 1.3(1).

Remarks 7.3. (1) We know that $\text{Tor}(X)$ is finite for all $X = X_{d_1, \ldots, d_r} \subset \mathbb{P}^{n+r}$ with
$\sum_j d_j \leq n + r$ by Proposition 5.2 and hence $\text{Tor}^{(n-2)}(X)$ is also finite.
(2) For $p = 2$ and for hypersurfaces, the corollary follows directly from the results in [Totaro 2016].

(3) We only use the hypothesis of characteristic zero to allow for a specialization to characteristic $p$, where $p$ is the prime number in the statement. For $k$ a field of positive characteristic, the analogous result holds, but only for $p = \text{char } k$.

(4) There are two interesting cases of complete intersection threefolds we would like to mention: that of a multidegree-$(3, 2)$ complete intersection in $\mathbb{P}^5$ and a multidegree-$(2, 2, 2)$ complete intersection in $\mathbb{P}^6$ (see the recent results of Hassett and Tschinkel [2016]). In both cases we take $d_i = 2$ and get a divisibility by 2. Notice that in the $(2, 3)$ case taking $d_i = 3$ and $p = 3$ works.

Proof of Theorem 7.1. This is another application of the argument of Kollár [1995], as used for example by Totaro [2016], Colliot-Thélène and Pirutka [2016a], or Okada [2016]. We may reorder the $d_j$ so that $d_i = d_1$. We first assume that $p$ divides $d_1$, $d_1 = q \cdot p$. Take $f$ and $g$ suitably general homogeneous polynomials of degree $d_1$ and $q$, respectively, and let $f_2, \ldots, f_r$ be suitably general homogeneous polynomials, with $f_j$ of degree $d_j$, $j = 2, \ldots, r$. We take these to be in the polynomial ring $\mathcal{O}[X_0, \ldots, X_{n+r}]$, where $\mathcal{O}$ is a complete (hence excellent) discrete valuation ring with maximal ideal $(t)$, with residue field $k = \overline{\mathbb{F}}_p$, the algebraic closure of $\mathbb{F}_p$, and with quotient field $K$ a field of characteristic zero. We let $\mathcal{X} \to \text{Spec } \mathcal{O}$ be the closed subscheme of a weighted projective space $\mathbb{P} = \text{Proj } \mathcal{O}[X_0, \ldots, X_{n+r}, Y]$, with the $X_i$ having weight 1 and $Y$ having weight $q$, defined by the homogeneous ideal

$$(f_2, \ldots, f_r, Y^p - f, g - tY).$$

The generic fiber $X := \mathcal{X}_K$ is isomorphic to the complete intersection subscheme of $\mathbb{P}^{n+r}_k$ defined by $g^p - t^p f = f_2 = \cdots = f_r = 0$, and the special fiber $Y := \mathcal{X}_k$ is the cyclic $p$ to 1 cover $Y \to W$, with $W \subset \mathbb{P}^{n+r}_k$ the complete intersection defined by $\bar{g} = \bar{f}_2 = \cdots = \bar{f}_r = 0$, and $y^p = f|_W$.

For general $f, g, f_2, \ldots, f_r, X$ and $W$ are smooth, and $Y$ has only finitely many singularities, which may be resolved by an explicit iterated blow-up $q : Z \to Y$ which is totally $\text{CH}_0$-trivial: for details, see Proposition 8.5 if $p \geq 3$. If $p = d_1 = 2$, then we use Lemma 8.7 and Proposition 8.8 for the construction of the resolution of singularities and the proof that the resolution morphism $q$ is totally $\text{CH}_0$-trivial. Kollár shows in addition that, under the assumption (7-1), one has $H^0(Z, \Omega_{Z/k}^{n-1}) \neq 0$. In somewhat more detail, Kollár [1995, §15, Lemma 16] defines an invertible sheaf $Q$ (denoted $\pi^*Q(L, s)$ in [loc. cit.]) with an injection $Q \to (\Omega_{Y/k}^{n-1})^{**}$, where $**$ denotes the double dual. A local computation (see [Colliot-Thélène and Pirutka 2016a], [Okada 2016], or Remark 8.18 for details) in a neighborhood of the finitely many singularities of $Y$ shows that this injection
extends to an injection \( q^* Q \to \Omega^{n-1}_{Z/k} \); here is where the condition \( n \geq 3 \) is used. In addition, \( q^* Q \) is isomorphic to the pullback to \( Z \) of \( \omega_W \otimes \mathcal{O}_W(d_1) \), where \( \omega_W \) is the canonical sheaf on \( W \). As \( \omega_W = \mathcal{O}_W(d_1/p + \sum_{j \geq 2} d_j - n - r - 1) \), we have a nonzero section of \( \Omega^{n-1}_{Z/k} \) if \( d_1(p + 1)/p \geq n + r + 1 - \sum_{i=2}^r d_i \), which is exactly the condition in the statement of the theorem.

By Proposition 5.2, we know that \( \text{Tor}(X_R) \) is finite and thus \( \text{Tor}^{(n-2)}(X_R) \) is finite as well. The specialization result Proposition 4.2 thus implies that \( \text{Tor}^{(n-2)}(Z_\ell) \) is finite and divides \( \text{Tor}^{(n-2)}(X_R) \). By [Gros 1985, Chapitre II, Proposition 4.2.33; Chatzistamatiou and Rülling 2011, Theorem 3.1.8; El Zein 1978, §3.3, Proposition 4], correspondences on \( Z \times_k Z \) act on \( H^0(Z, \Omega^{n-1}_{Z/k}) \), and if \( \gamma \) is a correspondence on \( Z \times_k Z \) supported in some \( Z' \times_k Z \) with \( \dim_k Z' \leq n - 2 \), then by [Chatzistamatiou and Rülling 2011, Proposition 3.2.2(2)], \( \gamma_* \) acts by zero on \( H^0(Z, \Omega^{n-1}_{Z/k}) \). Similarly, if \( \gamma \) is a correspondence on \( Z \times_k Z \), supported in \( Z \times_k D \) for some divisor \( D \subset Z \), then \( \gamma_*(\omega)|_{Z \setminus D} = 0 \) for each \( \omega \in H^0(Z, \Omega^{n-1}_{Z/k}) \); as \( \Omega^{n-1}_{Z/k} \) is locally free, it follows that \( \gamma_*(\omega) = 0 \). Thus, if \( \Delta_Z \) admits a decomposition of order \( N \) and level \( n - 2 \), this implies that \( \Delta_Z \) is finite and divides \( \text{Tor}^{(n-2)}(X_R) \), and since \( H^0(Z, \Omega^{n-1}_{Z/k}) \) is a nonzero \( k \)-vector space, this implies that \( p \mid N \). Since \( \text{Tor}^{(n-2)}(Z_\ell) \) divides \( \text{Tor}^{(n-2)}(X_R) \), it follows that \( p \mid \text{Tor}^{(n-2)}(X_R) \) and Proposition 2.1 finishes the proof in this case.

In the case of a general \( d_1 \), write \( d_1 = q \cdot p + c, \ 0 < c < p \), and consider a family \( \mathcal{X} \to \text{Spec} \mathcal{O} \) defined by a homogeneous ideal of the form

\[
(f_1, \ldots, f_r, (Y^p - h)s + tu, g - tY),
\]

with \( u, h, g, s \in \mathcal{O}[X_0, \ldots, X_{n+r}] \), \( u \) of degree \( d_1 \), \( h \) of degree \( pq \), \( g \) of degree \( q \), and \( s \) of degree \( c \), suitably general, and with \( Y \) as above of weight \( q \). The generic fiber \( X \) is the complete intersection \( f_1 \neq f_2 \neq \cdots \neq f_r = 0 \), with \( f_1 = (g^p - t^p h)s + t^{p+1}u; \) the special fiber \( Y \) has two components \( Y_1, Y_2 \), with \( Y_1 \) the \( p \) to 1 cyclic cover of \( W := (\bar{f}_2 = \cdots = \bar{f}_r = \bar{g} = 0) \), branched along \( W \cap (h = 0) \). We take \( q : Z \to Y_1 \) to be the resolution as in the previous case. Having chosen \( h, g, s \), we may take \( u \) sufficiently general so that \( X \) is a smooth complete intersection.

Since \( \mathcal{O} \) is excellent, we are free to make a finite extension \( L \) of \( K \), take the integral closure \( \mathcal{O}_L \) of \( \mathcal{O} \) in \( L \), replace \( \mathcal{O} \) with the localization \( \mathcal{O}' \) at a maximal ideal of \( \mathcal{O}_L \), and replace \( \mathcal{X} \) with \( \mathcal{X} \otimes_{\mathcal{O}} \mathcal{O}' \); changing notation, we may assume that \( \text{Tor}^{(n-2)}_K(X) \) is the geometric torsion order \( \text{Tor}^{(n-2)}(X) \). By Proposition 4.3, the smooth proper \( k \)-scheme \( Z \) admits a decomposition of the diagonal as

\[
N \cdot \Delta_Z = \gamma + \gamma_1 + \gamma_2,
\]

with \( N = \text{Tor}^{(n-2)}(X), \ \gamma \) supported in \( Z_{n-2} \times_k Z \) with \( \dim Z_{n-2} \leq n - 2 \), \( \gamma_1 \) supported in \( q^{-1}(Y_1 \cap Y_2) \times_k Z \), and \( \gamma_2 \) supported in \( Z \times_k D \) for some divisor \( D \) on \( Z \).
We may take the degree-$c$ part $s$ as general as we like. In particular, we may assume that $Y_1 \cap Y_2$ is contained in the smooth locus of $Y_1$ and is thus isomorphic to a closed subscheme $Z'$ of $Z$.

Our decomposition of the diagonal on $Z$ gives the relation

$$N \cdot \omega = \gamma_1^* \omega$$

for each $\omega \in H^0(Z, \Omega_Z^{n-1})$. Indeed,

$$N \cdot \omega = N \cdot \Delta_Z^* \omega = \gamma_1^* \omega + \gamma_2^* \omega + \gamma^* \omega.$$

But $\gamma^*$ factors through the restriction to $Z_{n-2}$, so $\gamma^* \omega = 0$. Similarly, $\gamma_2^* \omega$ is a global section of $\Omega_Z^{n-1}$ supported in $D$, which is zero, since $\Omega_Z^{n-1}$ is a locally free sheaf.

One computes that the canonical class of $Y_1 \cap Y_2$ is antiample, and thus the canonical line bundle on the dimension-$(n-1)$ subscheme $Z'$ has no sections. Note that $Z'$ is a cyclic $p$ to 1 cover of the complete intersection $W \cap V(\delta)$. If $s$ is general, then there is a rational resolution of singularities $\widetilde{Z}'$ (Proposition 8.8 and Lemma 8.9), hence the canonical line bundle of $\widetilde{Z}'$ has no nonvanishing sections. But $\gamma_1^* \omega$ factors through the restriction of $\omega$ to $\widetilde{Z}'$; hence, $\gamma_1^* \omega = 0$. Since $h$ has degree $q \cdot p$ in the range needed to give the existence of a nonzero $\omega$ in $H^0(Z, \Omega_Z^{n-1})$, we conclude as before that $p \mid N$. \qed

**Example 7.4.** We consider the case of hypersurfaces of degree $d$ in $\mathbb{P}^{n+1}$, $n \geq 3$. The theorem says that $p$ divides $\text{Tor}^{n-2}(X)$ for very general degree $d \leq n + 1$ hypersurfaces $X$ in $\mathbb{P}^{n+1}$ if

$$d \geq p \cdot \left\lceil \frac{n + 2}{p + 1} \right\rceil.$$

For $p = 2$, this is the range considered by Totaro; for $p = 3$, the first case is degree 6 in $\mathbb{P}^6$. For the extreme case of degree $d = n + 1$ in $\mathbb{P}^{n+1}$, we have $p \mid \text{Tor}^{n-2}(X)$ for all $p$ dividing $n + 1$.

**8. An improved lower bound for the very general complete intersection**

In this section we extend Theorem 7.1 to cover prime powers. The basic idea is to replace the differential forms with Hodge–Witt cohomology. We are grateful to Kay Rülling for providing the argument for the next lemma which shows that a cycle on $Z \times_k \tilde{Z}$, supported on $Z' \times_k Z$ with $\dim Z' \leq n - 2$, acts trivially on $H^0(Z, W_m \Omega_Z^{n-1})$.

**Lemma 8.1.** Let $k$ be a perfect field of positive characteristic $p$, and let $X, Y$ be smooth, equidimensional, and quasiprojective $k$-schemes. Set $n = \dim X$ and $\text{CH}_{\text{prop}}^n(Y \times_k Y) = \lim_{\rightarrow Z} \text{CH}_{\dim Y}(Z)$, where the limit is over all closed subsets
$Z \subset X \times_k Y$ that are proper over $Y$. For $\alpha \in \text{CH}^n_{\text{prop}/Y}(X \times_k Y)$ denote by

$$\alpha_* : \bigoplus_{i,j} H^i(X, W_\alpha^j) \to \bigoplus_{i,j} H^i(Y, W_\alpha^j)$$

the map induced by $\alpha$ via the cycle action from [Chatzistamatiou and Rülling 2012, §3.5]. Assume $\alpha$ is supported on $A \times_k Y$, where $A \subset X$ is a closed subset of codimension $\geq r$. Then $\alpha_*$ vanishes on $\bigoplus_{i,j+r>n} H^i(X, W_\alpha^j)$.

**Proof.** We may assume $\alpha = [Z]$, with $Z \subset X \times_k Y$ an integral closed subscheme of codimension $n$ supported on $A \times_k Y$. Denote by $p_X$, $p_Y$ the respective projections from $X \times_k Y$. It suffices to show for $i \geq 0$, $j+r > n$, and $b \in H^i(X, W_\alpha^j)$ that

$$p_X^*(b) \cup \text{cl}[Z] = 0 \quad \text{in} \quad H_n^{i+n}(X \times_k Y, W_\alpha^{j+n}) \quad (8-1)$$

Then $\alpha_*(b) = p_Y^*(p_X^*(b) \cup \text{cl}[Z])$ will also vanish.

We first prove $(8-1)$ for $i = 0$. Denote by $\eta \in X \times_k Y$ the generic point of $Z$. Since $W_\alpha^{j+n}$ is Cohen–Macaulay, the natural map $H^n_\eta(X \times_k Y, W_\alpha^{j+n}) \to H^n(X \times_k Y, W_\alpha^{j+n})$ is injective. Set $B = \mathcal{O}_{X \times_k Y, \eta}$ and $C = \mathcal{O}_{X, p_X(\eta)}$; by assumption we have $\dim C \geq r$. Since $B$ is formally smooth over $C$ we find $t_1, \ldots, t_r \in C$ and $s_{r+1}, \ldots, s_n \in B$ such that $p_X^*(t_1), \ldots, p_X^*(t_r), s_{r+1}, \ldots, s_n$ form a regular sequence of parameters of $B$. Hence, by [Gros 1985, Chapitre II, §3.5] (see also [Chatzistamatiou and Rülling 2012, Proposition 2.4.1]) and [Chatzistamatiou and Rülling 2012, Lemma 3.1.5] and in the notation of [Chatzistamatiou and Rülling 2012, §1.11.1] the image of $p_X^*(b) \cup \text{cl}[Z] = \Delta^*(p_X^*(b) \times \text{cl}[Z])$ in $H^n(X \times_k Y, W_\alpha^{j+n})$ is up to a sign given by

$$\left[ p_X^*(b \cdot d[t_1] \cdots d[t_r]) \cdot d[s_{r+1}] \cdots d[s_n] \right]$$

$$\left[ p_X^*([t_1]), \ldots, p_X^*([t_r]), [s_{r+1}], \ldots, [s_n] \right].$$

Hence, the vanishing follows from $b \cdot d[t_1] \cdots d[t_r] \in W_\alpha^{j+r} = 0$.

For the general case $i \geq 0$, we first observe that the CM property of $W_\alpha^{j+n}$ implies $R\Gamma Z(W_\alpha^{j+n}) \cong \mathcal{O}_Z^{n}(W_\alpha^{j+n})[-n]$. Therefore,

$$H_n^{i+n}(X \times_k Y, W_\alpha^{j+n}) = H^i(X \times Y, \mathcal{O}_Z^{n}(W_\alpha^{j+n})).$$

Let $\mathcal{U}$ be an open affine cover of $X$, and denote by $\mathcal{U} \times_k Y$ the open (not necessarily affine) cover of $X \times_k Y$. We can consider the Cech cohomology with respect to $\mathcal{U} \times_k Y$ and obtain a natural map

$$\tilde{H}^i(\mathcal{U} \times_k Y, \mathcal{O}_Z^{n}(W_\alpha^{j+n})) \to H^i(X \times_k Y, \mathcal{O}_Z^{n}(W_\alpha^{j+n})). \quad (8-2)$$

Since $\tilde{H}^i(\mathcal{U}, W_\alpha^{j+n}) = H^i(X, W_\alpha^{j+n})$ and pullback and cup product are compatible with restriction to open subsets, we see that $p_X^*(\cdot) \cup \text{cl}[Z] : H^i(X, W_\alpha^{j+n}) \to$
For (3) we use Lemma 8.7. Therefore, the case $i \geq 0$ follows from the case $i = 0$.

**Theorem 8.2.** Let $k$ be a field of characteristic zero. Let $X \subset \mathbb{P}^{n+r}$ be a very general complete intersection of multidegree $d_1, d_2, \ldots, d_r$ such that $d' := \sum_{i=1}^r d_i \leq n + r$ and $n \geq 3$. Let $p$ be a prime and $m \geq 1$, and suppose

$$d_i \geq p^m \cdot \left[ \frac{n + r + 1 - d' + d_i}{p^m + 1} \right]$$

(8-3)

for some $i$. Furthermore, suppose that $p$ is odd or $n$ is even. Then $p^m | \text{Tor}^{(n-2)}(X)$.

**Remark 8.3.** Just as for Theorem 7.1, the same result holds for $k$ a field of positive characteristic, but only for $p = \text{char } k$.

**Proof.** The proof relies on Theorem 8.17, which we prove later in this section.

By Proposition 2.1, we need to find only one smooth complete intersection $X \subset \mathbb{P}^{n+r}$ such that $p^m | \text{Tor}^{(n-2)}(X)$.

For a scheme $X$ with locally free sheaf $\mathcal{E}$ and a section $s : \mathcal{O}_X \to \mathcal{E}$, we let $V(s)$ denote the closed subscheme of $X$ defined by $s$.

We set $d = d_i$, $a = \lceil (n + r + 1 - d' + d) / (p^m + 1) \rceil$, and $c = d - p^m \cdot a$. Let $\mathcal{O} = W(\mathbb{F}_p)$ and $K = \text{Frac}(\mathcal{O})$; we take $r, f, g, l$, and $f_2, \ldots, f_r$ suitably general (we will make this precise) homogeneous polynomials in $\mathcal{O}[X_0, \ldots, X_{n+r}]$ of degrees $d, d - c, a, 1$, and $d_2, \ldots, d_r$, respectively. We let $\mathcal{X} \to \text{Spec } \mathcal{O}$ be the closed subscheme of the weighted projective space $\mathbb{P} = \text{Proj } \mathcal{O}[X_0, \ldots, X_{n+r}, Y]$, with the $X_i$ having weight 1, and $Y$ having weight $a$, defined by the homogeneous ideal

$$l^c \cdot (Y^{p^m} - f) + p \cdot r, g - p \cdot Y, f_2, \ldots, f_r.$$  

(8-4)

The generic fiber $X := \mathcal{X}_K$ is isomorphic to the complete intersection of $\mathbb{P}^{n+r}_K$ defined by $l^c \cdot (g^{p^m} - p^{p^m} \cdot f) + p^{p^m+1} \cdot r, f_2, \ldots, f_r$. For $r, f_2, \ldots, f_r$ general, it is smooth. By replacing $\mathcal{O}$ with its normalization in a suitable finite extension of $K$ and changing notation, we may assume that $\text{Tor}^{(n-2)}_K(X)$ is equal to the geometric torsion order $\text{Tor}^{(n-2)}(X)$.

The special fiber $Y := \mathcal{X}_{\mathbb{F}_p}$ is $Y = Y_1 + c \cdot Y_2$. Here, $Y_1$ is the cyclic $p^m$ cover $Y_1 \to W$ defined by $f \in H^0(W, \mathcal{O}(a) \otimes p^m)$, with $W \subset \mathbb{P}^{n+r}$ the complete intersection defined by $g, f_2, \ldots, f_r$. We will take $f, g, f_2, \ldots, f_r$ general enough so that

(1) $W$ is smooth,

(2) $Y_1$ has nondegenerate singularities (see Section 8A), and

(3) the assumption (3) of Theorem 8.17 is satisfied for $Y_1$.

For (2) we use Proposition 8.5 if $d - c \geq 3$. If $d - c = 2$ and hence $p = 2$, then we use Lemma 8.7. For (3) we use the theorem of Illusie [1990, Théorème 2.2] about ordinarity of a general complete intersection. Let us check that all other
assumptions of Theorem 8.17 are satisfied. Assumption (1) is evident, and (2) is equivalent to \((p^m + 1) \cdot a - n - r - 1 + d' - d \geq 0\), which follows immediately from the definition of \(a\). Assumption (4) is equivalent to \(i \cdot a + a - n - r - 1 + d' - d < 0\), for all \(i = 0, \ldots, p^m - 1\), which follows from \(d' < n + r + 1\); (5) is obvious.

The variety \(Y_2\) is defined by \(l, g, f_2, \ldots, f_r\), and only exists if \(c \neq 0\). We take \(l\) general so that \(Y_2\) does not contain the singular points of \(Y_1\), \(W \cap V(l)\) is smooth, and the \(p^m\) cyclic covering of \(W \cap V(l)\) corresponding to \(f|_{W \cap V(l)}\) has nondegenerate singularities.

Let \(r : \tilde{Y}_1 \to Y_1\) be the resolution of singularities constructed in Proposition 8.8; the map \(r : \tilde{Y}_1 \to Y_1\) is totally \(CH_0\)-trivial. By Proposition 4.3,

\[
\text{Tor}^{(n - 2)}(X) \cdot \Delta \tilde{Y}_1 = \gamma + Z + Z_2,
\]

where \(\gamma\) is a cycle with support in \(A \times \bar{F}_p \tilde{Y}_1\) with \(\dim A \leq n - 2\), \(Z\) has support in \(\tilde{Y}_1 \times \bar{F}_p D\) with \(D\) a divisor, and \(Z_2\) has support in \((Y_1 \cap Y_2) \times \bar{F}_p \tilde{Y}_1\).

In view of Theorem 8.17, we have \(\mathbb{Z}/p^m \subset H^0(\tilde{Y}_1, W_m \Omega^{n-1})\). By the work [Chatzistamatiou and Rülling 2012] on Hodge–Witt cohomology, we have an action of algebraic correspondences on \(H^0(\tilde{Y}_1, W_m \Omega^{n-1})\) (relying on the cycle class of Gros [1985, Chapitre II, §3.4]; see [Chatzistamatiou and Rülling 2012, Proposition 2.4.1]). Let us show that \(Z_2\) acts trivially. Note that \(T := Y_1 \cap Y_2\) is the \(p^m\) cyclic covering of \(W \cap V(l)\) corresponding to \(f|_{W \cap V(l)}\). An easy computation shows \(H^{>0}(Y_1 \cap Y_2, \mathcal{O}) = 0\); hence, \(H^{>0}(\tilde{T}, \mathcal{O}) = 0\) by Lemma 8.9, where \(\tilde{T}\) is the resolution constructed in Proposition 8.8, and \(H^{>0}(\tilde{T}, W_m \mathcal{O}(\mathcal{O})) = 0\). By Ekedahl duality [Ekedahl 1984, Chapter I, Theorem 4.1, Chapter II, Theorem 2.2, and Chapter III, Proposition 2.4] (see [Chatzistamatiou and Rülling 2012, Theorems 1.10.1 and 1.10.3]), we get \(H^{<n-1}(\tilde{T}, W_m \Omega^{n-1}) = 0\). Let \(\tilde{Z}_2\) be a lift of \(Z_2\) to \(\tilde{T} \times \bar{F}_p \tilde{Y}_1\). The action of \(Z_2\) factors as

\[
H^0(\tilde{Y}_1, W_m \Omega^{n-1}) \to H^0(\tilde{T}, W_m \Omega^{n-1}) \to H^0(\tilde{Y}_1, W_m \Omega^{n-1})
\]

the first map being the pullback for the map \(\tilde{T} \to \tilde{Y}_1\); thus, it is zero.

Lemma 8.1 implies that the action of \(\gamma\) on \(H^0(\tilde{Y}_1, W_m \Omega^{n-1})\) vanishes. Therefore,

\[
H^0(\tilde{Y}_1, W_m \Omega^{n-1}) \xrightarrow{\text{Tor}^{(n - 2)}(X)} H^0(\tilde{Y}_1, W_m \Omega^{n-1}) \xrightarrow{\text{restriction}} H^0(\tilde{Y}_1 \setminus D, W_m \Omega^{n-1})
\]

is zero. Since the restriction map is injective, we get \(p^m \mid \text{Tor}^{(n - 2)}(X)\). \(\square\)

**Corollary 8.4.** Let \(k\) be a field of characteristic zero. Let \(X \subset \mathbb{P}^{n+r}_k\) be a very general complete intersection of multidegree \(d_1, \ldots, d_r\) with \(\sum_i d_i = n + r\) and \(n \geq 3\). For each \(i\), \(d_i \mid \text{Tor}^{(n - 2)}(X)\) if \(d_i\) is odd or if \(n\) is even.

8A. Let \(X\) be a smooth variety over an algebraically closed field \(k\) of characteristic \(p\). Suppose that \(n := \dim X \geq 2\). Let \(L\) be a line bundle on \(X\), and let \(s \in H^0(X, L^\otimes p^m)\).
We denote by \( \pi : Y \to X \) the \( p^m \) cyclic covering corresponding to \( s \). It is an inseparable morphism and induces a homeomorphism on the underlying topological spaces.

There is a tautological connection \( d : L \otimes p^m \to L \otimes p^m \otimes \Omega^1_X \) which satisfies \( d(t \cdot p^m) = 0 \) for all sections \( t \in L \). In particular, we have \( d(s) \in H^0(X, L \otimes p^m \otimes \Omega^1_X) \). Note that \( Y_{\text{sing}} = \pi^{-1}(V(d(s))) \).

We say that \( Y \) has nondegenerate singularities if the following conditions hold:

1. \( Y \) has at most isolated singularities, or equivalently, \( \dim(V(d(s))) = 0 \) or \( V(d(s)) = \emptyset \).
2. For all \( x \in V(d(s)) \), length \( (\mathcal{O}_{V(d(s)), x}) \leq 1 \), if \( p \) is odd or \( p = 2 \) and \( n \) is even.
   If \( p = 2 \) and \( n \) is odd, then we require length \( (\mathcal{O}_{V(d(s)), x}) \leq 2 \) and the blow-up \( \text{Bl}_x Y \) of \( x \) has an exceptional divisor that is a cone over a smooth quadric.

Around a nondegenerate singularity of \( Y \), we can find local coordinates \( x_1, \ldots, x_n \) of \( X \) such that \( Y \) is defined by

\[
y^{p^m} + x_1^2 + \cdots + x_n^2 + f_3 \quad \text{if } p \text{ is odd,} \tag{8-5}
\]

\[
y^{p^m} + x_1 x_2 + \cdots + x_{n-1} x_n + f_3 \quad \text{if } p = 2 \text{ and } n \text{ is even,} \tag{8-6}
\]

\[
y^{p^m} + x_1^2 + x_2 x_3 + \cdots + x_{n-1} x_n + b \cdot x_1^3 + f_3 \quad \text{if } p = 2 \text{ and } n \text{ is odd,} \tag{8-7}
\]

where \( f_3 \in (x_1, \ldots, x_n)^3 \), \( b \in \mathbb{k}^\times \), and \( f_3 \) has no \( x_1^3 \) term in the last case.

An easy dimension counting argument yields the following proposition (cf. [Kollár 1995, §18]).

**Proposition 8.5.** Let \( W \subset H^0(X, L \otimes p^m) \) be such that for every closed point \( x \in X \) the restriction map

\[
W \to \mathcal{O}_{X, x}/m_x^4 \otimes L \otimes p^m
\]

is surjective. For a general section \( s \in W \) the corresponding \( p^m \) cyclic covering has nondegenerate singularities.

**Remark 8.6.** If \( p \neq 2 \) or \( \dim X \) even, then the following surjectivity is sufficient to conclude the assertion of the proposition:

\[
W \to \mathcal{O}_{X, x}/m_x^3 \otimes L \otimes p^m \quad \text{for every closed point } x \in X.
\]

In order to handle the case \( d_1 = 2 = p, m = 1 \), and \( n + r + 1 - d' + 2 \leq 3 \) in Theorem 8.2 we need the following lemma.

**Lemma 8.7.** For a general complete intersection \( X \) in \( \mathbb{P}^{n+r} \) with \( n \geq 2 \) and multidegree \( d_1, d_2, \ldots, d_r \) such that \( d_1 \geq 2 \), and a general \( s \in H^0(\mathbb{P}^{n+r}, \mathcal{O}(2)) \), the double covering corresponding to \( s|_X \) has nondegenerate singularities.
Proof. Only the case $p = 2$ and $n$ odd has to be proved. Consider the variety $A$ consisting of points $(x, f_1, \ldots, f_r, s)$ where $x \in \mathbb{P}^{n+r}$, $(f_1, \ldots, f_r, s)$ are homogeneous of degree $d_1, \ldots, d_r, 2$, $X = V(f_1) \cap \cdots \cap V(f_r)$ is smooth at $x$, and $d(s)|_X$ is vanishing at $x$. Those points for which the double covering corresponding to $s|_X$ has nondegenerate singularities at $x$ form an open set $B$. It is not difficult to show that it is nonempty. Indeed, take $x = [1:0:0:0: \cdots :0]$, and (in coordinates $x_1, \ldots, x_{n+r}$ around $x$)

$$s = 1 + x_1^2 + x_2x_3 + \cdots + x_{n-1}x_n + x_1x_{n+1},$$

$f_1 = x_{n+1} + x_1^2$, and $f_i = x_{n+i} +$ terms of degree $\geq 2$.

Let $V \subset A$ be the open set consisting of points such that $V(f_1) \cap \cdots \cap V(f_r)$ is smooth. Since $B \cap V \neq \emptyset$, we conclude that for a general complete intersection $X$ there is an open nonempty set $U \subset X$ such that for any $x \in U$ the set

$$\{ s \in H^0(\mathbb{P}^{n+r}, \mathcal{O}(2)) \mid d(s)|_X(x) = 0 \text{ and } s \text{ does not yield a nondegenerate double covering at } x \}$$

has codimension $\geq n + 1$. Counting dimensions yields the claim. □

The following proposition has been proved for the case $m = 1$ in [Colliot-Thélène and Pirutka 2016a], and for the general case in [Okada 2016].

**Proposition 8.8.** Suppose $Y$ has nondegenerate singularities. Then by successively blowing up singular points, we can construct a resolution of singularities $r: \tilde{Y} \to Y$ such that the exceptional divisor is a normal crossings divisor (cf. [Kollár 1995]). Over every singular point $y \in Y$ the fiber $r^{-1}(y)$ is a chain of smooth irreducible divisors, each component of which is either a projective space, a smooth quadric, or a projective bundle over a smooth quadric. The intersection of two irreducible components is a smooth quadric or is empty. In particular, since $k$ is algebraically closed, the morphism $r$ is totally $\text{CH}_0$ trivial.

**Proof.** We distinguish three cases:

1. $p$ is odd,
2. $p = 2$, and $n$ is even, and
3. $p = 2$, and $n$ is odd.

In any case we will only blow up singular points, and over any singular $s$ there will be at most one singular point appearing in the exceptional divisor of the blow-up of $s$.

We may assume that $Y$ has only one singular point. In case (1), note that we have a singularity of the form (8-5). We need $(p^m - 1)/2 + 1$ blow-ups:

$$\tilde{Y} := Y_{(p^m - 1)/2+1} \to Y_{(p^m - 1)/2} \to \cdots \to Y_1 \to Y_0 := Y.$$ 

Around the singularity of $Y_i$, for $0 \leq i < (p^m - 1)/2$, $Y_i$ is defined by

$$y^{p^m - 2i} + x_1'^2 + \cdots + x_n'^2 + f_3',$$ 

(8-8)
where \( x'_i = x_i/y_i \) and \( f'_3 \in y^i \cdot (x'_1, \ldots, x'_n)^3 \). Therefore, the exceptional divisor of \( Y_{i+1} \rightarrow Y_i \) is the cone \( C \) defined by \( x_1^2 + \cdots + x_n^2 \) in the projective space with homogeneous variables \( y, x_1', \ldots, x_n' \). For \( i = (p^m - 1)/2 \), \( Y_i \) is also given by (8-8) around the vertex of the exceptional divisor; hence, \( p^m - 2i = 1 \) implies that it is smooth and the exceptional divisor of \( Y_{(p^m - 1)/2 + 1} \rightarrow Y_{(p^m - 1)/2} \) is \( \mathbb{P}^{n-1} \). Denoting by \( \tilde{E}_i \) the strict transform in \( \tilde{Y} \) of the exceptional divisor of \( Y_i \rightarrow Y_{i-1} \), we conclude that \( \tilde{E}_i \) is the blow-up of \( C \) in its vertex if \( i \leq (p^m - 1)/2 \), and \( \tilde{E}_{(p^m - 1)/2 + 1} = \mathbb{P}^{n-1} \). Every \( \tilde{E}_i \) has only nonempty intersection with \( \tilde{E}_{i+1} \) (if \( i \leq (p^m - 1)/2 \) and \( \tilde{E}_{i-1} \) (if \( i > 1 \)); the intersection is the smooth quadric given by \( x_1'^2 + \cdots + x_n'^2 \) in the projective space with homogeneous variables \( x_1', \ldots, x_n' \).

For case (2), this case is similar to (1). We need \( 2^{m-1} \) blow-ups to arrive at \( \tilde{Y} \). Around the singularity of \( Y_i \), for \( 0 \leq i < 2^{m-1} \), \( Y_i \) is defined by

\[
y^{2m-2} + x_1'x_2' + \cdots + x_{n-1}'x_n' + f'_3,
\]

and the exceptional divisor of \( Y_i \rightarrow Y_{i-1} \) is the cone \( C \) defined by \( x_1'x_2' + \cdots + x_{n-1}'x_n' \) in the projective space \( P \) with homogeneous variables \( y, x_1', \ldots, x_n' \). The exceptional divisor of \( \tilde{Y} := Y_{2^{m-1}} \rightarrow Y_{2^{m-1}-1} \) is the smooth quadric defined by \( y^2 + x_1'x_2' + \cdots + x_{n-1}'x_n' \) in \( P \). Again, the intersection of \( \tilde{E}_i \) with \( \tilde{E}_{i-1} \) is the smooth quadric given by \( x_1'x_2' + \cdots + x_{n-1}'x_n' \) in the projective space with homogeneous variables \( x_1', \ldots, x_n' \).

For case (3), we need \( 2^m \) blow-ups to arrive at \( \tilde{Y} \). The case \( m = 1 \) is easy to check; we will assume \( m > 1 \). We start with \( Y \) and the singularity (8-7). After \( 2^{m-1} - 1 \) blow-ups the singularity is of the form

\[
b \cdot y^{2^{m-1}+2} + x_1^{[1]} + x_2'x_3' + \cdots + x_{n-1}'x_n' + b \cdot x_1^{[1]} \cdot y^{2^{m-1}+1} + \text{h.o.t.,}
\]

where \( x_i' = x_i/y^{2^{m-1}-1}, x_1^{[1]} = x_1' + y \), and the higher order terms h.o.t. can be ignored. After \( 2^{m-2} \) more blow-ups we introduce \( x_1^{[2]} = x_1^{[1]} / y^{2^{m-2}} + \sqrt{b} \cdot y \), after \( 2^{m-2} \) more blow-ups we introduce \( x_1^{[3]} = x_1^{[2]} / y^{2^{m-3}} + \sqrt{b} \cdot b \cdot y \), etc. The singularity is after \( 2^{m-1} - 1 + 2^{m-2} + 2^{m-3} + \cdots + 2^{m-i} \) blow-ups of the form

\[
b_i \cdot y^{2^{m-i}+2} + x_1^{[i]} + x_2'x_3' + \cdots + x_{n-1}'x_n' + b \cdot x_1^{[i]} \cdot y^{2^{m-i}+1} + \text{h.o.t.,}
\]

where \( x_i' = x_i/y^{1+\sum_{j=1}^{i-1} 2^{m-j}} \) and \( b_i = b \cdot \sqrt{b_{i-1}} \) with \( b_1 = b \). After \( 2^{m-2} \) blow-ups we get a singularity (8-10) with \( i = m \). After one more blow-up the variety becomes smooth, and we need one more blow-up to obtain an exceptional divisor with strict normal crossings.

The exceptional divisor \( E_i \) of \( Y_i \rightarrow Y_{i-1} \) is a cone defined by \( x_1^{[j]} + x_2'x_3' + \cdots + x_{n-1}'x_n' \) in the projective space with homogeneous variables \( y, x_1^{[j]}, x_2', \ldots, x_n' \), except for the last blow-up where it is a projective space. The strict transform \( \tilde{E}_i \) is the blow-up of the vertex. □
For $p$ odd or $n$ odd, we get a projective space as exceptional divisor in the last step. Denoting by $E$ the sum over all components of the exceptional divisor of $r$, we set

$$E' := \begin{cases} E + (\text{exc. div. from last step}) & \text{if } p \text{ is odd or } n \text{ is odd,} \\ E & \text{if } p = 2 \text{ and } n \text{ is even.} \end{cases}$$ (8-11)

Thus, the exceptional divisor of the last blow-up (a projective space) has multiplicity 2 in $E'$ in the first case. If the singularity is of the form (8-5), (8-6), or (8-7), then $E'$ is the restriction of $\text{div}(y)$ to the exceptional divisor of the resolution $r$.

**Lemma 8.9.** The resolution $r : \tilde{Y} \to Y$ is rational; that is, $Rr_* \mathcal{O}_{\tilde{Y}} = \mathcal{O}_Y$.

**Proof.** We may suppose that $Y$ has only one singularity. We will show that for each $r_i : Y_i \to Y_{i-1}$, we have $Rr_{i*} \mathcal{O}_{Y_i} = \mathcal{O}_{Y_{i-1}}$. Since $Y_{i-1}$ is normal, it suffices to prove $R^j r_{i*} \mathcal{O}_{Y_i} = 0$ for $j > 0$. We know that $r_i$ is the blow-up of a point and the exceptional divisor $D_i$ is a cone over a smooth quadric, a smooth quadric, or a projective space, and comes with a given embedding into projective space; we call the corresponding ample line bundle $\mathcal{O}_D(1)$. In any case, $H^{>0}(D, \mathcal{O}(-s \cdot D)) \cong H^{>0}(D, \mathcal{O}(s)) = 0$ for all $s \geq 0$, where $\mathcal{O}_D(s) = \mathcal{O}_D(1)^\otimes s$. This implies the claim. \qed

**Lemma 8.10.** Let $E'$ be as defined in (8-11). For all $i \geq 2$ we have

$$H^i(E', \mathcal{O}(E')) = 0.$$

**Proof.** We may suppose that $Y$ has only one singular point. The exceptional divisor is $\sum_{i=1}^s \tilde{E}_i$, and $\tilde{E}_i$ has nonempty intersection only with $\tilde{E}_{i+1}$ and $\tilde{E}_{i-1}$. Recall that all intersections are smooth quadrics. If $i \neq s$, then $\tilde{E}_i$ is the blow-up at the vertex of a cone $C_i \subset \mathbb{P}^n$ over a smooth quadric $Q_i \subset \mathbb{P}^{n-1}$; let $r_i : \tilde{E}_i \to C_i$ denote the blow-up.

For $i = 1, \ldots, s-2$, we have $\mathcal{O}_{\tilde{E}_i}(\tilde{E}_i + \tilde{E}_{i+1}) \cong r_i^* \mathcal{O}_{C_i}(-1)$, hence

$$\mathcal{O}_{\tilde{E}_i \cap \tilde{E}_{i+1}}(E') \cong \mathcal{O}_{\tilde{E}_i \cap \tilde{E}_{i+1}}.$$

(8-12)

For $i = 2, \ldots, s-2$, we obtain $\mathcal{O}_{\tilde{E}_i}(E') \cong \mathcal{O}_{\tilde{E}_i}$.

If $p$ or $n$ is odd, then

$$\mathcal{O}_{\tilde{E}_{s-1}}(\tilde{E}_{s-1} + 2 \cdot \tilde{E}_s) \cong r_{s-1}^* \mathcal{O}_{C_{s-1}}(-1);$$

hence $\mathcal{O}_{\tilde{E}_{s-1}}(E') \cong \mathcal{O}_{\tilde{E}_{s-1}}$, and $\mathcal{O}_{\tilde{E}_{s}}(\tilde{E}_{s-1} + 2 \cdot \tilde{E}_s) \cong \mathcal{O}_{\mathbb{P}^{n-1}}$; thus (8-12) holds for $i = s-1$. If $p$ and $n$ are even, then $\mathcal{O}_{\tilde{E}_{s-1}}(\tilde{E}_{s-1} + \tilde{E}_s) \cong r_{s-1}^* \mathcal{O}_{C_{s-1}}(-1)$, hence $\mathcal{O}_{\tilde{E}_{s-1}}(E') \cong \mathcal{O}_{\tilde{E}_{s-1}}$. Moreover, $\mathcal{O}_{\tilde{E}_{s}}(E') \cong \mathcal{O}_{\tilde{E}_{s}}$. This implies the assertion easily. \qed

**8B.** Again, we assume that $Y$ has nondegenerate singularities. We denote by $U \subset X$
the complement of the critical points, \( Y_{\text{sm}} = \pi^{-1}(U) \); we have

\[ W_l(\pi)^*W_l\Omega^1_{U/k} \to W_l\Omega^1_{Y_{\text{sm}}/k}, \]

but there is no Verschiebung on \( W_l(\pi)^*W_l\Omega^1_{U/k} \). Therefore, we define

\[ \text{Im}_V(W_l\Omega^1_{U/k}) \subset W_l\Omega^1_{Y_{\text{sm}}/k} \]

inductively on \( l \) by

\[ \text{Im}_V(W_l\Omega^1_{U/k}) = \text{image}(W_l(\pi)^*W_l\Omega^1_{U/k} \to W_l\Omega^1_{Y_{\text{sm}}/k}) + V(\text{Im}_V(W_{l-1}\Omega^1_{U/k})). \]

We have an \( R, V, F \) calculus for \( \text{Im}_V(W_l\Omega^1_{U/k}) \), that is, morphisms

\[
\begin{align*}
R : \text{Im}_V(W_l\Omega^1_{U/k}) &\to \text{Im}_V(W_{l-1}\Omega^1_{U/k}), \\
V : \text{Im}_V(W_{l-1}\Omega^1_{U/k}) &\to \text{Im}_V(W_l\Omega^1_{U/k}), \\
F : \text{Im}_V(W_l\Omega^1_{U/k}) &\to \text{Im}_V(W_{l-1}\Omega^1_{U/k})
\end{align*}
\]

satisfying the relations induced by \( W_*\Omega^1_{\text{sm}/k} \) [Illusie 1979, p. 541]. By abuse of notation, any composition of maps \( R \) will be also denoted by \( R \).

We are going to need several statements on \( \text{Im}_V(W_l\Omega^1_{U/k}) \) in Theorem 8.17 which we provide in the following:

**Lemma 8.11.** The evident map

\[
\ker(R : W_l(\pi)^*W_l\Omega^1_{U/k} \to \pi^*\Omega^1_U) \\
\to \ker(R : \text{Im}_V(W_l\Omega^1_{U/k}) \to \text{Im}_V(W_l\Omega^1_{U/k}))/V(\text{Im}_V(W_{l-1}\Omega^1_{U/k})) \quad (8-13)
\]

is surjective if \( l \leq m \).

**Proof.** The target is the image of \( R^{-1}(\ker(\pi^*\Omega^1_U \to \Omega^1_{Y_{\text{sm}}})) \subset W_l(\pi)^*W_l\Omega^1_{U/k} \) via the evident map \( W_l(\pi)^*W_l\Omega^1_{U/k} \to \text{Im}_V(W_l\Omega^1_{U/k})/V(\text{Im}_V(W_{l-1}\Omega^1_{U/k})) \). Locally, \( Y_{\text{sm}} \) is defined by \( y^{p^n} - f \), for \( f \in \mathcal{O}_U \), and \( \ker(\pi^*\Omega^1_U \to \Omega^1_{Y_{\text{sm}}}) \) is generated by \( d(f) \). Since \( d([f]) \in W_l(\pi)^*W_l\Omega^1_{U/k} \) is a lifting of \( d(f) \) whose image vanishes in \( \text{Im}_V(W_l\Omega^1_{U/k}) \) (here we use \( l \leq m \)), the claim follows. \( \square \)

Recall the subsheaves \( B_n\Omega^1_{U/k} \) of \( \Omega^1_{U/k} \), \( n = 1, 2, \ldots \) (see for example [Illusie 1979, Chapitre I, §2.2]). We have a short exact sequence

\[
W_{l-1}\Omega^1_{U/k} \xrightarrow{V} \ker(R : W_l\Omega^1_{U/k} \to \Omega^1_U) \xrightarrow{F^{l-1}} B_{l-1}\Omega^1_U \to 0.
\]

With the appropriate \( W_l(\mathcal{O}_U) \)-module structures this becomes a short exact sequence of \( W_l(\mathcal{O}_U) \)-modules. We obtain the diagram
The induced map
\[ W_1(\pi)^* \ker(R : W_1\Omega^1_{U/k} \to \Omega^1_{U})/W_1(\pi)^*(V(W_1(\pi)^*W_{l-1}\Omega^1_{U/k})) \xrightarrow{\sim} \pi^*B_{l-1}\Omega^1_{U} \]

is surjective by Lemma 8.11

\[
\ker(R : \text{Im}_V(W_1\Omega^1_{U/k}) \to \text{Im}_V(W_1\Omega^1_{U/k}))/V(\text{Im}_V(W_{l-1}\Omega^1_{U/k}))
\] \hspace{1cm} (8-14)

\[
\ker(R : W_1\Omega^1_{Y_{sm}/k} \to \Omega^1_{Y_{sm}})/V(W_{l-1}\Omega^1_{Y_{sm}/k}) \xrightarrow{\sim} B_{l-1}\Omega^1_{Y_{sm}}
\]

The induced map
\[ \pi^*B_{l-1}\Omega^1_{U} \to B_{l-1}\Omega^1_{Y_{sm}} \] \hspace{1cm} (8-15)

is the natural one, that is, given by \( a \otimes \pi^{-1}(\omega) \mapsto \text{Frob}^{l-1}(a) \cdot \pi^{-1}(\omega) \). We would like to show that (*) is injective, which we prove by computing the kernel of (8-15) and showing that it is killed in \( \text{Im}_V(W_1\Omega^1_{U/k}) \).

It is convenient to use the isomorphism \[ \text{[Illusie 1979, Chapitre I, (3.11.4)]} \]
\[ F^{l-2}d : W_{l-1}(\mathcal{O}_U)/F(W_{l-1}(\mathcal{O}_U)) \xrightarrow{\sim} B_{l-1}\Omega^1_{U}. \] \hspace{1cm} (8-16)

The \( W_{l}(\mathcal{O}_U) \)-module structure on the left is via the Frobenius \( F : W_{l}(\mathcal{O}_U) \to W_{l-1}(\mathcal{O}_U) \). We give \( W_{l-1}(\mathcal{O}_{Y_{sm}})/F(W_{l-1}(\mathcal{O}_{Y_{sm}})) \) the analogous \( W_{l}(\mathcal{O}_{Y_{sm}}) \)-module structure.

**Lemma 8.12.** Suppose \( Y_{sm} \) is defined by \( y^p - f \) for \( f \in \mathcal{O}_U \) (this is the local picture). The kernel of
\[ W_{l}(\pi)^*(W_{l-1}(\mathcal{O}_U)/F(W_{l-1}(\mathcal{O}_U))) \to W_{l-1}(\mathcal{O}_{Y_{sm}})/F(W_{l-1}(\mathcal{O}_{Y_{sm}})) \]
is generated by \( V(W_{l-1}(\mathcal{O}_{Y_{sm}})) \otimes W_{l}(\pi)^{-1}(W_{l-1}(\mathcal{O}_U)) \), and elements of the form
\[ [y^i] \otimes \pi^{-1}(V^{j}(b)) - [y^{i+p^{m-1}j}] \otimes \pi^{-1}(V^{j}([f^{i:p^{m-1}j} \cdot b]), \] \hspace{1cm} (8-17)
for all \( 0 \leq j \leq l-2 \), \( i \geq p^{m-1}j \), and \( b \in W_{l-1-j}(\mathcal{O}_U) \). Here, \( i+p^{m-1}j \) means the remainder of \( i \) in the division by \( p^{m-1}j \), and \( i = (i : p^{m-1}j). p^{m-1}j + i \cdot p^{m-1}j \).

**Proof.** The kernel contains \( V(W_{l-1}(\mathcal{O}_{Y_{sm}})) \otimes W_{l}(\pi)^{-1}(W_{l-1}(\mathcal{O}_U)) \), because \( V(a) \otimes \pi^{-1}(b) \) maps to \( F(V(a)) \cdot \pi^{-1}(b) = pa \cdot \pi^{-1}(b) = F(V(a \cdot \pi^{-1}(b))) \). Moreover,
\[ [y^i] \otimes \pi^{-1}(V^{j}(b)) - [y^{i+p^{m-1}j}] \otimes \pi^{-1}(V^{j}([f^{i:p^{m-1}j} \cdot b]) \]
\[ \mapsto [y^{pi}] \cdot V^{j}(b) - [y^{i+p^{m-1}j} \cdot p] \cdot V^{j}([f^{i:p^{m-1}j}] \cdot b) \]
\[ = V^{j}(([y^{pi}^{i+p^{m-1}j}] - [y^{i+p^{m-1}j} \cdot p] \cdot f^{i:p^{m-1}j}] \cdot b) = 0. \]

To show that these are all elements in the kernel, we proceed by induction on \( l \). First, we assume \( l = 2 \). Without loss of generality, we need only consider elements in the kernel that are of the form \( \sum_i [y^i] \otimes \pi^{-1}(b_i) \). By étale
base-change, we may assume that $U = \text{Spec}(k[x_1, \ldots, x_n])$ and $x_1 = f$; hence, $Y_{\text{sm}} = \text{Spec}(k[y, x_2, \ldots, x_n])$. By using elements of the form (8-17), we may suppose that $b_i = b_i(x_2, \ldots, x_n)$. Since $\sum_i y^i p b_i \in k[y^p, x_2^p, \ldots, x_n^p]$ implies $b_i \in k[x_2^p, \ldots, x_n^p]$, we are done.

Suppose now that $l > 2$. By induction, we need only consider elements in the kernel that are of the form

$$\sum_i [y^i] \otimes \pi^{-1}(V^{l-2}(b_i)),$$

and we may use the same argument as for the $l = 2$ case.

**Proposition 8.13.** Suppose $l \leq m$. The map

$$\ker(R : \text{Im}_V(W_l \Omega^1_{U/k}) / V(\text{Im}_V(W_l \Omega^1_{U/k})))$$

is injective.

**Proof.** In view of diagram (8-14) and Lemma 8.12, we need to prove that the following elements vanish in $\text{Im}_V(W_l \Omega^1_{U/k}) / V(\text{Im}_V(W_l \Omega^1_{U/k}))$:

1. $V(a) \cdot dV(b)$ for $a \in W_l(C_{Y_{\text{sm}}})$ and $b \in W_{l-1}(C_U)$ and
2. $[y^i] \cdot dV^{j+1}(b) - [y^{i+p^{m-1-j}}] \cdot dV^{j+1}([f^{i:p^{m-1-j}}] \cdot b)$ for $b \in W_{l-1-j}(C_U)$.

For (1), we have

$$V(a) \cdot dV(b) = V(a \cdot d(b)) \in V(\text{Im}_V(W_l \Omega^1_{U/k})).$$

For (2), we compute

$$[y^i] \cdot dV^{j+1}(b) = d([y^i] \cdot V^{j+1}(b)) - V^{j+1}(b) \cdot d([y^i])$$

$$= dV^{j+1}([y^i \cdot p^{j+1}] \cdot b) - V^{j+1}(b) \cdot d([y^i])$$

$$= dV^{j+1}([y^{i+p^{m-1-j}} \cdot p^{j+1}] \cdot [f^{i:p^{m-1-j}}] \cdot b) - V^{j+1}(b) \cdot d([y^i])$$

$$= d([y^{i+p^{m-1-j}}] \cdot V^{j+1}([f^{i:p^{m-1-j}}] \cdot b)) - V^{j+1}(b) \cdot d([y^i])$$

$$= V^{j+1}([f^{i:p^{m-1-j}}] \cdot b) \cdot d([y^{i+p^{m-1-j}}])$$

$$+ [y^{i+p^{m-1-j}}] \cdot dV^{j+1}([f^{i:p^{m-1-j}}] \cdot b) - V^{j+1}(b) \cdot d([y^i]),$$

which together with

$$V^{j+1}([f^{i:p^{m-1-j}}] \cdot b) \cdot d([y^{i+p^{m-1-j}}]) - V^{j+1}(b) \cdot d([y^i])$$

$$= V^{j+1}(b \cdot ([f^{i:p^{m-1-j}}] \cdot F^{j+1}(d([y^{i+p^{m-1-j}}])) - F^{j+1}(d([y^i])))$$

$$= V^{j+1}(b \cdot F^{j+1}(d([y^{i+p^{m-1-j}}])) - [y^i]) = 0$$

(note that $F^{j+1}(d([y^{i+p^{m-1-j}}])) = 0$) implies the claim. 

\[\square\]
We denote by \( j : r^{-1}(Y_{\text{sm}}) \to \tilde{Y} \) the open immersion. We will work with the logarithmic de Rham–Witt complex
\[
W_1 \Omega^1_{\tilde{Y}/k} (\log E) \subset j_* W_1 \Omega^1_{Y_{\text{sm}}/k}.
\]
Locally, when \( E = \bigcup_{i=1}^r V(f_i) \) with \( V(f_i) \) smooth, \( W_1 \Omega^1_{\tilde{Y}/k} (\log E) \) is generated as a \( W_1(\mathcal{O}_{\tilde{Y}}) \) submodule of \( j_* W_1 \Omega^1_{Y_{\text{sm}}/k} \) by \( W_1 \Omega^1_{\tilde{Y}/k} \) and \( (d[f_i]/[f_i] \mid i = 1, \ldots, r) \).
As for the de Rham complex there is an exact sequence
\[
0 \to W_1 \Omega^1_{\tilde{Y}/k} \to W_1 \Omega^1_{\tilde{Y}/k} (\log E) \to \bigoplus_{i=0}^r W_i(\mathcal{O}_{V(f_i)}) \to 0. \tag{8-18}
\]
We have the usual \( F, V, R \) calculus for \( W_1 \Omega^1_{\tilde{Y}/k} (\log E) \).
We define
\[
K_l := j_* \text{Im}_V(W_1 \Omega^1_{U/k}) \cap W_1 \Omega^1_{\tilde{Y}/k} (\log E) \subset j_* W_1 \Omega^1_{Y_{\text{sm}}/k}.
\]
We have an \( F, V, R \) calculus for \( K_* \) induced by the one for \( \text{Im}_V(W_1 \Omega^1_{U/k}) \) and \( W_1 \Omega^1_{\tilde{Y}/k} (\log E) \). We set \( Q_* := W_1 \Omega^1_{\tilde{Y}/k} (\log E)/K_* \).

**Lemma 8.14.** Suppose that \( p \neq 2 \) or \( n \) is even. Then, for all \( l \geq 1 \), the following map is surjective:
\[ R : K_l \to K_1. \]

**Proof.** The first case is \( p \neq 2 \). We need to compute \( K_1 \). We may assume that \( Y \) has only one singularity as in the proof of Proposition 8.8. Recall that \( \tilde{Y} \) is constructed as a sequence of blow-ups \( \cdots \to Y_i \to Y_{i-1} \to \cdots \to Y \). We denote by \( r_i : Y_i \to Y \) the evident composition; we let \( D_i \) be the exceptional divisor of \( r_i \), and \( E_i \) denotes the exceptional divisor of \( Y_i \to Y_{i-1} \). We would like to understand
\[ j_{Y_i / D_i, \ast} (\text{image}(r_{\ast} \pi_{\ast} \Omega^1_{X / Y_i \setminus D_i} \to \Omega^1_{Y_i / D_i})) \cap \Omega^1_{Y_{i, \text{sm}}} (\log D_{i, | Y_{i, \text{sm}}}), \tag{8-19}
\]
in a neighborhood of \( E_i \cap Y_{i, \text{sm}} \), where \( Y_{i, \text{sm}} \) is the smooth locus of \( Y_i \), and \( j_{Y_{i, \text{sm}} / D_i} : Y_i \setminus D_i \to Y_{i, \text{sm}} \) is the open immersion.
As in the proof of Proposition 8.8, we have coordinates \( y, x'_1, \ldots, x'_n \) around the singular point of \( Y_{i-1} \), where \( x'_j = x_j / y^{i-1} \). We can cover \( E_i \) by \( n + 1 \) open sets \( V_0, V_1, \ldots, V_n \), where \( V_0 \) is a hypersurface in the affine space with coordinates \( y, x'_1 / y, \ldots, x'_n / y \), and \( V_j \) is a hypersurface in the affine space with coordinates \( y/x'_j, x'_1 / x'_j, \ldots, x'_j / x'_j, x'_{j+1}, \ldots, x'_{n} / x'_j \), for \( j = 1, \ldots, n \). On \( V_0 \) we have \( E_i \cap V_0 = D_i \cap V_0 = V(y) \). Note that if \( i = (p^m - 1)/2 + 1 \), which is the last blow-up, then \( E_i \cap V_0 = \text{empty} \).
On \( V_j \) we have \( E_i \cap V_j = V(x'_j) \) and \( D_i \cap V_j = V(y) \) if \( j = 1, \ldots, n \) and \( i \not\in \{1, (p^m - 1)/2 + 1\} \), that is, except for the first and the last blow-ups. For the first blow-up \( (i = 1) \), we have \( E_i \cap V_j = D_i \cap V_j = V(x'_j) \). For the last blow-up \( (i = (p^m - 1)/2 + 1) \), we have \( E_i \cap V_j = V(x'_j) \) and \( D_i \cap V_j = V(y/x'_j) \).
We claim that the restriction of (8-19) to $V_0$ is generated by $dx_1/y_i, \ldots, dx_n/y_i$, and the restriction of (8-19) to $V_j$ is generated by $dx_1/x_j, \ldots, dx_j/x_j, \ldots, dx_n/x_j$. It is obvious that all differential forms are contained in the left-hand side of (8-19), and we need to show that they are contained in $\Omega^1_{Y_{i,sm}}(\log D_i|_{Y_{i,sm}})$. Indeed, $dx_j/y_i = (d(x_j/y \cdot y_i))/y_i = d(x_j/y) + i \cdot (x_j/y) \cdot (dy/y)$, and

$$\frac{dx_k}{x_j} = d\left(\frac{x_k}{x_j}\right) + \frac{x_k}{x_j} \cdot \frac{dx_j}{x_j} = d\left(\frac{x_k'}{x_j'}\right) + \frac{x_k'}{x_j'} \cdot \frac{dx_j}{x_j} = d\left(\frac{x_k'}{x_j'}\right) + \frac{x_k'}{x_j'} \cdot \left(\frac{dx_j}{x_j} + (i-1) \cdot \frac{dy}{y}\right).$$

In order to show that the given differential forms are generators, we note that the quotient of $\Omega^1_{Y_{i,sm}}(\log D_i|_{Y_{i,sm}}) \cap V_j$ by the module generated by these forms is a quotient of a free rank $= 1$ module. Since the quotient of $\Omega^1_{Y_{sm}}$ by the image of $\pi^*(\Omega^1_U)$ is free of rank $1$, the claim follows.

The case $p = 2$ and $n$ even can be proved in the same way.

In order to prove that $K_l \to K_1$ is surjective, we may argue by induction on $i$ and only consider a neighborhood of $E_i \cap Y_{i,sm}$ in $Y_{i,sm}$. We note that $d[x_j]/[y_i]$ can be lifted by $d[x_j]/[y_i] \in K_l(V_0)$, and $dx_k/x_j$ can be lifted by $d[x_k]/[x_j] \in K_l(V_j)$. □

**Remark 8.15.** We do not know whether Lemma 8.14 holds if $p = 2$ and $n$ is odd. We can still describe $K_1$, but the coordinate changes $x_1^{[1]}, x_1^{[2]}, \ldots$ used in the resolution process are incompatible with the multiplicative Teichmüller map and evident liftings do not exist.

**8D.** Let us assume that $p \neq 2$ or $n$ is even. In view of the lemma, the map

$$\ker(W_*\Omega^1_{\tilde{Y}/k}(\log E) \xrightarrow{R} W_1\Omega^1_{\tilde{Y}/k}(\log E)) \to \ker(Q_* \xrightarrow{R} Q_1) \quad (8-20)$$

is surjective.

As a consequence of Proposition 8.13 we obtain the following corollary.

**Corollary 8.16.** For all $l \leq m$, the composition

$$\mathcal{O}_{\tilde{Y}}/\mathcal{O}_{\tilde{Y}}^{p^{-1}} \xrightarrow{d^{i-2} \cong} \ker(V : W_{l-1}\Omega^1_{\tilde{Y}/k} \to W_l\Omega^1_{\tilde{Y}/k})$$

$$\to \ker(V : W_{l-1}\Omega^1_{\tilde{Y}/k}(\log E) \to W_l\Omega^1_{\tilde{Y}/k}(\log E)) \to \ker(V : Q_{l-1} \to Q_l)$$

is surjective on the open set $Y_{sm}$.

**Proof.** The first isomorphism follows from [Illusie 1979, Chapitre I, Proposition 3.11]. The second arrow is an isomorphism on $Y_{sm}$. Set

$$A_l := \ker(R : \text{Im}_V(W_l\Omega^1_{U/k}) \to \text{Im}_V(W_1\Omega^1_{U/k})),$$

$$B_l := \ker(R : W_l\Omega^1_{Y_{sm/k}} \to \Omega^1_{Y_{sm}}),$$

$$C_l := \ker(R : Q_{l|Y_{sm}} \to Q_{1|Y_{sm}}).$$
In view of (8-20) we have a morphism of exact sequences

\[
0 \rightarrow \text{Im}_V(W_{l-1}\Omega^1_{U/k}) \rightarrow W_{l-1}\Omega^1_{V_{\text{sm}}/k} \rightarrow Q_{l-1|Y_{\text{sm}}} \rightarrow 0
\]

\[
0 \rightarrow A_l \rightarrow B_l \rightarrow C_l \rightarrow 0
\]

and the snake lemma and Proposition 8.13 imply the assertion. \(\square\)

**Theorem 8.17.** Let \(X\) be a smooth projective variety of dimension \(n\) over an algebraically closed field of characteristic \(p\). Suppose that \(p\) is odd or \(n\) is even. Let \(L\) be a line bundle on \(X\), and let \(s \in H^0(X, L \otimes p^m)\) for \(m \geq 1\). Suppose that the \(p^m\) cyclic covering \(\pi : Y \rightarrow X\) corresponding to \(s\) has only nondegenerate singularities; let \(r : \tilde{Y} \rightarrow Y\) be the resolution from Proposition 8.8. Suppose that

1. \(n \geq 3,\)
2. \(H^0(X, L \otimes p^m \otimes K_X) \neq 0,\)
3. the Frobenius acts bijectively on \(H^{n-1}(V(s), \mathcal{O})\),
4. \(H^n(X, L^\otimes -j) = 0\) for all \(j = 0, \ldots, p^m - 1\), and
5. \(H^{n-1}(X, L^\otimes -j) = 0\) for all \(j = 0, \ldots, p^m\).

Then \(W_m(k) \subset H^0(\tilde{Y}, W_m \Omega^{n-1}).\)

**Proof.** We have

\[
coker(\pi^*(\Omega^1_U) \rightarrow \Omega^1_{Y_{\text{sm}}}) = \pi^*(L^{-1}),
\]

and this identity extends to

\[
Q_1 = r^*\pi^*(L^{-1})(E')
\]

on \(\tilde{Y}\), with \(E'\) as defined in (8-11). If the singularity of \(Y\) is of the form (8-5), (8-6), or (8-7), then \(Q_1\) is generated by \(dy/y\).

In view of Lemmas 8.9 and 8.10, and conditions (2), (4), and (5), we obtain

\[
H^{n-1}(\tilde{Y}, Q_1) = 0, \quad H^n(\tilde{Y}, Q_1) \cong H^n(X, L^\otimes -p^m) \neq 0. \quad (8-21)
\]

We will work with the short exact sequences

\[
0 \rightarrow \ker(R : Q_l \rightarrow Q_1) \rightarrow Q_l \rightarrow Q_1 \rightarrow 0, \quad (8-22)
\]

\[
Q_{l-1} \rightarrow \ker(R : Q_l \rightarrow Q_1) \rightarrow T_l \rightarrow 0, \quad (8-23)
\]

where \(T_l\) is simply defined to be the cokernel. We claim

\[
H^{n-1}(\tilde{Y}, T_l) = 0 = H^n(\tilde{Y}, T_l) \quad (8-24)
\]
for all \( l \leq m \). The surjectivity of (8-20) yields the surjectivity of the composition
\[
\ker\left(W_l\Omega_{Y/k}^1 \to \Omega_Y^1(\log E)\right)/V W_{l-1}\Omega_{Y/k}^1 (\log E) \xrightarrow{F^{l-1}} B_{l-1}\Omega_Y^1 \to T_l \quad (8-25)
\]

[Illusie 1979, p. 575]. Note that
\[
\ker\left(W_l\Omega_{Y/k}^1 \to \Omega_Y^1\right)/V W_{l-1}\Omega_{Y/k}^1 \xrightarrow{\cong} \ker\left(W_l\Omega_{Y/k}^1 (\log E) \to \Omega_Y^1 (\log E)\right)/V W_{l-1}\Omega_{Y/k}^1 (\log E)
\]
is an isomorphism.

Now we need to find a complex of \( W_l(\mathcal{O}_Y)\)-modules
\[
R_1 \to R_0 \to \ker(B_{l-1}\Omega_Y^1 \to T_l),
\]
such that the following conditions hold:

- \( R_{0|Y_{sm}} \to \ker(B_{l-1}\Omega_Y^1 \to T_l)|_{Y_{sm}} \) is surjective and
- \( H^n(\tilde{Y}, R_1) \to H^n(\tilde{Y}, R_0) \) is surjective.

It will follow that \( H^n(\tilde{Y}, T_l) = 0 = H^{n-1}(\tilde{Y}, T_l) \). Indeed, we have
\[
H^n(\tilde{Y}, B_{l-1}\Omega_Y^1) = 0 = H^{n-1}(\tilde{Y}, B_{l-1}\Omega_Y^1)
\]
by induction on \( l \), and using the exact sequence (8-26). The case \( l = 2 \) follows from assumptions (4) and (5), Lemma 8.9, and the short exact sequence (8-27).

We take
\[
R_{0,l} := r^*\pi^*B_{l-1}\Omega_X^1, \quad R_{1,l} = \ker(R_{0,l} \to B_{l-1}\Omega_Y^1).
\]
Clearly, the image of \( r^*\pi^*B_{l-1}\Omega_X^1 \) is contained in \( \ker(B_{l-1}\Omega_Y^1 \to T_l) \). The surjectivity of \( R_{0|Y_{sm}} \to \ker(B_{l-1}\Omega_Y^1 \to T_l)|_{Y_{sm}} \) follows from Lemma 8.11 and diagram (8-14).

We claim that \( H^n(\tilde{Y}, R_{1,l}) \to H^n(\tilde{Y}, R_{0,l}) \) is surjective. We will proceed by induction on \( l \). We have an exact sequence of locally free \( \mathcal{O}_X \)-modules
\[
0 \to \text{Frob}^{l-2}_*B_1\Omega_X^1 \to B_{l-1}\Omega_X^1 \xrightarrow{C} B_{l-2}\Omega_X^1 \to 0, \quad (8-26)
\]
where \( C \) is the Cartier operator. Therefore,
\[
0 \to r^*\pi^*\text{Frob}^{l-2}_*B_1\Omega_X^1 \to R_{0,l} \xrightarrow{C} R_{0,l-1} \to 0
\]
is exact. Lemma 8.12 shows that \( R_{1,l|Y_{sm}} \xrightarrow{C} R_{1,l-1|Y_{sm}} \) is surjective; note that under the isomorphism \( F^{l-2}d \) from (8-16) the Cartier operator corresponds to the
restriction. By induction we need to prove that the image of

\[ H^n(\tilde{Y}, r^* \pi^* \text{Frob}_{l-2}^! B_1 \Omega^1_X) \to H^n(\tilde{Y}, R_{0,l}) \]

is contained in the image of \( H^n(\tilde{Y}, R_{1,l}) \). Rationality of the resolution \( r \) implies

\[ H^n(\tilde{Y}, r^* \pi^* \text{Frob}_{l-2}^! B_1 \Omega^1_X) = H^n(Y, \pi^* \text{Frob}_{l-2}^! B_1 \Omega^1_X) \]

\[ = H^n(X, \text{Frob}_{l-2}^! (B_1 \Omega^1_X) \otimes \pi_* \mathcal{O}_Y). \]

In view of the exact sequence

\[ 0 \to \mathcal{O}_X \xrightarrow{\text{Frob}} \text{Frob}_* \mathcal{O}_X \to B_1 \Omega^1_X \to 0, \tag{8-27} \]

we obtain a surjective map

\[ H^n(X, \bigoplus_{i=p^{m-1}+1} L^{-i} \cdot p^{l-1}) \to H^n(\tilde{Y}, r^* \pi^* \text{Frob}_{l-2}^! B_1 \Omega^1_X), \]

because

\[ \text{Frob}_{l-1}^! \mathcal{O}_X \otimes \pi_* \mathcal{O}_Y = \bigoplus_{i=0}^{p^{m-1}} \text{Frob}_{l-1}^! (\text{Frob}_{l-1}^* \cdot L^{-i}). \]

For every \( p^m > i \geq p^{m-l+1} \), we have two morphisms \( \text{Frob}_{l-1}^! (\text{Frob}_{l-1}^* (L^{-i})) \to \text{Frob}_{l-1}^! (\text{Frob}_{l-1}^* (\pi_* \mathcal{O}_Y)) \); the first one is induced by \( \text{Frob}_{l-1}^! \text{Frob}_{l-1}^* \) applied to \( L^{-i} \subset \pi_* \mathcal{O}_Y \). The second one is induced by \( \text{Frob}_{l-1}^! \) applied to

\[ \text{Frob}_{l-1}^* (L^{-i}) = L^{-i} \cdot p^{l-1} \xrightarrow{s(i, p^{m+1-l})} L^{-i} \cdot p^{m+1-l} \cdot p^{l-1} = \text{Frob}_{l-1}^* (L^{-i} \cdot p^{m+1-l}) \]

\[ \to \text{Frob}_{l-1}^* (\pi_* \mathcal{O}_Y), \]

where the last arrow comes from \( L^{-i} \cdot p^{m+1-l} \subset \pi_* \mathcal{O}_Y \). Note that after application of \( H^n(X, \cdot) \) this map vanishes, because it factors over

\[ H^n(X, L^{-i} \cdot p^{m+1-l} \cdot p^{l-1}) = 0. \]

Subtracting the two maps yields a morphism

\[ r^* \pi^* \text{Frob}_{l-1}^! (\text{Frob}_{l-1}^* (L^{-i})) \to (R_{1,l} \cap r^* \pi^* \text{Frob}_{l-2}^! B_1 \Omega^1_X) \]

which shows that the \( H^n(X, L^{-i} \cdot p^{l-1}) \) piece of \( H^n(\tilde{Y}, r^* \pi^* \text{Frob}_{l-2}^! B_1 \Omega^1_X) \) is contained in the image of \( H^n(\tilde{Y}, R_{1,l}) \). This proves claim (8-24).

In view of the short exact sequences (8-22) and (8-23), Corollary 8.16, vanishing of \( H^n(\tilde{Y}, \mathcal{O}_Y / \mathcal{O}_{\tilde{Y}}) \), and (8-24), we obtain, for all \( l \leq m \), a short exact sequence

\[ 0 \to H^n(\tilde{Y}, Q_{l-1}) \xrightarrow{\mathcal{V}} H^n(\tilde{Y}, Q_l) \xrightarrow{\mathcal{R}} H^n(\tilde{Y}, Q_1) \to 0. \tag{8-28} \]
This enables us to define
\[
\psi_{l-1} : H^n(\tilde{Y}, Q_1) \to H^n(\tilde{Y}, Q_1), \quad a \mapsto F^{l-1}(R^{-1}(a)).
\]
It is evident that \(\psi_{l-1} = \psi_1^{l-1}\). In view of (8-21) we have
\[
H^n(\tilde{Y}, Q_1) \cong H^n(X, L^{-p^m}).
\]
Via this identification, the map \(\psi_1\) is given by
\[
H^n(X, L^{-p^m}) \to H^n(X, L^{-p^{m+1}}) \xrightarrow{s_p^{-1}} H^n(X, L^{-p^m}),
\]
where the first arrow is induced by the \(p\)-th power map \(L^{-p^m} \to L^{-p^{m+1}}, a \mapsto a^p\). Indeed, denoting by \(t : L^{-p^m} \to \pi_* r_* Q_1\) the evident map, we have a commutative diagram
\[
\begin{array}{ccc}
L^{-p^m} & \xrightarrow{(\cdot)^p} & L^{-p^{m+1}} \\
\downarrow t & & \downarrow s_p^{-1} \\
\pi_* r_* Q_1 & \xrightarrow{\pi_* r_*(F \circ R^{-1})} & \pi_* r_* (\frac{Q_1}{\text{image}(B_1 \Omega^1_{\tilde{Y}})}) \\
\end{array}
\]
Moreover, \(\psi_1\) equals the composition
\[
H^n(\tilde{Y}, Q_1) \xrightarrow{\pi_* r_*(F \circ R^{-1})} H^n(X, \pi_* r_* (Q_1/\text{image}(B_1 \Omega^1_{\tilde{Y}}))) \\
\xrightarrow{H^n(\tilde{Y}, Q_1/\text{image}(B_1 \Omega^1_{\tilde{Y}}))} H^n(\tilde{Y}, Q_1),
\]
where the last morphism is the inverse of \(H^n(\tilde{Y}, Q_1) \xrightarrow{\eta} H^n(\tilde{Y}, Q_1/\text{image}(B_1 \Omega^1_{\tilde{Y}}))\), which is injective because \(H^n(\tilde{Y}, Q_1) \xrightarrow{\eta} H^n(\tilde{Y}, Q_2)\) factors through \(\eta\).

In the notation of [Chatzistamatiou 2012, Definition 1.3.1], we therefore get
\[
H^n_c(X \setminus V(s), \mathcal{C}), s \cong \bigcap_{i \geq 1} \text{image}(\psi_i^j).
\]
Since \(H^{n-1}(X, \mathcal{C}_X) = 0 = H^n(X, \mathcal{C}_X)\), [Chatzistamatiou 2012, §1.4] implies
\[
H^n_c(X \setminus V(s), \mathcal{C}), s \cong H^{n-1}(V(s), \mathcal{C}), s = \bigcap_{i \geq 1} \text{image}(\text{Frob}^j).
\]
By using assumption (3), we obtain
\[
H^n(\tilde{Y}, Q_1) \cong \bigoplus_{i=1}^{h} W(k)/p^i,
\]
where \(h = \dim_k H^n(X, L^{-p^m})\). Indeed, since the Frobenius acts bijectively on \(H^{n-1}(V(s), \mathcal{C}) \cong H^n(X, L^{-p^m})\), \(\psi_1\) is bijective on \(H^n(\tilde{Y}, Q_1)\). In view of (8-28),
any lifting of a basis of $H^n(\tilde{Y}, Q_1)$ via the map $R : H^n(\tilde{Y}, Q_1) \to H^n(\tilde{Y}, Q_i)$ will be a $W(k)/p^l$-basis of $H^n(\tilde{Y}, Q_i)$.

Finally, let us show that $W_l(k) \subset H^0(\tilde{Y}, W_l \Omega^{n-1}_{\tilde{Y}})$. In view of (8-29), there is a surjective morphism of $W(k)$-modules

$$H^n(\tilde{Y}, W_l \Omega^{1}_{\tilde{Y}/k}(\log E)) \to W(k)/p^l = W_l(k).$$

From the residue short exact sequence (8-18) we obtain a surjective map

$$H^n(\tilde{Y}, W_l \Omega^{1}_{\tilde{Y}/k}) \to W_l(k).$$

Ekedahl duality [1984] implies

$$R \Gamma(W_l \Omega^{n-1}_{\tilde{Y}}) \cong R \text{Hom}_{W_l(k)}(R \Gamma(W_l \Omega^{1}_{\tilde{Y}}), W_l(k)[-n]),$$

hence the claim. □

**Remark 8.18.** Even for the case $m = 1$ the approach is dual to the one in [Kollár 1995]. With the notation in the proof of Theorem 8.17, we show that the composition

$$H^n(\tilde{Y}, \Omega^{1}_{\tilde{Y}}) \to H^n(\tilde{Y}, Q_1) \cong H^n(X, L \otimes p^m)$$

is surjective. For the last isomorphism we use $n \geq 3$, because we need to use Lemma 8.10, where vanishing holds for $i > 1$ only. Since we don’t use Lemma 8.14 for this part, the argument also works for $p = 2$ and $n$ odd. Taking duals we obtain an inclusion

$$H^0(X, \omega_X \otimes L \otimes p^m) \subset H^0(\tilde{Y}, \Omega^{n-1}_{\tilde{Y}}).$$

This corresponds to a result about extending $(n-1)$-forms from $Y_{sm}$ to $\tilde{Y}$ in [Kollár 1995] (and [Colliot-Thélène and Pirutka 2016a; Okada 2016]).
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More precisely, we first build on Kisin’s work to construct integral canonical models over $\mathcal{O}_E[1/N]$ for Shimura varieties of abelian type with hyperspecial level at all primes not dividing $N$ compatible with Kisin’s construction. We then define a notion of an integral canonical model for the standard principal bundles lying over Shimura varieties and proceed to construct them in the abelian type case. With these in hand, one immediately also gets integral models for automorphic vector bundles.
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1. Introduction

Since the introduction of the abstract theory of Shimura varieties and their canonical models by Deligne [1971; 1979] following Shimura, and given its promise as a rich generalisation of the classical theory of modular curves, substantial bodies of literature have arisen whose aim is to extend features of the classical theory to this wider context.

One such feature is the existence of smooth integral models at primes not dividing the level, and their subsequent utility for studying the action of Frobenius on the Galois representations arising from Shimura varieties crucial for the Langlands programme. Such results have been available in the PEL type case for a long time, thanks largely to the programme of Kottwitz, but have recently been extended to the much more general case of abelian type Shimura varieties in work culminating with the recent papers of Kisin [2010; 2017].

Another feature is the manifestation of certain automorphic forms as algebraic sections of a vector bundle over a Shimura variety, generalising the classical algebraic description of modular forms. The vector bundles playing the role analogous to the tensor powers of the Hodge bundle in the theory of modular forms are the automorphic vector bundles, and canonical models were defined and shown to exist in some cases by Harris [1985] and more generally by Milne [1988; 1990].

In the present paper we start to draw these two threads of the literature together, working in the case of general abelian type Shimura varieties, first filling a gap in the existing literature and showing that Kisin’s good integral models can be spread out to smooth models over $\mathcal{O}_E[1/N]$, then defining a notion of integral canonical models for automorphic vector bundles with a uniqueness property, and finally proving existence in the abelian type case.

More precisely, suppose $(G, \mathfrak{X})$ is a Shimura datum, with reflex field $E = E(G, \mathfrak{X})$, $N > 1$ and suppose $G$ admits a reductive\(^2\) model $\mathcal{G}/\mathbb{Z}[1/N]$. Take an open compact $K = K^N K_N \subseteq G(\mathbb{A}^\infty)$ where $K^N = \prod_{p|N} \mathcal{G}(\mathbb{Z}_p)$ and $K_N \subseteq \prod_{p|N} G(\mathbb{Q}_p)$ is open compact. Consider the tower

$$\text{Sh}_{K^N}(G, \mathfrak{X}) := \lim_{\leftarrow} \text{Sh}_{K^N K_N}(G, \mathfrak{X})$$

of quasiprojective $E$-schemes, which comes equipped with an algebraic $\prod_{p|N} G(\mathbb{Q}_p)$ action (in fact it carries the action of a slightly larger group as in [Deligne 1979]). The main result of Kisin’s first integral models paper [2010] tells us that when $(G, \mathfrak{X})$ is of abelian type this tower admits, for every $v \nmid N$, a smooth integral model

\(^1\)We do require a small technical restriction: that $Z(G)^\circ$ is split by a CM field, but feel it should be possible to remove this restriction, and that it ought to be harmless for most applications.

\(^2\)Recall that a (connected) reductive group scheme $G \to S$ is a smooth affine group scheme with connected reductive geometric fibres.
\( \mathcal{G}_{K_{N}}^{K_{v}} / \mathcal{O}_{E_{v}} \) to which the \( \prod_{p \mid N} G(\mathbb{Q}_{p}) \)-action extends. Note that by a “smooth” model, we mean one which is smooth quasiprojective at any finite level and for which the maps between different finite levels are finite étale.

It is natural to ask whether these all come from a global model over \( \mathcal{O}_{E}[1/N] \). Moreover, Kisin’s models also enjoy an “extension property” which characterises them uniquely, so it is natural to ask if furthermore we can find a global model having this extension property. Our first theorem answers this in the affirmative.

**Theorem.** With the above setup, suppose \((G, X)\) is of abelian type. Then the tower \( \text{Sh}_{K_{N}}(G, X) \) admits a smooth integral model \( \mathcal{G}_{K_{N}}(G, X) / \mathcal{O}_{E}[1/N] \) to which the \( \prod_{p \mid N} G(\mathbb{Q}_{p}) \)-action extends and having the extension property.

Moreover, for any \( v \nmid N \) a place of \( E \), the model \( \mathcal{G}_{K_{N}}(G, X) \otimes_{\mathcal{O}_{E}[1/N]} \mathcal{O}_{E,v} \) is canonically identified\(^3\) with the model \( \mathcal{G}_{K_{N}}^{K_{v}} \) obtained from Kisin’s theory.

We call these models “integral canonical models” because the extension property guarantees their uniqueness.

We make some remarks about the proof. The obvious direct “patching” argument to obtain the result formally from Kisin’s models fails because one cannot automatically get the extension property for the models obtained by spreading out, so instead we give a direct construction. The proof in the Hodge type case very closely follows that of [Kisin 2010]. In the abelian type case we need several new ideas.

Firstly, we have no guarantee that \( \prod_{p \mid N} G(\mathbb{Q}_{p}) \) acts transitively on the components of \( \text{Sh}_{K_{N}}(G, X) \) so we replace the group theoretic “Deligne-induction” argument by an argument that uses the extension property to reduce the problem to constructing models for each component individually over the ring of integers of the maximal abelian unramified extension of \( E \). Secondly, to prove the analogue of [Kisin 2010, 3.4.6] without the lemma which follows it, which may not be true in our context, we show that Kisin’s “twisting abelian varieties” construction can be carried out using torsors for the centre of \( G^{\text{der}} \) rather than \( G \), and since such torsors are finite, they are simpler to work with. Finally, we believe in fact that unless \( G^{\text{der}} = G^{\text{ad}} \), the group \( \Delta(G, G^{\text{ad}}) [\text{ibid.}] \) is not finite, which is necessary to descend the extension property. Fortunately we are able to prove that the corresponding group at level \( K_{N} \) (our situation) is finite, which perhaps also helps to fill a small gap in the original argument.

We then turn to automorphic vector bundles, and following [Milne 1990, III], the heart of the matter is really to define and construct integral canonical models for the standard principal bundles \( P_{K_{N}}(G, X) \to \text{Sh}_{K_{N}}(G, X) \). Such bundles are torsors for the quotient

\[ G^{c} = G / Z_{nc} \]

\(^3\)This identification is as an \( \mathcal{O}_{E,v} \)-scheme with \( \prod_{p \mid N} G(\mathbb{Q}_{p}) \)-action and equivariant identification \( \iota \) of its generic fibre with \( \text{Sh}_{K_{N}}(G, X) \).
by the maximal subtorus $Z_{nc} \subset Z(G)^\circ$ which is $\mathbb{R}$-split but $\mathbb{Q}$-anisotropic. They come equipped with a flat connection $\nabla$, an equivariant $\prod_{p|N} G(\mathbb{Q}_p)$-action and a “filtration” which can be written down by giving a map

$$\gamma : P_{K^N}(G, \mathcal{X}) \to \text{Gr}_\mu$$

where $\text{Gr}_\mu$ is the flag variety corresponding to a Hodge cocharacter $\mu : \mathbb{G}_m \to G$ coming from $\mathcal{X}$. Informally, it is helpful to think of the fibre functors $\omega$ attached to these bundles as giving one the sheaf of de Rham cohomology of a family of motives over $\text{Sh}_{K^N}$ with its Gauss–Manin connection and Hodge filtration.

Any smooth integral model for $P_{K^N}(G, \mathcal{X})$ that is a $/H_{5107}^{\mathbb{C}}$-torsor would give, for each representation $\rho : /H_{5107}^{\mathbb{C}} \to \text{GL}(V_{\mathbb{Z}[1/N]})$, a $\mathbb{Z}[1/N]$ lattice inside $\omega(V \otimes \mathbb{Q})$. We define an integral canonical model to be one where at “crystalline points” this lattice coincides with a different lattice constructed using Kisin’s theory of $\mathcal{S}$-modules [2006]. Roughly speaking, working on the generic fibre one has a Galois cover $\text{Sh}_{K^N p}(G, \mathcal{X}) \to \text{Sh}_{K^N}(G, \mathcal{X})$ with Galois group $/H_{5107}^{\mathbb{C}}(\mathbb{Z}_p)$ so we obtain attached to $\rho$ a lisse $\mathbb{Z}_p$-sheaf $\mathcal{L} := \text{Sh}_{K^N p}(G, \mathcal{X}) \times V_{\mathbb{Z}_p}//H_{5107}^{\mathbb{C}}(\mathbb{Z}_p)$ on $\text{Sh}_{K^N}(G, \mathcal{X})$. Restricting this to a crystalline point $s$, the theory of $\mathcal{S}$-modules gives a lattice $D(s^*\mathcal{L}) \subset D_{\text{dR}}(s^*\mathcal{L}[1/p])$. Thus we have defined lattices (at each prime) inside $\omega(V \otimes \mathbb{Q})$, and we say a model

$$((\mathcal{P}_{K^N}(G, \mathcal{X}), \iota : \mathcal{P}_{K^N}(G, \mathcal{X}) \otimes_{\mathcal{O}_E[1/N]} E \xrightarrow{\sim} P_{K^N}(G, \mathcal{X}))$$

is canonical if the lattices it generates agree with these lattices coming from $p$-adic Hodge theory. We then check that if such a model exists and there are enough crystalline points (which we check in the abelian type case), it is unique up to canonical isomorphism. We also reserve the term “canonical” for models for which the connection, Hecke action and filtration extend, but these seem to be automatic properties of the models satisfying the lattice condition in the abelian type case (and we would assume in general).

Of course, with this definition, our main theorem is the following.

**Theorem.** Let $(G, \mathcal{X})$ be a Shimura datum of abelian type and $/H_{5107}^{\mathbb{C}}/\mathbb{Z}[1/N]$ a reductive model for $G$. Then $P_{K^N}(G, \mathcal{X})$ has an integral canonical model $(\mathcal{P}_{K^N}, \iota)$.

We give a quick summary of the proof. For the “special type” case where $G$ is a torus, we use the theory of CM motives to find lattices in the de Rham cohomology of abelian varieties. For the Hodge type case, the universal abelian variety has an integral model so we take as our starting point the sheaf $\mathcal{V}$ of its relative de Rham cohomology, and note that the Hodge tensors of [Kisin 2010, 2.2] $s_{\alpha,\text{dR}} \in \mathcal{V}_{\text{dR}}^\otimes$ extend
to $\mathcal{V}^\otimes$, at which point they may be used to define a functor

$$\mathcal{P}_{KN} := \text{Isom}_{s_a}(V, \mathcal{V})$$

which we show is a $\mathcal{G}$-torsor using several ingredients from [Kisin 2010], and is the required integral canonical model.

For passing from the Hodge type to abelian type case, we need a new idea which may be more widely applicable. Suppose $(G_2, \mathcal{X}_2)$ is an abelian type Shimura datum of interest. If we let $(G, \mathcal{X})$ be a Hodge type datum such that there is an isogeny $G^{\text{der}} \to G_2^{\text{der}}$ witnessing that $(G_2, \mathcal{X}_2)$ is of abelian type, we do not have a map relating $G_2$ to $G$ but only between the derived groups. However, the torsors $P_{KN}(G, \mathcal{X})$ cannot be reduced to $G^{\text{der}}$ without passing to $\mathbb{C}$, which loses the information we are interested in.

Our solution, inspired by Deligne [1979, 2.5], is to define for each connected Shimura datum $(G^{\text{der}}, \mathcal{X}^+) +$ and field $E \supset E(G^{\text{der}}, \mathcal{X}^+) := E(G^{\text{ad}}, \mathcal{X}^{\text{ad}})$ a new Shimura datum $(\mathcal{B}, \mathcal{X}_\mathcal{B})$ with the property that any Shimura datum $(G, \mathcal{X})$ whose reflex field is contained in $E$ and whose connected Shimura datum is $(G^{\text{der}}, \mathcal{X}^+)$ admits a canonical map

$$(\mathcal{B}, \mathcal{X}_\mathcal{B}) \to (G, \mathcal{X}).$$

We then pass from Hodge type to abelian type by first giving a direct construction of a canonical model for $P_{KN}(\mathcal{B}, \mathcal{X}_\mathcal{B})$ given one for $P_{KN}(G, \mathcal{X})$. With this, we are in business, because if we let $(\mathcal{B}_2, \mathcal{X}_{\mathcal{B},2})$ be the corresponding pair for $(G_2, \mathcal{X}_2)$ there is a map

$$(\mathcal{B}, \mathcal{X}_\mathcal{B}) \to (\mathcal{B}_2, \mathcal{X}_{\mathcal{B},2}) \to (G_2, \mathcal{X}_2)$$

and we are able to descend the torsor through the map on connected components while pushing out the $\mathcal{B}^c$-action to a $G_2^c$-action. Finally we translate our results into results for automorphic vector bundles.

While we do not give applications in this paper, we anticipate this construction playing a useful role in several places. It is already used to study integrality of periods in a preprint of Ichino and Prasanna [2016], and we expect it should be useful in much more general contexts along these lines.

Working at a formal completion at a single place the same construction gives families of strongly divisible filtered $F$-crystals. This theory is developed and used in [Lovering 2017] to establish a new result that the Galois representations formed by taking the cohomology of the Shimura variety with coefficients in the usual lisse sheaves are crystalline, and in appropriate situations Fontaine Laffaille. In particular this gives a new proof of part of local global compatibility at $l = p$ in certain cases, as well as providing a new tool for studying the $p$-adic geometry of Shimura varieties and $p$-adic automorphic forms.
2. Integral canonical models for Shimura varieties of abelian type

2.1. Extension property.

2.1.1. We first recall the extension property used to characterise Shimura varieties at infinite level. Let $R$ be a domain with field of fractions $K$. We call $S/R$ a test scheme if it is regular and formally smooth over $R$.\footnote{I believe there is still some controversy over the “correct” definition of a test scheme but this should do for our purposes.} Suppose we are given a scheme $X/R$. We say $X$ has the extension property if for any test scheme $S/R$ any map $S_K \to X_K$ extends over $R$.

The following uniqueness statement is well known.

Lemma 2.1.2. Suppose $Y/K$ is a scheme. Then if $X/R$ is a model for it over $R$ and is both a test scheme and has the extension property, $X$ is the unique such model up to canonical isomorphism.

Proof. Let $X$ and $X'$ be two such models. Then we are (as part of the data of a model) given maps

$$X_K \xrightarrow{\sim} Y \xrightarrow{\sim} X'_K.$$ 

Since $X$ is a test scheme, and since $X'$ has the extension property, this isomorphism extends to an isomorphism $X \xrightarrow{\sim} X'$ of $R$-schemes. \qed

We also record the following useful formal properties.

Lemma 2.1.3. Let $R'/R$ be an étale or indétale (or formally smooth) extension of domains with fraction field extension $K'/K$. Suppose $X/R$ satisfies the extension property. Then so does $X \otimes_R R'/R'$.

Conversely, if $R'/R$ is also faithfully flat, then if $X \otimes_R R'/R'$ satisfies the extension property, so does $X/R$.

Proof. Let $S'/R'$ be a test scheme. Then $S'$ is regular, and it is formally smooth over $R$ since indétale algebras are formally étale. Suppose we are given $S' \otimes_{R'} K' \to X_{R'}$, and first compose it with the map $X_{R'} \to X$. By the extension property for $X/R$, $S' \otimes_{R'} K' = S' \otimes_R K \to X$ extends to a map $S' \to X$ over $R$. But since we have a diagram

$$
\begin{array}{ccc}
S' & \longrightarrow & X \\
\downarrow & & \downarrow \\
\text{Spec } R' & \longrightarrow & \text{Spec } R
\end{array}
$$

this map must factor through $X \otimes_R R'$, as required, giving the extension property for $X \otimes_R R'/R'$.

For the converse, a test scheme $S/R$ gives rise to a test scheme $S_{R'}/R'$ together with a descent datum $\theta_S$ for $R'/R$. Given a map $S_K \to X_K$ we obtain $S_{K'} \to X_{K'}$. 
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compatible with the descent data on both sides. By the extension property this map extends to $S_R' \to X_{R'}$, and being a map of descent data this descends to the desired extension $S \to X$.

\begin{lemma}
Let $X/R$ have the extension property and $Y \to X$ be finite or profinite étale. Then $Y/R$ has the extension property.
\end{lemma}

\begin{proof}
It clearly suffices to do the finite étale case (the profinite one then following formally). Let $K = \text{Frac}(R)$ and suppose we have a test scheme $S$ and a map $S_K \to Y_K$. Then this map composed with $Y_K \to X_K$ extends to a map $S \to X$. Pulling this back we get $S \times_X Y \to Y$. The map $S_K \to Y_K$ gives a section of $(S \times_X Y)_K \to S_K$. But $S \times_X Y \to S$ is finite étale so such sections extend uniquely and we get the required $S \to Y$.
\end{proof}

\begin{lemma}
Let $Y \to X$ be finite étale, and suppose $Y/R$ has the extension property. Then $X/R$ has the extension property.
\end{lemma}

\begin{proof}
By the theory of the étale fundamental group and Lemma 2.1.4 we may assume $Y \to X$ is Galois. The argument then follows from that of [Moonen 1998, 3.21.4].
\end{proof}

We remark that the above result fails for pro(finite étale) extensions. Indeed, Shimura varieties at finite level certainly do not generally have the extension property. For example, for the modular curve at finite level this would imply all elliptic curves have good reduction.

2.2. Main theorem. Now, let $(G, \mathfrak{X})$ be a Shimura datum of abelian type with reflex field $E$.

Fix $S$ a finite nonempty set of finite primes containing all those at which $G$ is ramified, set $N = \prod_{p \in S} p$, a reductive integral model $G_{\mathbb{Z}[1/N]}$ of $G$ (which exists by taking an arbitrary integral model, observing that it is reductive at all but finitely many primes and then gluing in models for the remaining primes). We abusively denote this model by $G$, and let $K'^N = \prod_{p \nmid S} G(\mathbb{Z}_p)$.

Consider the tower

\[ \text{Sh}_{K'^N} = \lim_{K_N \subseteq \prod_{p \in S} G(\mathbb{Q}_p)} \text{Sh}_{K_N K'^N} \]

of Shimura varieties over $E$ with infinite level at the primes dividing $N$ but hyperspecial level at all other primes.

Recall that in this context a smooth integral model $\mathcal{S}_{K'^N}$ for $\text{Sh}_{K'^N}$ over $\mathcal{O}_E[1/N]$ is an integral model on which $\prod_{p \mid N} G(\mathbb{Q}_p)$ acts such that whenever $K_N \subseteq \prod_{p \mid N} G(\mathbb{Q}_p)$ compact open is sufficiently small that $\text{Sh}_{K_N K'^N}$ is a scheme, the model $\mathcal{S}_{K'^N}/K_N$ is smooth quasiprojective, and the maps between such finite level schemes induced by Hecke operators are finite étale.
In this chapter we prove the following theorem.

**Theorem 2.2.1.** The tower $\text{Sh}_{K^N}$ has a smooth integral model $\mathcal{S}_{K^N}/\mathbb{G}_E[1/N]$ satisfying the extension property. For any $v | N$ the localisation of this model at $v$ agrees with Kisin’s smooth integral model.

The following together with Lemma 2.1.2 gives us that this model is canonical.

**Lemma 2.2.2.** If $\mathcal{S}_{K^N}$ is a smooth integral model in the above sense, then it is regular and formally smooth (in the usual sense).

**Proof.** That it is formally smooth follows formally because it is a limit of smooth schemes with finite étale transition maps. That it is regular follows from the same argument as [Milne 1992, 2.4].

2.2.3. We now set out to prove the theorem, following the outline of Kisin’s strategy, first using the modular interpretation of Siegel varieties to get going, then making constructions in the Hodge and abelian cases close enough to his that the smoothness, extension and comparison properties follow by direct comparison or in a very similar way.

2.3. **Siegel case.** For this case we recall the following theorem.

**Theorem 2.3.1 [Mumford 1965, 7.9].** If $n \geq 6^g d \sqrt{g!}$ then the fine moduli scheme $\mathcal{A}_{g,d,n}$ of abelian schemes of dimension $g$ together with a polarisation of degree $d$ and a level $n$ structure exists, and is quasiprojective over $\mathbb{Z}$.

Moreover, for $N = \text{lcm}(d, n)$ these moduli schemes are smooth over $\mathbb{Z}[1/N]$.

2.3.2. We may also (since we may take quotients of quasiprojective schemes by finite free group actions) form moduli $\mathcal{A}_{g,d,K_N}$ with $\text{GSp}_{2g}(\hat{\mathbb{Z}}^N)K_N$-level structures for all $K_N \subset \prod_{p|N} \text{GSp}_{2g}(\mathbb{Q}_p)$ sufficiently small. These are also smooth over $\mathbb{Z}[1/N]$ by étale descent.

2.3.3. Moreover, recall that for $K = K_N \text{GSp}_{2g}(\hat{\mathbb{Z}}^N) \subset \text{GSp}_{2g}(\hat{\mathbb{A}}^\infty)$, the Shimura variety $\text{Sh}_K(\text{GSp}_{2g}, S^\pm)$ is defined over $\mathbb{Q}$ and has a moduli interpretation giving an embedding $\text{Sh}_K(\text{GSp}_{2g}, S^\pm) \hookrightarrow \mathcal{A}_{g,d,K_N}$. We define its integral model

$$\mathcal{S}_K := \text{Sh}_K(\text{GSp}_{2g}, S^\pm) \subset \mathcal{A}_{g,d,K_N}.$$  

It is well known that such models are smooth and admit an explicit description as moduli schemes. In particular, they carry a universal abelian scheme defined over $\mathbb{Z}[1/N]$. Moreover the transition maps as we vary $K_N$ are finite étale, so we obtain the desired smooth integral models

$$\mathcal{S}_N = \lim_{\leftarrow K_N} \mathcal{S}_K/\mathbb{Z}[\frac{1}{N}].$$

We are required to check the following. Note that in preparation for the Hodge type case we need to observe the following holds in the slightly more general
Integral canonical models for automorphic vector bundles of abelian type

context where we assume that \( K = \prod K_p \) as above except for some finitely many \( p \nmid N \), \( K_p \) is not necessarily hyperspecial but merely maximal compact. Luckily with this remark made the argument goes through unchanged.

**Proposition 2.3.4.** The scheme \( \mathcal{S}_N \) satisfies the extension property.

**Proof.** This follows because the argument of Milne [1992, 2.10] adapts practically unchanged to our situation. For the reader’s convenience we sketch the argument. Let \( S \) be a test scheme. A map
\[
S_{\mathbb{Q}} \to \mathcal{S}_N
\]
gives the data of a triple \((A, \lambda, \eta)\) where \( A/S_{\mathbb{Q}} \) is an abelian scheme, \( \lambda \) a polarisation (defined up to a constant) and \( \eta \) an infinite level structure at the primes \( l \mid N \). Since \( N > 1 \), the set of such primes is nonempty, and we may let \( l \) be one of them.

Now, since \( S \) is assumed regular, in particular each of its components is integral. Let \( S^0 \) be such a component, and denote by \( \eta \) its generic point. The infinite level structure at \( l \) defined over \( S_{\mathbb{Q}} \) in particular trivialises the \( l \)-adic Tate module of \( A_\eta \). By the “generalised Neron criterion” [ibid., 2.13] we see that this implies \( A_\eta \) extends over \( S^0 \). Since it does so for all components \( S^0 \) of \( S \) and \( S \) is normal (so these components do not meet), we deduce that we have extended \( A \) to some \( \mathcal{S}/S \).

The polarisation \( \lambda \) also extends by [ibid., 2.14], and the level structures (being at primes away from the characteristic of the base) also obviously extend. This suffices to show the extension property. \( \square \)

2.4. Hodge type case. Suppose we have \((G, \mathfrak{X})\) a Shimura datum of Hodge type, and fix a symplectic embedding
\[
i : (G, \mathfrak{X}) \leftrightarrow (\text{GSp}(V_{\mathbb{Q}}, \psi), S^\pm).
\]
Let \( N \) be the product of all primes where \( G \) is ramified. Recall that we are fixing an integral model \( G/\mathbb{Z}[1/N] \) for \( G \) and taking the hyperspecial level \( K^N = \prod_{p \mid N} G(\mathbb{Z}_p) \) away from \( N \). We begin with some group theoretic preliminaries.

**Lemma 2.4.1.** Let \( V/\mathbb{Q} \) be a finite dimensional vector space. Take \( N \geq 1 \) and \( p \nmid N \), and suppose we have a \( \mathbb{Z}[1/pN] \)-lattice \( \Lambda \subset V \) and a \( \mathbb{Z}_p \)-lattice \( L \subset V \otimes \mathbb{Q}_p \). Then \( L \cap \Lambda \) is a \( \mathbb{Z}[1/N] \)-lattice in \( V \).

**Proof.** We first observe that for any \( \mathbb{Z}[1/pN] \)-basis \( e_1, \ldots, e_n \) of \( \Lambda \), for all \( i = 1, \ldots, n \) and some \( m \) sufficiently large \( p^m e_i \subset L \). In particular \( \Lambda \cap L \) contains \( \mathbb{Z}[1/pN] \)-bases for \( \Lambda \). Let us take some such basis \( e_1, \ldots, e_n \) such that the \( p \)-adic volume is maximal (or equivalently such that the index of its \( \mathbb{Z}_p \)-span in \( L \) is minimal). We claim this basis generates \( \Lambda' = \Lambda \cap L \) as a free \( \mathbb{Z}[1/N] \)-module.

Since it’s a \( \mathbb{Z}[1/pN] \)-basis for \( \Lambda \), its span certainly is a free \( \mathbb{Z}[1/N] \)-module. Suppose it doesn’t generate. Then there is some \( y \in \Lambda' \) not in the span of the \( e_i \).
Since the $e_i$ are a $\mathbb{Z}[1/pN]$-basis we may write $y$ uniquely as

$$y = \sum_i \lambda_i e_i,$$

with $\lambda_i \in \mathbb{Z}[1/pN]$. After reordering, let us assume $\lambda_1 = p^{-k}\lambda$ with $\lambda \in \mathbb{Z}[1/N]$ and $k \geq 1$ is the coefficient with the largest $p$-adic norm amongst the $\lambda_i$. Then we can take the new basis $y, e_2, \ldots, e_n$ and it visibly has strictly larger $p$-adic volume, contradicting our original choice of basis and hence the existence of $y$. □

**Proposition 2.4.2.** Let $G/\mathbb{Q}$ be a reductive group unramified away from $N$, let $N | M$ and $T$ be the set of primes dividing $M/N$. If $2 \in T$, assume further that any factors of $G$ of type $B$ have simply connected derived group.

Then given choices of reductive models $G^M/\mathbb{Z}[1/M]$ and $G_p/\mathbb{Z}_p$ for $p \in T$ for $G$, we can find a model $\mathcal{G}/\mathbb{Z}[1/N]$ isomorphic to each of these.

Moreover, if we have a faithful representation $i : G^M \hookrightarrow \text{GL}(V_{\mathbb{Z}[1/M]})$ there is a $\mathbb{Z}[1/N]$-lattice $\Lambda' \subset V_{\mathbb{Z}[1/M]}$ such that $i$ extends to $\tilde{i} : \mathcal{G} \hookrightarrow \text{GL}(\Lambda')$.

**Proof.** It obviously suffices to consider the case where $M = pN$. Let $i : G^M \hookrightarrow \text{GL}(V_{\mathbb{Z}[1/pN]})$ be a faithful representation. By [Kisin 2010, 2.3.1], and the remark of Madapusi Pera [2012, 4.3, footnote] in the $2 \in T$ case, we can find a $\mathbb{Z}_p$-lattice $\Lambda \subset V \otimes \mathbb{Q}_p$ such that $G_p(\mathbb{Q}_p) = G(\mathbb{Q}_p) = G^M_{\mathbb{Q}_p} \hookrightarrow \text{GL}(V_{\mathbb{Q}_p})$ is induced from a map $G_p \rightarrow \text{GL}(\Lambda)$ over $\mathbb{Z}_p$.

By Lemma 2.4.1 we obtain a $\mathbb{Z}[1/N]$-lattice $\Lambda' = \Lambda \cap V_{\mathbb{Z}[1/pN]}$. Of course we can canonically identify $\Lambda' \otimes \mathbb{Z}[1/pN] \cong V_{\mathbb{Z}[1/pN]}$, in the context of which we take $\mathcal{G}/\mathbb{Z}[1/N]$ to be the closure of

$$\text{Im}(G^M \hookrightarrow \text{GL}(V_{\mathbb{Z}[1/pN]}) \hookrightarrow \text{GL}(\Lambda')).$$

We claim this $\mathcal{G}$ does the job. It’s evident that $\mathcal{G}|_{\mathbb{Z}[1/pN]} \cong G^M$. Since we have a canonical isomorphism $\Lambda' \otimes \mathbb{Z}_p \cong \Lambda$ and by the other identifications in the construction we also have $\mathcal{G}|_{\mathbb{Z}_p} \cong G_p$. We also need it to be reductive (i.e., smooth affine with connected reductive geometric fibres). Being a closed subgroup of GL($\Lambda'$) it’s visibly affine, its geometric fibres are reductive by what we already know, and smoothness can be checked fpqc locally, whence it also follows by the identifications we have made.

The second part of the proposition is an immediate consequence of our argument. □

We also echo the remarks in [Madapusi Pera 2012, 4.3], that in the case of $G$ coming from a Hodge type Shimura datum, the condition on factors of type $B$ is always satisfied, by Deligne’s classification of symplectic representations. We shall also need the following modification of [Kisin 2010, 2.1.2].
Lemma 2.4.3. Let $i : (G_1, \mathcal{X}_1) \leftrightarrow (G_2, \mathcal{X}_2)$ be an embedding of Shimura data with $K_2^N \subset \prod_{p \mid N} G_2(\mathbb{Q}_p) =: G_2(\mathbb{A}^{\infty,N})$ compact open, and $K_1 = K_1^N K_{1,N}$ a compact open of $G_1(\mathbb{A}^{\infty})$ such that $K_1^N = K_2^N \cap G_1(\mathbb{A}^{\infty,N})$. Suppose $G_1$ and $G_2$ both have centre which is compact modulo its split part. Then there exists an open compact subgroup $K_2,N \subset \prod_{p \mid N} G_2(\mathbb{Q}_p)$ such that $K_2 := K_2,N K_2^N \supseteq K_1$ and the induced map of $E(G_1, \mathcal{X}_1)$-schemes

$$\text{Sh}_{K_1}(G_1, \mathcal{X}_1) \to \text{Sh}_{K_2}(G_2, \mathcal{X}_2)_{E(G_1, \mathcal{X}_1)}$$

is a closed embedding.

Proof. By the same argument as [Deligne 1971, 1.15] it suffices to check

$$\alpha : \text{Sh}_{K_1}^N(\mathbb{C}) \to \text{Sh}_{K_2}^N(\mathbb{C})$$

is injective.

On the level of complex points (by the assumption on centres, which removes the technicalities involving units) this map is

$$\alpha : G_1(\mathbb{Q}) \backslash \mathcal{X}_1 \times G_1(\mathbb{A}^{\infty})/K_1^N \to G_2(\mathbb{Q}) \backslash \mathcal{X}_2 \times G_2(\mathbb{A}^{\infty})/K_2^N.$$  

We prove this is injective by first noting that

$$G_1(\mathbb{Q}) \backslash \prod_{p \mid N} G_1(\mathbb{Q}_p) \to G_2(\mathbb{Q}) \backslash \prod_{p \mid N} G_2(\mathbb{Q}_p)$$

is injective as in [Deligne 1971, 1.15.3]. Now fix a set of coset representatives of $G_1(\mathbb{Q})$ in $\prod_{p \mid N} G_1(\mathbb{Q}_p)$ and note that translating by these, the fibres of $G_1(\mathbb{Q}) \backslash \mathcal{X}_1 \times G_1(\mathbb{A}^{\infty})/K_1^N \to G_1(\mathbb{Q}) \backslash \prod_{p \mid N} G_1(\mathbb{Q}_p)$ may be identified with $\mathcal{X}_1 \times G_1(\mathbb{A}^{\infty,N})/K_1^N$. But now since $K_1^N = K_2^N \cap G_1(\mathbb{A}^{\infty,N})$, we have that

$$\mathcal{X}_1 \times G_1(\mathbb{A}^{\infty,N})/K_1^N \to \mathcal{X}_2 \times G_2(\mathbb{A}^{\infty,N})/K_2^N,$$

is injective, and the lemma follows. \qed

2.4.4. We now proceed with the construction in the Hodge type case.

Firstly, by finite-presentedness we note that $i$ is in fact defined over $\mathbb{Z}[1/M]$ for some $M$ divisible by $N$. By Proposition 2.4.2 we can find a lattice $V_{\mathbb{Z}[1/N]} \subset V$ and $g/\mathbb{Z}[1/N]$ a reductive model such that (forgetting the symplectic pairing) $i$ is obtained from a map $g \leftrightarrow \text{GL}(V_{\mathbb{Z}[1/N]})$ and $g(\mathbb{Z}_p) = G(\mathbb{Z}_p)$ for all $p \mid N$, in particular giving $K^N = \prod_{p \mid N} g(\mathbb{Z}_p)$.

Let $K^N$ be the stabiliser of $V_{\mathbb{Z}[1/N]}$ in $\prod_{p \mid N} \text{GSp}(V \otimes \mathbb{Q}_p, \psi)$, noting that $K^N$ will be maximal compact but need not be hyperspecial at the primes dividing $M/N$. We also fix a $\mathbb{Z}$-lattice $V_{\mathbb{Z}} \subset V_{\mathbb{Z}[1/N]}$ and note that for all $K_N \subset \prod_{p \mid N} G(\mathbb{Q}_p)$ sufficiently small $K = K_N K^N$ fixes $V_{\mathbb{Z}}$.

\footnote{We expect the argument can be modified slightly as in Deligne to remove this hypothesis.}
2.4.5. Applying the lemma Lemma 2.4.3 in our setting (since $G$ is Hodge type the hypothesis on the centre holds), and letting $E = E(G, \mathcal{X})$, we obtain a closed embedding of Shimura varieties

$$\text{Sh}_{K}^N(G, \mathcal{X}) \hookrightarrow \text{Sh}_{K}^N(G_{\text{Sp}}, S^\pm)_{E} \subset \mathcal{S}_{N, \mathcal{C}_{E}[1/N]}.$$ 

Letting $\text{Sh}_{K}^N \subset \mathcal{S}_{N, \mathcal{C}_{E}[1/N]}$ be the scheme theoretic closure of this map, the extension property for $\mathcal{S}_{N}$ implies the extension property for $\text{Sh}_{K}^N$. Now let $\mathcal{S}_{K}^N$ be the normalisation of $\text{Sh}_{K}^N$. Since test schemes are regular and a fortiori normal, the universal property of normalisation implies that $\mathcal{S}_{K}^N$ also has the extension property.

2.4.6. We need to check smoothness at finite level. It suffices to check smoothness in a formal neighbourhood of any closed point. When the point has characteristic zero it is in the generic fibre and smoothness is guaranteed. When it has characteristic $p$, we observe that at finite level our construction exactly follows that of Kisin [2010, 2.3] and Kim and Madapusi Pera [2016, 3.5] for the case $p = 2$, and so in particular the necessary local rings are smooth. Hence the $\mathcal{S}_{K}^N$ give the required integral canonical models in the Hodge type case, compatible with Kisin’s by construction.

2.5. Abelian type case. We begin by making some more observations about the Hodge type setting. As before we fix connected reductive $G/\mathbb{Z}[1/N]$ belonging to a Shimura datum $(G, \mathcal{X})$ of Hodge type with reflex field $E$, and consider the tower

$$\text{Sh}_{K}^N = \lim_{\leftarrow} \text{Sh}_{K}^N_{K^N}$$

obtained by fixing $K^N = G(\hat{\mathbb{Z}}^N)$ and letting the level at $p|N$ go to infinity.

**Lemma 2.5.1.** The connected component $\text{Sh}_{K}^N \subset \text{Sh}_{K}^N, E$ is defined over the maximal abelian extension $E_N/E$ unramified away from $N$.

**Proof.** By [Kisin 2010, 2.2.4], and taking a suitable quotient, we see that $\text{Sh}_{K}^N$ is defined over the maximal abelian extension $E^p/E$ unramified away from $p$ for all $p\nmid N$. By the identification $\bigcap_{p\nmid N} E^p = E_N$ inside $E^{ab}$, we deduce that $\text{Sh}_{K}^N$ is defined over $E_N$. 

2.5.2. Let $q\nmid N$ be a prime, and recall the following groups which are used to construct Kisin’s integral models, and the following results from [Kisin 2010, 3.3]. We adopt the usual notations where $G^{\text{ad}}(\mathbb{Q})^+$ is the intersection of $G^{\text{ad}}(\mathbb{Q})$ with the connected component $G^{\text{ad}}(\mathbb{R}), G(\mathbb{Q})_+$ the inverse image of $G^{\text{ad}}(\mathbb{Q})^+$ in $G(\mathbb{Q})$, $G^{\text{ad}}(\mathbb{Z}(q))^+ = G^{\text{ad}}(\mathbb{Q})^+ \cap G^{\text{ad}}(\mathbb{Z}(q))$ and $G(\mathbb{Z}(q))_+ = G(\mathbb{Q})_+ \cap G(\mathbb{Z}(q))_+$.

We have

$$\mathcal{A}_q(G) := G(\mathbb{A}^{\infty, q})/\mathcal{O}(\mathbb{Z}(q)) \ast G(\mathbb{Z}(q))_+/\mathcal{O}(\mathbb{Z}(q)), G^{\text{ad}}(\mathbb{Z}(q))^+$$
which acts on $\text{Sh}_{K_q} = \varprojlim_{K_q} \text{Sh}_G(\mathbb{Z}_q)^{K_q}$, and the subgroup

$$\mathcal{A}_q^0(G) := \overline{G(\mathbb{Z}_q) + /Z(\mathbb{Z}_q)} * \overline{G(\mathbb{Z}_q) + /Z(\mathbb{Z}_q)} G^\text{ad}(\mathbb{Z}_q)^+$$

which acts on a connected component $\text{Sh}_{K_q}^+$. It follows from the argument in [Kisin 2010, 3.3.7] that this is precisely the subgroup sending $\text{Sh}_{K_q}^+$ into itself.

2.5.3. We make the following new remarks. The construction of twisting abelian varieties by a $\mathbb{Z}$-torsor from [Kisin 2010, §3] can be carried out by twisting by a $Z^\text{der} = Z(G^\text{der})$-torsor instead. Indeed, given $\gamma \in G^\text{ad}(\mathbb{Q})^+$ we may take $\mathcal{P}$ to be the fibre of $\gamma$ along $G^\text{der} \to G^\text{ad}$. It will suffice to check the following.

**Proposition 2.5.4.** (1) With notation as above, if $\mathcal{P}'$ is the fibre of $\gamma$ along $G \to G^\text{ad}$ then $\mathcal{P}' = \mathcal{P} \times Z^\text{der} \mathbb{Z}$.

(2) If $V$ is a $\mathbb{Q}$-vector space with an $\mathcal{O}_\mathbb{Z}$-comodule action, $\mathcal{P}$ and $\mathcal{P}'$ as above, there is a natural isomorphism

$$(V \otimes_\mathbb{Q} \mathcal{O}_\mathcal{P})^{Z^\text{der}} \cong (V \otimes_\mathbb{Q} \mathcal{O}_\mathcal{P}')^{Z}.$$

**Proof.** For (1) we can define (using $\mathcal{P}' \subset G$) a map

$$\mathcal{P} \times Z^\text{der} \mathbb{Z} \ni (p, z) \mapsto p \cdot z \in \mathcal{P}'$$

which is obviously an isomorphism of $Z$-torsors and proves the claim.

Part (2) can be seen easily by appealing to the general Tannakian framework that $Z$-torsors over $\text{Spec} \mathbb{Q}$ correspond to fibre functors $\omega : \text{Rep}_\mathbb{Q} Z \to \text{Vec}_\mathbb{Q}$, and that $\mathcal{P} \times Z^\text{der} \mathbb{Z} = \mathcal{P}'$ implies that we can factor $\omega_{\mathcal{P}'}$ as

$$\omega_{\mathcal{P}'} : \text{Rep}_\mathbb{Q} Z \overset{\text{Res}}{\to} \text{Rep}_\mathbb{Q} Z^\text{der} \overset{\omega_{\mathcal{P}}}{\to} \text{Vec}_\mathbb{Q}.$$

Writing out what this statement actually means algebraically (and writing an arbitrary $\mathcal{O}_\mathbb{Z}$-comodule as a filtered colimit of finite dimensional ones), we recover (2). □

This has the technical advantage given by the following lemma. We thank Kestutis Cesnavicius for pointing out to us that the analogous result from [Kisin 2010, 3.4.8] where $G = \mathbb{Z}$ is a general group of multiplicative type is false over the base $\mathbb{Z}[1/N]$ in general.

**Lemma 2.5.5.** Let $R$ be an integrally closed domain with fraction field $K$, and $G/R$ a finite group scheme. Then a torsor $T/R$ for $G$ is trivial if and only if $T_K$ is a trivial $G_K$-torsor.

**Proof.** Since $G/R$ is finite, it is proper, which as a property stable under fpqc descent is inherited by $T$, and so $T(R) = \bigcap_{R_v \subset K} T(R_v) = T(K)$. In particular the latter is nonempty if and only if the former is. □
2.5.6. With these remarks in mind, we can rewrite the action of $\mathcal{A}_q(G)$ on the integral model $S_{K_q}/\mathbb{O}_{E,v}$ explicitly following [Kisin 2010, 3.4.5]. A point $x \in S_{K_q}(T)$ gives rise to a triple $(A, \lambda, \epsilon^q)$ where $A/T$ is an abelian scheme up to prime to $q$-isogeny, $\lambda$ a weak polarisation of $A$ and $\epsilon^q$ a section of $\Gamma(T, Isom(V_{\Delta, \infty^q}, \hat{V}^q(A)))$.

By [Kisin 2010, 3.4.5] and our previous remarks, if we take $(h, \gamma^{-1}) \in \mathcal{A}_q(G)$ and $x$ associated to the triple $(A, \lambda, \epsilon^q)$ then the triple associated to $x.(h, \gamma^{-1})$ is isogenous to

$$(A^\wp, \lambda^\wp, \epsilon^q, \wp \circ \tilde{\gamma} h \tilde{\gamma}^{-1})$$

where $\wp$ is the torsor for $G^\text{der} \subset G^\text{der}$ given by the fibre of $\gamma$, $\tilde{\gamma}$ is an element of $G^\text{der}(F)$ for some finite Galois extension $F/\mathbb{Q}$ mapping to $\gamma$ under $G^\text{der}(F) \to G^\text{ad}(F)$, and the notations $A^\wp, \lambda^\wp, \epsilon^q, \wp$ are the “twists by $\wp$” as defined in [Kisin 2010, 3.1.3].

2.5.7. We introduce the notation $\mathbb{Z}^N := \mathbb{Z}[1/N]$, to provide a slight simplification in situations where the notation quickly becomes messy. Let (where plus notation denotes intersection with $G(\mathbb{R})_+, G^\text{ad}(\mathbb{R})^+$ as usually defined, and overline notation denotes closures in $\prod_{p | N} G(\mathbb{Q}_p)$)

$$\mathcal{A}_N(G) := \prod_{p | N} \frac{G(\mathbb{Q}_p)}{Z(\mathbb{Z}^N)} G^\text{ad}(\mathbb{Z}^N)^+,$$

$$\mathcal{A}_N^\circ(G) := \frac{G(\mathbb{Z}^N)^+}{Z(\mathbb{Z}^N)} \ast G(\mathbb{Z}^N)_+/Z(\mathbb{Z}^N) G^\text{ad}(\mathbb{Z}^N)^+,$$

and (where here overline notation means closures in $G(\mathbb{A}^{\infty,q})$)

$$\tilde{\mathcal{A}}_q^N(G) := \frac{\prod_{p | N} G(\mathbb{Q}_p) \times \prod_{p | q N} G(\mathbb{Z}_p)}{Z(\mathbb{Z}^N)} \ast G(\mathbb{Z}^N)_+/Z(\mathbb{Z}^N) G^\text{ad}(\mathbb{Z}^N)^+ \subset \mathcal{A}_q(G).$$

Let $K^N = \prod_{p | N} G(\mathbb{Z}_p)$, $K^{Nq} = \prod_{p | Nq} G(\mathbb{Z}_p)$ and

$$\Delta^N = \text{Ker}(\mathcal{A}_N^\circ(G) \to \mathcal{A}_N^\circ(G^\text{ad})).$$

First, a group theoretic lemma following Deligne’s Corvallis paper.

Lemma 2.5.8. (1) The group $\mathcal{A}_N^\circ(G)$ is canonically the completion of $G^\text{ad}(\mathbb{Z}^N)^+$ with respect to the topology generated by the images of congruence subgroups of $G^\text{der}$ the form $K_N \times \prod_{p | N} G^\text{der}(\mathbb{Z}_p)$ as $K_N$ varies. In particular $\mathcal{A}_N^\circ(G^\text{der}) := \mathcal{A}_N^\circ(G^\text{ad})$ canonically depends only on $G^\text{der}$.

(2) We can naturally identify

$$\mathcal{A}_N^\circ(G^\text{der}) = \overline{G^\text{der}(\mathbb{Z}^N)^+} \ast G^\text{der}(\mathbb{Z}^N)_+ G^\text{ad}(\mathbb{Z}^N)^+$$

(where the closure is taken in $\prod_{p | N} G^\text{der}(\mathbb{Q}_p)$).
Proof. For (1) we have a natural inclusion $G^\text{ad}(\mathbb{Z}^N)^+ \subset \mathcal{A}^N,\circ(G)$, and it is easily checked that the image is dense. Moreover, a neighbourhood of the identity is $G(\mathbb{Z}^N)^+ / \mathbb{Z}(\mathbb{Z}^N)$ whose topology is generated by that of the congruence subgroups of $G$ with fixed hyperspecial level away from $N$. But by [Deligne 1979, 2.0.13] this topology is the same as that generated by the congruence subgroups of $G^\text{der}$ with fixed hyperspecial level away from $N$. Finally this neighbourhood of the identity is obviously complete, so we are done. From this description (2) follows immediately. □

Our key result is the following, whose proof follows that of [Kisin 2010, 3.4.6].

**Proposition 2.5.9.** The group $\mathcal{A}^N(G)$ acts naturally on the integral canonical model $\mathcal{F}_{K^N}$, and $\Delta^N$ acts freely.

**Proof.** By the extension property, the first part can be checked on the generic fibre, where it follows from the self evident isomorphism

$$\mathcal{A}^N_q(G)/K^Nq \cong \mathcal{A}^N(G).$$

This (together with the compatibility with Kisin’s construction) gives us the additional information that for $v \mid q$ and $q^\frac{1}{2}N$, the action on $\mathcal{F}_{K^N,v}$ can be described on the level of triples $(A, \lambda, \epsilon^q)$ where $\epsilon^q$ is now given modulo $K^Nq$.

Take $(h, \gamma^{-1}) \in \Delta^N \subset G^\text{der}(\mathbb{Z}^N)^+ * G^\text{der}(\mathbb{Z}^N)^+$, $G^\text{ad}(\mathbb{Z}^N)^+$, and $\tilde{\gamma} \in G^\text{der}(F)$ mapping to $\gamma \in G^\text{ad}(F)$ with $F/\mathbb{Q}$ finite Galois. We also let $\mathcal{P}$ denote the $Z^\text{der}$-torsor of elements of $G^\text{der}$ mapping to $\gamma$. Since $(h, \gamma^{-1}) \in \Delta^N$ we see that $h\tilde{\gamma}^{-1} \in \prod_{p\mid N} Z^\text{der}(\mathbb{Q}_p \otimes F)$.

Suppose $x \in \mathcal{F}_{K^N}(\kappa)$ for some algebraically closed field $\kappa$ of characteristic $q$ or $0$, that $x.(h, \gamma^{-1}) = x$ and associated to $x$ is the triple $(A, \lambda, \epsilon^q/K^qN)$. We need to show that $(h, \gamma^{-1}) = 1$.

As in the proof of [Kisin 2010, 3.4.6] we can find a unique quasiisogeny $\alpha : A \to A^\mathcal{P}$ such that

$$V \otimes A^\infty,q \otimes F \xrightarrow{\epsilon^q} V \otimes A^\infty,q \otimes F \xrightarrow{\epsilon^q} V \otimes A^\infty,q \otimes F$$

$$\xrightarrow{\tilde{\gamma}} \quad \xrightarrow{\tilde{\gamma}} \quad \xrightarrow{\tilde{\gamma}}$$

$$\otimes F \quad \otimes F \quad \otimes F$$

$$\hat{V}^q(A) \otimes F \xrightarrow{\alpha_\oplus 1} \hat{V}^q(A^\mathcal{P}) \otimes F \xrightarrow{\iota_{\tilde{\gamma}}} \hat{V}^q(A) \otimes F.$$ commute. This demonstrates that also $h\tilde{\gamma}^{-1} \in \text{Aut}_\mathbb{Q}(A) \otimes F$. But the intersection of $\prod_{p\mid N} Z^\text{der}(\mathbb{Q}_p \otimes F)$ and $\text{Aut}_\mathbb{Q}(A) \otimes F$ inside $\prod_{p\mid N} \text{Aut}_\mathbb{Q}(A)(\mathbb{Q}_p \otimes F)$ is $Z^\text{der}(F)$, so we conclude that

$$h\tilde{\gamma}^{-1} \in Z^\text{der}(F).$$

As in [Kisin 2010, 3.4.6] this demonstrates that $\mathcal{P}$ is trivial as a $Z^\text{der}_\mathbb{Q}$-torsor over $\mathbb{Q}$. But $Z^\text{der}$ is a finite group, Lemma 2.5.5 implies that $\mathcal{P}_{\mathbb{Z}[1/N]}$ (the torsor...
given by the inverse image of $\gamma$ in $G^{\text{der}}_{\mathbb{Z}[1/N]}$ is a trivial $\mathbb{Z}[1/N]$-torsor, so we can assume $\tilde{\gamma} \in G^{\text{der}}(\mathbb{Z}[1/N])_+$ and replacing $h$ by $h\tilde{\gamma}^{-1}$, assume $\gamma = 1$. Moreover, we may take $F = \mathbb{Q}$, and so we deduce $h \in Z^{\text{der}}(\mathbb{Q}) = Z^{\text{der}}(\mathbb{Z}[1/N])$: that is to say, it is trivial as an element of $\Delta^N$, as required.

We also need the following ingredient.  

\textbf{Lemma 2.5.10.} The group $\Delta^N$ is finite.

\textit{Proof.} Let $\rho : G^{\text{der}} \to G^{\text{ad}}$ be the usual finite isogeny. By the discussion in [Deligne 1979, 2.0] there is a diagram with exact rows.

\[
\begin{array}{cccccc}
G^{\text{der}}(\mathbb{Z}^N)_+ & \rightarrow & A^{N,0}(G^{\text{der}}) & \rightarrow & G^{\text{ad}}(\mathbb{Z}^N)_+ / \rho G^{\text{der}}(\mathbb{Z}^N)_+ \\
\downarrow & & \downarrow & & \downarrow \\
G^{\text{ad}}(\mathbb{Z}^N)_+ & \rightarrow & A^{N,0}(G^{\text{ad}}) & \rightarrow & 1
\end{array}
\]

Considering the kernels of the vertical maps, this puts $\Delta^N$ in an exact sequence between a subgroup of $Z^{\text{der}}(\mathbb{A}_N)$ and the group $G^{\text{ad}}(\mathbb{Z}^N)_+ / \rho G^{\text{der}}(\mathbb{Z}^N)_+$. The former as a product of finite groups is visibly finite. The latter group is a subgroup of $G^{\text{ad}}(\mathbb{Z}^N) / \rho G^{\text{der}}(\mathbb{Z}^N)$, which is in turn a subgroup of $H^1_{\text{fppf}}(\mathbb{Z}^N, Z^{\text{der}})$, so it suffices to check that this is finite.

Since $Z^{\text{der}}$ is a finite group of multiplicative type, we may find a finite Zariski cover $U_i$ of Spec $\mathbb{Z}[1/N]$ and finite étale covers $V_i \to U_i$ such that $Z^{\text{der}}|_{V_i}$ is isomorphic to a product of split finite multiplicative groups $\mu_k$. By the Čech to derived functor spectral sequence for this cover, we may reduce our claim to checking that for $L$ a number field and $k, M$ positive integers, the groups $H^1_{\text{fppf}}(\mathcal{O}_L[1/M], \mu_k)$ are finite. But the Kummer exact sequence gives an exact sequence

$$1 \to \mathcal{O}_L[\frac{1}{M}]^* / \mathcal{O}_L[\frac{1}{M}]^{\ast k} \to H^1_{\text{fppf}}(\mathcal{O}_L[\frac{1}{M}], \mu_k) \to \text{Pic}(\mathcal{O}_L[\frac{1}{M}]),$$

and both the outer terms are finite by classical algebraic number theory. \qed

2.5.11. We now set out to prove the main theorem Theorem 2.2.1 in the abelian type case. Let $(G_2, \mathfrak{X}_2)$ be a Shimura datum of abelian type, with $G_2/\mathbb{Z}[1/N]$ reductive. We first need to relate it to a datum of Hodge type, modifying [Kisin 2010, 3.4.13] slightly.

\textbf{Lemma 2.5.12.} Let $(H, \mathfrak{Q})$ be a Shimura datum of abelian type with $H$ adjoint. Then there exists a central isogeny $H' \to H$ such that whenever $(G, \mathfrak{X})$ is of Hodge type with $(G^{\text{ad}}, \mathfrak{X}^{\text{ad}}) \cong (H, \mathfrak{Q})$ then $G^{\text{der}}$ is a quotient of $H'$.

6Note that we believe the corresponding result of [Kisin 2010] is not true, so a result like this is perhaps also needed to deduce the extension property in that case.
Assume that $H$ is quasisplit and unramified at all $p \nmid N$. Then there exists a Shimura datum $(G, \mathfrak{X})$ of Hodge type such that $(G^{\text{ad}}, \mathfrak{X}^{\text{ad}}) \cong (H, \mathfrak{Q})$, $G^{\text{der}} = H'$ and $G$ is quasisplit and unramified at all $p \nmid N$.

**Proof.** Most of this is proved in [Kisin 2010, 3.4.13]; the only thing to check is that we can arrange for $G$ to be quasisplit and unramified at all $p \nmid N$. But since $H$ has this property, clearly $H'$ does, and so it suffices to control the centre, whose ramification is given by the totally imaginary quadratic extension $L/F$ of [Deligne 1979, 2.3.10] which can be chosen arbitrarily. In particular, we may take any prime $q \mid N$, construct $L$ by adjoining a $q$-th (or 4th if $q = 2$) root of unity and passing to a quadratic subfield. Then note that $L/F$ is unramified at all primes $v \nmid q$, in particular at places over $p \nmid N$. □

**Lemma 2.5.13.** Suppose we are given $G$ and $G_2$, reductive over $\mathbb{Q}$ and unramified away from $N$, and a central isogeny $f : G^{\text{der}} \to G_2^{\text{der}}$. Suppose we are also given a reductive model $\mathcal{G}_2/\mathbb{Z}[1/N]$ of $G_2$.

Then there exists a reductive model $\mathcal{G}/\mathbb{Z}[1/N]$ of $G$ such that $f$ extends to

$$f : \mathcal{G}^{\text{der}} \to \mathcal{G}_2^{\text{der}}.$$ 

**Proof.** We do the usual patching argument. Take any integral model $\mathcal{G}/\mathbb{Z}[1/N]$ and note that there will be some $M$ such that $\mathcal{G}[1/M]$ is reductive and $G^{\text{der}} \to G_2^{\text{der}}$ extends to $G^{\text{der}}[1/M] \to G_2^{\text{der}}[1/M]$.

By Proposition 2.4.2 we will be done if for every $p \mid M$ and $p \nmid N$ we can find $G_p/\mathbb{Z}_p$ a reductive model such that $f$ extends to $G_p^{\text{der}} \to G_2^{\text{der}}_p$. But this is the case by the argument of [Kisin 2010, 3.4.14]. □

2.5.14. Now given our $(G_2, \mathfrak{X}_2)$ of abelian type, it gives rise to an adjoint Shimura datum, which by Lemma 2.5.12 is covered by $(G, \mathfrak{X})$ of Hodge type and by Lemma 2.5.13 we may take $G/\mathbb{Z}[1/N]$ reductive and $G^{\text{der}} \to G_2^{\text{der}}$ a central isogeny inducing a morphism $(G^{\text{der}}, \mathfrak{X}_2^+) \to (G_2^{\text{der}}, \mathfrak{X}_2^+)$ of connected Shimura data. Let

$E = E(G, \mathfrak{X}) \subset \mathbb{Q}$. Since for every $p \nmid N$, $G$ and $G_2$ split over an unramified extension of $p$, we deduce that $E/\mathbb{Q}$ is unramified at all $p \nmid N$, and by Lemma 2.5.1 we see their connected Shimura varieties at levels $K^N := G(\hat{\mathbb{Z}}^N)$ and $K_2^N := G_2(\hat{\mathbb{Z}}^N)$ are defined over $E_N/E$, the maximal abelian extension of $E$ unramified away from $N$. Let $\mathcal{O}_N$ be its ring of integers, and note that $\mathcal{O}_N[1/N]/\mathbb{Z}[1/N]$ is indétille.

Now, comparing our description $\mathbb{A}^N,^\circ(G^{\text{der}})$ with Deligne’s description [1979, 2.1.6] of the group acting on a connected Shimura variety, it is clear that $\mathbb{A}^N,^\circ(G)$ acts on $\text{Sh}^+_{K^N}(G, \mathfrak{X})_{E_N}$, and considering the subgroup

$$\Delta^N (G, G_2) := \ker(\mathbb{A}^N,^\circ(G^{\text{der}}) \to \mathbb{A}^N,^\circ(G_2^{\text{der}})) \subset \Delta^N,$$

that the morphism $\text{Sh}^+_{K^N}(G, \mathfrak{X})_{E_N} \to \text{Sh}^+_{K_2^N}(G_2, \mathfrak{X}_2)_{E_N}$ is given by taking the quotient by $\Delta^N (G, G_2)$. Moreover, by the previous section we have an integral model
$G^+_{K^N}(G, \mathcal{X})_{\bar{\mathbb{Q}}}$ for $\text{Sh}^+_{K^N}(G, \mathcal{X})_{E_N}$ satisfying the extension property, with a free Proposition 2.5.9 action of the finite Lemma 2.5.10 group $\Delta^N$. We may therefore form the quotient by the finite subgroup $\Delta^N(G, G_2)$ and obtain a model $G^+_{K^N_2}(G_2, \mathcal{X}_2)_{\bar{\mathbb{Q}}[1/N]}$ for $\text{Sh}^+_{K^N_2}(G_2, \mathcal{X}_2)_{E_N}$ over $\bar{\mathbb{Q}}[1/N]$. By Lemma 2.1.5 this model enjoys the extension property, and passing to finite levels we see it is smooth.

**2.5.15.** Unlike at infinite or $K_p$-level, we do not know whether $\prod_{p\mid N} G_2(\mathbb{Q}_p)$ acts transitively on $\pi_0(\text{Sh}^N_{K^N}(G_2, \mathcal{X}_2))$, so to conclude our proof we need an alternative to the usual “Deligne induction.” Noting that our argument up to this point holds for any model $\mathcal{G}/\mathbb{Z}[1/N]$ for $G_2$, the following lemma is enough to conclude our argument.

We will need the Shimura variety

$$\text{Sh}(G, \mathcal{X}) = \lim_{\bar{K}} \text{Sh}_K(G, \mathcal{X})$$

at full infinite level, together with the usual fixed connected component $\text{Sh}^+_{\bar{\mathbb{Q}}} \subset \text{Sh}(G, \mathcal{X})_{\bar{\mathbb{Q}}}$ containing the complex point $[x, 1]$ for $x \in \mathcal{X}^+$.

**Lemma 2.5.16.** Let $(G, \mathcal{X})$ be any Shimura datum unramified away from $N$, $E \supset E(G, \mathcal{X})$, $K^N = \prod_{p\mid N} G(\mathbb{Z}_p)$ for some choice of integral model for $G$, and $E_N/E$ the maximal abelian extension unramified away from $N$.

1. Let $X^+_{K^N}$ be any component of $\text{Sh}^N_{K^N}(G, \mathcal{X})_{\bar{\mathbb{Q}}}$. Then $X^+_{K^N}$ is defined over $E_N$, and given for every choice of hyperspecial levels of the form $U^N = \prod_{p\mid N} \mathfrak{G}(\mathbb{Z}_p)$ for $\mathfrak{G}/\mathbb{Z}[1/N]$ a reductive model for $G$ a smooth integral model $\mathcal{G}^+_{U^N}/\bar{\mathbb{Q}}[1/N]$ for $\text{Sh}^+_{U^N,E_N}$ with the extension property, we can construct a smooth integral model for $X^+_{K^N,E_N}$ with the extension property.

2. Given any smooth integral model for every $X^+_{K^N,E_N}$ with the extension property, their disjoint union gives a smooth integral canonical model for $\text{Sh}^N_{K^N,E_N}$ which descends to $\mathcal{G}E[1/N]$ and to which the $\mathcal{A}^N(G)$ action extends.

**Proof.** For (1), let $\pi : \text{Sh}(G, \mathcal{X})_{\bar{\mathbb{Q}}} \to \text{Sh}^N_{K^N}(G, \mathcal{X})_{\bar{\mathbb{Q}}}$ be the canonical projection, and take $a \in G(\mathbb{A}^\infty)$ such that $\pi(\text{Sh}^+ a) = X^+_{K^N}$. Note that this $a$ descends to an identification

$$\text{Sh}^N_{K^N}(G, \mathcal{X})_{\bar{\mathbb{Q}}} \cong \text{Sh}^N_{a^{-1}K^N,a,E_N}(G, \mathcal{X})_{\bar{\mathbb{Q}}}$$

defined over $E$ and under which $X^+_{K^N}$ is identified with $\text{Sh}^N_{a^{-1}K^N,a,\bar{\mathbb{Q}}}. Since the latter is defined over $E_N$ by Lemma 2.5.1, the former must be also. Moreover, since $a_p \in G(\mathbb{Z}_p)$ for all but finitely many $p$, and in all other cases we are taking the conjugate of a hyperspecial subgroup, which are always hyperspecial and so have local reductive models, by Proposition 2.4.2 there exists a reductive model $\mathcal{G}/\mathbb{Z}[1/N]$ for $G$ giving rise to the level $a^{-1}K^N a$. Hence by hypothesis we have a smooth integral model for $\text{Sh}^+_{a^{-1}K^N,a,E_N}$ with the extension property. Composing with the isomorphism induced by $a$ gives the required model for $X^+_{K^N,E_N}$. 


For (2), we assume we are given for each $X^+_{K^N,E_N}$ some smooth integral model $\mathcal{X}^+_{K^N}$ with the extension property. Letting $\mathcal{F}^+_{K^N,{\mathbb{C}}[1/N]}$ together with

$$\iota : \mathcal{F}^+_{K^N,{\mathbb{C}}[1/N]} \otimes_{\mathbb{C}[1/N]} E_N \sim \text{Sh}_{K^N,E_N}$$

be their disjoint union, note that it still has the extension property. In particular the $\text{Gal}(E_N/E)$-action on $\text{Sh}_{K^N,E_N}$ extends to $\mathcal{F}^+_{K^N,{\mathbb{C}}[1/N]}$, and since $E_N/E$ is unramified away from $N$ this gives an étale descent datum from $\mathcal{X}^+_{K^N,\mathbb{C}[1/N]}$ to $\mathcal{X}^+_{E[1/N]}$. Thus we may descend our model to $\mathcal{F}^+_{K^N/\mathcal{O}[1/N]}$ and by Lemma 2.1.3 this model still has the extension property. The $\mathcal{X}^N(G)$-action also extends to $\mathcal{F}^+_{K^N,\mathbb{C}[1/N]}$ by the extension property, and commutes with the $\text{Gal}(E_N/E)$-action, so it descends, and for any $K_N \subset \prod_{p|N} G(\mathbb{Q}_p)$ we have that $(\mathcal{F}^+_{K^N/K_N}) \otimes \mathcal{O}[1/N]$ is smooth, which is a property stable by fpqc descent and allows us to see that $\mathcal{F}^+_{K^N}$ is a smooth canonical model. \qed

3. Automorphic vector bundles and filtered $G$-bundles

3.1. Review of characteristic zero. We sketch the main results of [Milne 1990, III], on which our results will build.

3.1.1. Let $(G, \mathcal{X})$ be a Shimura datum with reflex field $E$, and $\mu : \mathbb{G}_m,E \to G_E$ a Hodge cocharacter of $\mathcal{X}$. Then we can form the compact dual $\text{Gr}_\mu$ which represents the following functor. Fix a faithful representation $G \hookrightarrow \text{GL(V)}$ and tensors $s_\alpha \in V^\otimes$ such that $G$ is exactly the subgroup fixing these tensors, and note that $\mu$ induces a filtration $\text{Fil}^* \subset V \otimes \bar{E}$. For $\pi : S \to \text{Spec} \mathbb{Q}$ we let $\mathcal{V}_S := \pi^* V$ be the constant vector bundle, which also carries tensors $s_{\alpha,S} = \pi^* s_\alpha$. Then as a functor on $E$-schemes $\text{Gr}_\mu(S) = \{ \text{filtrations } \mathcal{F}^* \text{ of } \mathcal{V}_S \text{ such that } (V_\bar{S}, \text{Fil}_{\bar{S}}^*, s_\alpha) \cong (\mathcal{V}_{\bar{S},\bar{S}}, \mathcal{F}_{\bar{S}}^*, s_{\alpha,S}) \}$ for each geometric point $\bar{S} \in S$.

This depends only on the conjugacy class of $\mu$ and is representable as an $E$-scheme. Moreover by construction it carries an algebraic action of $G_E$, which we write as a right action

$$\text{Gr}_\mu(S) \times G(S) \ni (\mathcal{F}^*, g) \mapsto g^{-1}(\mathcal{F}^*) \in \text{Gr}_\mu(S).$$

3.1.2. Let $Z_{nc} \subset Z(G)$ be the largest subtorus of $Z(G)$ split over $\mathbb{R}$ but with no subtorus split over $\mathbb{Q}$, and $G^c = G/Z_{nc}$. Then there is a $G^c$-torsor $P = P(G, \mathcal{X})$ over $\text{Sh}(G, \mathcal{X})$ with an equivariant $G(\mathbb{A}^\infty)$-action,\textsuperscript{7} which can be easily defined analyti-

cally over $\mathbb{C}$ and by [Milne 1990, III,4.3] admits a canonical model (in Milne’s sense) over $E$, together with an integrable connection with regular singularities at infinity.

\textsuperscript{7}It is natural to ask whether this extends to an equivariant action of Deligne’s extension $G(\mathbb{A}^\infty)/Z(\mathbb{Q})^*G(\mathbb{Q})_+/Z(\mathbb{Q})G^\text{ad}(\mathbb{Q})^+$: in fact this group does act but not quite in a way that commutes with the algebraic $G^c$-action, as we shall later see.
Moreover $P(G, X)$ has a $G$-action, via $G \to G^c$, and there is a $G$-equivariant map [Milne 1990, III.4.6] $\gamma : P(G, X) \to \text{Gr}_\mu$ which complex analytically is given by the Hodge filtration coming from $X$, but is algebraic and descends to $E$.

To begin discussing any functoriality of this construction we need a lemma.

**Lemma 3.1.3.** Let $f : (G_1, X_1) \to (G_2, X_2)$ be a morphism of Shimura data. Then there is an induced map

$$G_1^c \to G_2^c.$$ 

**Proof.** This comes down to showing that $f(Z(G_1)_{nc}) \subset Z(G_2)$. Suppose for contradiction we have $\mathbb{R}^* \cong \Psi \subset Z(G_1)(\mathbb{R})$ with $f(\Psi)$ intersecting trivially with $Z(G_2)(\mathbb{R})$. Let $h \in X_1$, and recall that $\text{ad} f(h(i))$ is a Cartan involution acting on $G_2^{\text{ad}}$, so the real group

$$H = \{ g \in G_2^{\text{ad}}(\mathbb{C}) : f(h(i))g f(h(i))^{-1} = \bar{g} \}$$

is compact. On the other hand for any $\psi \in \Psi$ we have

$$h(i)\psi h(i)^{-1} = \psi = \bar{\psi}$$

since $\psi$ is central in $G_1$, $h(i) \in G_1(\mathbb{R})$, and $\psi$ is real. Hence, we have an embedding of $\Psi \cong \mathbb{R}^*$ into the compact group $H(\mathbb{R})$, which is absurd. \qed

Note that there is no such functoriality for general group morphisms. For example letting $F$ be a totally real field of degree $d$ acting on itself by multiplication we get a morphism

$$F^\times \hookrightarrow \text{GL}_d$$

failing to have the required property for all $d > 1$.

**3.1.4.** Automorphic vector bundles are typically parametrised by complex representations of the parabolic subgroup $P_\mu$ associated with the Hodge cocharacter $\mu$ in the usual fashion (for example one may define $P_\mu \subset G_\mathbb{C}$ as the subgroup preserving the filtrations $\mu$ induces on $\text{Rep} G_\mathbb{C}$). By a complex analytic interpretation of the Grassmannian it is easy to show these are in correspondence with $G_\mathbb{C}$-equivariant vector bundles on $\text{Gr}_\mu$. We therefore take as our input data a $G$-equivariant vector bundle $\mathcal{F}$ on $\text{Gr}_\mu$ defined over $L/E$ some number field, and we assume the $G$-action factors through $G^c$. 

Given this data, we can pull it back along $\gamma$ to get a $G({\mathbb{A}}^\infty) \times G^c$-equivariant vector bundle on $P(G, X)_L$ and therefore a $G({\mathbb{A}}^\infty)$-equivariant vector bundle $\mathcal{V}(\mathcal{F})$ on $\text{Sh}(G, X)_L$. This is the construction of canonical models for automorphic vector bundles we seek to perform integrally.

---

8This is a reasonable condition to impose since $Z \subset P_\mu$ acts trivially on $\text{Gr}_\mu$. 
3.1.5. We need a basic functoriality property for which we could not find a direct reference but which follows easily from Milne’s definition together with the map on complex points induced by $\mathcal{X} \times G(\mathbb{A}^\infty) \times G^c(\mathbb{C}) \to \mathcal{X}' \times G'(\mathbb{A}^\infty) \times G'^c(\mathbb{C})$ which we note relies on Lemma 3.1.3.

**Lemma 3.1.6.** Let $f : (G, \mathcal{X}) \to (G', \mathcal{X}')$ be a morphism of Shimura data, $\mu$ and $\mu'$ Hodge cocharacters of $\mathcal{X}$ and $\mathcal{X}'$, respectively. Then there is a diagram

$$
\begin{array}{ccc}
\text{Sh}(G, \mathcal{X}) & \longleftrightarrow & P(G, \mathcal{X}) \\
\downarrow & & \downarrow \\
\text{Sh}(G', \mathcal{X}') & \longleftrightarrow & P(G', \mathcal{X}')
\end{array}
$$

defined over $E(G, \mathcal{X})$ which is $G$-equivariant and $G(\mathbb{A}^\infty)$-equivariant in the obvious senses.

3.1.7. In the case where $G = T$ a torus we also need the following, the main content of which is due to Blasius. Let $p$ be a prime containing a place $v$ of $E \supset E(T, h)$, $\omega_{\text{et}}$ the usual fibre functor giving étale local systems on the Shimura variety, and fix $\overline{E_v}$ an algebraic closure of $E_v$ letting $\Gamma_{E_v} := \text{Gal}(\overline{E_v}/E_v)$. Consider the fibre functor coming from $p$-adic Hodge theory

$$
\omega_{v,\text{dR}} : \text{Rep}_{\mathbb{Q}_p}(T^c) \ni V \mapsto (\omega_{\text{et}}(V) \otimes_{\mathbb{Q}_p} B_{\text{dR}})^{\Gamma_{E_v}} \in \text{Vec}_{E_v}.
$$

**Proposition 3.1.8.** Suppose $T$ is split by a CM field, and let $X = \text{Spec } E \subset \text{Sh}_U(T, h)$ be a component of the Shimura variety for $U \subset T(\mathbb{A}^\infty)$ open compact. There is a natural isomorphism between $\omega_{P, X, v} : V \mapsto (V \times^{T^c} P_{U}(T, h)|_X) \otimes_E E_v$ and $\omega_{v, \text{dR}}$.

**Proof.** By Lemma 3.1.6 it suffices to do the case $T = T^c$. We observe that any cocharacter $\mu : \mathbb{G}_{m, E} \to T^c_E$ has weight defined over $\mathbb{Q}$. Indeed, by definition $X_*(T^c)_\mathbb{Q}$ is the summand of $X_*(T)_\mathbb{Q}$ on which either Galois acts trivially or complex conjugation acts via $-1$, so for any $\mu \in X_*(T^c)$, $\mu + \mu^c$ lands in the summand on which Galois acts trivially.

Combining this with fact that $T$ hence $T^c$ is split by a CM field, the induced Shimura datum $(T^c, h^c)$ is of CM type, and thus admits a characterisation as a moduli space of CM motives $M$, which we take as those for which the Betti fibre functor $\omega_B = H_B(M(\rho)) : \text{Rep}_\mathbb{Q} T \to \text{Vec}_\mathbb{Q}$ is trivial.

Therefore a point $x \in X(\overline{\mathbb{Q}})$ has attached to it a $T$-valued CM motive $M : \text{Rep}_\mathbb{Q}(T) \to (CM/\overline{\mathbb{Q}})$, and the fibre functor attached to $x^*P_{U}(T, h)$ is given by $\omega_{P}(\rho) := H_{\text{dR}}(M(\rho)/\overline{\mathbb{Q}})$ Noting that for $\sigma \in \text{Gal}(\overline{\mathbb{Q}}/E)$ we have a canonical isomorphism

$$
H_{\text{dR}}(M^\sigma(\rho)/\overline{\mathbb{Q}}) \cong H_{\text{dR}}(M(\rho)/\overline{\mathbb{Q}}) \otimes_\sigma \overline{\mathbb{Q}},
$$
we see that \( \omega_P \) carries a canonical descent datum to \( X = \text{Spec } E \) which defines \( P_U(T, h)|_X \). We may also use the reciprocity law to canonically identify the \( p \)-adic étale cohomology fibre functors

\[
H_{\text{et}} \circ M = \omega_{\text{et}} : \text{Rep}_{Q_p}(T_{Q_p}) \to \text{Vec}_{Q_p},
\]

which in particular have an equivariant \( \Gamma_E \)-action coming from \( \omega_{\text{et}} \).

Now fix an embedding \( \overline{Q} \hookrightarrow \overline{E}_v \), and a faithful representation \( T \hookrightarrow \text{GL}(V) \), and \( s_\alpha \) cycles on \( V^\otimes \) fixed precisely by \( T \). For any \( M \in X(\overline{Q}) \), these give rise to absolute Hodge cycles on \( H_B(M(V)) \otimes L_w \), which in turn give rise to de Rham cycles \( s_{\alpha, dR} \in H_{dR}(M(V)) \otimes L_w \) via the Betti–de Rham comparison, and étale cycles \( s_{\alpha, et} \in \omega_{et}(V)^\otimes \). These \( s_{\alpha, et} \) are \( \Gamma_E \)-invariant because the action factors

\[
\Gamma_E \to U_p \subset T(Q_p) \to \text{GL}(\omega_{et}(V))
\]

by construction, and as in [Kisin 2010, 2.2.1] this implies the \( s_{\alpha, dR} \in \omega_{P,X,v}(V)^\otimes \) because an absolute Hodge cycle is determined by either component.

Let us fix \( Y/L \) with \( \overline{Q} \supset L \) a finite Galois extension of \( E \) such that \( M(V) \) is realised in the cohomology of \( Y \), and a place \( w|v \) of \( L \) determining \( L_w \subset \overline{E}_v \). By Blasius’ theorem on de Rham cycles [1994], the \( p \)-adic Hodge theoretic comparison map

\[
H_{\text{et}}(M(V), Q_p)^\otimes \otimes_{Q_p} B_{dR} \overset{\sim}{\rightarrow} H_{dR}(M(V)_{L_w}/L_w)^\otimes \otimes_{L_w} B_{dR}
\]

identifies \( s_{\alpha, et} \) with \( s_{\alpha, dR} \). Unravelling the definitions, we see that

\[
P_U(T, h)_L = \text{Isom}_{s_\alpha}(V_L, H_{dR}(M(V))_L)
\]

and

\[
P_{\omega_{v, dR}} \otimes L_w = \text{Isom}_{s_\alpha}(V_{L_w}, (\omega_{et}(V) \otimes_{L_w} B_{dR})_{\Gamma_{L_w}}).
\]

Thus putting it all together we get a canonical\(^9\) identification

\[
\omega_{P,X,v} \otimes L_w \cong \omega_{v, dR} \otimes L_w.
\]

We conclude by checking that this descends to \( E_v \). Indeed, \( \Gamma_{E_v} \) acts canonically on both sides of the \( p \)-adic comparison map compatibly, so we have an isomorphism of \( \text{Gal}(L_w/E_v) \)-modules

\[
(\omega_{et}(V) \otimes_{Q_p} B_{dR})_{\Gamma_{L_w}} \overset{\sim}{\rightarrow} H_{dR}(M(V)_{L_w}/L_w) = \omega_{P,X,v}(V) \otimes_{E_v} L_w
\]

and taking \( \text{Gal}(L_w/E_v) \)-invariants therefore \( \omega_{v, dR}(V) = \omega_{P,X,v}(V) \). Finally, we have already observed that the \( s_{\alpha, et} \) and \( s_{\alpha, dR} \) are Galois invariant, so these too descend to \( E_v \).

\(^9\)The choice of \( s_\alpha \) does not affect the identification. To see this note that it does not change under adding more tensors so given two sets of choices one can just compare both with the union.
3.2. **Moduli of $\mu$-filtrations of $G$.** In §3.2 and §3.3 we make a brief digression from the theory of Shimura varieties to discuss Grassmannians and filtrations more generally. Let $R$ be a domain with fraction field $K$ of characteristic zero, $R'/R$ an étale cover, and $G/R$ a connected reductive group.

3.2.1. Suppose we are given a cocharacter $\mu: \mathbb{G}_m, R' \to G_{R'}$. This cocharacter gives us a parabolic subgroup $P_\mu \subset G_{R'}$, which we can view as a point $x_\mu \in \text{Par}_{G/R}(R')$, where we recall [Conrad 2014, 5.2.9] that Par$_{G/R}$, the functor assigning to each $R'/R$ the set of parabolic subgroups of $G_{R'}$ defined over $R'$, is a proper smooth scheme over $R$.

After making a base change $R \subset K \to \overline{K}$ we get a well-known finite decomposition

$$\text{Par}_{G/R} \otimes_R \overline{K} = \text{Par}_{G_{\overline{K}}/\overline{K}} = \bigsqcup_i G_{\overline{K}}/P_i$$

where the $P_i$ are representatives of the finitely many $\overline{K}$ conjugacy classes of parabolic subgroups of $G_{\overline{K}}$.

For $P_\mu \subset G_{R'}$ a parabolic subgroup, we denote its conjugacy class by $[P_\mu]$, in a precise sense we will soon make clear. Let us say that $[P_\mu]$ is defined over $R$ if there is a component$^{10}$ $Z_\mu \subset \text{Par}_{G/R}$ defined over $R$ such that $x_\mu \in Z_\mu(R')$ and $Z_{\mu, \overline{K}}$ is connected.

This definition in a sense is saying that “being étale locally conjugate to $P_\mu$” is a notion that is defined over $R$, even if $P_\mu$ itself is not. More precisely, we have the following.

**Lemma 3.2.2.** Let $\mu$ be a cocharacter as above defined over $R'$ such that $[P_\mu]$ is defined over $R$. For $S$ an $R$-algebra, and $P \subset G_S$ a parabolic subgroup, $P$ is étale locally conjugate to $P_\mu$ if and only if $x_P \in \text{Par}_{G/R}(S)$ factors through $Z_\mu$.

**Proof.** The statement may be checked étale locally, so we may work over $R'$, at which point by the construction of Par$_{G/R}$, $G_{R'}/P_\mu \subset Z_{\mu,R'}$ is a union of components. Working over $R' \otimes_R \overline{K}$ using the fact that the fibres of $Z_\mu$ over each generic point are connected, we see that in fact $G_{R'}/P_\mu = Z_{\mu,R'}$, so the desired statement follows immediately from [Conrad 2014, 5.2.8].

For us an important context where the above holds will be the following.

**Proposition 3.2.3.** Assume $R$ is a Dedekind domain with $K = \text{Frac} \ R$ of characteristic zero, $G/R$ connected reductive and $L/K$ a finite extension. Suppose $\mu: \mathbb{G}_m, L \to G_L$ is a cocharacter whose conjugacy class is defined over $K$.

---

$^{10}$Here and in much of what follows we use “component” in the relative sense of a “component” of a morphism $X \to Y$ being a $Y$-subscheme $X' \subset X$ such that the preimage of any connected open subscheme $U \subset Y$ is connected.
Then there exists an étale cover $R'/R$ and a cocharacter $\mu' : \mathbb{G}_{m, R'} \to G_{R'}$ such that if we write $R' \otimes_R K \cong \prod_i L_i$, there are embeddings $L \hookrightarrow L_i$ such that $\mu' \otimes_R K$ is $G(R' \otimes_R K)$-conjugate to $\mu \otimes_L \prod_i L_i$.

Furthermore, this $\mu'$ has the property that $[P_{\mu'}]$ is defined over $R$ and independent of the choice of $\mu'$.

**Proof.** For existence, take $R'/R$ an étale cover which splits $G$ and whose generic points contain $L$, and fix embeddings $L \hookrightarrow L_i$. Let $T \subset G_{R'}$ be a split maximal torus and let $T_\mu \subset G_{R' \otimes_R K}$ be a maximal torus containing the image of $\mu$ which perhaps after enlarging $R'$ we may assume is also split. Then there exists $g \in G(\prod_i L_i) = \prod_i G(L_i)$ such that $gTkg^{-1} = T_\mu$ and so

$$\mu' = g^{-1}\mu g \in \text{Hom}_{R' \otimes_R K}(\mathbb{G}_m, T_K) = \text{Hom}_{R'}(\mathbb{G}_m, T)$$

is a cocharacter with the desired property.

Let us next show that $[P_{\mu'}]$ is defined over $R$. By definition we see that $x_\mu$ and $x_{\mu'}$ lie on the same component of $\text{Par}_{G/R} \otimes (R' \otimes_R K)$, whence certainly on that of $\text{Par}_{G/R \otimes R'}$. But since the conjugacy class of $\mu$ is defined over $K$, $x_\mu$ lies on a component $Z_{\mu,K} \subset \text{Par}_{G_K/K}$ which is geometrically connected. Letting $Z_\mu$ be its closure in (i.e., the corresponding component of) $\text{Par}_{G/R}$, we obtain our witness to the fact that $x_{\mu'}$ is a defined over $R$. Also since $Z_\mu$ is determined by $\mu$, in particular it does not depend on $\mu'$. \qed

3.2.4. Let $S/R$ be a scheme. We let $\text{Vec}_S$ denote the category of vector bundles (projective finitely generated modules) on $S$, and $\text{Rep}_R(G)$ the category of algebraic representations $G \to \text{Aut}(V)$ for $V \in \text{Vec}_R = \text{Vec}_{\text{Spec} R}$.

A **filtered bundle** over $S$ is a vector bundle $M/S$ together with a decreasing complete exhaustive filtration $F^\bullet \subset M$ by flat submodules such that $\text{gr}_F^p M := \bigoplus_p F^p/F^{p+1}$ is flat over $S$. These form an exact category $\text{Fil}_S$, allowing us to define a **filtered $G$-bundle** over $S$ to be a faithful exact tensor functor

$$\mathcal{F} : \text{Rep}_R(G) \to \text{Fil}_S.$$

We say that $\mathcal{F}$ is a **filtration of $G$ over $S$** (or just “filtration of $G$” if no confusion will arise) if its composite with the forgetful functor $\text{Fil}_S \to \text{Vec}_S$ is naturally isomorphic to the usual forgetful functor $\text{Rep}_R(G) \to \text{Vec}_R \to \text{Vec}_S$.

Let $\mu : \mathbb{G}_{m, R'} \to G_{R'}$ be a cocharacter defined over some étale cover $R'/R$ such that $[P_\mu]$ is defined over $R$. It induces a grading on each $V \in \text{Rep}_R(G) \otimes R'$, each of which in turn gives such $V$ the structure of a filtered bundle, so we can define a canonical filtration of $G$ associated with $\mu$

$$\mathcal{F}_\mu : \text{Rep}_R(G) \xrightarrow{\text{Fil} \circ \mu} \text{Fil}_R(G) \otimes R'.$$
3.2.5. Let us say that a filtration $\mathcal{F}$ of $G$ over $S$ is a $\mu$-filtration if étale locally on $S$ we have $\mathcal{F} \cong \mathcal{F}_\mu$. We make the necessary remark that of course given $f : S' \rightarrow S$, whenever $\mathcal{F}$ is a $\mu$-filtration of $G$ over $S$, we may take an étale cover $\{U_\alpha \rightarrow S\}$ witnessing that $\mathcal{F}$ is a $\mu$ filtration and pulling it back along $f$ it will give an étale cover of $S'$ witnessing that $f^* \circ \mathcal{F}$ is a $\mu$-filtration of $G$ over $S'$.

Thus we have a natural functor on $R'$-schemes

$$\text{Gr}_{\mu, R'}(S) = \{\mu\text{-filtrations of } G \text{ over } S\}.$$ 

**Proposition 3.2.6.** This has the following properties:

1. The functor $\text{Gr}_{\mu, R'}$ is representable by a smooth proper $R'$-scheme which in fact canonically descends to $\text{Gr}_\mu / R$.
2. The scheme $\text{Gr}_\mu / R$ comes equipped with a natural $G$-action.
3. If $R$ is a field, this agrees with the construction of Section 3.1.1.

**Proof.** In the usual fashion $\mu$ determines a parabolic $P_\mu \subset G_{R'}$, and we claim that $\text{Gr}_{\mu, R'} \cong G / P_\mu$ which in turn is smooth and projective by [Conrad 2014, 5.2.8], and canonically descends by the definition of $[P_\mu]$ being defined over $R$.

In [ibid.] it is also shown that $G / P_\mu$ represents the functor of subgroups of $G$ which are étale locally conjugate to $P_\mu$, so it suffices to check this coincides with our functor. Given a $\mu$-filtration $\mathcal{F}$ over $S$ we can define the subgroup $P_{\mathcal{F}} \subset G$ of elements which preserve $\mathcal{F}$ (if you like, acting on all representations). Since $\mathcal{F}$ is a $\mu$-filtration, étale locally there is an identification of $\mathcal{F}$ with $\mathcal{F}_\mu$, which conjugates $P_{\mathcal{F}}$ onto $P_\mu$. Thus $\mathcal{F} \mapsto P_{\mathcal{F}}$ gives a map $\text{Gr}_\mu(S) \rightarrow G / P_\mu(S)$.

Let us construct an inverse. Given $P / S$ étale locally conjugate to $P_\mu$, after passing to an étale cover $S' \rightarrow S$ there exists $g \in G(S')$ such that $P_{S'} = g P_{\mu, S'} g^{-1}$. In particular $P_{S'}$ is a parabolic subgroup of $G_{S'}$, and letting $\mu_P := g \circ \mu$ we see that $P_{S'}$ preserves the filtration $\mathcal{F}_P$ defined by $\mu_P$ of $G$ over $S'$. We must now check this filtration is independent of the choice of $g$ and so in particular is canonical and descends to $S$.

Suppose we take $h \in G(S')$ such that $h P_{\mu, S'} h^{-1} = g P_{\mu, S'} g^{-1} = P_{S'}$. Then

$$hg^{-1} P_{S'} gh^{-1} = h P_{\mu, S} h^{-1} = P_{S'}$$

so $hg^{-1} \in N_G(P)(S') = P(S')$, where the final equality is again by [Conrad 2014, 5.2.8]. It follows that $g \mu$ and $h \mu$ induce the same filtration.

Part (2) is now obvious, since $G$ acts by conjugation on $G / P_\mu$, and part (3) is immediate from [Conrad 2014, 5.2.7 (1)] and an easy verification shows that the $G$-actions agree. \qed

3.2.7. In the context of Proposition 3.2.3 where we are given a conjugacy class of cocharacters $\mu : \mathbb{G}_{m, L} \rightarrow G_L$ defined over $K = \text{Frac}(R)$ and deduce the existence
of a $\mu'$ defined over an étale cover of $R$ inducing a conjugacy class of parabolics defined over $R$ and hence a $\text{Gr}_{\mu'} / R$ we use the notation $\mathcal{G}R_{\mu} := \text{Gr}_{\mu}$ noting the canonical identification

$$\mathcal{G}R_{\mu} \otimes_R K \cong \text{Gr}_{\mu}.$$ 

**Lemma 3.2.8.** Suppose $G_1 \to G_2$ is a map of connected reductive groups over $R$ and $\mu_1 : \mathbb{G}_m \to G_{1,R'}$ giving a conjugacy class defined over $R$ and inducing $\mu_2 : \mathbb{G}_m \to G_{1,R'} \to G_{2,R'}$. There is a natural map

$$\text{Gr}_{\mu_1} \to \text{Gr}_{\mu_2}.$$ 

**Proof.** Given $S/R$ and $\mathcal{F} \in \text{Gr}_{\mu_1}(S)$, recall that $\mathcal{F}$ is specified by a fibre functor

$$\text{Rep}_R(G_1) \to \text{Fil}_S.$$ 

Composing with the restriction map $\text{Rep}_R(G_2) \to \text{Rep}_R(G_1)$, we get a new fibre functor from $\text{Rep}_R(G_2)$ which it is easy to check gives an element of $\text{Gr}_{\mu_2}(S)$, defining the map required. 

3.3. **Filtered $G$-bundles.** Fix $G, \mu$ as above and suppose we have $X/R$ a scheme and $P \to X$ a $G$-bundle on $X$. A $\mu$-filtration of $P$ is a $G$-equivariant map of $R$-schemes

$$\gamma : P \to \text{Gr}_{\mu}.$$ 

**Lemma 3.3.1.** To give a $\mu$-filtration $\gamma$ on $P$ is to give a fibre functor

$$\omega_\gamma^P : \text{Rep}_R(G) \to \text{Fil}_X$$

which étale locally is isomorphic to $\mathcal{F}_\mu$ and such that the composite with the forgetful functor

$$\text{Rep}_R(G) \xrightarrow{\omega_\mu^P} \text{Fil}_X \to \text{Vec}_X$$

is equal to the fibre functor $\omega_P$ defined by $P$.

**Proof.** Suppose we are given a $\mu$-filtration $\gamma : P \to \text{Gr}_{\mu}$ of $P$. Pulling back the universal $\mu$-filtration of $G$, we obtain a $G$-equivariant $\mu$-filtration of $G$ over $P$, which descends to a $\mu$-filtration of $G$ over $X$, i.e., we obtain a fibre functor

$$\omega_\mu^\gamma : \text{Rep}_R(G) \to \text{Fil}_X.$$ 

Since it comes from a $G$-equivariant $\mu$-filtration of $G$ over $P$, whose forgetful functor to $\text{Vec}_P$ by definition is the canonical one from $\text{Rep}_R(G)$ which descends to $\omega_P$, we see that it satisfies the condition in the lemma.

Conversely, if we are given $\omega_\mu^\gamma$ satisfying the condition, we can pull it back along $P \to X$ to obtain a $G$-equivariant $\mu$-filtration on $P$, which is the same as a $G$-equivariant map $\gamma : P \to \text{Gr}_{\mu}$.

\[\square\]
We also need the following criterion for extending $\mu$-filtrations over $K$ to $\mu$-filtrations over $R$.

**Lemma 3.3.2.** Suppose we are given $\mu : \mathbb{G}_{m,L} \to G_L$ for $L/K = \text{Frac}(R)$ a finite extension whose conjugacy class is defined over $K$, $X/R$ a scheme and $P \to X$ a $G$-bundle. A $\mu$-filtration

$$\gamma : P_K \to \text{Gr}_\mu$$

extends to a $G$-equivariant

$$P \to \mathcal{G}_R$$

if for $\rho : G \hookrightarrow \text{GL}(V)$ a faithful representation on $V/R$ finite projective, the bundle $\mathcal{V} := V \times^G P/X$ carries a filtration $\mathcal{V}^\ast$ (making $\mathcal{V}$ into a filtered bundle in the above sense) extending that of $\mathcal{V}_K = \omega_{P_K}^\gamma(V)$.

**Proof.** Let $R'/R$ be an étale cover and $\mu : \mathbb{G}_{m,R'} \to G_{R'}$ a cocharacter conjugate to $\mu$ as in Proposition 3.2.3. We let $\text{Gr}_\mu^G$ and $\text{Gr}_{\mu'}^{\text{GL}(V)}$ be the two Grassmannians formed from considering $\mu' : \mathbb{G}_m \to G$ and $\mu' : \mathbb{G}_m \to G \overset{\rho}{\to} \text{GL}(V)$ respectively, both defined over $R$.

By Lemma 3.2.8 we obtain a map

$$\rho_* : \text{Gr}_{\mu'}^G \to \text{Gr}_{\mu'}^{\text{GL}(V)}.$$ 

We claim this map is a closed immersion, and this suffices to prove the lemma because we are assuming that $\rho_*(\gamma') \in \text{Gr}_{\mu'}^{\text{GL}(V)} \otimes_R K$ extends to a map $\tilde{\gamma} : P \to \text{Gr}_{\mu'}^{\text{GL}(V)}$, and since $\text{Gr}_{\mu'}^{\text{GL}(V)}$ is flat that the ideal sheaf of $\text{Gr}_{\mu'}^G$ is killed by $\tilde{\gamma}_*$ may be checked on the generic fibre.

Since it is clearly proper (as both the source and target are proper), it suffices to show it is a monomorphism, for which it suffices to check the functor of points is injective. But this is obvious: given two $\mu'$-filtrations of $G_T$ for a test scheme $T$, if they induce the same filtration on $V_T$ then they are equal, since any other representation of $G_T$ can be embedded in a tensor construction on $V_T$ and will have to receive the induced filtration. $\square$

4. **Integral Models for the standard principal bundle**

4.1. **Breuil–Kisin modules and lattices in de Rham cohomology.** We consider the following adaptation of the results of [Kisin 2006], as packaged in [Kisin 2010, 1.2]. Fix $F = \prod_{i=1}^s F_i$ some finite étale algebra over $\mathbb{Q}_p$, and let $\kappa_i$ be the residue field of $F_i$, and $E_i(u)$ the monic minimal polynomial of a uniformiser $\sigma_i$ for $F_i$ over $W(\kappa_i)$. Consider the ring $S = \mathbb{S}_F := \prod_i W(\kappa_i)[[u]]$ and $E(u) = (E_1(u), \ldots, E_s(u))$. We equip $S$ with the Frobenius $\varphi$ raising $u \mapsto u^p$ and the canonical Frobenius on each $W(\kappa_i)$.
Define the category \( \text{Lisse}^{\text{crys}}_{\mathbb{Z}_p}(F) \) to be that of crystalline constant rank lisse \( \mathbb{Z}_p \)-sheaves on \( \text{Spec} F \), i.e., Galois-stable \( \mathbb{Z}_p \)-lattices in tuples of crystalline \( p \)-adic representations \( (\sigma_i : \text{Gal}(\overline{F}/F_i) \rightarrow \text{GL}_n(\mathbb{Q}_p)) \). Define the category \( \text{Mod}^{\varphi}_\mathcal{G} \) of \( \mathcal{G} \)-modules to consist of finite free \( \mathcal{G} \)-modules \( \mathcal{M} \) together with a \( \varphi \)-semilinear isomorphism

\[
1 \otimes \varphi : \varphi^*(\mathcal{M})[1/E(u)] \sim \mathcal{M}[1/E(u)].
\]

**Theorem 4.1.1.** There is a fully faithful tensor functor

\[
\mathcal{M} : \text{Lisse}^{\text{crys}}_{\mathbb{Z}_p}(F) \rightarrow \text{Mod}^{\varphi}_\mathcal{G}
\]

compatible with the formation of symmetric and exterior powers, unramified base change \( F \rightarrow F' \) of finite étale algebras over \( \mathbb{Q}_p \), and with the property that

\[
\mathbb{D}(L) := \varphi^* \mathcal{M}(L) \otimes_{\mathcal{G}_F} \mathcal{O}_F \subset D_{\text{dR}}(L \otimes \mathbb{Q}_p)
\]

obtained by tensoring along the map \( u \mapsto (\sigma_i) \) is a natural \( \mathcal{O}_F \)-lattice in \( D_{\text{dR}}(L \otimes \mathbb{Q}_p) \). Moreover, if \( \mathcal{A} \) is an abelian variety over \( \mathcal{O}_F \), and \( L = T_p(\mathcal{A}_F)^* \), then this lattice is identified with integral de Rham cohomology

\[
H^1_{\text{dR}}(\mathcal{A}/\mathcal{O}_F) \xrightarrow{\subset} H^1_{\text{dR}}(\mathcal{A}_F/F)
\]

\[
\mathbb{D}(L) \xrightarrow{\subset} D_{\text{dR}}(L \otimes \mathbb{Q}_p).
\]

**Proof.** The first part is just [Kisin 2010, 1.2.1] and the second follows perhaps most quickly from [Bhatt et al. 2016, 1.8 (ii)] (although since we are in the case of abelian varieties the theorem probably also can be deduced directly from the theory of Breuil and Kisin). \( \square \)

**4.1.2.** For our application to integral models of Shimura varieties over \( \mathcal{O}_E[1/N] \), we also need the following abstract lemmas. We thank one of the anonymous referees for pointing out the ideas for the argument for Lemma 4.1.3 in [Maulik 2014, 6.15].

**Lemma 4.1.3.** (1) Let \( A \) be a Dedekind domain with fraction field \( K \), \( X/A \) a smooth scheme and suppose we are given two vector bundles \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) over \( X \) together with an identification

\[
\theta : \mathcal{L}_1 \otimes_A K \sim \mathcal{L}_2 \otimes_A K.
\]

Suppose further that \( \theta \) extends as an isomorphism to the formal completion of \( X \) at all maximal ideals of \( A \). Then \( \theta \) extends over \( X \).
(2) Let $W = W(k)$ for $k$ a perfect field with fraction field $K$. Suppose $X/W$ is a smooth scheme, with $p$-adic completion $\hat{X}$, and special fibre $X_0$, and suppose we are given vector bundles $\mathcal{L}_1$ and $\mathcal{L}_2$ over $\hat{X}$ together with an identification

$$\theta : \mathcal{L}_1[\frac{1}{p}] \xrightarrow{\sim} \mathcal{L}_2[\frac{1}{p}].$$

Suppose further that there is a Zariski dense subset $U_0 \subset X_0$ of the special fibre such that each $x_0 \in U_0$ admits a lift $\tilde{x}_0 \in \hat{X}(W(\kappa(x_0)))$ with the property that $\tilde{x}_0^*(\theta)$ extends to an isomorphism $\tilde{x}_0^*(\mathcal{L}_1) \xrightarrow{\sim} \tilde{x}_0^*(\mathcal{L}_2)$. Then $\theta$ extends over $\hat{X}$.

**Proof.** Note that in both cases the claim may be checked locally on $X$, so we may assume $\mathcal{L}_1, \mathcal{L}_2$ are both free and that $X = \text{Spec } R$ is affine, and by picking bases and considering the matrices of both $\theta$ and $\theta^{-1}$ the question can be reduced to a question about the matrix coefficients.

For (1), we wish to show matrix values lying in $R \otimes_A K$ in fact lie in $R$. The matrix values all lie in $R[1/D]$ for some $D \in A$, since $R$ is of finite type over $A$, and the $\mathcal{L}_i$ of finite rank. But by the hypothesis for each maximal ideal $p$ containing $D$, we know $\theta$ and $\theta^{-1}$ extend over $\hat{X}/p$, implying that the matrix values also lie in $R \otimes_A A_p$, hence they lie in $R$ as required.

For (2), letting $\hat{R}$ be the $p$-adic completion of $R$, we are required to show that a matrix coefficient $f \in \hat{R}[1/p]$ in fact lies in $\hat{R}$. Suppose for contradiction it does not, and let $r > 0$ be minimal such that $F = p^r f \in \hat{R}$. The hypothesis tells us that for any $x_0 \in U_0$ and some lift $\tilde{x}_0$ we have that $\tilde{x}_0^*(f) \in W(\kappa(x_0))$. Therefore $\tilde{x}_0^*(F) \in p^r W(\kappa(x_0))$ and in particular $x_0^*(F) = 0$, or $F \in m_{x_0} \subset R \otimes_W k$. Since the set of such $x_0$ is dense, and $R \otimes_W k$ a reduced algebra of finite type over a field, we deduce that the $F = 0$ restricted to the special fibre. I.e. $F = p F'$ for some $F' \in \hat{R}$. But then $p^{r-1} f = F' \in R$ giving the required contradiction. \hfill $\square$

**Lemma 4.1.4.** Let $R$ be a PID with fraction field $K$, $X/R$ a flat scheme, $G/R$ a flat affine group scheme of finite type, and $P/X_K$ a $G_K$-torsor. Suppose we have two pairs $(P_i, t_i)$ $i = 1, 2$ where $P_i$ is a $G$-torsor over $X$ and $t_i : \mathcal{P}_i \otimes_R K \xrightarrow{\sim} P$ an isomorphism of $G_K$-torsors over $X_K$.

Then the map $t_2^{-1} t_1 : \mathcal{P}_1 \otimes K \xrightarrow{\sim} \mathcal{P}_2 \otimes K$ extends over $R$ if and only if for every representation $G \to \text{GL}(V)$ with $V/R$ finite free the composite isomorphism

$$\omega_{\mathcal{P}_1}(V) \otimes K \xrightarrow{t_1} \omega_P(V_K) \xrightarrow{t_2^{-1}} \omega_{\mathcal{P}_2}(V) \otimes K$$

identifies the lattices $\omega_{\mathcal{P}_1}(V)$ and $\omega_{\mathcal{P}_2}(V)$.

**Proof.** Recall the natural equivalence [Broshi 2013, 1.2] under our hypotheses between the groupoid of $G_X$-torsors and the groupoid of fibre functors $\text{Rep}(G) \to \text{Vec}(X)$, and that it is functorial in $X/R$. In particular, $t_2^{-1} \circ t_1$ extends over $R$ if and only if the composite induced map $\omega_{\mathcal{P}_1} \otimes_R K \xrightarrow{\sim} \omega_{\mathcal{P}_2} \otimes_R K$ on fibre functors extends over $R$, and this is the case if and only if the condition on lattices holds. \hfill $\square$
4.2. Special type case.

4.2.1. Let \((T, h)\) be the Shimura datum defined by a torus split by a CM field, \(E_T := E(T, h)\). Then \(\text{Sh}(T, h)/E_T\) is a product of algebraic field extensions, and we recall that its integral canonical model \(\mathcal{S}(T, h)\) is that obtained by taking integral closures. In particular, recall that if \(T\) is unramified at all \(p\nmid N\), we get a unique integral model (also abusively written) \(T/\mathbb{Z}[1/N]\) and letting \(K^N = \prod_{p \mid N} T(\mathbb{Z}_p)\) we get \(\mathcal{S}_{K^N}(T, h)\) indétalement over \(\mathcal{O}_{E_T}[1/N]\) with a natural \(\prod_{p \mid N} T(\mathbb{Q}_p)\) action extending that on the generic fibre.

Recall that we also have \(P_{K^N}(T, h) \to \text{Sh}_{K^N}(T, h)\) the standard principal \(T^c\)-bundle, defined over \(E_T\). Our aim here is to construct for it a canonical integral model. We assume henceforth that \(T\) is unramified at \(p \nmid N\).

4.2.2. Suppose \(\mathcal{P}/\mathcal{S}_{K^N}(T, h)\) together with \(\iota : \mathcal{P}_{E_T} \rightleftharpoons P_{K^N}(T, h)\) is such a model. We can study the associated fibre functor

\[
\omega_{\mathcal{P}} : \text{Rep}_{\mathbb{Z}[1/N]}(T^c) \ni W \mapsto W \times_{T^c} \mathcal{P} \in \text{Vec}(\mathcal{S}_{K^N}(T, h)).
\]

The identification \(\iota\) realises the image of such as lattices

\[
\omega_{\mathcal{P}}(W) \subset \omega_{P_{K^N}(T, h)}(W \otimes \mathbb{Q})
\]

in the “de Rham sheaves” defined by \(P_{K^N}(T, h)\).

On the other hand, for each prime \(q \nmid N\), and \(v \mid q\) a place of \(E_T\) we can let \(K^{Nq} = \prod_{p \nmid Nq} T(\mathbb{Z}_p)\) and it is immediate from the setup and class field theory that the pro-étale \(T^c(\mathbb{Z}_q)\)-cover \(\text{Sh}_{K^{Nq}}(T, h) \to \text{Sh}_{K^N}\) gives rise to, for each representation \(W_q\) of \(T^c(\mathbb{Z}_q)\), a crystalline lisse \(\mathbb{Z}_q\)-sheaf \(\omega_{et}(W_q)\) on \(\text{Sh}_{K^N}\). By Theorem 4.1.1 we have associated to such a datum a canonical lattice \(\mathbb{D}(\omega_{et}(W_q)) \subset D_{\text{dR}}(\omega_{et}(W_q) \otimes_{\mathbb{Z}_q} \mathbb{Q}_q)\).

Finally recall Proposition 3.1.8 which gives a natural identification

\[
\theta : \omega_{P_{K^N}(T, h)}(W \otimes \mathbb{Q}) \otimes_{E_T} E_{T, v} \rightleftharpoons D_{\text{dR}}(\omega_{et}(W_q) \otimes_{\mathbb{Z}_q} \mathbb{Q}_q).
\]

We say that the model \(\mathcal{P}\) is canonical if for every \(q \nmid N\) and \(W \in \text{Rep}_{\mathbb{Z}[1/N]}(T)\) the two lattices \(\omega_{\mathcal{P}}(W) \otimes_{\mathcal{O}_{E_T}[1/N]} \mathcal{O}_{E_T, v}\) and \(\mathbb{D}(\omega_{et}(W_q))\) constructed above are, under the map \(\theta\), identified.

**Proposition 4.2.3.** With \((T, h)\) as above, there exists a unique integral canonical model for \(P_{K^N}(T, h)\).

**Proof.** We first remark that uniqueness follows directly from (4.1.3 (1)) and Lemma 4.1.4.

For existence, let us first remark that we have the map of Shimura data \((T, h) \to (T^c, h^c)\) giving rise to a map of integral canonical models for the Shimura varieties \(i : \mathcal{S}_{K^N}(T, h) \to \mathcal{S}_{K_{cN}}(T^c, h^c)\). Suppose \(\mathcal{P}^c\) is an integral canonical model for \(P_{K_{cN}}(T^c, h^c)\). Then \(i^*\mathcal{P}^c\) is an integral canonical model for \(P_{K^N}(T, h)\) because
Let $T \rightarrow \text{GL}(W)$ be a representation of $T/\mathbb{Z}[1/N]$. Since $(T, h)$ is a CM pair, $\text{Sh}_{K^N}(T, h)$, a union of copies of $\text{Spec} E$ for some field $E$, can be interpreted as a moduli space of CM motives with level structures. Let $P_{K^N}(T, h)^0 \rightarrow \text{Sh}_{K^N}(T, h)^0 \overset{\sim}{\rightarrow} \text{Spec } E$ be any single component together with the restriction of $P_{K^N}(T, h)$ over it. There exists a finite extension $F/E$ and a CM abelian variety $A/F$ for such that $\omega_{P_{K^N}(T, h)^0}(W \otimes \mathbb{Q}) \otimes E F \subset H^1_{dR}(A/F)^\otimes$ and $\omega_{et}(W) = H^1_{et}(A, \mathbb{Z}_p)^\otimes \cap \omega_{et}(W) \otimes \mathbb{Q}_p$ for all $p
mid N'$ some $N'$ divisible by $N$. Let $\mathcal{A}/\mathcal{O}_F$ be the Neron model of $A$, and notice that it is an abelian variety over $\mathcal{O}_F[1/M]$ for some $M$ which we may assume is divisible by $N'$. Thus we construct an $\mathcal{O}_E[1/M]$-lattice

$$\Lambda' := \omega_{P_{K^N}(T, h)^0}(W \otimes \mathbb{Q}) \cap H^1_{dR}(\mathcal{A}/\mathcal{O}_F[\frac{1}{M}])^\otimes \subset \omega_{P_{K^N}(T, h)^0}(W \otimes \mathbb{Q}).$$

The second part of Theorem 4.1.1 assures us that at all $p
mid M$ this lattice agrees with that obtained via first taking the dual Tate module and applying Breuil–Kisin theory.

Moreover, using the construction of Theorem 4.1.1 together with Lemma 2.4.1 for the finitely many $p$ which divide $M$ but do not divide $N$, we are able to extend $\Lambda'$ to a lattice $\Lambda$ over $\mathcal{O}_F[1/N]$. This $\Lambda$ (applying the construction for all components) gives us the lattice in $\omega_{P_{K^N}(T, h)}(W \otimes \mathbb{Q})$ we require to prove existence. Note that since we already have uniqueness, we may observe that the construction does not depend on the choices of $F$ and $A/F$.

4.3. Connections on $G$-bundles. It will help to collect some basic facts about connections on $G$-bundles. Let $S$ be a scheme and $G/S$ a flat affine group scheme of finite type.

Suppose $X/S$ a scheme, and let $\Delta^2(1) = \Delta^2_{X/S}(1)$ be the first order neighbourhood of the diagonal in $X \times_S X$, $\delta : X \leftrightarrow \Delta(1)$ and $p_1, p_2 : \Delta(1) \rightarrow X$ the two projection maps. We also will need $\Delta^3(1)$, the first order neighbourhood of the diagonal in $X \times_S X \times_S X$ and its three projections $p_{12}, p_{23}, p_{13} : \Delta^3(1) \rightarrow \Delta^2(1)$.

4.3.1. Recall that if we have a vector bundle $\mathcal{V}$ on $X$ a connection on $\mathcal{V}/X$ (relative to $S$) is given by an isomorphism

$$\nabla : p_1^*\mathcal{V} \rightarrow p_2^*\mathcal{V}$$

such that $\delta^*\nabla = \text{id}$ (under the canonical identification $(\delta \circ p_i)^*\mathcal{V} = \text{id}^*\mathcal{V} \cong \mathcal{V}$). Such a connection is said to be flat if

$$p_{13}^*(\nabla) = p_{23}^*(\nabla) \circ p_{12}^*(\nabla).$$

It is well known that these definitions are equivalent to the more usual definitions from differential geometry.
4.3.2. Let \( P \to X \) be a \( G_X \)-torsor. A connection on \( P \) is an isomorphism
\[
\nabla : p_1^*P \xrightarrow{\sim} p_2^*P
\]
such that \( \delta^*\nabla = \text{id}_P \), and \( \nabla \) is said to be flat, again if
\[
p_{13}^*(\nabla) = p_{23}^*(\nabla) \circ p_{12}^*(\nabla).
\]

Lemma 4.3.3. Let \( X/S \) be a scheme, and assume \( S \) is Dedekind. Let \( P \to X \) be a \( G \)-bundle, with associated fibre functor \( \omega_P \). To give the following pieces of data are equivalent:

1. A (flat) connection on \( P \to X \).
2. For each representation \( V \in \text{Rep}_S(G) \) a (flat) connection on \( \omega_P(V) \) in such a way that the isomorphisms
   \[
   \omega_P(V \otimes W) \cong \omega_P(V) \otimes \omega_P(W)
   \]
   and
   \[
   \omega_P(V^\vee) \cong \omega_P(V)^\vee
   \]
   are isomorphisms of bundles with connection.
3. Given a faithful representation \( G \hookrightarrow \text{GL}_S(V) \) and tensors \( s_\alpha \in V^\otimes \) such that \( G = \text{GL}_{S,s_\alpha}(V) \), a (flat) connection on \( \omega_P(V) \) with the property that each \( \omega_P(s_\alpha \cap_S) \subset \omega_P(V^\otimes) = \omega_P(V)^\otimes \) receives the trivial connection.

Proof. The equivalence of (1) and (2) is formal given Broshi’s Tannakian formalism over a Dedekind scheme [Broshi 2013, 1.2]. Indeed the conditions in (2) are exactly those needed to say that the connections \( \nabla_{\omega_P(V)} \) define an isomorphism of tensor functors \( p_1^*\omega_P \xrightarrow{\sim} p_2^*\omega_P \), which is the same as an isomorphism of torsors \( p_1^*P \xrightarrow{\sim} p_2^*P \), and one easily verifies that the conditions translate across.

It is obvious how to pass from (1) to (3). For going from (3) to (1), we note that \( P \) can be canonically identified with the frame bundle
\[
P \cong \text{Isom}_{s_\alpha}(V \otimes \mathcal{O}_X, P \times^G V),
\]
(via \( p \mapsto (v \mapsto (p, v)) \)). Let \( \mathcal{Y} = \omega_P(V) = P \times^G V \) and \( s_{\alpha,1} = (1, s_\alpha) \in \mathcal{Y}^\otimes \). If we are given a connection \( \nabla : p_1^*\mathcal{Y} \xrightarrow{\sim} p_2^*\mathcal{Y} \), which is trivial on each line containing \( s_{\alpha,1} \), that is to say \( \nabla(p_1^*s_{\alpha,1}) = p_2^*s_{\alpha,1} \), we obtain a well-defined isomorphism
\[
\nabla_P : p_1^*P \ni \phi \mapsto \nabla \circ \phi \in p_2^*P,
\]
giving the desired connection on \( P \). Again it is easy to check that if \( \nabla \) is flat then so is \( \nabla_P \). \( \square \)
4.4. Definition of canonical models. Let \((G, \mathfrak{X})\) be a Shimura datum with reflex \(E = E(G, \mathfrak{X})\), and for what follows assume it admits an integral canonical model over \(\mathcal{O}_E[1/N]\) at any level hyperspecial away from \(N\).

4.4.1. We shall need the mild assumption that \(Z(G)^{\circ}\) is split by a CM field, which we impose for the rest of the paper. This can be removed if the arguments relying on CM motives in proving Proposition 3.1.8 and Proposition 4.2.3 can be replaced by arguments that work with greater generality.

4.4.2. Recall Section 3.1.2 that the Shimura variety \(\text{Sh}(G, \mathfrak{X})\) is equipped with a standard principal bundle \(P(G, \mathfrak{X})\), which is a \(G(\mathbb{A}^{\infty})\)-equivariant \(G^c\)-torsor defined over \(E\), with a flat connection \(\nabla\) and a \(G\)-equivariant map \(\gamma : P(G, \mathfrak{X}) \to \text{Gr}_\mu\). Suppose also \(G\) is quasisplit and unramified away from \(N\), fix \(G = G_{\mathbb{Z}[1/N]}\) a reductive model, \(K^N = \prod_{p | N} G(\mathbb{Z}_p)\) and for \(\mu\) the Hodge cocharacter note that over an integral model one has the canonical inclusion \(\text{Gr}_\mu \subset \mathcal{G}\mathcal{R}_\mu\).

We also let \(\omega_{et} : \text{Rep}_{\mathbb{Z}_p}(G^c) \to \text{Lisse}_{\mathbb{Z}_p}^{et}(\text{Sh}_K(G, \mathfrak{X}))\) denote the standard étale \(\mathbb{Z}_p\)-sheaves coming from the tower at \(p\), and \(\omega_{et, \eta} : \text{Rep}_{\mathbb{Q}_p}(G^c) \to \text{Lisse}_{\mathbb{Q}_p}(\text{Sh}_K(G, \mathfrak{X}))\) the corresponding lisse \(\mathbb{Q}_p\)-sheaves.

4.4.3. We will say that \((G, \mathfrak{X})\) has enough crystalline points if for every prime \(p\) of \(E\) with \(p | p^\dagger N\), and every \(K_N \subset \prod_{q | N} G(\mathbb{Q}_q)\) compact open, \(K = K_N K^N/p\) there is a dense subset \(U_0\) of the special fibre of \(\mathcal{S}_{K_N K^N/p}\) with the property that for each \(x_0 \in U_0\) there is a lift \(\tilde{x}_0 \in \mathcal{S}_{K_N K^N}(W(\kappa(x_0)))\) such that \(\tilde{x}_0[1/p]\omega_{et, \eta}\) takes values in crystalline representations of \(\Gamma_{W(\kappa(x_0))}[1/p]\).

We say \((G, \mathfrak{X})\) has all the crystalline points if for every \(W(k)\)-valued point \(x \in \mathcal{S}_{K_N K^N}\) for \(k\) a finite field of characteristic \(p | p^\dagger N\), \(x[1/p]\omega_{et, \eta}\) takes values in crystalline representations of \(\Gamma_{W(k)}[1/p]\). Clearly in the present context where the base is smooth and so every \(k\)-point admits a \(W(k)\)-lift, if you have all the crystalline points you have enough crystalline points.

Moreover, we note that when \((G, \mathfrak{X})\) is of Hodge type or special type it has all the crystalline points. In the Hodge type case, this is because the relevant Galois representations live inside \(H^1_{et}(\mathcal{A}_x[1/p], \mathbb{Q}_p)^\otimes\), where \(\mathcal{A}_x\) is the fibre of the universal abelian scheme at \(x\), and since \(\mathcal{A}_x/W(\kappa(x))\) is an abelian scheme, this representation is crystalline. In the special type case it follows from the explicit reciprocity law computation as in Section 4.2.2. We shall later use the methods of §4.6 to establish that \((G, \mathfrak{X})\) of abelian type also has all the crystalline points.

In what follows, a crystalline point is understood to be, for some \(K_N\) and some finite field \(k\) of characteristic \(p | N\), a point of \(\mathcal{S}_{K_N K^N}(W(k))\) such that \(x[1/p]\omega_{et, \eta}\) takes values in crystalline representations, and any \(p, K_N, k, K_0 = W(k)[1/p]\) appearing will be understood to be part of this data.
4.4.4. We will also say that to give \((G, \mathcal{X})\) a \emph{de Rham structure} is to give for every crystalline point \(x \in \mathcal{S}_{K^N K^N}(W(k))\), an identification

\[D_{dR} \circ x \left[\frac{1}{p}\right] \omega_{et, \eta} \sim x \left[\frac{1}{p}\right] \omega_{P_{K^N K^N}(G, \mathcal{X})} : \text{Rep}_{\mathbb{Q}_p}(G^c) \to \text{Vec}_{K_0} .\]

In the case where \((G, \mathcal{X})\) is of abelian type (and we expect in general), there is a canonical de Rham structure. This follows using functoriality and the morphism \((G, \mathcal{X}) \to (G^c, \mathcal{X}^c)\) to reduce to the case where the weight is defined over \(\mathbb{Q}\). Here we may use Milne’s moduli interpretation [1994] in such a situation to interpret \(x[1/p]\) as an abelian motive, and get the required identification by the same argument as Proposition 3.1.8. It is also straightforward to check that these canonical de Rham structures are compatible under morphisms of Shimura varieties induced by maps of Shimura data. In what follows, we will usually assume \((G, \mathcal{X})\) is of abelian type in which case we are always working with reference to the canonical de Rham structure.

4.4.5. Let \((G, \mathcal{X})\) be a Shimura datum as above equipped with a de Rham structure. An \emph{integral canonical model} \(\mathcal{P} = \mathcal{P}_{K^N}(G, \mathcal{X})\) for \(P_{K^N}(G, \mathcal{X})\) is a \(G^c\)-torsor over the integral canonical model \(\mathcal{S}_{K^N}(G, \mathcal{X})\) for \(\text{Sh}_{K^N}(G, \mathcal{X})\) with an identification

\[\iota : \mathcal{P}_{K^N}(G, \mathcal{X}) \otimes_{\mathcal{O}_{E[1/N]}} E \sim P_{K^N}(G, \mathcal{X})\]

and equivariant \(\prod_{p | N} G(\mathbb{Q}_p)\)-action such that we have the \emph{lattice property} given below for any crystalline point \(x \in \mathcal{S}_{K^N K^N}(W(k))\).

Consider

\[\omega_{dR, x} : D_{dR} \circ x \left[\frac{1}{p}\right] \omega_{et, \eta} : \text{Rep}_{\mathbb{Q}_p}(G^c) \to \text{Vec}_{K_0} .\]

This functor comes with two canonical lattices. First, there is the lattice given by \(\omega_{\mathcal{P}_{K^N K^N}}\) coming via \(\iota\) and the de Rham structure. Second, there is the lattice \(D \circ x[1/p] \omega_{et}\) coming from the theory Theorem 4.1.1 of \(\mathcal{S}\)-modules. The lattice property requires that these lattices are equal. Note that since everything is Hecke equivariant, it suffices to check the lattice property at infinite level, an observation of which we shall make liberal use.

We will also insist that for \(\mathcal{P}_{K^N}\) to qualify as a canonical model the connection \(\nabla\) and the \(\mu\)-filtration \(\gamma\) extend to \(\mathcal{P}\), although we shall see that in the abelian type situation these additional properties are automatic given the condition on crystalline points.

4.4.6. We remark that this definition is compatible with Section 4.2.2. We also remark that one can make definitions of integral canonical models defined over any unramified-away-from-\(N\) extension \(F/E\), and for any such \(F\) containing the abelian extension over which \(\text{Sh}_{K^N}(G, \mathcal{X})\) splits into its geometrically connected components we may also define integral canonical models for \(P_{K^N}(G, \mathcal{X})_F^+\). These
integral canonical models for automorphic vector bundles of abelian type

Definitions are made in exactly the same way and such models enjoy the properties we are about to note for the same reasons.

**Lemma 4.4.7.** Suppose \((G, \mathfrak{X})\) has enough crystalline points. An integral canonical model \((\mathcal{P}, \iota)\), if it exists, is unique up to canonical isomorphism.

This is true without assuming \(\nabla\) or \(\gamma\) extend.

**Proof.** Suppose we have \((\mathcal{P}, \iota)\) and \((\mathcal{P}', \iota')\), two integral canonical models for \(P_{K,N}(G, \mathfrak{X})\). We will aim to show that \(\iota' \circ \iota^{-1} : \mathcal{P} \otimes E \to \mathcal{P}' \otimes E\) extends over \(\mathcal{O}_E[1/N]\). By Lemma 4.1.4 it suffices to check that for any representation of \(G_{\mathbb{Z}[1/N]}\) on a finite free module \(V\) that the composite \((\iota' \circ \iota)^{*} : \omega_{\mathcal{P}}(V) \otimes E \to \omega_{\mathcal{P}'}(V) \otimes E\) identifies the \(\mathcal{O}_E[1/N]\)-lattice \(\omega_{\mathcal{P}}(V)\) with \(\omega_{\mathcal{P}'}(V)\).

By Hecke equivariance we may reduce to checking this at every finite level \(K_N^N\). Noting that \(\mathcal{O}_{K_N^N}\) is smooth, we may invoke our lattice Lemma 4.1.3 to reduce the statement first (4.1.3(1)) to checking equality of lattices over the formal completion of \(\mathcal{O}_{K_N^N}\) at each (maximal) prime \(p\) of \(\mathcal{O}_E[1/N]\), and then (4.1.3 (2)) to checking equality of lattices on lifts of a dense subset of the special fibre at \(p\).

But since \((G, \mathfrak{X})\) has enough crystalline points, and by the lattice condition we have the necessary equality at these points, we get the desired identification.

Note that the connection and \(\mu\)-filtration are extended from the generic fibre and that they extend is a property, so they have no impact on the uniqueness statement. \(\square\)

The following functoriality properties can now be read off.

**Proposition 4.4.8.** Let \(f : (G_1, \mathfrak{X}_1) \to (G_2, \mathfrak{X}_2)\) be a morphism of Shimura data with enough crystalline points and compatible de Rham structures induced by a map \(G_{1,\mathbb{Z}[1/N]} \to G_{2,\mathbb{Z}[1/N]}\) of reductive groups over \(\mathbb{Z}[1/N]\), and \(K_i^N = \prod_{p | N} G_i(\mathbb{Z}_p)\) and \((\mathcal{P}_i, \iota_i)\) an integral canonical model for \(P_{K_i^N}(G_i, \mathfrak{X}_i)\), \(i = 1, 2\).

(1) We can canonically identify

\[\mathcal{P}_1 \times_{G_1} G_2^c \to f^{*} \mathcal{P}_2.\]

(2) The induced diagram

\[
\begin{array}{ccc}
\mathcal{P}_1 & \xrightarrow{\gamma_1} & \mathcal{O}_{\mathfrak{R}_{\mu_1}} \\
\downarrow & & \downarrow \\
\mathcal{P}_2 & \xrightarrow{\gamma_2} & \mathcal{O}_{\mathfrak{R}_{\mu_2}}
\end{array}
\]

commutes.

**Proof.** Let \(E = E(G_1, \mathfrak{X}_1)\). Note that by Lemma 3.1.6 we have a natural identification

\[\theta : P_{K_1^N}(G_1, \mathfrak{X}_1) \times_{G_1} G_2^c \to f^{*} P_{K_2^N}(G_2, \mathfrak{X}_2)\]
and so as in the previous lemma it will suffice to check that
\[ f^*(\iota_2^{-1}) \circ \theta \circ \iota_1 : (\mathcal{P}_1 \times^{G_2} G_2^\prime) \otimes_{\mathcal{O}_E[1/N]} E \xrightarrow{\sim} (f^*\mathcal{P}_2) \otimes_{\mathcal{O}_E[1/N]} E \]
echanges the natural lattices when taken on the level of fibre functors
\[ \omega : \text{Rep}_Z[1/N] G_2^\epsilon \to \text{Vec}(\mathcal{F}_{K_1}^N (G_1, x_1)). \]

As in the previous lemma, we may reduce to working at finite level and checking equality at crystalline points. But this is then immediate from the lattice condition, the compatibility of the étale fibre functors on both Shimura varieties, together with the (consequent) observation that the image of a crystalline point is always a crystalline point. This completes the proof of (1). Now (2) follows directly from the fact that after taking \( \otimes_{\mathcal{O}_E[1/N]} E \) the diagram commutes by Lemma 3.1.6. Note that the right hand vertical map is that given by Lemma 3.2.8. \( \square \)

**Lemma 4.4.9.** Suppose \( F/E = E(G, \mathcal{X}) \) a Galois extension unramified away from \( N \), and \( (\mathcal{P}', \mathcal{O}_F[1/N], \iota') \) an integral canonical model for \( P_{K^N}(G, \mathcal{X})_F \).

Then the descent data
\[ \text{Gal}(F/E) \ni \sigma \mapsto \theta_{\sigma} : \sigma^* P_{K^N}(G, \mathcal{X})_F \xrightarrow{\sim} P_{K^N}(G, \mathcal{X})_F \]
extend to \( \mathcal{P}' \), and the pair \( (\mathcal{P}, \iota) \) obtained by étale descent is an integral canonical model for \( P_{K^N}(G, \mathcal{X}) \) over \( \mathcal{O}_E[1/N] \).

**Proof.** Take \( \sigma \in \text{Gal}(F/E) \). We claim that \( \sigma^* \mathcal{P}'_{K^N} \) together with the composite
\[ \sigma^* \mathcal{P}'_{K^N} \otimes F \xrightarrow{\sigma^*} \sigma^* P_{K^N}(G, \mathcal{X})_F \xrightarrow{\sigma} P_{K^N}(G, \mathcal{X})_F \]
is an integral canonical model. From this claim it is immediate that the descent data extend and in its turn \( \mathcal{P}'_{K^N} \) descends to an integral canonical model over \( \mathcal{O}_E[1/N] \), because being a crystalline point and the lattices coming from \( \mathcal{G} \)-modules are stable under finite unramified base change.

We may pull back the Hecke action, so it remains to check the lattice condition on crystalline points at finite level. Let \( x \in \mathcal{F}_{K_{N_{K^N}}}(G, \mathcal{X})(W(k)) \) be a crystalline point and \( \iota \) the corresponding place of \( F \), and \( \sigma^*(x) \) its pullback along \( \sigma : \mathcal{F}_{K_{N_{K^N}}} \xrightarrow{\sim} \mathcal{F}_{K_{N_{K^N}}} \). Let \( \omega_{\text{et},x} \) and \( \omega_{\text{et},\sigma^*(x)} \) be the \( \mathbb{Z}_p \)-linear étale fibre functors coming from the Shimura variety at infinite level at \( p \) and restricting to the fibres at \( x[1/p] \) and \( \sigma^*(x)[1/p] \) respectively, viewing both as taking values in \( \Gamma_{K_0} \)-representations. Note that by construction (since \( \text{Sh}(G, \mathcal{X}) \) is defined over \( E \)) there is an isomorphism \( \omega_{\text{et},\sigma^*(x)} \xrightarrow{\sim} \omega_{\text{et},x} \) covering \( \sigma : \sigma^* x \xrightarrow{\sim} x \). In particular, \( \sigma^*(x) \) is also crystalline.

For \( V \in \text{Rep}_{\mathbb{Z}_p}(G^\epsilon) \) it is necessary to check an equality of two lattices in \( D_{\text{dR}}(\omega_{\text{et},x}(V)[1/p]) \). The first is the usual \( \mathbb{D}(\omega_{\text{et},x}(V)) \) coming straight from \( \mathcal{G} \)-modules, the second obtained as the composite
\[ \mathbb{D}(\omega_{\text{et},\sigma^*(x)}(V)) \subset D_{\text{dR}}(\omega_{\text{et},\sigma^*(x)}(V)[\frac{1}{p}]) \xrightarrow{\sim} D_{\text{dR}}(\omega_{\text{et},x}(V)[\frac{1}{p}]). \]
Having thus spelt it out, we see that it follows immediately from functoriality of the $\mathcal{D}$ construction. Moreover, the $G^c$-action, connection and filtration are all defined over $E$ on the generic fibre and it can be checked they extend to $\mathcal{O}_E[1/N]$ étale locally, so the fact they do over $F$ immediately gives them all. 

4.5. **Hodge type case.** We turn our attention to existence.

**Theorem 4.5.1.** Let $(G, X)$ be a Shimura variety of Hodge type with $G$ unramified away from $N$ and $K^N = \prod_{p \mid N} G(\mathbb{Z}_p)$. Then $P_K^N(G, X)$ admits an integral canonical model.

We let $E = E(G, X)$ throughout this paragraph, and unless otherwise specified all Shimura varieties $\text{Sh}_K, \mathcal{G}_K$ or bundles $P_K$ or $\mathcal{P}_K$ will be understood to be those attached to the Shimura datum $(G, X)$. We also note that $(G, X)$ being of Hodge type implies $G = G^c$.

4.5.2. First some more algebraic preliminaries. Let $R$ be a ring, $M$ a finite free $R$-module, and $M^{\otimes}$ the direct sum of all $R$-modules formed from $M$ by the operations of taking duals, tensor products, symmetric powers and exterior powers. If $s_\alpha \in M^{\otimes}$ is a collection of tensors, we say that they define a subgroup $G \subset \text{GL}(M)$ if it is precisely the group which acts trivially on all the $s_\alpha$.

We need the following version of [Kisin 2010, 1.3.2], whose proof is basically identical.

**Proposition 4.5.3.** Let $R$ be a PID with field of fractions $K$, $M$ a finite free $R$-module, and $G \subset \text{GL}(M)$ a closed subgroup, flat over $R$ with reductive generic fibre. Then it is defined by a finite collection of tensors $s_\alpha$.

**Proof.** Exactly as in [Kisin 2010, 1.3.2] we can reduce to showing that it suffices to find tensors defining $G$ in some representation of $\text{GL}(M)$ on a finite projective $R$-module, and we take $I \subset \mathcal{O}_{\text{GL}(M)}$ the ideal of $G$ in the Hopf algebra of $\text{GL}(M)$, which has scheme-theoretic stabiliser precisely $G$.

By [Waterhouse 1979, 3.3] there is a finite dimensional $\text{GL}(M)_K$-stable subspace $W_\eta \subset \mathcal{O}_{\text{GL}(M)} \otimes K$ containing a finite set of generators for $I$ as an ideal. Let $W = W_\eta \cap \mathcal{O}_{\text{GL}(M)}$, which is visibly $\text{GL}(M)$-stable, and it is finitely generated because $\mathcal{O}_{\text{GL}(M)}$ is a free $R$-module and letting $e_1, \ldots, e_n$ be a basis for $W_\eta$, writing them as elements of $\mathcal{O}_{\text{GL}(M)} \otimes K$ we see they lie in $\tilde{W} \otimes K$ for some $\tilde{W} \subset \mathcal{O}_{\text{GL}(M)}$ a finite free $R$-submodule, and such that $W \subset \tilde{W}$. But $R$ is a PID, so we deduce $W$ is finite free.

Now we see that $G$ is the stabiliser of $W \cap I \subset W$, and the argument can be concluded exactly as in [Kisin 2010, 1.3.2].

4.5.4. Now recall Section 2.4.4 that for $(G, X)$ our Shimura datum of Hodge type with $G$ unramified away from $\mathbb{Z}[1/N]$ (taking $G_{\mathbb{Z}[1/N]} = \mathcal{G}$ from the discussion in
Section 2.4.4) we may choose a symplectic embedding $i : (G, \mathfrak{X}) \hookrightarrow (\text{GSp}_{2g}, S^\pm)$ extending to a closed immersion

$$i : G_{\mathbb{Z}[1/N]} \hookrightarrow \text{GL}(V_{\mathbb{Z}[1/N]}).$$

Henceforth view $V$ as a $\mathbb{Z}[1/N]$-module, and $G$ as a reductive group over $\mathbb{Z}[1/N]$. By the above proposition we can find $s_\alpha \in V^\otimes$ such that $G = \text{Aut}_{s_\alpha}(V)$.

4.5.5. The map $i$ defines (pulling back the universal abelian variety) an abelian variety $\pi : A_{K^N} \to \mathcal{F}_{K^N}$, and we can study its sheaf of relative de Rham cohomology $\mathcal{V} = \mathcal{H}^1_{\text{dR}}(A_{K^N}/\mathcal{F}_{K^N})$ with Gauss–Manin connection $\nabla$.

By the absolute Hodge cycles argument of [Kisin 2010, 2.2.2] we obtain $\nabla$-horizontal $\prod_{p \mid N} G(\mathbb{Q}_p)$-invariant tensors $s_\alpha, dR \in \mathcal{V}^\otimes \otimes \mathbb{Z}[1/N] \otimes \mathbb{Q}$, and by [ibid., 2.3.9] for any $v \nmid N$ a finite place of $E$ these sections extend over $\mathcal{O}_{E,(v)}$, which is enough to conclude they in fact lie in $\mathcal{V}^\otimes$.

Let us therefore define the sheaf on $(\mathcal{F}_{K^N})_{\text{ffp}}$

$$\mathcal{P}_{K^N} := \text{Isom}_{s_\alpha}(V, \mathcal{V})$$

whose sections over $u : U \to \mathcal{F}_{K^N}$ are those trivialisations $\theta : V \otimes_{\mathbb{Z}[1/N]} \mathcal{C} \twoheadrightarrow u^* \mathcal{V}$ such that (after applying $(\cdot)^\otimes$ to both sides) each $s_\alpha$ is identified with $s_\alpha, dR$. Note that since $\prod_{p \mid N} G(\mathbb{Q}_p)$ acts equivariantly on $\mathcal{V}$ and fixes $s_\alpha, dR$ we may freely pass between infinite and finite level.

Proposition 4.5.6. The sheaf $\mathcal{P}_{K^N}$ is a $G$-torsor over $\mathcal{F}_{K^N}$.

Proof. It obviously suffices to check at finite level $K = K_N K^N$ for some sufficiently small $K_N$. We claim it also suffices to check in the formal neighbourhood of any closed point $x \in \mathcal{F}_K$.

First we may directly verify that $\mathcal{P}_K$ is representable because passing to a Zariski cover making $\mathcal{V}$ free, and then choosing arbitrary identifications $V \cong \mathcal{V}$, $\mathcal{P}_K$ can be constructed as a closed (hence affine) subvariety of $\text{GL}(V)$. Now suppose we know it is a $G$-torsor in a formal neighbourhood of every closed point. Then since $G$ is faithfully flat, $\mathcal{P}_K$ is faithfully flat over the formal neighbourhood of every closed point, which is enough to prove that $\mathcal{P}_K/\mathcal{F}_K$ is faithfully flat. It remains to show that the natural map

$$\mathcal{P}_K \times_{\mathcal{F}_K} G_{\mathcal{F}_K} \ni (p, g) \mapsto (p, pg) \in \mathcal{P}_K \times_{\mathcal{F}_K} \mathcal{P}_K$$

is an isomorphism, but this also is the case if and only if it is the case over a formal neighbourhood of each closed point, where again it follows from our assumption.

Thus we are reduced to the study of $\hat{P}_x := \mathcal{P}_K|_{\mathcal{F}_{K,x}}$ for closed points $x \in \mathcal{F}_K$. If char$(x) = 0$, the Betti–de Rham comparison theorem gives an identification $V_{\mathcal{F}_{K,x}} \otimes \mathbb{C} \cong \hat{\mathcal{V}}_x \otimes \mathbb{C}$, giving a fpqc-local section. This suffices because it shows
\(\hat{P}_x\) is smooth by fpqc descent, and so \(\hat{P}_x\) admits a section étale locally, which is enough to see it is a \(G\)-torsor.

If \(\text{char}(x) = p\), we may follow the proof of [Kisin 2010, 2.3.5] to study \(N_x := \mathcal{O}_{\mathcal{G}_{K,x}}\) together with the \(p\)-divisible group \(\mathcal{G} = A_K|_{\mathcal{G}_{K,x}}[p^{\infty}]\) over the formally smooth ring \(N_x\).

First note that \(x\) determines a place \(v\) of \(E\) above \(p\) and since \(E\) is unramified at \(p\) we may identify \(\mathcal{O}_{E,v} = W(\kappa(x)) =: W\), over which \(N_x\) is canonically an algebra. The crystalline-de Rham comparison gives an identification \(\mathcal{V}_{N_x} = \mathbb{D}(\mathcal{G})(N_x)\). We let \(\mathcal{G}_0\) denote the restriction of \(\mathcal{G}\) to \(x\).

Taking \(\tilde{x} : N_x \to W\) a lift, we may follow the argument of [ibid., 2.3.5] to obtain from the Tate module of \(\tilde{x}^*\mathcal{G}\) tensors \(s_{\alpha,0} \in \mathbb{D}(\mathcal{G}_0)(W)^{\otimes}\) defining a reductive subgroup \(G(\tilde{x}) \subset \text{GL}(\mathbb{D}(\mathcal{G}_0)(W))\), which gives rise to an explicit versal deformation \(R_{G(\tilde{x})}\) of \(G(\tilde{x})\)-adapted deformations of \(\mathcal{G}_0\). This then has the property that we may identify \(R_{G(\tilde{x})} \cong \mathcal{N}_x\) in such a way that induces an identification of \(\mathcal{G}\) with the explicit versal deformation (let’s also call it \(\mathcal{G}\)) one constructs over \(R_{G(\tilde{x})}\), so in particular we have

\[\mathcal{V}_{N_x} = \mathbb{D}(\mathcal{G})(R_{G(\tilde{x})}).\]

As in [ibid., 2.3.9] one has by an explicit construction lifts \(\tilde{s}_{\alpha,0}\) to \(\mathbb{D}(\mathcal{G})(R_{G(\tilde{x})})^{\otimes}\) of \(s_{\alpha,0}\) which are identified with \(s_{\alpha,0,dR} \in \mathcal{V}_{N_x}^{\otimes}\). This explicit construction comes about in [ibid., §1.5] by defining \(\mathbb{D}(\mathcal{G})(R_{G(\tilde{x})}) = \mathbb{D}(\mathcal{G}_0)(W) \otimes_W R_{G(\tilde{x})}\) as a module and taking the lift \(\tilde{s}_{\alpha,0} = s_{\alpha,0} \otimes 1\). Finally let us note that by [ibid., 1.4.3] (since \(G\) is connected) there exists a \(W\)-linear isomorphism

\[V_W \xrightarrow{\sim} \mathbb{D}(\mathcal{G}_0)(W)\]

identifying \(s_{\alpha}\) with \(s_{\alpha,0}\). In particular this identifies \(G_W \xrightarrow{\sim} G(\tilde{x})\) uniquely up to inner automorphisms and the composite

\[V_W \otimes W R_{G(\tilde{x})} \xrightarrow{\sim} \mathbb{D}(\mathcal{G}_0)(W) \otimes W R_{G(\tilde{x})} \xrightarrow{\sim} \mathbb{D}(\mathcal{G})(R_{G(\tilde{x})}) = \mathcal{V}_{N_x}\]

gives a section of \(\hat{P}_x\) as required. \(\square\)

4.5.7. We would now like to show it is the desired canonical model for \(P_{K^N}(G, \mathcal{X})\). Firstly we must check that the additional structures extend.

We have already noted that the \(\prod_{p|N} G(\mathbb{Q}_p)\)-action extends. By Lemma 4.3.3, the connection \(\nabla\) on \(P_{K^N}\) extends to \(\mathcal{P}_{K^N}\) because the Gauss–Manin connection extends to (i.e., can be constructed directly on) \(\mathcal{V} = \mathfrak{H}_{dR}^{1}(A_{K^N}/\mathcal{F}_{K^N})\) and by the construction of \(s_{\alpha,dR}\) in [Kisin 2010, 2.2] it is clear they are parallel sections. It is also immediate the \(\mu\)-filtration extends, by Lemma 3.3.2 and that the Hodge filtration is naturally defined on the integral de Rham cohomology \(\mathcal{V}\).

Finally, we need to verify that it is indeed a canonical model, and as usual we check the lattice condition at a crystalline point \(x\). But in our situation this is very
straightforward: we just use the facts that, taking $\mathcal{A}_x$ to be the pullback of the universal abelian scheme to $x$, that Theorem 4.1.1 $\mathbb{D}(H^1_{et}(\mathcal{A}_x, \mathbb{Z}_p)) = H^1_{dR}(\mathcal{A}_x / W(k))$ and that by compatibility of $\mathbb{D}$ with the $p$-adic comparison theorems, $\mathbb{D}(x^*s_{\alpha,et}) = x^*s_{\alpha,dR}$.

4.5.8. For making the transition from Hodge to abelian type, we will need to extend the equivariant $G^c \times \prod_{p \mid N} G(\mathbb{Q}_p)$-action to an equivariant action of the $\mathbb{Z}^N = \mathbb{Z}[1/N]$-group scheme

$$\mathcal{A}^N_p(G) = \left( G^c \times \prod_{p \mid N} G(\mathbb{Q}_p) \right) \ast_{G(\mathbb{Z}^N) / G(\mathbb{Z}^N)} G^{ad}(\mathbb{Z}^N)^+$$

which sits in an exact sequence

$$1 \to G^c \to \mathcal{A}^N_p(G) \to \mathcal{A}^N(G) \to 1.$$

To do this it suffices to give the $G^{ad}(\mathbb{Z}^N)^+$-action and then check it is compatible, for which we imitate the approach taken in [Kisin 2010, 3.2] and [Kissin and Pappas 2015, 4.5], with our modifications from Section 2.5.6 and further slight modifications.

To be precise, recall that a point $x \in \mathcal{P}_{K \mathbb{N}}(T)$ gives the data of a quadruple $(A, \lambda, \epsilon_{et}, \epsilon_{dR})$ where $A / T$ is an abelian scheme up to an isogeny whose degree is supported on $N$, $\lambda$ a weak polarisation of $A$, $\epsilon_{dR}$ a section of $\text{Isom}_{s_\alpha}(V_T, \mathcal{V}_T)$, and $\epsilon_{et} \in \Gamma(T, \text{Isom}_{s_\alpha}(V_{\prod_{p \mid N} \mathbb{Q}_p} \mathcal{V}_p(A)))$.

Given $\gamma \in G^{ad}(\mathbb{Z}^N)^+$, we may form the $\mathbb{Z}^{der}$-torsor $\mathcal{P} = \{g \in G^{der} | \pi(g) = \gamma\}$. We may take $F / \mathbb{Q}$ Galois such that $\mathcal{P}(\mathcal{O}_F [1/N])$ is nonempty, and take $\tilde{\gamma} \in \mathcal{P}(\mathcal{O}_F [1/N])$. This can be used to define an action just as in [Kisin 2010, 3.2]. Indeed we can define

$$A^{\mathcal{P}}(T) = (A(T) \otimes_{\mathbb{Z}[1/N]} \mathcal{O}_{\mathcal{P}})^{\mathbb{Z}^{der}}$$

and specialise the map

$$A^{\mathcal{P}} \otimes_{\mathbb{Z}[1/N]} \mathcal{O}_{\mathcal{P}} \sim A \otimes_{\mathbb{Z}[1/N]} \mathcal{O}_{\mathcal{P}}$$

at $\tilde{\gamma}$ to obtain

$$\iota_{\tilde{\gamma}} : A^{\mathcal{P}} \otimes_{\mathbb{Z}[1/N]} \mathcal{O}_F \left[ \frac{1}{N} \right] \sim A \otimes_{\mathbb{Z}[1/N]} \mathcal{O}_F \left[ \frac{1}{N} \right].$$

These allow one to give the action of $\gamma$ as taking

$$(A, \lambda, \epsilon_{et}, \epsilon_{dR}) \mapsto (A^{\mathcal{P}}, \lambda^{\mathcal{P}}, \epsilon_{et}^{\mathcal{P}}, \epsilon_{dR}^{\mathcal{P}}),$$

where all but the last of these are as defined by Kisin. For the action on the de Rham component, we need the following modification of [Kisin 2010, 3.2.5].
Lemma 4.5.9. With notation as above, the composite
\[ V_T \otimes \mathbb{Z}^N_F \overset{\sim}{\longrightarrow} V_T \otimes \mathbb{Z}^N_F \overset{\text{et}}{\longrightarrow} H^{1}_{\text{dR}}(A/T) \otimes \mathbb{Z}^N_F \overset{\sim}{\longrightarrow} H^{1}_{\text{dR}}(A^\mathcal{P}/T) \otimes \mathbb{Z}^N_F \]
\[ \text{is Gal}(F/\mathbb{Q})\text{-invariant, hence induces a section} \]
\[ \epsilon_{\text{dR}}^\mathcal{P} : V_T \overset{\sim}{\longrightarrow} H^{1}_{\text{dR}}(A^\mathcal{P}/T) \]

which takes \( s_\alpha \) to \( s_\alpha \).

Proof. The cocycle computation argument of [ibid., 3.2.5] goes through unchanged. For the claim about tensors, the only nonobvious point is that \( \iota_{\tilde{\gamma}} \) preserves the tensors, which one checks directly by working over \( \mathbb{C} \), using the comparison with Betti cohomology as in [ibid., 3.2.6]. □

It is also clear that this action is compatible with the \( G^c \times \prod_{p|N} G(\mathbb{Q}_p)/Z(\mathbb{Z}^N) \)-action in the sense that if we are given \( g \in G^c(\mathbb{Z}^N)_+ \) we may take \( F = \mathbb{Q} \) and \( \tilde{\gamma} = \gamma = g^{-1} \) and postcompose the whole quadruple by the quasiisogeny \( \iota_{\gamma} \) to identify
\[(A, \lambda, \epsilon_{\text{et}} \circ g, \epsilon_{\text{dR}} \circ g) = (A^\mathcal{P}, \lambda^\mathcal{P}, \epsilon_{\text{et}}^\mathcal{P}, \epsilon_{\text{dR}}^\mathcal{P}).\]

4.6. Some distinguished Shimura data. In this section we digress a little. To get from the Hodge type to the abelian type case we would like to follow Deligne [1979] and pass via connected components, but unfortunately a straightforward reduction of \( \mathbb{Q} \) to the derived group is not possible to carry out over \( \mathbb{Q} \) (roughly speaking because carrying out such a construction requires “trivialising the \( G^\text{ab} \) part of the motivic structure”, which can only be done canonically over \( \mathbb{C} \) using Betti–de Rham comparison). We address this by constructing some distinguished Shimura data \( \mathcal{B}(G^\text{der}, \mathcal{X}^+, E) \) which are in some sense initial among Shimura data whose connected Shimura datum is \( (G^\text{der}, \mathcal{X}^+) \) and whose reflex field is contained in \( E \). Pulling back our torsors from the Hodge type case we may then reduce along \( \mathcal{B} \to G \) while leaving all motivic structures intact.

4.6.1. Let \( (G, \mathcal{X}) \) be a Shimura datum, and \( E \) its reflex field. Our goal is to construct a new Shimura datum \( (\mathcal{B}, \mathcal{X}_{\mathcal{B}}) \to (G, \mathcal{X}) \) with \( \mathcal{B}_{\text{der}} = G^\text{der} \) and reflex field \( E \) and show it depends only on these data and \( \mathcal{X}^+ \) and not on \( G \).

Since \( E \) is the reflex field, we obtain a well-defined
\[ \mu_E : \mathbb{G}_m, E \to G^\text{ab}_E \]

taking the “determinant” (composite with \( G \to G^\text{ab} \)) of any Hodge cocharacter. Taking Weil restriction along \( E/\mathbb{Q} \) and the norm map, we get a composite
\[ r : E^* := \text{Res}_{E/\mathbb{Q}} \mathbb{G}_m, E \to \text{Res}_{E/\mathbb{Q}} G^\text{ab}_E \to G^\text{ab}. \]

Define \( \mathcal{B} = G \times_{G^\text{ab}} E^* \), where the first map is the natural \( \delta : G \to G^\text{ab} \). It is straightforward to check the following.
Lemma 4.6.2. The scheme $\mathcal{B}$ is a reductive group scheme over $\mathbb{Q}$, sitting in a short exact sequence of $\mathbb{Q}$-group schemes

$$0 \to G^{\text{der}} \to \mathcal{B} \to E^* \to 0.$$

Suppose now that $(G, \mathfrak{X})$ induces a connected Shimura datum $(G^{\text{der}}, \mathfrak{X}^+)$ with reflex field $E(G^{\text{der}}, \mathfrak{X}^+) := E(G^{\text{ad}}, \mathfrak{X}^{\text{ad}}) \subset E$. We could make the above construction varying over all Shimura data with connected datum $(G^{\text{der}}, \mathfrak{X}^+)$ and reflex field contained in $E$. The following is an adaptation of the argument in [Deligne 1979, 2.5].

Proposition 4.6.3. The extension

$$0 \to G^{\text{der}} \to \mathcal{B} \to E^* \to 0$$

depends only on the connected Shimura datum $(G^{\text{der}}, \mathfrak{X}^+)$ and the field $E$.

Proof. Let $(G, \mathfrak{X})$ and $(G', \mathfrak{X}')$ be two Shimura data whose reflex fields are both contained in $E$ and which give rise to the same connected Shimura datum. By [Deligne 1979, 2.5.6] we can find a third such Shimura datum $(G'', \mathfrak{X}'')$ which admits maps

$$(G, \mathfrak{X}) \leftarrow (G'', \mathfrak{X}'') \to (G', \mathfrak{X}').$$

It will therefore suffice to show for any morphism $\alpha : (G, \mathfrak{X}, E) \to (G_2, \mathfrak{X}_2, E_2)$ of Shimura data with a field of definition (where $E \to E_2$ represents an inclusion $E_2 \subset E$) that we have an induced natural morphism of extensions

$$\begin{array}{cccccc}
0 & \to & G^{\text{der}} & \to & \mathcal{B} & \to & E^* & \to & 0 \\
& \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
0 & \to & G_2^{\text{der}} & \to & \mathcal{B}_2 & \to & E_2^* & \to & 0
\end{array}$$

where the outer maps are the natural ones induced by $\alpha : G \to G_2$ and $N_{E/E_2} : E^* \to E_2^*$. Since in the above special case both these maps are isomorphisms, we will get a canonical identification

$$\mathcal{B} \leftarrow \sim \mathcal{B}'' \sim \to \mathcal{B}'$$

of extensions, proving the proposition.

Let us verify the claim. Recall that to give a map $\mathcal{B} \to \mathcal{B}_2$ is to give maps $f : \mathcal{B} \to G_2$ and $k : \mathcal{B} \to E_2^*$ that agree when extended to $G_2^{\text{ab}}$. Write $N_\mu : E^* \to G^{\text{ab}}$ and $\delta : G \to G^{\text{ab}}$ and $N_{\mu_2}$ and $\delta_2$ for the analogues for $G_2$. Let us take $f$ to be the natural composite

$$f : \mathcal{B} \xrightarrow{\text{pr}_G} G \to G_2$$

and $k$ to be

$$k : \mathcal{B} \xrightarrow{\text{pr}_{E^*}} E^* \xrightarrow{N_{E/E_2}} E_2^*.$$
We must check that whenever \( \delta(g) = N \mu(e) \), we have

\[
\delta^2(\alpha(g)) = N \mu_2(N_{E/E_2}(e)).
\]

But by functoriality of \((-)^{ab}\)

\[
\delta^2(\alpha(g)) = \alpha^{ab}(\delta(g)) = \alpha^{ab}(N \mu(e)) = N \mu_2(N_{E/E_2}(e)),
\]

where the final equality holds because since \( \alpha \) is a morphism of Shimura data we have in particular that \( \alpha^{ab} \mu = \mu_2 : G_{2,\mathbb{C}} \to G_{2,\mathbb{C}}^{ab} \), from which it follows that \( \alpha^{ab} \circ N \mu = N \mu_2 \circ N_{E/E_2} \) by functoriality of the norm map between tori. Thus we have a map \( \mathcal{B} \to \mathcal{B}_2 \), and it is clear from its definition that it fits into the diagram described. \( \square \)

4.6.4. Our next task is to define a Shimura datum. Take any \( h_G \in \mathcal{X}^+ \), and we define a canonical map

\[
h_E : \mathbb{C}^* \to E^*(\mathbb{R})
\]
as follows. Let \( \tau : E \hookrightarrow \mathbb{C} \) be the canonical inclusion of the reflex field \( E \) into \( \mathbb{C} \), and write \( E^*(\mathbb{R}) = E^*_\tau \times \prod_{\tau' \neq \tau} E^*_{\tau'} \). If \( \tau \) is real, set

\[
h_E(z) = (z; 1, 1, \ldots, 1).
\]

If \( \tau \) is complex,

\[
h_E(z) = (z; 1, \ldots, 1)
\]

(i.e., the entries away from the place \( \tau \) are all trivial in both cases).

**Proposition 4.6.5.** These give a map \( h_G \times h_E : \mathcal{S} \to \mathcal{B}_\mathbb{R} \) which defines a Shimura datum with a natural map \((\mathcal{B}, \mathcal{X}_\mathcal{B}) \to (G, \mathcal{X})\). Moreover, it is independent of the choice of \( h_G \), has reflex field \( E \), and only depends on \( E \) and the connected Shimura datum \((G^\text{der}, \mathcal{X}^+)\) up to canonical isomorphism.

**Proof.** We must check it is defined, which amounts to proving that \( r_\mathbb{R}(h_E(z)) = \delta(h_G(z)) \). First we note that

\[
\delta(h_G(z)) = \mu_E(z) \mu_E(\bar{z}) = \mu_E(z) \overline{\mu_E(z)}
\]

where we view \( \mu_E \) as a character \( G_{m,\mathbb{C}} \to G_{C}^{ab} \) using the canonical embedding \( \tau \) of \( E \).

On the other hand recall that

\[
r_\mathbb{R} = (N_{E/\mathbb{Q}} \circ \mu_E)_\mathbb{R} : E^*_\mathbb{R} \to G_{E \otimes \mathbb{Q} \mathbb{R}}^{ab} \to G_{\mathbb{R}}^{ab}.
\]

If \( \tau \) is real then we have

\[
(z, 1, 1, \ldots, 1) \mapsto (\mu_E(zz), 1, \ldots, 1) \mapsto \mu_E(zz) = \mu_E(z) \overline{\mu_E(z)}
\]

\[
\mu_E(\bar{z})
\]

If \( \tau \) is complex, then

\[
(z, 1, \ldots, 1) \mapsto (z, 1, \ldots, 1)
\]

\[
\mu_E(z) = \mu_E(z)
\]

\[
\mu_E(\bar{z}) = \mu_E(\bar{z})
\]
and if \( \tau \) is complex then
\[
(z, 1, 1, 1, 1) \mapsto (\mu_E(z), 1, \ldots, 1) \mapsto \mu_E(z) \mu_E(z),
\]
where again all occurrences of \( \mu_E \) are viewed over \( \mathbb{C} \) via \( \tau \).

In particular we have checked the necessary equality.

It defines a Shimura datum because after projecting along \( \mathcal{B} \to \mathcal{G}^{\text{ad}} \), \( h_G \times h_E \) agrees with \( h_G \). This is independent of the choice of \( h_G \) because in general \( \mathfrak{X} \) is a union of copies of \( \mathfrak{X}^+ \) so every other choice for \( h_G \in \mathfrak{X}^+ \) must be obtained. For the statement about the reflex field, we note that it is immediate from the general fact that \( E(\mathcal{B}, \mathfrak{X}) = E(\mathcal{B}^{\text{ad}}, \mathfrak{X}^{\text{ad}}) \mathcal{E}(\mathcal{B}^{\text{ab}}, h) = E \).

To show it only depends on \( (G^{\text{der}}, \mathfrak{X}^+) \) and \( E \) we just return to the argument above for \( \mathcal{B} \) being independent. Given \( (G, \mathfrak{X}) \) and \( (G', \mathfrak{X}') \) Shimura data with reflex fields contained in \( E \) and the same connected Shimura datum, we can again apply [Deligne 1979, 2.5.6] and find \( (\mathfrak{G}'', \mathfrak{X}'') \) mapping to both. Since the construction of \( (\mathcal{B}, \mathfrak{X}_{\mathcal{B}}) \) is functorial in \( (G, \mathfrak{X}) \), choosing \( h \in \mathfrak{X}^+ \) immediately gives a commuting diagram

\[
\begin{array}{ccc}
\mathcal{B}_R & \xrightarrow{\sim} & \mathcal{B}_R'' & \xrightarrow{\sim} & \mathcal{B}_R' \\
\downarrow & & \downarrow & & \downarrow \\
\mathcal{B}_R & \xrightarrow{\sim} & \mathcal{B}_R'' & \xrightarrow{\sim} & \mathcal{B}_R'.
\end{array}
\]

From this it is clear that \( (\mathcal{B}, \mathfrak{X}_{\mathcal{B}}) \) depends only on \( (G^{\text{der}}, \mathfrak{X}) \) and \( E \).

We would like to check the obvious functorialities for the pair \( (\mathcal{B}, \mathfrak{X}_{\mathcal{B}}) \).

**Lemma 4.6.6.** The above construction is functorial in the following senses:

1. Let \( u : (G_1, \mathfrak{X}_1^+) \to (G_2, \mathfrak{X}_2^+) \) be a map of connected Shimura data: that is, a central isogeny \( G_1 \to G_2 \) of semisimple groups such that \( \mathfrak{X}_1^{+, \text{ad}} = \mathfrak{X}_2^{+, \text{ad}} \), and \( E \supset E(G_1, \mathfrak{X}_1^+) \). Let \( (\mathcal{B}_1, \mathfrak{X}_1) \) and \( (\mathcal{B}_2, \mathfrak{X}_2) \) be the Shimura data associated to the triples \( (G_1, \mathfrak{X}_1^+, E) \) and \( (G_2, \mathfrak{X}_2^+, E) \) by the above procedure. Then there is a canonical morphism
   \[
u_* : (\mathcal{B}_1, \mathfrak{X}_1) \to (\mathcal{B}_2, \mathfrak{X}_2)\]
   of Shimura data also induced by a natural central isogeny \( \mathcal{B}_1 \to \mathcal{B}_2 \).

2. Let \( (G^{\text{der}}, \mathfrak{X}^+) \) be a connected Shimura datum, \( E(G^{\text{der}}, \mathfrak{X}^+) \subset F \subset E \) two fields, and \( (\mathcal{B}_F, \mathfrak{X}_F) \) and \( (\mathcal{B}_E, \mathfrak{X}_E) \) the associated data. Then the norm map induces a canonical morphism of Shimura data
   \[
   N_{E/F} : (\mathcal{B}_E, \mathfrak{X}_E) \to (\mathcal{B}_F, \mathfrak{X}_F).
   \]

**Proof.** For (1), let \( \Delta_1 \subset G_1 \subset \mathcal{B}_1 \) be the kernel of \( G_1 \to G_2 \) viewed as a subgroup of the centre of \( \mathcal{B}_1 \). Then \( (\mathcal{B}_1/\Delta_1, \mathfrak{X}_1/\Delta_1) \) is a Shimura datum with connected Shimura datum \( (G_2, \mathfrak{X}_2^+) \) and reflex field contained in \( E \). It therefore receives a
natural map \((\mathcal{B}_2, \mathcal{X}_2) \to (\mathcal{B}_1/\Delta_1, \mathcal{X}_1/\Delta_1)\) which we claim is an isomorphism. It will suffice to check \(\mathcal{B}_2 \to \mathcal{B}_1/\Delta_1\) is an isomorphism, which is immediate because it is a pullback of the identity map on \(E^*\). Thus we obtain the canonical map
\[
(\mathcal{B}_1, \mathcal{X}_1) \to (\mathcal{B}_1/\Delta_1, \mathcal{X}_1/\Delta_1) \leftarrow (\mathcal{B}_2, \mathcal{X}_2)
\]
required.

For (2), for any Shimura datum \((G, \mathcal{X})\) with connected Shimura datum \((G^{\text{der}}, \mathcal{X}^+)\) and reflex field contained in \(F\), one obviously has a canonical map \(\mathcal{B}_E = G \times_{G^{\text{ab}}} E^* \to G \times_{G^{\text{ab}}} F^* = \mathcal{B}_F\) induced by the norm morphism\(^{11}\) \(N_{E/F} : E^* \to F^*\). Visibly \(h_F = N_{E/F} \circ h_E\), so this induces the map of Shimura data claimed. \(\square\)

### 4.7. Abelian type case.

We now return to integral canonical models of standard principal bundles. Fix \((G_2, \mathcal{X}_2)\) a Shimura datum of abelian type unramified away from \(N\), \(G_2/\mathbb{Z}[1/N]\) a reductive integral model and \(K_2^N = \prod_{p \nmid N} G_2(\mathbb{Z}_p)\). The goal of this section is to prove the following.

**Theorem 4.7.1.** There exists an integral canonical model for \(P_{K_2^N}(G_2, \mathcal{X}_2)\).

#### 4.7.2. As in Section 2.5.14 we may find \((G, \mathcal{X})\) of Hodge type with \(G\) unramified away from \(N\) with \(j : G^{\text{der}} \to G_2^{\text{der}}\) a central isogeny inducing a morphism of connected Shimura data \((G^{\text{der}}, \mathcal{X}^+) \to (G_2^{\text{der}}, \mathcal{X}_2^+)\). By Lemma 2.5.13 we may take \(G/\mathbb{Z}[1/N]\) reductive such that \(j\) is defined over \(\mathbb{Z}[1/N]\).

By the construction of the previous section, we may obtain a diagram of Shimura data
\[
(\mathcal{B}, \mathcal{X}_{\mathcal{B}}) \longrightarrow (G, \mathcal{X})
\]
\[
\downarrow
\]
\[
(\mathcal{B}_2, \mathcal{X}_{\mathcal{B}, 2}) \longrightarrow (G_2, \mathcal{X}_2).
\]

The plan has three stages. We first combine our constructions in the special and Hodge type cases to construct a canonical integral model of \(P(\mathcal{B}, \mathcal{X}_{\mathcal{B}})\). We next pass to connected components and take a quotient to transfer this bundle from a \(\mathcal{B}^c\)-bundle on \(\text{Sh}(\mathcal{B}, \mathcal{X}_{\mathcal{B}})^+\) to a \(G_2^c\)-bundle on \(\text{Sh}(G_2, \mathcal{X}_2)^+\) defined over the field \(E_N\) over which the connected components split off. We finally then assemble over the whole Shimura variety and descend these models making liberal use of the uniqueness statement for canonical models in place of the extension property from §2.5. We believe this framework could be useful in other contexts where one wants to extend a “\(G\)-valued” construction over Hodge type Shimura varieties to abelian type Shimura varieties.

\(^{11}\)Recall that the norm map \(N_{E/F}\) may be defined for example as the composite of \(\mathbb{Q}\)-group maps 
\(E^* \hookrightarrow \text{Res}_{F/\mathbb{Q}} \text{GL}_F(E) \xrightarrow{\text{det}} F^*\).
We remark that the middle map is a composite of Lemma 4.6.6(1) and (2), the first of which involves a change of derived group (and by construction $G^\text{der} \to G_2^\text{der}$ is defined over $\mathbb{Z}[1/N]$), and the second of which is a norm map $N_{E/F_2} : E^* \to E_2^*$ which clearly respects integral structures. We let $(\mathfrak{p}, W_{\mathfrak{p}})$ denote the obvious corresponding hyperspecial prime to $N$ level structures and note there is a corresponding diagram of integral models of Shimura varieties

$$\mathcal{S}_{K_2^N}(G, \mathfrak{X}) \leftarrow \mathcal{S}_{K_2^N}(\mathfrak{B}, \mathfrak{X}_\mathfrak{B}) \to \mathcal{S}_{K_2^N}(G_2, \mathfrak{X}_2).$$

Let us, now this diagram is in place, check the following condition Section 4.4.3, which we recall is important in guaranteeing the uniqueness of canonical models.

**Proposition 4.7.4.** With notation as above, $\mathcal{S}_{K_2^N}(\mathfrak{B}, \mathfrak{X}_\mathfrak{B})$ and $\mathcal{S}_{K_2^N}(G_2, \mathfrak{X}_2)$ both have all the crystalline points.

**Proof.** Let $x \in \mathcal{S}_{K_2^N}(\mathfrak{B}, \mathfrak{X}_\mathfrak{B})(W(k))$ and $K_0 = W(k)[1/p]$. Also let $W(k)_{\text{ur}}$ be the ring of integers of the maximal unramified (algebraic) extension $K_0/W(k)$. Note that its images in $\mathcal{S}_{K_2^N}(G, \mathfrak{X})$ and $\mathcal{S}_{\mathbf{E}^*, 0}(E^*, h_E)$ are both crystalline (since these Shimura data have all the crystalline points). To check $x$ is crystalline, it will suffice to check $\omega_{\text{et}, x}(V)$ is crystalline for $V$ a faithful representation of $\mathfrak{B}$. Let us take $G \hookrightarrow \text{GL}(V_1)$ and $E^* \hookrightarrow \text{GL}(V_2)$ and consider the representation

$$\mathfrak{B} \subset G \times E^* \to \text{GL}(V_1) \times \text{GL}(V_2) \subset \text{GL}(V_1 \oplus V_2).$$

Considering the diagram of Shimura varieties and towers at infinite level at $p$, it is clear that $\Gamma_{K_0} \to \text{GL}(\omega_{\text{et}}(V_1 \oplus V_2))$ acts via $\Gamma_{K_0} \to \text{GL}(\omega_{\text{et}}(V_1)) \times \text{GL}(\omega_{\text{et}}(V_2))$, each projection of which is crystalline, and this is enough to give the first part of our proposition.

We turn our attention to $\mathcal{S}_{K^N_2}(G_2, \mathfrak{X}_2)$. First, since it receives a map from the Shimura variety $\mathcal{S}_{K_2^N}(\mathfrak{B}, \mathfrak{X}_\mathfrak{B})$ and we observe that the image of a crystalline point is crystalline, and moreover at finite level these maps are finite étale, we deduce that in particular all $W(k)_{\text{ur}}$ points on the geometric connected component $\mathcal{S}_{K_2^N}(G_2, \mathfrak{X}_2)_{W(k)_{\text{ur}}}$ are crystalline.

To show that any point $x \in \mathcal{S}_{K_2^N}(G_2, \mathfrak{X}_2)$ is crystalline, recall that Kisin’s integral model at level $K_{2,p} := G_2(\mathbb{Z}_p)$ over $W(k)$, $\mathcal{S}_{K_{2,p}}(G_2, \mathfrak{X}_2)_{W(k)}$ has a $G(\mathbb{A}^{\infty, p})$-action that acts transitively on geometric connected components and acts equivariantly with regard to the tower at $p$ on the generic fibre. Therefore, taking a lift $\tilde{x}$ of $x$ to level $K_{2,p}$, which we may assume is a $W(k)_{\text{ur}}$ point since $\mathcal{S}_{K_{2,p}, W(k)} \to$
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$\mathcal{F}_{K_2, p, W(k)}$ is formally étale, and taking a translate $\tilde{x}.a$ by a Hecke operator $a \in G(\mathbb{A}^\infty, p)$ such that $\tilde{x}.a$ lies in the connected component, we may deduce that $x$ is crystalline from the fact that all points on the connected component are, and that the crystalline property can be checked after restricting a $\Gamma_{K_0}$ representation to $\Gamma_{K_0}^{ur}$.

We now proceed with constructing the canonical models. The content of the next step can be extracted as a lemma.

Lemma 4.7.5. Let $S$ be a scheme, and $G \rightarrow \Delta \leftarrow H$ a diagram of $S$-groups, $\mathcal{B} = G \times_{\Delta} H$ the fibre product group. Let $X$ be an $S$-scheme and suppose we are given $P_G$ a $G$-torsor and $P_H$ an $H$-torsor on $X$ with the property that there is an isomorphism of $\Delta$-torsors $\theta : P_H \times^H \Delta \sim P_G \times^G \Delta$.

Then there is a unique (up to canonical isomorphism) $\mathcal{B}$-torsor $P_{\mathcal{B}}$ together with torsor isomorphisms $\theta_G : P_{\mathcal{B}} \times_{\mathcal{B}} G \sim P_G$ and $\theta_H : P_{\mathcal{B}} \times_{\mathcal{B}} H \sim P_H$ such that the induced isomorphism

$$\theta_H \circ \theta_G^{-1} : P_G \times^G \Delta \sim P_{\mathcal{B}} \times_{\mathcal{B}} \Delta \sim P_H \times^H \Delta$$

is equal to $\theta$, and it is given by

$$P_{\mathcal{B}} = P_G \times_\theta P_H,$$

with $\theta_G$ and $\theta_H$ the natural projections.

We use the notation $X \times_\theta Y$ in a situation where we are given maps $X \rightarrow Z_X$ and $Y \rightarrow Z_Y$ and an isomorphism $\theta : Z_X \sim Z_Y$ between two schemes to mean the limit of the diagram

$$
\begin{array}{ccc}
Y \\
\downarrow \\
X \longrightarrow Z_X \longrightarrow \sim \longrightarrow Z_Y.
\end{array}
$$

Proof. Let us first show that $P_{\mathcal{B}} = P_G \times_\theta P_H$ is indeed a $\mathcal{B}$-torsor. We define the $\mathcal{B} = G \times_{\Delta} H$-action

$$(p_G, p_H).(g, h) =: (p_G \cdot g, p_H \cdot h)$$

which is visibly an action. Passing to an étale cover $X' \rightarrow X$ over which $P_G$ and $P_H$ admit sections $p_G$ and $p_H$. Since $G$ surjects onto $\Delta$ these may be chosen (perhaps at the cost of passing to a finer étale cover) such that if $\pi_G : P_G \rightarrow P_G \times^G \Delta$ and $\pi_H : P_H \rightarrow P_H \times^H \Delta$ are the projection maps, we have $\theta(\pi_G(p_G)) = \pi_H(p_H)$, giving a section $(p_G, p_H) \in P_{\mathcal{B}}(X')$, from which we may see immediately that it is a $\mathcal{B}$-torsor. It is also obvious that it has the required property.

Uniqueness is essentially formal, but we give the argument. Suppose we are given $P'_{\mathcal{B}}$ together with $\theta'_G : P'_{\mathcal{B}} \times_{\mathcal{B}} G \sim P_G$ and $\theta'_H : P'_{\mathcal{B}} \times_{\mathcal{B}} H \sim P_H$ satisfying...
the compatibility given. Then by the universal property of \( P_B = P_G \times_\theta P_H \) there exists a unique map \( \alpha : P_B' \to P_B \) making everything commute. It is easy to check \( \alpha \) is a map of \( B \)-torsors, whence it is automatically an isomorphism.

\[ \square \]

4.7.6. Let us apply this in the context of our standard principal bundles. If \( T \) is a torus unramified away from \( N \) we introduce the notation \( \hat{T}^N = \prod_{p \mid N} T(\mathbb{Z}_p) \).

Consider the diagram (whose arrows we have named for convenience)

\[
\begin{array}{ccc}
\mathcal{F}_{K_B}(B, \mathcal{X}_B) & \xrightarrow{\delta'} & \mathcal{F}_{\hat{E}^*,N}(E^*, h_E) \\
\downarrow \pi & & \downarrow N\mu \\
\mathcal{F}_{K}(G, \mathcal{X}) & \xrightarrow{\delta} & \mathcal{F}_{\hat{G}^{ab},N}(G^{ab}, h^{ab}).
\end{array}
\]

By Theorem 4.5.1 we have \( P_K \) over \( \mathcal{F}_{K}(G, \mathcal{X}) \) an integral canonical model for \( P_{K}(G, \mathcal{X}) \), and by Proposition 4.2.3 we have \( P_{\hat{E}^*,N} \) and \( P_{\hat{G}^{ab},N} \) canonical models over the right hand side of the diagram also. By Proposition 4.4.8 there are natural isomorphisms of \( G^{ab} \) torsors

\[
N\mu^* P_{\hat{G}^{ab},N} \cong P_{\hat{E}^*,N} \times^{G^{ab}} G^{ab} \quad \text{and} \quad \delta^* P_{\hat{G}^{ab},N} \cong P_{K} \times^G G^{ab}.
\]

Pulling these back further and using that the diagram commutes and so we have canonical identifications \( \pi^* \delta^* \cong (\delta \pi)^* = (N\mu \delta')^* \cong \delta'^* (N\mu)^* \), we obtain a natural isomorphism

\[
\theta : \pi^*(P_{K} \times^G G^{ab}) \cong \delta'^*(P_{\hat{E}^*,N} \times^{G^{ab}} G^{ab}).
\]

Note further that any integral canonical model \( P_{K_B} \) for \( P_{K_B}(B, \mathcal{X}_B) \) will by Proposition 4.4.8 be required to satisfy the conditions of Lemma 4.7.5 with respect to this isomorphism \( \theta \). Therefore by Lemma 4.7.5 if it exists it is given by

\[
P_{K_B} := \pi^* P_{K} \times_\theta \delta'^* P_{\hat{E}^*,N},
\]

together with the identification

\[
l_B : P_{K_B} \otimes \mathcal{O}_E[1/N] E \rightarrow (\pi^* P_{K} \times_\theta \delta'^* P_{\hat{E}^*,N}) \otimes \mathcal{O}_E[1/N] E
\]

\[
\xrightarrow{(l_B \cdot \iota_E^*)} \pi^* P_{K}(G, \mathcal{X}) \times_\theta \mathcal{O}_E \delta'^* P_{\hat{E}^*,N}(E^*, h_E) = P_{K_B}(B, \mathcal{X}_B).
\]

Proposition 4.7.7. As defined above, \( (P_{K_B}, l_B) \) is an integral canonical model for \( P_{K_B}(B, \mathcal{X}_B) \) with equivariant \( A^N_B(B) \)-action.\(^{12}\)

Proof. Our task is to show the connection, filtration and \( A^N_B(B) \)-actions extend, and check the lattice property.

\(^{12}\)Recall we defined this group in Section 4.5.8.
We first study the connection. Let $p_i, i = 1, 2$ be the projections from a first order neighbourhood of the diagonal, abusively retaining the same notation for morphisms of schemes and their first order thickenings. Then

$$p_i^* P_{K_N}^\delta \cong p_i^*(\pi^* P_{K_N} \times_\theta \delta'^* \hat{P}_{E^*,N}) \cong \pi^* p_i^* P_{K_N} \times_{p_i^*(\theta)} \delta'^* p_i^* \hat{P}_{E^*,N},$$

and in these coordinates, $\nabla_B = (\pi^* \nabla G, \delta'^* \text{id})$ is the connection required so we see directly that it extends.

For the filtrations, it is easy to check using [Conrad 2014, 5.3.4] that in fact we may naturally identify

$$G_{E_{\mu}} = G/P_{\mu} = G^\text{der}/(P_{\mu} \cap G^\text{der}) = \mathcal{G}_{\mathcal{R}_{\mu}},$$

with $G$ and $\mathcal{B}$-actions factoring through $G^\text{ad}$, so actually the composite

$$\gamma_B : P_{K_N}^\delta \rightarrow P_{K_N} \rightarrow G_{E_{\mu}} = \mathcal{G}_{\mathcal{R}_{\mu}}$$

does the job.

We also note that we already have a natural extension of the Hecke action via

$$\prod_{p \mid N} \mathcal{B} (\mathbb{Q}_p) \subset \left( \prod_{p \mid N} G (\mathbb{Q}_p) \right) \times \left( \prod_{p \mid N} E^*(\mathbb{Q}_p) \right)$$

which acts via its two projections on $\pi^* P_{K_N} \times_\theta \delta'^* \hat{P}_{E^*,N}$.

For the lattice property, we borrow the trick from the first part of the proof of Proposition 4.7.4, taking a faithful representation $V = V_1 \oplus V_2$ of $\mathcal{B}$, formed as a sum of faithful representations of $G$ and $E^*$. It is easy to check from the construction that

$$\omega_{P_{K_N}^\delta} (V) = \omega_{\pi^* P_{K_N}^\delta} (V_1) \oplus \omega_{\delta'^* \hat{P}_{E^*,N}} (V_2)$$

whence the lattice property follows immediately from that already known for the two terms on the right hand side together with the fact that the image of a crystalline point is always crystalline. Now we know the lattice property, we get a uniqueness statement, and the $\mathcal{A}_N^\mathcal{B}(\mathcal{B})$-action extends formally. \hfill \Box

4.7.8. We now pass to a connected component

$$\text{Sh}_{K_N}^+ (\mathcal{B}, \mathcal{X}_\mathcal{B}) = \text{Sh}_{K_N}^+ (G, \mathcal{X}),$$

recalling Lemma 2.5.1 that it is defined over an extension $E_N/E$ unramified away from $N$ and letting $\mathcal{O} := \mathcal{O}_{E_N}[1/N]$. We may therefore extend the above identification to

$$\mathcal{G}_{\mathcal{R}_{K_N}^\delta (\mathcal{B}, \mathcal{X}_\mathcal{B}) \mathcal{O}} = \mathcal{G}_{\mathcal{R}_{K_N}^\delta (G, \mathcal{X}) \mathcal{O}},$$

\footnote{We also abuse notation here and confuse $\pi$ and $\delta'$ with their induced maps on first order neighbourhoods of the diagonal.}
and restrict $\mathcal{P}_K^N$ to get the $\mathcal{B}^c$-torsor

$$
\mathcal{P}_\mathcal{B}^+ := \mathcal{P}_K^N \times_{\mathcal{G}_K^N(\mathcal{B}, \mathcal{X}_\mathcal{B})} \mathcal{G}_K^N(G, \mathcal{X}) \to \mathcal{G}_K^N(G, \mathcal{X})_\mathcal{C}.
$$

Recall the group

$$
\Delta^N(G, G_2) = \text{Ker}(\mathcal{A}^{N, \circ}(G^\text{der}) \to \mathcal{A}^{N, \circ}(G^\text{der})_2)
$$

with the property that

$$
\mathcal{G}_K^N(G, \mathcal{X})_\mathcal{C}/\Delta^N(G, G_2) = \mathcal{G}_K^N(G_2, \mathcal{X}_2)_\mathcal{C}.
$$

Let us also recall the extension of group schemes over $\mathbb{Z}[1/N]$

$$
1 \to \mathcal{B}^c_\mathcal{B} \to \mathcal{A}^{N, \circ}_P(\mathcal{B}) \to \mathcal{A}^{N, \circ}(\mathcal{B}) \to 1.
$$

Forming the pullback along $\mathcal{A}^{N, \circ}(G^\text{der}) = \mathcal{A}^{N, \circ}(\mathcal{B}) \subset \mathcal{A}^{N, \circ}(\mathcal{B})$ we get an extension

$$
1 \to \mathcal{B}^c_\mathcal{B} \to \mathcal{A}^{N, \circ}_P(\mathcal{B}) \to \mathcal{A}^{N, \circ}(G^\text{der}) \to 1
$$

which acts on $\mathcal{P}_\mathcal{B}^+$ equivariantly in the obvious fashion.

**Lemma 4.7.9.** These group schemes have the following additional properties:

1. The group $\Xi := \text{Ker}(\mathcal{B}^c_\mathcal{B} \to G^c_\mathcal{B}) \subset \mathcal{B}^c$ is a normal subgroup of $\mathcal{A}^{N, \circ}_P(\mathcal{B})$.

2. The kernel $\Delta^N_P(\mathcal{B}, G_2) := \text{Ker}(\mathcal{A}^{N, \circ}_P(\mathcal{B}) \to \mathcal{A}^{N, \circ}_P(G_2))$ is canonically an extension

$$
1 \to \Xi \to \Delta^N_P(\mathcal{B}, G_2) \to \Delta^N(G, G_2) \to 1
$$

which acts freely on $\mathcal{P}_\mathcal{B}^+$.

**Proof.** We first remark that (1) is obvious because $\Xi \subset Z(\mathcal{B}^c)$ which commutes with the whole of $\mathcal{A}^{N, \circ}_P(\mathcal{B})$.

For (2), that $\Xi$ is a subgroup is clear and normality follows by (1). Existence of the maps and exactness in the middle follow in the usual way. That the final map is a surjection follows because for any $(g, \gamma^{-1}) \in \Delta^N(G, G_2)$, it is hit by $(1, g, \gamma^{-1}) \in \Delta^N_P(\mathcal{B}, G)$. Finally the action on $\mathcal{P}_\mathcal{B}^+ \to \mathcal{G}_K^N(G, \mathcal{X})_\mathcal{C}$ is free because $\Xi$ acts freely on each fibre, and $\Delta^N(G, G_2)$ acts freely on $\mathcal{G}_K^N(G, \mathcal{X})_\mathcal{C}$ by Proposition 2.5.9. □

**4.7.10.** Equipped with this lemma we may construct a $G^c_2$-bundle

$$
\mathcal{P}_2^+ := (\mathcal{P}_\mathcal{B}^+ / \Delta^N_P(\mathcal{B}, G_2)) \times_{\mathcal{B}^c / \Xi} G^c_2 \to \mathcal{G}_K^N(G_2, \mathcal{X}_2)_\mathcal{C}
$$

with equivariant $\mathcal{A}^{N, \circ}_P(G_2)$-action. Moreover we have

$$
\iota_2 : \mathcal{P}_2^+ \otimes_{\mathcal{C}} E_N = (\mathcal{P}_\mathcal{B}^+ \otimes_{\mathcal{C}} E_N / \Delta^N_P(\mathcal{B}, G_2)) \times_{\mathcal{B}^c / \Xi} G^c_2
$$

$$
\xrightarrow{\iota_{\mathcal{B}}} (P_{K^N_\mathcal{B}, E_N}^N / \Delta^N_P(\mathcal{B}, G_2)) \times_{\mathcal{B}^c / \Xi} G^c_2 = P_{K^N_\mathcal{B}, E_N}^N,$$
where the final equality follows by working over \( \mathbb{C} \) and the argument of [Milne 1988, 7.2].

**Proposition 4.7.11.** The pair \( (\mathcal{P}^+_2, \iota_2) \) is an integral canonical model for the bundle \( P^+_{K^2, E_N}(G_2, \mathcal{X}_2) \).

**Proof.** The Hecke action extends by construction. Let us check that the connection extends. We know (from direct observation over \( \mathbb{C} \)) that the \( \Delta^N_{p}(\mathcal{B}, G_2) \) action is horizontal, so the flat connection \( \nabla : p^+_1\mathcal{P}^+_2 \simto p^+_2\mathcal{P}^+_2 \) descends (and then can obviously be pushed out along \( \mathcal{B}^c / \Xi \to G_2^c \)) to a flat connection

\[
\nabla : p^+_1\mathcal{P}^+_2 \simto p^+_2\mathcal{P}^+_2.
\]

Since a similar relationship also relates the connections on the generic fibre we have shown that this \( \nabla \) extends over \( \mathcal{O} \) the connection on \( P^+_{K^2, E_N} \).

To check the lattice condition at a crystalline point \( x \), note the commutative diagram of \( E_N \)-schemes, letting \( K^{Np}_{\mathcal{B}} \) and \( K^{Np}_2 \) be the obvious full level structures at all primes except \( N \) and \( p \)

\[
\begin{array}{ccc}
\text{Sh}_{K^{Np}_{\mathcal{B}}}^{\mathcal{X}}(\mathcal{B}, \mathcal{X}_{\mathcal{B}})|_{\text{Sh}^{+}_{K^{Np}_{\mathcal{B}}}^{\mathcal{X}}(\mathcal{B}, \mathcal{X}_{\mathcal{B}})} & \longrightarrow & \text{Sh}_{K^{Np}_2}^{\mathcal{X}}(G_2, \mathcal{X}_2)|_{\text{Sh}^{+}_{K^{Np}_2}^{\mathcal{X}}(G_2, \mathcal{X}_2)} \\
\downarrow & & \downarrow \\
\text{Sh}^{+}_{K^{Np}_{\mathcal{B}}}^{\mathcal{X}}(\mathcal{B}, \mathcal{X}_{\mathcal{B}}) & \longrightarrow & \text{Sh}^{+}_{K^{Np}_2}^{\mathcal{X}}(G_2, \mathcal{X}_2).
\end{array}
\]

Taking a lift \( \tilde{x} \) of \( x \) to \( \mathcal{S}^{\mathcal{X}}_{K^{Np}_{\mathcal{B}}}^{\mathcal{X}}(\mathcal{B}, \mathcal{X}_{\mathcal{B}}) \), which is crystalline since the map

\[
\mathcal{S}^{\mathcal{X}}_{K^{Np}_{\mathcal{B}}}^{\mathcal{X}}(\mathcal{B}, \mathcal{X}_{\mathcal{B}}) \to \mathcal{S}^{\mathcal{X}}_{K^{Np}_2}^{\mathcal{X}}(G_2, \mathcal{X}_2)
\]

is finite étale and its source has all the crystalline points, the diagram gives an identification

\[
\omega_{\text{et}, \tilde{x}} \circ \text{Res}_{\mathcal{S}^{\mathcal{X}}_{K^{Np}_{\mathcal{B}}}^{\mathcal{X}}(\mathcal{B}, \mathcal{X}_{\mathcal{B}})} \left( \mathcal{G}_{G}^{c}(\mathbb{Z}_p) \right) = \omega_{\text{et}, x} : \text{Rep}_{\mathbb{Z}_p}^{G_2^c} \to \text{Rep}_{\mathbb{Z}_p}^{(\Gamma_{\mathcal{Q}_p})}.
\]

But now the lattice condition is immediate, since equality of lattices can be checked after passing to a finite étale cover, and \( \mathcal{P}_{2, x}^+ \) pulls back to \( \mathcal{P}_{2, \tilde{x}}^+ \times \mathcal{S}^{\mathcal{X}}_{\mathcal{B}} G_2^c \) which as a canonical model already has the required property that \( \omega_{\mathcal{P}^+_{\mathcal{B}}} = \mathbb{D} \circ \omega_{\text{et}, \tilde{x}} \) by its own lattice condition.

It remains to check the filtration \( \gamma_B : \mathcal{P}^+_{\mathcal{B}} \to \mathcal{G}R_{\mu_{\mathcal{B}}} \) descends to \( \gamma_2 : \mathcal{P}^+_{2} \to \mathcal{G}R_{\mu_{2}}, \)

which amounts to showing that the composite

\[
\mathcal{P}^+_{\mathcal{B}} \to \mathcal{G}R_{\mu_{\mathcal{B}}} \to \mathcal{G}R_{\mu_{2}}
\]

is \( \Delta^N_{p}(\mathcal{B}, G_2) \)-invariant. But this is clear; since \( \Xi = \text{Ker}(\mathcal{B}^c \to G_2^c) \subset Z(\mathcal{B}^c) \) it acts trivially on \( \mathcal{G}R_{\mu_{2}} \) and \( \Delta^N_{p}(\mathcal{B}, G_2) \) acts trivially because Hecke operators always act trivially on any \( \text{Gr}_{\mu} \).

\( \square \)
4.7.12. With this in hand, we are finally able to construct an integral canonical model \( \mathcal{P}_2 \) for \( P_{K^N_2}(G_2, \mathfrak{X}_2) \) in the spirit of Lemma 2.5.16, but with the uniqueness of canonical models used in place of the extension property, because it may be used to canonically extend any isomorphism.

Indeed, let us decompose \( \mathcal{S}_{K^N_2, c} = \bigsqcup_{c \in \pi_0} \mathcal{S}_c \) into components each of which is geometrically integral. By the argument of Lemma 2.5.16(1) we can find for each \( c \in \pi_0 \) some \( \mathcal{S}_c / \mathbb{Z}[1/N] \) a model for \( G_2 \) such that we may identify \( \mathcal{S}_c \cong \mathcal{S} \prod_{p \mid N} \mathfrak{g}_c(\mathbb{Z}_p) \mathfrak{o}_c^+ \) via a Hecke operator. For each \( c \) we may make such a choice and invoking Proposition 4.7.11 for \( \mathcal{S}_c / \mathbb{Z}[1/N] \) a reductive model for \( (G, \mathfrak{X}) \), and \( L/E = E(G, \mathfrak{X}) \) a finite extension.

Then we have a canonical functor \( \mathcal{S} \mapsto \mathcal{V}(\mathcal{S}) \) from \( \mathcal{G} \mathfrak{R}_{\mu, \mathfrak{C}L[1/N]} \)-equivariant vector bundles on \( \mathcal{G} \mathfrak{R}_{\mu, \mathfrak{C}L[1/N]} \) to vector bundles on \( \mathcal{S}_K^N \) which on the generic fibre is identified naturally with that of [Milne 1990, III 5.1].

Proof. Recall that we have the picture

\[
\mathcal{S}_K^N \leftarrow \mathcal{P}_K^N \xrightarrow{\gamma} \mathcal{G} \mathfrak{R}_{\mu}.
\]

The functor \( \mathcal{S} \mapsto \mathcal{V}(\mathcal{S}) \) is given by pulling back \( \mathcal{S} \mapsto \gamma^* \mathcal{S} \) and then using the usual equivalence between \( \mathcal{G} \)-equivariant vector bundles on \( \mathcal{P}_K^N \) and vector bundles on \( \mathcal{S}_K^N \). This is obviously a functor, and the compatibility with the usual construction [Milne 1990, III 5.1] follows because \( \mathcal{P}_K^N \) comes with a canonical identification

\[
t : \mathcal{P}_K^N \otimes E \xrightarrow{\sim} P_{K^N}(G, \mathfrak{X})
\]

under which \( \gamma \) is an extension of the \( G \)-filtration on the RHS. \( \square \)
It is also easy to deduce from our construction the following additional functoriality property.

**Proposition 4.8.2.** We are given a morphism \( f : (G_1, \mathfrak{X}_1, \mathfrak{G}_1) \to (G_2, \mathfrak{X}_2, \mathfrak{G}_2) \) of Shimura data of abelian type together with reductive models for \( G_i \) over \( \mathbb{Z}[1/N] \), \( L/E(G_1, \mathfrak{X}_1) \) finite, and \( \mu_1 \) and \( \mu_2 \) Hodge cocharacters for \( \mathfrak{X}_1 \) and \( \mathfrak{X}_2 \) respectively. Suppose we are also given \( \mathfrak{J}_2 \) a \( \mathfrak{G}_2 \)-equivariant vector bundle on \( \mathfrak{G}_R^{\mu_2, \mathcal{O}_L[1/N]} \). Pulling back \( \mathfrak{J}_2 \) along

\[
\mathfrak{G}_R^{\mu_1, \mathcal{O}_L[1/N]} \to \mathfrak{G}_R^{\mu_2, \mathcal{O}_L[1/N]}
\]

and restricting the \( \mathfrak{G}_2 \) action to \( \mathfrak{G}_1 \) we obtain a \( \mathfrak{G}_1 \)-equivariant vector bundle \( \mathfrak{J}_1 \).

There is a canonical identification of vector bundles over \( \mathfrak{J} \prod_{p|N} \mathfrak{G}_1(L_p) \)

\[
V(\mathfrak{J}_1) \cong f^*V(\mathfrak{J}_2).
\]

**Proof.** This is immediate from the construction of \( V(-) \) and Proposition 4.4.8. \( \square \)
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Quasi-Galois theory in symmetric monoidal categories

Bregje Pauwels

Given a ring object $A$ in a symmetric monoidal category, we investigate what it means for the extension $1 \to A$ to be (quasi-)Galois. In particular, we define splitting ring extensions and examine how they occur. Specializing to tensor-triangulated categories, we study how extension-of-scalars along a quasi-Galois ring object affects the Balmer spectrum. We define what it means for a separable ring to have constant degree, which is a necessary and sufficient condition for the existence of a quasi-Galois closure. Finally, we illustrate the above for separable rings occurring in modular representation theory.

Introduction

Classical Galois theory is the study of field extensions $l/k$ through the group of automorphisms of $l$ that fix $k$. If $f$ is a polynomial over $k$, the splitting field of $f$ over $k$ is the smallest extension over which $f$ decomposes into linear factors. If $f \in k[x]$ is moreover separable, its splitting field is the smallest extension $l$ such that

MSC2010: primary 18BXX; secondary 16GXX, 18GXX.

Keywords: tensor triangulated category, separable, etale, Galois, ring-object, stable category.
The field extension $l/k$ is often called quasi-Galois$^1$ if $l$ is the splitting field of some polynomial in $k[x]$. Then, an algebraic field extension is called Galois whenever it is quasi-Galois and separable.


In this paper, we adapt some of these ideas to the context of ring objects in an additive symmetric monoidal category $(\mathcal{H}, \otimes, 1)$, with special emphasis on tensor-triangulated categories. That is, our analogue of a field extension will be a monoid $\eta : 1 \to A$ in $\mathcal{H}$ with associative commutative multiplication $\mu : A \otimes A \to A$. We call $A$ a ring in $\mathcal{H}$, and moreover assume that $A$ is separable, which means $\mu$ has an $(A, A)$-bilinear right inverse $A \to A \otimes A$.

Separable ring objects play an important (though at times invisible) role in various areas of mathematics. In algebraic geometry, for instance, they appear as étale extensions of quasicompact and quasiseparated schemes; see Balmer 2016a; Neeman 2015. More precisely, given a separated étale morphism $f : V \to X$, the object $A := Rf_*(\mathcal{O}_V)$ in $D^{q\text{coh}}(X)$ is a separable ring, and we can understand $D^{q\text{coh}}(V)$ as the category of $A$-modules in $D^{q\text{coh}}(X)$. In representation theory, we can let $\mathcal{H}(G)$ be the (derived or stable) module category of a group $G$ over a field $k$, and consider a subgroup $H < G$ of finite index. Balmer [2015] showed there is a separable ring $A^G_H$ in $\mathcal{H}(G)$ such that the category of $A^G_H$-modules in $\mathcal{H}(G)$ coincides with $\mathcal{H}(H)$, and such that the restriction functor

$$\text{Res}^G_H : \mathcal{H}(G) \to \mathcal{H}(H)$$

is just extension-of-scalars along $A^G_H$. In the same vein, extension-of-scalars along a separable ring recovers restriction to a subgroup in equivariant stable homotopy theory, in equivariant $KK$-theory and in equivariant derived categories; see Balmer et al. 2015. For more examples of separable rings in stable homotopy categories, we refer to Baker and Richter 2008; Rognes 2008.

Thus motivated, we study how much Galois theory carries over. Recall that a ring $A$ in $\mathcal{H}$ is indecomposable if it does not decompose as a product of nonzero rings. Separable ring objects have a well-behaved notion of degree [Balmer 2014] and our first Galois-flavored result (Theorem 4.5) shows that the number of ring endomorphisms of a separable indecomposable ring in $\mathcal{H}$ is bounded by its degree.

$^1$see [Bourbaki 1981, V.9.3]. In the literature, a quasi-Galois extension is sometimes called normal or Galois, probably because these notions coincide when $l/k$ is separable and finite.
Definition. Let $A$ and $B$ be separable rings of finite degree in $\mathcal{K}$. We say $B$ splits $A$ if $B \otimes A \cong B^{\times \deg(A)}$ as (left) $B$-algebras in $\mathcal{H}$. We call an indecomposable ring $B$ a splitting ring of $A$ if $B$ splits $A$ and any ring morphism $C \to B$, where $C$ is an indecomposable ring splitting $A$, is an isomorphism.

Definition. If $A$ is a ring in $\mathcal{K}$ and $\Gamma$ is a group of ring automorphisms of $A$, we call $A$ quasi-Galois in $\mathcal{K}$ with group $\Gamma$ if the $A$-algebra homomorphism $\lambda_\Gamma : A \otimes A \to \prod_{\gamma \in \Gamma} A$ defined by $\text{pr}_\gamma \lambda_\Gamma = \mu(1 \otimes \gamma)$ is an isomorphism.

Under mild conditions on $\mathcal{H}$, Corollary 6.10 shows an indecomposable ring $B$ is quasi-Galois in $\mathcal{K}$ for some group $\Gamma$ if and only if $B$ is a splitting ring of some separable ring $A$ in $\mathcal{K}$. By Theorem 5.9, this happens exactly when $B$ has $\deg(B)$ distinct ring endomorphisms in $\mathcal{H}$. Moreover, Proposition 6.9 shows that every separable ring in $\mathcal{H}$ has (possibly multiple) splitting rings. In particular, $l$ is a splitting field of a separable polynomial $f$ over $k$ if and only if $l$ is a splitting ring of $k[x]/(f)$ in the category $k$-mod; our terminology matches classical field theory.

If, in addition, we assume that $\mathcal{H}$ is tensor-triangulated, we can say more about the way splitting rings arise. Balmer [2005] introduced a topological space $\text{Spc}(\mathcal{H})$ associated to $\mathcal{H}$, in which every object $x \in \mathcal{H}$ has a support $\text{supp}(x) \subset \text{Spc}(\mathcal{H})$. The Balmer spectrum $\text{Spc}(\mathcal{H})$ provides an algebro-geometric approach to the study of triangulated categories, and a complete description of the spectrum is equivalent to a classification of the thick $\otimes$-ideals in the category.

For the remainder of the introduction, we assume $\mathcal{H}$ is tensor-triangulated and nice (say, $\text{Spc}(\mathcal{H})$ is noetherian or $\mathcal{H}$ satisfies Krull–Schmidt). If $A$ is a separable ring in $\mathcal{H}$, the Eilenberg–Moore category $A\text{-Mod}_{\mathcal{H}}$ of $A$-modules in $\mathcal{H}$ admits a triangulation such that extension-of-scalars $\mathcal{H} \to A\text{-Mod}_{\mathcal{H}}$ is exact; see [Balmer 2011, Corollary 4.3]. We can thus extend scalars along a separable ring without leaving the tensor-triangulated world or descending to a model category. If $A$ is quasi-Galois with group $\Gamma$ in $\mathcal{H}$, then $\Gamma$ acts on $A\text{-Mod}_{\mathcal{H}}$ and on the spectrum $\text{Spc}(A\text{-Mod}_{\mathcal{H}})$. By Theorem 9.1, the $\Gamma$-orbits of $\text{Spc}(A\text{-Mod}_{\mathcal{H}})$ are given by $\text{supp}(A) \subset \text{Spc}(\mathcal{H})$. In particular, we recover $\text{Spc}(\mathcal{H})$ from $\text{Spc}(A\text{-Mod}_{\mathcal{H}})$ if $\text{supp}(A) = \text{Spc}(\mathcal{H})$, which happens exactly when $A \otimes f = 0$ implies $f$ is $\otimes$-nilpotent for every morphism $f$ in $\mathcal{H}$.

Recall that for a quasi-Galois field extension $l/k$, any irreducible polynomial $f \in k[x]$ with a root in $l$ splits in $l$; see [Bourbaki 1981, V.9.3]. Proposition 9.6 provides us with a tensor triangular analogue:

**Proposition.** Let $A$ be a separable ring in $\mathcal{H}$ such that the spectrum $\text{Spc}(A\text{-Mod}_{\mathcal{H}})$ is connected, and suppose $B$ is an $A$-algebra with $\text{supp}(A) = \text{supp}(B)$. If $B$ is quasi-Galois in $\mathcal{H}$, then $B$ splits $A$. 

Finally, Theorem 9.7 reveals which separable rings have a quasi-Galois closure in $\mathcal{H}$. Given $P \in \text{Spc}(\mathcal{H})$, we consider the local category $\mathcal{H}_{/P}$ at $P$, the idempotent completion of the Verdier quotient $\mathcal{H}/P$. We say a ring $A$ has constant degree in $\mathcal{H}$ if the degree of $A$ as a ring in $\mathcal{H}_{/P}$ is the same for every prime $P \in \text{supp}(A)$.

**Theorem.** If $A$ has constant degree in $\mathcal{H}$ and the spectrum $\text{Spc}(A\text{-Mod}_{\mathcal{H}})$ is connected, then $A$ has a unique splitting ring $A^*$. Furthermore, $\text{supp}(A) = \text{supp}(A^*)$ and $A^*$ is the quasi-Galois closure of $A$ in $\mathcal{H}$. That is, for any $A$-algebra $B$ that is quasi-Galois in $\mathcal{H}$ with $\text{supp}(A) = \text{supp}(B)$, there exists a ring morphism $A^* \to B$.

We conclude this paper by computing degrees and splitting rings for the separable rings $A^G_H := \mathbb{k}(G/H)$ mentioned above. Here, $H < G$ are finite groups and $\mathbb{k}$ is a field with characteristic $p$ dividing $|G|$. The degree of $A^G_H$ in $D^b(\mathbb{k}G\text{-mod})$ is simply $|G : H|$ and $A^G_H$ is quasi-Galois if and only if $H$ is normal in $G$. Accordingly, the quasi-Galois closure of $A^G_H$ in $D^b(\mathbb{k}G\text{-mod})$ is the ring $A^G_N$, where $N$ is the normal core of $H$ in $G$ (see Corollary 10.11). On the other hand, Proposition 10.13 shows the degree of $A^G_H$ in $\mathbb{k}G\text{-stab}$ is the greatest $0 \leq n \leq |G : H|$ such that there exist distinct $[g_1], \ldots, [g_n]$ in $H \setminus G$ with $p$ dividing $|H^{g_1} \cap \cdots \cap H^{g_n}|$. In that case, the splitting rings of $A^G_H$ are exactly the $A^G_{H^{g_1} \cap \cdots \cap H^{g_n}}$ with $g_1, \ldots, g_n$ as above.

1. **The Eilenberg–Moore category**

**Definition 1.1.** Let $\mathcal{H}$ be an additive category. We say $\mathcal{H}$ is idempotent-complete if for all $x \in \mathcal{H}$, any morphism $e : x \to x$ with $e^2 = e$ yields a decomposition $x \cong x_1 \oplus x_2$ under which $e$ becomes $\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$. Every additive category $\mathcal{H}$ can be embedded in an idempotent-complete category $\mathcal{H}^\mathbb{E}$ in such a way that $\mathcal{H} \hookrightarrow \mathcal{H}^\mathbb{E}$ is fully faithful and every object in $\mathcal{H}^\mathbb{E}$ is a direct summand of some object in $\mathcal{H}$. We call $\mathcal{H}^\mathbb{E}$ the idempotent-completion of $\mathcal{H}$, and [Balmer and Schlichting 2001] shows that $\mathcal{H}^\mathbb{E}$ stays triangulated if $\mathcal{H}$ was.

**Notation 1.2.** Throughout, $(\mathcal{H}, \otimes, 1)$ denotes an idempotent-complete symmetric monoidal category. For objects $x_1, \ldots, x_n$ in $\mathcal{H}$ and a permutation $\tau \in S_n$, we also write $\tau : x_1 \otimes \cdots \otimes x_n \to x_{\tau(1)} \otimes \cdots \otimes x_{\tau(n)}$ to denote the isomorphism that permutes the tensor factors.

**Definition 1.3.** A ring object $A \in \mathcal{H}$ is a monoid $(A, \mu : A \otimes A \to A, \eta : 1 \to A)$ with associative multiplication $\mu$ and two-sided unit $\eta$. We call $A$ commutative if $\mu(12) = \mu$. All ring objects in this paper will be commutative and we often simply call $A$ a ring in $\mathcal{H}$. For rings $A$ and $B$ in $\mathcal{H}$, a ring morphism $f : A \to B$ is a morphism in $\mathcal{H}$ that is compatible with the ring structure.

A (left) $A$-module is a pair $(x \in \mathcal{H}, \varrho : A \otimes x \to x)$, where the action $\varrho$ is compatible with the ring structure in the usual way. Right $A$-modules as well as $(A, A)$-bimodules are defined analogously.
The *Eilenberg–Moore category* \( A\text{-Mod}_{\mathcal{H}} \) has left \( A \)-modules as objects and \( A \)-linear morphisms, which are defined in the usual way. See [Eilenberg and Moore 1965] or [Mac Lane 1998, Chapter VI] for more details. Every object \( x \in \mathcal{H} \) gives rise to a *free \( A \)-module* \( F_A(x) = A \otimes x \) with action given by
\[
\varrho : A \otimes A \otimes x \xrightarrow{\mu \otimes 1} A \otimes x.
\]
We call the functor \( F_A : \mathcal{H} \to A\text{-Mod}_{\mathcal{H}} \) the *extension-of-scalars*, and write \( U_A \) for its forgetful right adjoint:
\[
\begin{array}{c}
\mathcal{H} \\
\downarrow F_A \\
A\text{-Mod}_{\mathcal{H}} \\
\uparrow U_A
\end{array}
\]

A ring \( A \) in \( \mathcal{H} \) is *separable* if the multiplication map \( \mu \) has an \((A, A)\)-bilinear section \( \sigma : A \to A \otimes A \). That is, \( \mu \sigma = 1_A \) and the diagram
\[
\begin{array}{c}
A \otimes A \\
\downarrow \mu \\
A \otimes A \otimes A \\
\downarrow \sigma \\
A \otimes A
\end{array}
\]
commutes.

**Remark 1.4.** The module category \( A\text{-Mod}_{\mathcal{H}} \) is idempotent-complete whenever \( \mathcal{H} \) is idempotent-complete.

**Example 1.5.** Let \( R \) be a commutative ring and consider the category \( R\text{-mod} \) of finitely generated \( R \)-modules. Let \( A \) be a commutative projective \( R \)-algebra and suppose \( A \) is *separable over \( R \)*, that is \( A \) is projective as an \( A \otimes_R A \)-module. Then \( A \) is finitely generated as an \( R \)-module by [DeMeyer and Ingraham 1971, Proposition 2.2.1], so \( A \) defines a separable ring object in \( R\text{-mod} \). On the other hand, we can think of \( A = A[0] \) as a separable ring object in \( \text{D}^{\text{perf}}(R) \), the homotopy category of bounded complexes of finitely generated projective \( R \)-modules. Note that the category of \( A \)-modules in \( \text{D}^{\text{perf}}(R) \) is equivalent to \( \text{D}^{\text{perf}}(A) \) by [Balmer 2011, Theorem 6.5].

**Notation 1.6.** Let \( A \) and \( B \) be rings in \( \mathcal{H} \). The ring structure on \( A \otimes B \) is given by \((\mu_A \otimes \mu_B)(\mathbf{23}) : (A \otimes B)^{\otimes 2} \to (A \otimes B)\). We write \( A^e \) for the enveloping ring \( A \otimes A^{op} \), so that left \( A^e \)-modules are just \((A, A)\)-bimodules. We write \( A \times B \) for the ring \( A \oplus B \) with componentwise multiplication.
Remark 1.7. If $A$ and $B$ are separable rings in $\mathcal{H}$, then so are $A^e$, $A \otimes B$ and $A \times B$. Conversely, $A$ and $B$ are separable whenever $A \times B$ is separable.

Remark 1.8. Let $A$ be a ring in $\mathcal{H}$. Note that every (left) $A$-linear endomorphism $A \to A$ is in fact $A^e$-linear, by commutativity of $A$. What is more, any two $A$-linear endomorphisms $A \to A$ commute.

Definition 1.9. We call a nonzero ring $A$ in $\mathcal{H}$ indecomposable if the only idempotent $A$-linear endomorphisms $A \to A$ in $\mathcal{H}$ are the identity $1_A$ and $0$. In other words, $A$ is indecomposable if it does not decompose as a direct sum of nonzero $A^e$-modules. By the following lemma, this is equivalent to saying $A$ does not decompose as a product of nonzero rings.

Lemma 1.10 [Balmer 2014, Lemma 2.2]. Let $A$ be a ring in $\mathcal{H}$. Suppose there is an $A^e$-linear isomorphism $h : A \to B \oplus C$ for some $A^e$-modules $B$, $C$ in $\mathcal{H}$. Then $B$ and $C$ admit unique ring structures under which $h$ becomes a ring isomorphism $h : A \to B \times C$.

Let $(A, \mu, \eta)$ be a separable ring in $\mathcal{H}$ with separability morphism $\sigma$. In what follows, we define a tensor structure $\otimes_A$ on $A\text{-}\text{Mod}_{\mathcal{H}}$ under which extension-of-scalars becomes monoidal. The following results all appear in [Balmer 2014, §1]. For detailed proofs, see [Pauwels 2015, §1.1]. Let $(x, \varrho_1)$ and $(y, \varrho_2)$ be $A$-modules. Here, we can write $\varrho_1$ to indicate both a left and right action of $A$ on $x$, as $A$ is commutative. Seeing how the endomorphism $v : x \otimes y \to x \otimes y$ given by

$$x \otimes y \overset{1 \otimes \eta \otimes 1}{\longrightarrow} x \otimes A \otimes y \overset{1 \otimes \varrho_1 \otimes 1}{\longrightarrow} x \otimes A \otimes A \otimes y \overset{\varrho_1 \otimes \varrho_2}{\longrightarrow} x \otimes y$$

is idempotent and $\mathcal{H}$ is idempotent-complete, we can define $x \otimes_A y$ as the direct summand $\text{im}(v)$ of $x \otimes y$. Note that $x \otimes_A y$ is independent, up to canonical isomorphism, of the choice of separability section $\sigma$. We get a split coequalizer in $\mathcal{H}$,

$$x \otimes A \otimes y \overset{\varrho_1 \otimes 1}{\longrightarrow} x \otimes y \overset{1 \otimes \varrho_2}{\longrightarrow} x \otimes_A y,$$

and $A$ acts on $x \otimes_A y$ by

$$A \otimes x \otimes_A y \overset{\varrho_1 \otimes 1}{\longrightarrow} A \otimes x \otimes y \overset{\varrho_1 \otimes 1}{\longrightarrow} x \otimes y \overset{\varrho_1 \otimes 1}{\longrightarrow} x \otimes_A y.$$

Proposition 1.11. The tensor product $\otimes_A$ yields a symmetric monoidal structure on $A\text{-}\text{Mod}_{\mathcal{H}}$ under which $F_A$ becomes monoidal. We will write $1_A = A$ for the unit object in $A\text{-}\text{Mod}_{\mathcal{H}}$.

Notation 1.12. If $A$ and $B$ are rings in $\mathcal{H}$ and $h : A \to B$ is a ring morphism, we say that $B$ is an $A$-algebra. As usual, we equip $B$ with the $A$-module structure given by

$$A \otimes B \overset{h \otimes 1}{\longrightarrow} B \otimes B \overset{\mu_B}{\longrightarrow} B,$$
and we write $\overline{B}$ for the corresponding object in $A\text{-Mod}_{\mathcal{K}}$, so that $B = U_A(\overline{B})$.

**Remark 1.13.** Let $A$ be a separable ring in $\mathcal{K}$. There is a one-to-one correspondence between $A$-algebras $B$ in $\mathcal{K}$ and rings $\overline{B}$ in $A\text{-Mod}_{\mathcal{K}}$. More precisely, if $(B, \mu, \eta)$ is a ring in $\mathcal{K}$ and $h : A \to B$ is a ring morphism, then $(\overline{B}, \overline{\mu}, \overline{\eta} := h)$ defines a ring in $A\text{-Mod}_{\mathcal{K}}$, with $\mu : B \otimes B \to B \otimes A \overset{\overline{\mu}}{\longrightarrow} B$. Moreover, $B$ is separable in $\mathcal{K}$ if and only if $\overline{B}$ is separable in $A\text{-Mod}_{\mathcal{K}}$.

**Remark 1.14.** Let $A$ be a separable ring in $\mathcal{K}$ and suppose $B$ is an $A$-algebra via $h : A \to B$. For every $A$-module $x$, we let $B$ act on the left factor of $F_h(x) := B \otimes_A x$ as usual. This defines a functor $F_h : A\text{-Mod}_{\mathcal{K}} \to B\text{-Mod}_{\mathcal{K}}$ and the following diagram commutes up to isomorphism:

$$
\begin{array}{ccc}
\mathcal{K} & \xrightarrow{F_A} & A\text{-Mod}_{\mathcal{K}} \\
\xleftarrow{F_B} & & \xrightarrow{F_B} \\
A\text{-Mod}_{\mathcal{K}} & \xrightarrow{F_h} & B\text{-Mod}_{\mathcal{K}}
\end{array}
$$

Note also that $F_{gh} \cong F_g F_h$ for any ring morphism $g : B \to C$.

**Proposition 1.15.** Let $A$ be a separable ring in $\mathcal{K}$ and suppose $B$ is a separable $A$-algebra, say $\overline{B} \in \mathcal{L} := A\text{-Mod}_{\mathcal{K}}$. There is an equivalence $B\text{-Mod}_{\mathcal{K}} \cong \overline{B}\text{-Mod}_{\mathcal{K}}$ of symmetric monoidal categories such that

$$
\begin{array}{ccc}
\mathcal{K} & \xrightarrow{F_A} & \mathcal{L} \\
\xleftarrow{F_B} & & \xrightarrow{F_B} \\
B\text{-Mod}_{\mathcal{K}} & \cong & \overline{B}\text{-Mod}_{\mathcal{K}},
\end{array}
$$

commutes up to isomorphism.

## 2. Separable rings

**Proposition 2.1.** Let $A$ be a separable ring in $\mathcal{K}$. If $A \cong B \times C$ for rings $B, C$ in $\mathcal{K}$, then any indecomposable ring factor of $A$ is a ring factor of $B$ or $C$. In particular, if $A$ can be written as a product of indecomposable $A$-algebras $A \cong A_1 \times \cdots \times A_n$, this decomposition is unique up to isomorphism.

**Proof.** Suppose $A_1 \in \mathcal{K}$ is an indecomposable ring factor of $A$, say $A \cong A_1 \times A_2$ for some ring $A_2$ in $\mathcal{K}$. The category $A\text{-Mod}_{\mathcal{K}}$ decomposes as

$$
A\text{-Mod}_{\mathcal{K}} \cong A_1\text{-Mod}_{\mathcal{K}} \times A_2\text{-Mod}_{\mathcal{K}},
$$

with $1_A$ corresponding to $(1_{A_1}, 1_{A_2})$. Accordingly, the $A$-algebras $\overline{B}$ and $\overline{C}$ correspond to $(B_1, B_2)$ and $(C_1, C_2)$ respectively, with $B_i, C_i$ in $A_i\text{-Mod}_{\mathcal{K}}$ for $i = 1, 2$, such that $\overline{B} \cong B_1 \times B_2$ and $\overline{C} \cong C_1 \times C_2$ in $A\text{-Mod}_{\mathcal{K}}$. Given that $1_A \cong \overline{B} \times \overline{C}$, we see $1_{A_1} \cong B_1 \times C_1$, hence $A_1 \cong B_1$ or $A_1 \cong C_1$. \qed
**Lemma 2.2.** Let $A$ be a separable ring in $\mathcal{H}$.

(a) For every ring morphism $\alpha : A \to 1$, there exists a unique idempotent $A$-linear morphism $e : A \to A$ such that $\alpha e = \alpha$ and $e \eta \alpha = e$.

(b) Suppose $1$ is indecomposable. If $\alpha_i : A \to 1$ are distinct ring morphisms for $1 \leq i \leq n$, with corresponding idempotent morphisms $e_i : A \to A$ as above, then $e_i e_j = \delta_{i,j} e_i$ and $\alpha_i e_j = \delta_{i,j} \alpha_i$.

**Proof.** Let $\sigma$ be a separability morphism for $A$. To show (a), consider the $A$-linear map $e := (\alpha \otimes 1)\sigma : A \to A$. We immediately see that $\alpha e = \alpha(\alpha \otimes 1)\sigma = \alpha \mu \sigma = \alpha$. Idempotence of $e$ follows from the diagram

\[
\begin{array}{cccccc}
A & \xrightarrow{\sigma} & A \otimes A & \xrightarrow{\alpha \otimes 1} & A \\
\downarrow 1 & \downarrow 1 \otimes \sigma & \downarrow \alpha \otimes 1 & \downarrow \sigma & \\
A \otimes A \otimes A & \xrightarrow{\alpha \otimes 1 \otimes 1} & A \otimes A \\
\downarrow \mu \otimes 1 & \downarrow \mu \otimes 1 & \downarrow \alpha \otimes 1 & \\
A & \xrightarrow{\sigma} & A \otimes A & \xrightarrow{\alpha \otimes 1} & A
\end{array}
\]

in which the left square commutes by bilinearity of $\sigma$. Seeing how

\[
\begin{array}{cccccc}
A & \xrightarrow{\alpha} & 1 & \xrightarrow{\eta} & A \\
\downarrow 1 \otimes \eta & \downarrow & \downarrow \sigma & \\
A \otimes A & \xrightarrow{1 \otimes \sigma} & A \otimes A \otimes A & \xrightarrow{\alpha \otimes 1 \otimes 1} & A \otimes A \\
\downarrow \mu & \downarrow \mu \otimes 1 & \downarrow \alpha \otimes 1 & \downarrow \alpha \otimes 1 & \\
A & \xrightarrow{\sigma} & A \otimes A & \xrightarrow{\alpha \otimes 1} & 1 \otimes A
\end{array}
\]

commutes, we moreover get $e \eta \alpha = e$. Suppose $e'$ is also an $A$-linear morphism with $\alpha e' = \alpha$ and $e' \eta \alpha = e'$. Then, $e = e \eta \alpha = e \eta e' = e'e = e' \eta \alpha e = e' \eta \alpha = e'$ by Remark 1.8. For (b), let $1 \leq i, j \leq n$. From the commuting diagram

\[
\begin{array}{cccccc}
A & \xrightarrow{\alpha_i} & 1 & \xrightarrow{\eta} & A \\
\downarrow 1 \otimes \eta & \downarrow & \downarrow e_j & \\
A \otimes A & \xrightarrow{1 \otimes e_j} & A \otimes A & \xrightarrow{\alpha_i \otimes 1} & A \\
\downarrow \mu & \downarrow \mu & \downarrow \alpha_i & \downarrow \alpha_i & \\
A & \xrightarrow{e_j} & A & \xrightarrow{\alpha_i} & 1
\end{array}
\]

we see that $\alpha_i e_j \eta \alpha_i = \alpha_i e_j$. Hence, $(\alpha_i e_j \eta)(\alpha_i e_j \eta) = \alpha_i e_j e_j \eta = \alpha_i e_j \eta$, so the morphism $\alpha_i e_j \eta : 1 \to 1$ is idempotent and equals 0 or $1_1$. In the first case, $\alpha_i e_j = \alpha_i e_j \eta \alpha_i = 0$ and $e_i e_j = e_i \eta \alpha_i e_j = 0$, in particular $i \neq j$. On the other hand, if $\alpha_i e_j \eta = 1_1$ we get $\alpha_i e_j = \alpha_i e_j \eta \alpha_i = \alpha_i$ and $\alpha_i e_j = \alpha_i e_j \eta \alpha_j = \alpha_j$, so $i = j$. □
Lemma 2.3. Let $(A, \mu_A, \eta_A)$ and $(B, \mu_B, \eta_B)$ be separable rings in $\mathcal{H}$.

(a) Suppose $f : A \rightarrow B$ and $g : B \rightarrow A$ are ring morphisms such that $gf = 1_A$. We equip $A$ with the structure of $B^e$-module via the morphism $g$. There exists a $B^e$-linear morphism $\tilde{f} : A \rightarrow B$ such that $g \tilde{f} = 1_A$. In particular, $A$ is a direct summand of $B$ as a $B^e$-module.

(b) Suppose $A$ is indecomposable. Let $g_i : B \rightarrow A$ be distinct ring morphisms for $1 \leq i \leq n$ and suppose $f : A \rightarrow B$ is a ring morphism with $g_i f = 1_A$. Then $A^{\oplus n}$ is a direct summand of $B$ as a $B^e$-module, with projections $g_i : B \rightarrow A$ for $1 \leq i \leq n$.

Proof. Considering the $A$-module structure on $B$ given by $f$, we note that $g : B \rightarrow A$ is $A$-linear:

$$
\begin{array}{ccc}
A \otimes B & f \otimes 1 & B \otimes B \\
\downarrow 1 \otimes g & \downarrow g \otimes g & \downarrow g \\
A \otimes A & A \otimes A & A \\
\end{array}
$$

We can thus apply Lemma 2.2 to the ring morphism $\tilde{g} : \tilde{B} \rightarrow 1_A$ in $A$-$\text{Mod}_\mathcal{H}$ and find an idempotent $\tilde{B}^e$-linear morphism $\tilde{\epsilon} : \tilde{B} \rightarrow \tilde{B}$ such that $\tilde{g} \tilde{\epsilon} = \tilde{g}$ and $\tilde{\epsilon} \eta_B \tilde{g} = \tilde{\epsilon}$. Forgetting the $A$-action, $U_A(\tilde{\epsilon}) := e : \tilde{B} \rightarrow B$ is idempotent and $B^e$-linear, with $ge = g$ and $efg = e$. Let $\tilde{f} := ef$. We need to show that $\tilde{f}$ is $B^e$-linear, where $B^e$ acts on $A$ via $g$. Left $B$-linearity of $\tilde{f}$ follows from the commuting diagram

$$
\begin{array}{ccc}
B \otimes A & g \otimes 1 & A \otimes A \\
\downarrow 1 \otimes f & \downarrow f \otimes f & \downarrow f \\
B \otimes B & B \otimes B & B \\
\downarrow e \otimes 1 & \downarrow e \otimes 1 & \downarrow e \\
B \otimes B & B \otimes B & B \\
\end{array}
$$

and right $B$-linearity follows similarly. Finally, $g \tilde{f} = gef = gf = 1_A$.

For (b), let $g_i : B \rightarrow A$ be distinct ring morphisms with $g_i f = 1_A$ for $1 \leq i \leq n$. As in part (a), we find idempotent $B^e$-linear morphisms $e_i : B \rightarrow B$ and $B^e$-linear morphisms $\tilde{f}_i := e_i f$ with $g_i \tilde{f}_i = 1_A$ and $e_i = \tilde{f}_i g_i$. In fact, Lemma 2.2(b) shows the $e_i$ are orthogonal. Seeing how $A = \text{im}(e_i)$, we conclude $A^{\oplus n}$ is a direct summand of $B$ as a $B^e$-module, with projections $g_i : B \rightarrow A$ for $1 \leq i \leq n$. □

Corollary 2.4. Let $A$ and $B$ be separable rings in $\mathcal{H}$ and suppose $B$ is an $A$-algebra. The corresponding ring $\tilde{B}$ in $A$-$\text{Mod}_\mathcal{H}$ is a ring factor of $F_A(B)$. 
We recall Balmer’s definition [2014] of the degree of a separable ring in a tensor-triangulated category, and show the definition works for any idempotent-complete symmetric monoidal category \( \mathcal{H} \).

**Theorem 3.1.** Let \( A \) and \( B \) be separable rings in \( \mathcal{H} \). Suppose \( f : A \to B \) and \( g : B \to A \) are ring morphisms such that \( gf = 1_A \). There exists a separable ring \( C \) in \( \mathcal{H} \) and a ring isomorphism \( h : B \xrightarrow{\sim} A \times C \) such that \( pr_1 h = g \). If we equip \( C \) with the \( A \)-algebra structure coming from \( pr_2 h f \), it is unique up to isomorphism of \( A \)-algebras.

**Proof.** This proposition is proved in [Balmer 2014, Theorem 2.4] when \( \mathcal{H} \) is a tensor-triangulated category. In our case, Lemma 2.3 yields an isomorphism \( h : B \xrightarrow{\sim} A \oplus C \) of \( B^e \)-modules such that \( pr_1 h = g \). By Lemma 1.10, \( A \) and \( C \) admit ring structures under which \( h \) becomes a ring isomorphism. This new ring structure on \( A \) is the original one, seeing how the projection \( g : F_A(B) \to B \) is a ring morphism for both structures. \( \square \)

3. Degree of a separable ring

We recall Balmer’s definition [2014] of the degree of a separable ring in a tensor-triangulated category, and show the definition works for any idempotent-complete symmetric monoidal category \( \mathcal{H} \).

**Definition 3.2 [Balmer 2014, Definition 3.1].** Let \((A, \mu, \eta)\) be a separable ring in \( \mathcal{H} \). Applying Theorem 3.1 to the ring morphisms \( f = 1_A \otimes \eta : A \to A \otimes A \) and \( g = \mu : A \otimes A \to A \), we find a separable \( A \)-algebra \( A' \), unique up to isomorphism, and a ring isomorphism \( h : A \otimes A \xrightarrow{\sim} A \times A' \) such that \( pr_1 h = \mu \).

The splitting tower

\[
1 = A^{[0]} \xrightarrow{\eta} A = A^{[1]} \to A^{[2]} \to \cdots \to A^{[n]} \to A^{[n+1]} \to \cdots
\]

is defined inductively by \( A^{[n+1]} = (A^{[n]})' \), where we consider \( A^{[n]} \) as a ring in \( A^{[n-1]} - \text{Mod}_\mathcal{H} \). We say the degree of \( A \) is \( d \), writing \( \deg_{\mathcal{H}}(A) = d \), if \( A^{[d]} \neq 0 \) and \( A^{[d+1]} = 0 \). We say \( A \) has infinite degree if \( A^{[d]} \neq 0 \) for all \( d \geq 0 \).

**Remark 3.3.** By construction, we have \((A^{[n]})^{[m+1]} \cong A^{[n+m]}\) as \( A^{[n+m-1]} \)-algebras for all \( m \geq 0 \) and \( n \geq 1 \), where we regard \( A^{[n]} \) as a ring in \( A^{[n-1]} - \text{Mod}_\mathcal{H} \). In other words, \( \deg_{A^{[n-1]} - \text{Mod}_\mathcal{H}}(A^{[n]}) = \deg_{\mathcal{H}}(A) - n + 1 \) for \( 1 \leq n \leq \deg_{\mathcal{H}}(A) + 1 \).
Example 3.4. Let $R$ be a commutative ring and suppose $A$ is a commutative projective separable $R$-algebra. If Spec $R$ is connected, then the degree of $A$ as a ring in $\text{D}^{\text{perf}}(R)$ (see Example 1.5) recovers its rank as an $R$-module. This will follow from Proposition 7.9.

Proposition 3.5. Let $A$ and $B$ be separable rings in $\mathcal{H}$.

(a) We have $F_A[n](A) \cong 1^n_{A[n]} \times A^{[n+1]}$ as $A^{[n]}$-algebras.

(b) Let $F: \mathcal{H} \to L$ be an additive monoidal functor. For every $n \geq 0$, the rings $F(A^n)$ and $F(A)[n]$ are isomorphic. In particular, $\deg_{\mathcal{H}}(F(A)) \leq \deg_{\mathcal{H}}(A)$.

(c) Suppose $A$ is a $B$-algebra. Then $\deg_{\mathcal{H}}(F_B(A)) = \deg_{\mathcal{H}}(A)$.

Proof. The proofs for (a) and (b) in [op. cit., Theorems 3.7 and 3.9] still hold in our (not necessarily triangulated) setting. To prove (c), note that $A^{[n]}$ is a $B$-algebra and hence a direct summand of $F_B(A^n) \cong F_B(A)[n]$. This means $F_B(A)^{[n]} \neq 0$ when $A^n \neq 0$ so that $\deg_{\mathcal{H}}(F_B(A)) = \deg_{\mathcal{H}}(A)$.

Lemma 3.6 [Balmer 2014, Lemma 3.11]. Let $n \geq 1$ and $A := 1^n \in \mathcal{H}$. There is an isomorphism $A^{[2]} \cong A^{(n-1)}$ of $A$-algebras.

Proof. We prove there is an $A$-algebra isomorphism $\lambda: A \otimes A \to A \times A^{(n-1)}$ with $\text{pr}_1 \lambda = \mu_A$. We write $A = \prod_{i=0}^{n-1} 1_i$, $A \otimes A = \prod_{0 \leq i, j \leq n-1} 1_i \otimes 1_j$ and $A \times A^{(n)} = \prod_{k=0}^{n-1} \prod_{i=0}^{n-1} 1_{ik}$ with $1 = 1_i = 1_{ik}$ for all $i, k$. Define $\lambda: A \otimes A \to A \times A^{(n)}$ by mapping the factor $1_i \otimes 1_j$ identically to $1_{i(j-i)}$, with indices in $\mathbb{Z}_n$. Then, $\lambda$ is an $A$-algebra isomorphism and $\text{pr}_1 \lambda = \mu_A$.

Corollary 3.7. Let $n \geq 1$. Then $\deg_{\mathcal{H}}(1^n) = n$ and $(1^n)^{[n]} \cong 1^n$ in $\mathcal{H}$.

Proof. Let $A := 1^n$. The result is clear when $n = 1$, and we proceed by induction on $n$. By Lemma 3.6, we know $A^{[2]} \cong A^{(n-1)}$ in $A$-$\text{Mod}_{\mathcal{H}}$. Assuming the induction hypothesis, $\deg_{A\text{-Mod}_{\mathcal{H}}}(A^{[2]}) = n - 1$ and

$A^n \cong (A^{[2]})^{n-1} \cong 1_A^{(n-1)!} \cong (1^n)^{(n-1)!} \cong 1^n!.$

Lemma 3.8. Let $A$ and $B$ be separable rings of finite degree in $\mathcal{H}$. Then,

(a) $\deg(A \times B) \leq \deg(A) + \deg(B)$

(b) $\deg(A \times 1^n) = \deg(A) + n$

(c) $\deg(A^{\times t}) = \deg(A) \cdot t$.

Proof. To prove (a), let $n := \deg(A \times B)$ and $C := (A \times B)^{[n]}$. Writing $A' := F_C(A)$ and $B' := F_C(B)$, we know from Proposition 3.5(a) that

$A' \times B' = F_C(A \times B) \cong 1^n_C.$

If we let $D := (A')^{[\deg(A')] }$ and apply $F_D$ to the isomorphism, we get

$1_D^{\deg(A')} \times F_D(B') \cong 1_D^{\times n}.$
Similarly, putting $E := (F_D(B'))^{[\deg(F_D(B'))]}$ and applying $F_E$ gives
\[ \mathbb{1}_E^{\deg(A')} \times \mathbb{1}_E^{\deg(F_D(B'))} \cong \mathbb{1}_E^n. \]
This shows $n = \deg(A') + \deg(F_D(B')) \leq \deg(A) + \deg(B)$ by Proposition 3.5(b).

For (b), let $B := A^{[\deg(A)]}$. Then, $F_B(A \times \mathbb{1}^\times n) \cong \mathbb{1}_B^{\deg(A)} \times \mathbb{1}_B^n$ and we find
\[ \deg(A \times \mathbb{1}^\times n) \geq \deg(F_B(A \times \mathbb{1}^\times n)) = \deg(A) + n. \]
To prove (c), we write $B := A^{[\deg(A)]}$ again and note that $F_B(A^\times t) \cong (\mathbb{1}_B^{\deg(A)})^\times t$. Hence, $\deg(A^\times t) \geq \deg(F_B(A^\times t)) = \deg(A) \cdot t$. \hfill \Box

4. Counting ring morphisms

**Lemma 4.1.** Let $A$ be a separable ring in $\mathcal{K}$ and suppose $\mathbb{1}$ is indecomposable. If there are $n$ distinct ring morphisms $A \to \mathbb{1}$, then $A$ has $\mathbb{1}^\times n$ as a ring factor. In particular, there are at most $\deg A$ distinct ring morphisms $A \to \mathbb{1}$.

**Proof.** Let $\alpha_i : A \to \mathbb{1}$ be distinct ring morphisms for $1 \leq i \leq n$. By Lemma 2.3(b), we know that $\mathbb{1}^\oplus n$ is a direct summand of $A$ as an $A^e$-module, with projections $\alpha_i : A \to \mathbb{1}$ for $1 \leq i \leq n$. Moreover, Lemma 1.10 shows that every such summand $\mathbb{1}$ admits a ring structure, under which $\mathbb{1}^\times n$ becomes a ring factor of $A$ and the projections $\alpha_i$ are ring morphisms. In fact, these new ring structures on $\mathbb{1}$ are the original one, seeing how $\alpha_i \eta_A = 1_\mathbb{1}$ is a ring morphism for every $1 \leq i \leq n$. Finally, Lemma 3.8(b) shows that $\deg(A) \geq n$. \hfill \Box

**Proposition 4.2.** Let $A$ and $B$ be separable rings in $\mathcal{K}$ and suppose $B$ is indecomposable. Let $n \geq 1$. The following are equivalent:

(i) There are (at least) $n$ distinct ring morphisms $A \to B$ in $\mathcal{K}$.

(ii) The ring $\mathbb{1}_B^\times n$ is a ring factor of $F_B(A)$ in $B\text{-}\text{Mod}_\mathcal{K}$.

(iii) There is a ring morphism $A^{[n]} \to B$ in $\mathcal{K}$.

**Proof.** Firstly, we claim there is a one-to-one correspondence between ring morphisms $\alpha : A \to B$ in $\mathcal{K}$ and ring morphisms $\beta : F_B(A) \to \mathbb{1}_B$ in $B\text{-}\text{Mod}_\mathcal{K}$. Indeed, this correspondence sends $\alpha : A \to B$ in $\mathcal{K}$ to the $B$-algebra morphism
\[ B \otimes A \xrightarrow{1_B \otimes \alpha} B \otimes B \xrightarrow{\mu} B, \]
and conversely, $\beta : F_B(A) \to \mathbb{1}_B$ gets mapped to $A \xrightarrow{\eta_B \otimes 1_A} B \otimes A \xrightarrow{\beta} B$ in $\mathcal{K}$.

To show (i) $\Rightarrow$ (ii), note that $n$ distinct ring morphisms $A \to B$ in $\mathcal{K}$ give $n$ distinct ring morphisms $F_B(A) \to \mathbb{1}_B$ in $B\text{-}\text{Mod}_\mathcal{K}$. By Lemma 4.1, $\mathbb{1}_B^\times n$ is a ring factor of $F_B(A)$. For (ii) $\Rightarrow$ (i), suppose $\mathbb{1}_B^\times n$ is a ring factor of $F_B(A)$ in $B\text{-}\text{Mod}_\mathcal{K}$ and consider the projections $\text{pr}_i : F_B(A) \to \mathbb{1}_B$ with $1 \leq i \leq n$. By the claim, there are at least $n$ distinct ring morphisms $A \to B$ in $\mathcal{K}$. 
We show (ii) \(\Rightarrow\) (iii) by induction on \(n\). The case \(n = 1\) has already been proven. Let \(n \geq 1\) and suppose \(1^\times(n+1)_B\) is a ring factor of \(F_B(A)\). By the induction hypothesis, there exists a ring morphism \(A^{[n]} \to B\). As usual, we write \(\bar{B}\) for the separable ring in \(A^{[n]}\)-\text{Mod}_\mathcal{X}\) corresponding to the \(A^{[n]}\)-algebra \(B\) in \(\mathcal{X}\). The diagram

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{F_{A^{[n]}}} & A^{[n]}\text{-Mod}_\mathcal{X} \\
\downarrow F_B & & \downarrow F_{\bar{B}} \\
B\text{-Mod}_\mathcal{X} & \xrightarrow{\sim} & \bar{B}\text{-Mod}_{A^{[n]}\text{-Mod}_\mathcal{X}}
\end{array}
\]  

(4.3)

from Proposition 1.15 shows that \(F_B(A)\) is mapped to \(F_{\bar{B}}(F_{A^{[n]}}(A))\) under the equivalence \(B\)-\text{Mod}_\mathcal{X} \cong \bar{B}\text{-Mod}_{A^{[n]}\text{-Mod}_\mathcal{X}}\). It follows that \(1^\times(n+1)_\bar{B}\) is a ring factor of \(F_{\bar{B}}(F_{A^{[n]}}(A))\). On the other hand, by Proposition 3.5(b) we know that

\[
F_{\bar{B}}(F_{A^{[n]}}(A)) \cong F_{\bar{B}}(1^\times(n+1)_A^{[n]} \times A^{[n+1]}) \cong 1^\times(n+1)_\bar{B} \times F_{\bar{B}}(A^{[n+1]}).
\]  

(4.4)

Hence, \(1^\times(n+1)_\bar{B}\) is a ring factor of \(F_{\bar{B}}(A^{[n+1]})\) by Proposition 2.1 and we conclude there exists a ring morphism \(A^{[n+1]} \to \bar{B}\) in \(A^{[n]}\)-\text{Mod}_\mathcal{X}\).

To show (iii) \(\Rightarrow\) (ii), suppose \(B\) is an \(A^{[n]}\)-algebra and write \(\bar{B}\) for the corresponding separable ring in \(A^{[n]}\)-\text{Mod}_\mathcal{X}\). Using diagram (4.3) again, it is enough to show that \(1^\times(n)_\bar{B}\) is a ring factor of \(F_{\bar{B}}(F_{A^{[n]}}(A))\). This follows from (4.4).

\[\square\]

**Theorem 4.5.** Let \(A\) and \(B\) be separable rings in \(\mathcal{X}\), where \(A\) has finite degree and \(B\) is indecomposable. There are at most \(\deg(A)\) distinct ring morphisms from \(A\) to \(B\).

**Proof.** If there are \(n\) distinct ring morphisms from \(A\) to \(B\), we know \(1^\times(n)_B\) is a ring factor of \(F_B(A)\) by Proposition 4.2. So, \(n \leq \deg_{B\text{-Mod}_\mathcal{X}}(F_B(A)) \leq \deg_{\mathcal{X}}(A)\) by Proposition 3.5(b) and Lemma 3.8(b).

\[\square\]

**Remark 4.6.** The assumption \(B\) is indecomposable is necessary in Theorem 4.5. Indeed, \(\deg(1^\times(n)) = n\) but \(1^\times(n)\) has at least \(n!\) ring endomorphisms.

### 5. Quasi-Galois theory

Suppose \((A, \mu, \eta)\) is a nonzero ring in \(\mathcal{X}\) and \(\Gamma\) is a finite set of ring endomorphisms of \(A\) with \(1_A \in \Gamma\). Consider the ring \(\prod_{\gamma \in \Gamma} A_\gamma\), where we write \(A_\gamma = A\) for all \(\gamma \in \Gamma\) to keep track of the different copies of \(A\). We define ring morphisms \(\varphi_1 : A \to \prod_{\gamma \in \Gamma} A_\gamma\) by \(\varphi_1 \gamma = 1_A\) and \(\varphi_2 : A \to \prod_{\gamma \in \Gamma} A_\gamma\) by \(\varphi_2 \gamma = \gamma\) for all \(\gamma \in \Gamma\). Thus, \(\varphi_1\) renders the (standard) left \(A\)-module structure on \(\prod_{\gamma \in \Gamma} A_\gamma\) and we introduce a right \(A\)-module structure on \(\prod_{\gamma \in \Gamma} A_\gamma\) via \(\varphi_2\).

**Definition 5.1.** We will consider the following ring morphism:

\[
\lambda_\Gamma = \lambda : A \otimes A \longrightarrow \prod_{\gamma \in \Gamma} A_\gamma \quad \text{with} \quad \text{pr}_\gamma \lambda = \mu(1 \otimes \gamma).
\]
Note that $\lambda(1 \otimes \eta) = \varphi_1$ and $\lambda(\eta \otimes 1) = \varphi_2$, so that $\lambda$ is an $A^e$-algebra morphism.

**Lemma 5.3.** Suppose $\lambda_{1,\Gamma} : A \otimes A \to \prod_{\gamma \in \Gamma} A_\gamma$ is an isomorphism.

(a) There is an $A^e$-linear morphism $\sigma : A \to A \otimes A$ such that $\mu(1 \otimes \gamma)\sigma = \delta_{1,\gamma}$ for every $\gamma \in \Gamma$. In particular, $A$ is separable.

(b) Let $\gamma \in \Gamma$. If there exists a nonzero ring $B$ in $\mathcal{H}$ and ring morphism $\alpha : A \to B$ with $\alpha \gamma = \alpha$, then $\gamma = 1$.

(c) The separable ring $A$ has degree $|\Gamma|$ in $\mathcal{H}$.

**Proof.** To prove (a), consider the $A^e$-linear morphism $\sigma := \lambda^{-1} \text{incl}_1 : A \to A \otimes A$. The following diagram shows that $\mu(1 \otimes \gamma)\sigma = \delta_{1,\gamma}$:

$$
\begin{array}{ccc}
A & \xrightarrow{\lambda} & \prod_{\gamma \in \Gamma} A_\gamma \\
A \otimes A & \xrightarrow{\lambda^{-1}} & \prod_{\gamma \in \Gamma} A_\gamma \\
\text{incl}_1 & \xrightarrow{\sigma} & A \otimes A \\
\end{array}
$$

For (b), suppose $\alpha \gamma = \alpha$ and $\sigma : A \to A \otimes A$ as in (a). We get

$$
\alpha = \alpha \mu \sigma = \mu(\alpha \otimes \alpha)\sigma = \mu(\alpha \otimes \alpha)(1 \otimes \gamma)\sigma = \alpha \mu(1 \otimes \gamma)\sigma = \alpha \delta_{\gamma, 1}.
$$

Hence, either $\alpha = 0$ or $\gamma = 1_A$. Finally, given that $F_A(A) \cong 1_A \times |\Gamma|$ in $A\text{-Mod}_{\mathcal{H}}$, Proposition 3.5(c) shows that $\deg(A) = |\Gamma|$.

**Definition 5.4.** Suppose that $A$ is a nonzero ring in $\mathcal{H}$ and $\Gamma$ is a finite group of ring automorphisms of $A$. We say that $A$ is quasi-Galois in $\mathcal{H}$ with group $\Gamma$ if $\lambda_{1,\Gamma} : A \otimes A \to \prod_{\gamma \in \Gamma} A_\gamma$ is an isomorphism. By the above lemma, it follows that $A$ is separable of degree $|\Gamma|$ in $\mathcal{H}$. We also call $F_A : \mathcal{H} \to A\text{-Mod}_{\mathcal{H}}$ a quasi-Galois extension with group $\Gamma$.

**Example 5.5.** Let $A := 1 \times n$ and consider the ring morphism $\gamma := (1 2 \cdots n)$ which permutes the factors. Then $A$ is quasi-Galois with group $\Gamma = \{\gamma^i \mid 0 \leq i \leq n-1\} \cong \mathbb{Z}/n$. Indeed, the isomorphism $\lambda : A \otimes A \to A^{\times n}$ constructed in the proof of Lemma 3.6 is exactly $\lambda_{1,\Gamma}$. In particular, $\Gamma$ does not always contain all ring automorphisms of $A$.

**Remark 5.6.** The Galois theory of commutative rings was introduced by Auslander and Goldman [1960, Appendix], and was further developed by Chase, Harrison and Rosenberg [Chase et al. 1965] and many others. They considered commutative
rings $R \subset A$ such that $A$ is separable and projective as an $R$-algebra. If $\Gamma$ is a finite group of ring automorphisms of $A$ fixing $R$, then $A$ is \textit{Galois over $R$ with group $\Gamma$} if the maps $R \hookrightarrow A^\Gamma$ and

$$A \otimes_R A \to \prod_{\gamma \in \Gamma} A, \quad x \otimes y \mapsto (x \cdot \gamma(y))_{\gamma \in \Gamma}$$

are isomorphisms. In particular, $A$ defines a ring object in the categories $R\text{-}\text{mod}$ and $\text{D}^{\text{perf}}(R)$ (see Example 1.5), which is quasi-Galois with group $\Gamma$.

**Lemma 5.7.** Let $A$ be quasi-Galois of degree $d$ in $\mathcal{H}$ with group $\Gamma$ and suppose $F : \mathcal{H} \to \mathcal{L}$ is an additive monoidal functor. If $F(A) \neq 0$, then $F(A)$ is quasi-Galois of degree $d$ in $\mathcal{L}$ with group $F(\Gamma) = \{F(\gamma) \mid \gamma \in \Gamma\}$. In particular, being quasi-Galois is stable under extension-of-scalars.

**Proof.** We immediately see that $F(\lambda_\Gamma) : F(A) \otimes F(A) \cong F(A \otimes A) \to \prod_{\gamma \in \Gamma} F(A)$ is an isomorphism in $\mathcal{L}$, so it suffices to show $\Gamma \cong F(\Gamma)$ and $F(\lambda_\Gamma) = \lambda_{F(\Gamma)}$. Now, $\lambda_\Gamma$ is defined by $\text{pr}_\gamma \lambda_\Gamma = \mu_A(1_A \otimes \gamma)$, hence $\text{pr}_\gamma F(\lambda_\Gamma) = \mu_{F(A)}(1_{F(A)} \otimes F(\gamma))$ for every $\gamma \in \Gamma$. In particular, the morphisms $\mu_{F(A)}(1_{F(A)} \otimes F(\gamma))$ with $\gamma \in \Gamma$ are distinct. This shows the morphisms $F(\gamma)$ with $\gamma \in \Gamma$ are distinct, so that $\Gamma \cong F(\Gamma)$ and $F(\lambda_\Gamma) = \lambda_{F(\Gamma)}$. □

**Proposition 5.8.** Suppose $A$ is quasi-Galois in $\mathcal{H}$ with group $\Gamma$.

(a) If $B$ is a separable indecomposable $A$-algebra, then $\Gamma$ acts freely and transitively on the set of ring morphisms from $A$ to $B$. In particular, there are exactly $\deg(A)$ distinct ring morphisms from $A$ to $B$ in $\mathcal{H}$.

(b) If $A$ is indecomposable then $\Gamma$ contains all ring endomorphisms of $A$.

**Proof.** Note that the set $S$ of ring morphisms from $A$ to $B$ is nonempty and $\Gamma$ acts on $S$ by precomposition. The action is free by Lemma 5.3(b) and transitive because $|S| \leq \deg A = |\Gamma|$ by Theorem 4.5. In particular, if $A$ is indecomposable, then $A$ has exactly $\deg A = |\Gamma|$ ring endomorphisms in $\mathcal{H}$. □

By the above proposition, we can simply say an indecomposable ring $A$ in $\mathcal{H}$ is quasi-Galois, with the understanding that the Galois group $\Gamma$ contains all ring endomorphisms of $A$.

**Theorem 5.9.** Let $A$ be a separable indecomposable ring of finite degree in $\mathcal{H}$ and write $\Gamma$ for the set of ring endomorphisms of $A$. The following are equivalent:

(i) $|\Gamma| = \deg(A)$.

(ii) $F_A(A) \cong 1_A^{\times t}$ in $A\text{-}\text{Mod}_{\mathcal{H}}$ for some $t > 0$. 
(iii) $\lambda_\Gamma : A \otimes A \to \prod_{\gamma \in \Gamma} A_\gamma$ is an isomorphism.

(iv) $\Gamma$ is a group and $A$ is quasi-Galois in $\mathcal{H}$ with group $\Gamma$.

**Proof.** First note that $d := \deg(A) = \deg(F_A(A))$ by Proposition 3.5(c). To show (i) $\Rightarrow$ (ii), recall that $1_A \otimes d$ is a ring factor of $F_A(A)$ if $|\Gamma| = d$ by Proposition 4.2. By Lemma 3.8(b), we know $F_A(A) \cong 1_A^{\times d}$. For (iii) $\Rightarrow$ (ii), we note that $t = d$ and consider an $A$-algebra isomorphism $l : A \otimes A \cong A^{\times d}$. We define ring endomorphisms

$$\alpha_i : A \xrightarrow{\eta \otimes 1_A} A \otimes A \xrightarrow{l} A^{\times d} \xrightarrow{pr_i} A, \quad i = 1, \ldots, d,$$

such that $\mu(1_A \otimes \alpha_i) = pr_i l(\mu \otimes 1_A)(1_A \otimes \eta \otimes 1_A) = pr_i l$ for every $i$. This shows the $\alpha_i$ are all distinct, so that $\Gamma = \{\alpha_i \mid 1 \leq i \leq d\}$ by Theorem 4.5 and $l = \lambda_\Gamma$. For (iii) $\Rightarrow$ (iv), we show that every $\gamma \in \Gamma$ is an automorphism. By Lemma 5.3(a), we can find an $A$-linear morphism $\sigma : A \to A \otimes A$ such that $\mu(1 \otimes \gamma) \sigma = \delta_{1, \gamma}$ for every $\gamma \in \Gamma$. Let $\gamma \in \Gamma$ and note that $\gamma = \mu(1 \otimes 1)(1 \otimes \gamma) \sigma$ so that $(1 \otimes \gamma) \sigma : A \to A \otimes A$ is nonzero. Thus there exists $\gamma' \in \Gamma$ such that

$$\pr_{\gamma'} \lambda_\Gamma(1 \otimes \gamma) \sigma = \mu(1 \otimes \gamma') \lambda_\Gamma(1 \otimes \gamma) \sigma = \delta_{1, \gamma' \gamma}$$

is nonzero. This means $1 = \gamma' \gamma$ and $\gamma'(\gamma' \gamma) = \gamma'$ so $\gamma \gamma' = 1$ by Lemma 5.3(b). Finally, (iv) $\Rightarrow$ (i) is the last part of Lemma 5.3. \qed

**Corollary 5.10.** Let $A$, $B$ and $C$ be separable rings in $\mathcal{H}$ with $A \cong B \times C$, and suppose $B$ is indecomposable. If $F_A(A) \cong 1_A^{\times d}$, then $B$ is quasi-Galois. In particular, being quasi-Galois is stable under passing to indecomposable ring factors.

**Proof.** Consider the decomposition $A \text{-Mod}_{\mathcal{H}} \cong B \text{-Mod}_{\mathcal{H}} \times C \text{-Mod}_{\mathcal{H}}$, under which $F_A(A)$ corresponds to $(F_B(B \times C), F_C(B \times C))$ and $1_A^{\times d}$ corresponds to $(1_B^{\times d}, 1_C^{\times d})$. Given that $1_B$ is indecomposable and $F_B(B)$ is a ring factor of $1_B^{\times d}$ in $B \text{-Mod}_{\mathcal{H}}$, we know $F_B(B) \cong 1_B^{\times d}$ for some $1 \leq t \leq d$. The result now follows from Theorem 5.9. \qed

### 6. Splitting rings

**Definition 6.1.** Let $A$ and $B$ be separable rings of finite degree in $\mathcal{H}$. We say $B$ splits $A$ if $F_B(A) \cong 1_B^{\times \deg(A)}$ in $B \text{-Mod}_{\mathcal{H}}$. We call an indecomposable ring $B$ a splitting ring of $A$ if $B$ splits $A$ and any ring morphism $C \to B$, where $C$ is an indecomposable ring splitting $A$, is an isomorphism.

**Remark 6.2.** Let $A$ be a separable ring in $\mathcal{H}$ with $\deg(A) = d$. The ring $A^{[d]}$ in $\mathcal{H}$ splits $A$ by Proposition 3.5(a). Moreover, if $B$ is a separable indecomposable ring in $\mathcal{H}$, then $B$ splits $A$ if and only if $B$ is an $A^{[d]}$-algebra. This follows immediately from Proposition 4.2.
**Remark 6.3.** Let $A$ be a separable ring in $\mathcal{K}$ with $\deg(A) = d$. The ring $A^{[d]}$ in $\mathcal{K}$ splits itself by Proposition 3.5(a), (b) and Corollary 3.7:

$$F_{A^{[d]}}(A^{[d]}) \cong (F_{A^{[d]}}(A))^{[d]} \cong (1 \times d)^{[d]} \cong 1^{d!}_{A^{[d]}}.$$  

**Lemma 6.4.** Let $A$ be a separable ring in $\mathcal{K}$ that splits itself. If $A_1$ and $A_2$ are indecomposable ring factors of $A$, then any ring morphism $A_1 \to A_2$ is an isomorphism.

**Proof.** Let $A_1$ and $A_2$ be indecomposable ring factors of $A$ and suppose there is a ring morphism $f : A_1 \to A_2$. We know $F_{A_1}(A) \cong 1 \times \deg(A)$ because $A$ splits itself. Meanwhile, $F_{A_1}(A_2)$ is a ring factor of $F_{A_1}(A)$, so that $F_{A_1}(A_2) \cong 1 \times d$ for some $d \geq 1$. In fact, $d = \deg(A_2) \geq 1$ by Proposition 3.5(c). Proposition 4.2 shows there exists a ring morphism $g : A_2 \to A_1$. Note that $A_1$ and $A_2$ are quasi-Galois by Corollary 5.10, so that the ring morphisms $gf : A_1 \to A_1$ and $fg : A_2 \to A_2$ are isomorphisms by Proposition 5.8(b). \qed

**Definition 6.5.** We say $\mathcal{K}$ is **nice** if for every separable ring $A$ of finite degree in $\mathcal{K}$, there are indecomposable rings $A_1, \ldots, A_n$ in $\mathcal{K}$ such that $A \cong A_1 \times \cdots \times A_n$.

**Example 6.6.** Let $G$ be a group and $\mathbb{k}$ a field. The categories $\mathbb{k}G$-mod, $D^b(\mathbb{k}G$-mod) and $\mathbb{k}G$-stab (see Section 10) are nice categories. More generally, $\mathcal{K}$ is nice if it satisfies Krull–Schmidt.

**Example 6.7.** Let $X$ be a noetherian scheme and let $D^\text{perf}(X)$ be the derived category of perfect complexes over $X$ with left derived tensor product. By Example 7.4 and Proposition 7.12, $D^\text{perf}(X)$ is nice.

**Lemma 6.8.** Suppose $\mathcal{K}$ is nice and let $A$, $B$ be separable rings of finite degree in $\mathcal{K}$. If $B$ is indecomposable and there exists a ring morphism $A \to B$ in $\mathcal{K}$, then there exists a ring morphism $C \to B$ for some indecomposable ring factor $C$ of $A$.

**Proof.** Since $\mathcal{K}$ is nice, we can write $A \cong A_1 \times \cdots \times A_n$ with $A_i$ indecomposable for $1 \leq i \leq n$. If there exists a ring morphism $A \to B$ in $\mathcal{K}$, Proposition 4.2 shows that $1_B$ is a ring factor of $F_B(A) \cong F_B(A_1) \times \cdots \times F_B(A_n)$. Since $1_B$ is indecomposable, it is a ring factor of some $F_B(A_i)$ with $1 \leq i \leq n$ by Proposition 2.1. \qed

**Proposition 6.9.** Suppose $\mathcal{K}$ is nice and let $A$ be a separable ring of finite degree in $\mathcal{K}$. An indecomposable ring $B$ in $\mathcal{K}$ is a splitting ring of $A$ if and only if $B$ is a ring factor of $A^{[\deg(A)]}$. In particular, any separable ring in $\mathcal{K}$ has a splitting ring and at most finitely many.

**Proof.** Let $d := \deg(A)$ and suppose $B$ is a splitting ring of $A$. By Remark 6.2, $B$ is an $A^{[d]}$-algebra. Hence, there exists a ring morphism $C \to B$ for some indecomposable ring factor $C$ of $A^{[d]}$ by Lemma 6.8. Now, $A^{[d]}$ splits $A$, so $C$ splits $A$ and the ring morphism $C \to B$ is an isomorphism. Conversely, suppose $B$ is an indecomposable
ring factor of $A^{[d]}$, so $B$ splits $A$. Let $C$ be an indecomposable separable ring splitting $A$ and suppose there is a ring morphism $C \to B$. As before, $C$ is an $A^{[d]}$-algebra and there exists a ring morphism $B' \to C$ for some indecomposable ring factor $B'$ of $A^{[d]}$. The composition $B' \to C \to B$ is an isomorphism by Remark 6.3 and Lemma 6.4. In other words, $B$ is a ring factor of the indecomposable ring $C$, so that $C \cong B$. □

Corollary 6.10. Suppose $\mathcal{H}$ is nice and $B$ is a separable indecomposable ring of finite degree in $\mathcal{H}$. Then $B$ is quasi-Galois in $\mathcal{H}$ if and only if there exists a nonzero separable ring $A$ of finite degree in $\mathcal{H}$ such that $B$ is a splitting ring of $A$.

Proof. Suppose $B$ is indecomposable and quasi-Galois of degree $t$, so $B^{[2]} \cong \mathds{1}_B \times (t-1)$ as $B$-algebras. Then, $B$ is a splitting ring for $B$ because $B$ is a ring factor of $B^{[t]}$:

$$B^{[t]} \cong (B^{[2]})^{[t-1]} \cong (\mathds{1}_B \times (t-1))^{[t-1]} \cong B \times (t-1)!.$$ 

Now suppose $B$ is a splitting ring for some $A$ in $\mathcal{H}$, say with $\text{deg}(A) = d > 0$. Seeing how $F_B(B)$ is a ring factor of

$$F_B(A^{[d]}) \cong F_B(A)^{[d]} \cong (\mathds{1}_B \times d)^{[d]} = \mathds{1}_B \times d!,$$

we know $F_B(B) \cong \mathds{1}_B \times t$ for some $t > 0$. By Theorem 5.9, $B$ is quasi-Galois. □

7. Tensor triangular geometry

Definition 7.1. A tt-category $\mathcal{H}$ is an essentially small, idempotent-complete tensor-triangulated category. In particular, $\mathcal{H}$ comes equipped with a symmetric monoidal structure $(\otimes, \mathds{1})$ such that $x \otimes - : \mathcal{H} \to \mathcal{H}$ is exact for all objects $x$ in $\mathcal{H}$. A tt-functor $\mathcal{H} \to \mathcal{L}$ is an exact symmetric monoidal functor.

Throughout the rest of this paper, $(\mathcal{H}, \otimes, \mathds{1})$ will denote a tt-category.

Remark 7.2. Balmer [2011] proved in that extension along a separable ring object $A$ preserves the triangulation: $(A\text{-Mod}_{\mathcal{H}}, \otimes_A, \mathds{1}_A)$ is a tt-category, extension-of-scalars $F_A$ becomes a tt-functor and $U_A$ is exact.

Definition 7.3. We briefly recall some tt-geometry and refer the reader to [Balmer 2005] for precise statements and motivation. The spectrum $\text{Spc}(\mathcal{H})$ of a tt-category $\mathcal{H}$ is the set of all prime thick $\otimes$-ideals $\mathcal{P} \subset \mathcal{H}$. The support of an object $x$ in $\mathcal{H}$ is $\text{supp}(x) = \{\mathcal{P} \in \text{Spc}(\mathcal{H}) \mid x \notin \mathcal{P}\} \subset \text{Spc}(\mathcal{H})$. The complements of these supports $\mathcal{U}(x) := \text{Spc}(\mathcal{H}) - \text{supp}(x)$ form an open basis for the Zariski topology on $\text{Spc}(\mathcal{H})$.

Example 7.4. Let $X$ be a noetherian scheme. Then $(D^{\text{perf}}(X), \otimes^L_OX)$ is a tt-category with spectrum $\text{Spc}(D^{\text{perf}}(X))$ homeomorphic to $X$; see [op. cit., Theorem 6.3].
Remark 7.5. The spectrum is functorial. In particular, every tt-functor \( F : \mathcal{H} \to \mathcal{L} \) induces a continuous map

\[
\text{Spc}(F) : \text{Spc}(\mathcal{L}) \to \text{Spc}(\mathcal{H}).
\]

Moreover, for all \( x \in \mathcal{H} \), we have

\[
(\text{Spc } F)^{-1}(\text{supp}_{\mathcal{H}}(x)) = \text{supp}_{\mathcal{L}}(F(x)) \subset \text{Spc } \mathcal{L}.
\]

Let \( A \) be a separable ring in \( \mathcal{H} \). We will consider the continuous map

\[
f_A := \text{Spc}(F_A) : \text{Spc}(A\text{-Mod}_{\mathcal{H}}) \to \text{Spc}(\mathcal{H})
\]

induced by the extension-of-scalars \( F_A : \mathcal{H} \to A\text{-Mod}_{\mathcal{H}} \).

Theorem 7.6 [Balmer 2016b, Theorem 3.14]. Let \( A \) be a separable ring of finite degree in \( \mathcal{H} \). Then

\[
\text{Spc}((A \otimes A)\text{-Mod}_{\mathcal{H}}) \xrightarrow{f_1 \quad f_2} \text{Spc}(A\text{-Mod}_{\mathcal{H}}) \xrightarrow{f_A} \text{supp}_{\mathcal{H}}(A)
\]

is a coequalizer, where \( f_1, f_2 \) are the maps induced by extension-of-scalars along the morphisms \( 1 \otimes \eta \) and \( \eta \otimes 1 : A \to A \otimes A \) respectively. In particular, the image of \( f_A \) is \( \text{supp}_{\mathcal{H}}(A) \subset \text{Spc}(\mathcal{H}) \).

Definition 7.8. We call a tt-category \( \mathcal{H} \) local if \( x \otimes y = 0 \) implies that \( x \) or \( y \) is \( \otimes \)-nilpotent for all \( x, y \in \mathcal{H} \). The local category \( \mathcal{H}_{/\mathcal{P}} \) at the prime \( \mathcal{P} \in \text{Spc}(\mathcal{H}) \) is the idempotent completion of the Verdier quotient \( \mathcal{H}/\mathcal{P} \). We write \( q_{\mathcal{P}} \) for the canonical tt-functor \( \mathcal{H} \to \mathcal{H}/\mathcal{P} \hookrightarrow \mathcal{H}_{/\mathcal{P}} \).

Proposition 7.9 [Balmer 2014, Theorem 3.8]. Suppose \( A \) is a separable ring in \( \mathcal{H} \). If the ring \( q_{\mathcal{P}}(A) \) has finite degree in \( \mathcal{H}_{/\mathcal{P}} \) for every \( \mathcal{P} \in \text{Spc}(\mathcal{H}) \), then \( A \) has finite degree and

\[
\deg_{\mathcal{H}}(A) = \max_{\mathcal{P} \in \text{Spc}(\mathcal{H})} \deg_{\mathcal{H}_{/\mathcal{P}}}(q_{\mathcal{P}}(A)).
\]

Proposition 7.10 [Balmer 2014, Corollary 3.12]. Let \( \mathcal{H} \) be a local tt-category and suppose \( A, B \) are separable rings of finite degree in \( \mathcal{H} \). Then \( \deg(A \times B) = \deg(A) + \deg(B) \).

Lemma 7.11 [Balmer 2014, Theorem 3.7]. Let \( A \) and \( B \) be separable rings in \( \mathcal{H} \) and suppose \( \text{supp}(A) \subseteq \text{supp}(B) \). Then \( \deg_{B\text{-Mod}_{\mathcal{H}}}(F_B(A)) = \deg_{\mathcal{H}}(A) \).

Proposition 7.12. Suppose the spectrum \( \text{Spc}(\mathcal{H}) \) of \( \mathcal{H} \) is noetherian. Then \( \mathcal{H} \) is nice. That is, any separable ring \( A \) of finite degree in \( \mathcal{H} \) has a decomposition \( A \cong A_1 \times \ldots \times A_n \) where \( A_1, \ldots, A_n \) are indecomposable rings in \( \mathcal{H} \).
Proof. Let $A$ be a separable ring of finite degree in $\mathcal{K}$. We prove that any ring decomposition of $A$ in $\mathcal{K}$ has at most finitely many nonzero ring factors. Suppose there is a sequence of nontrivial decompositions $A = A_1 \times B_1, B_1 = A_2 \times B_2, \ldots,$ with $B_n = A_{n+1} \times B_{n+1}$ for $n \geq 1$. By Proposition 7.10, we know

$$\deg(q_P(B_n)) \geq \deg(q_P(B_{n+1}))$$

for every $P \in \text{Spc}(\mathcal{K})$. We note that $\deg(q_P(B_n)) \geq i$ if and only if $P \in \text{supp}(B_n[i])$, so we get $\text{supp}(B_n[i]) \supseteq \text{supp}(B_{n+1}[i])$ for every $i \geq 0$. Since $\text{Spc}(\mathcal{K})$ is noetherian, we can find $k \geq 1$ with $\text{supp}(B_n[i]) = \text{supp}(B_{n+1}[i])$ for every $i \geq 0$ and $n \geq k$. In particular, $\deg(q_P(B_k)) = \deg(q_P(B_{k+1}))$ for every $P \in \text{Spc}(\mathcal{K})$, so $q_P(A_{k+1}) = 0$ for all $P \in \text{Spc}(\mathcal{K})$. By Proposition 7.9, we conclude $A_{k+1} = 0$, a contradiction. □

8. Rings of constant degree

Definition 8.1. We say a separable ring $A$ in $\mathcal{K}$ has constant degree $d \in \mathbb{N}$ if the degree $\deg_{\mathcal{K},P} q_P(A)$ equals $d$ for every $P \in \text{supp}(A) \subset \text{Spc}(\mathcal{K})$.

Lemma 8.2. Let $A$ be a separable ring of degree $d$ in $\mathcal{K}$. Then $A$ has constant degree if and only if $\text{supp}(A[d]) = \text{supp}(A)$.

Proof. Note that $\text{supp}(A[2]) \subseteq \text{supp}(A)$ because $A \otimes A \cong A \times A[2]$ in $\mathcal{K}$. Hence $\text{supp}(A[d]) \subseteq \text{supp}(A)$. Now, let $P \in \text{supp}(A)$. Then $q_P(A)$ has degree $d$ if and only if $q_P(A[d]) \neq 0$, in other words $P \in \text{supp}(A[d])$. □

Lemma 8.3. Let $A$ be a separable ring in $\mathcal{K}$ and suppose $F : \mathcal{K} \to \mathcal{L}$ is a tt-functor with $F(A) \neq 0$. If $A$ has constant degree $d$, then $F(A)$ has constant degree $d$. Conversely, if $F(A)$ has constant degree $d$ and $\text{supp}(A) \subseteq \text{im}(\text{Spc}(F))$, then $A$ has constant degree $d$.

Proof. We first note that $\deg(F(A)) \leq \deg(A)$ by Proposition 3.5(b). Now, if $A$ has constant degree $d$, then

$$\text{supp}_F(A[d]) = \text{supp}_F(F(A[d])) = \text{Spc}(F)^{-1}(\text{supp}_\mathcal{K}(A[d]))$$

$$= \text{Spc}(F)^{-1}(\text{supp}_\mathcal{K}(A)) = \text{supp}_F(F(A)) \neq \emptyset,$$

which shows $F(A)$ has constant degree $d$. Conversely, suppose $F(A)$ has constant degree $d$ and $\text{supp}(A) \subseteq \text{im}(\text{Spc}(F))$. In particular, $\text{supp}(A[d+1]) \subseteq \text{im}(\text{Spc}(F))$, so

$$\emptyset = \text{supp}(F(A[d+1])) = \text{Spc}(F)^{-1}(\text{supp}(A[d+1]))$$

implies $\text{supp}(A[d+1]) = \emptyset$. Thus $A$ has degree $d$. Moreover, seeing how

$$\text{Spc}(F)^{-1}(\text{supp}_\mathcal{K}(A[d])) = \text{supp}_F(F(A)[d])$$

$$= \text{supp}_F(F(A)) = \text{Spc}(F)^{-1}(\text{supp}_\mathcal{K}(A)),$$

we can conclude $\text{supp}_\mathcal{K}(A[d]) = \text{supp}_\mathcal{K}(A)$. □
Proposition 8.4. Let $A$ be a separable ring in $\mathcal{H}$. Then $A$ has constant degree $d$ if and only if there exists a separable ring $B$ in $\mathcal{H}$ with $\text{supp}(A) \subset \text{supp}(B)$ and such that $F_B(A) \cong 1_B \times d$. In particular, if $A$ is quasi-Galois in $\mathcal{H}$ with group $\Gamma$, then $A$ has constant degree $|\Gamma|$ in $\mathcal{H}$.

Proof. If $A$ has constant degree $d$, we can let $B := A^{[d]}$ and use Proposition 3.5(a). On the other hand, if $A$ and $B$ are separable rings in $\mathcal{H}$ with $\text{supp}(A) \subset \text{supp}(B)$, then Theorem 7.6 and Lemma 8.3 show that $A$ has constant degree $d$ whenever $F_B(A)$ has constant degree $d$.

Proposition 8.5. Let $A$ be a separable ring of constant degree in $\mathcal{H}$ with connected support $\text{supp}(A) \subset \text{Spc}(\mathcal{H})$. If $B$ and $C$ are nonzero rings in $\mathcal{H}$ such that $A = B \times C$, then $B$ and $C$ have constant degree and $\text{supp}(A) = \text{supp}(B) = \text{supp}(C)$.

Proof. Given that $A$ has constant degree $d$, we claim that for every $1 \leq n \leq d$,

$$\text{supp}(A) = \text{supp}(B[n]) \cup \text{supp}(C[d-n+1]).$$

Fix $1 \leq n \leq d$ and suppose $\mathcal{P} \in \text{supp}(B[n]) \cap \text{supp}(C[d-n+1])$, so $\deg(q_{\mathcal{P}}(B)) \geq n$ and $\deg(q_{\mathcal{P}}(C)) \geq d-n+1$. By Proposition 7.10, $\deg(q_{\mathcal{P}}(A)) \geq d+1$, which is a contradiction. So far we’ve proven $\text{supp}(A) \supset \text{supp}(B[n]) \cup \text{supp}(C[d-n+1])$. Now, if $\mathcal{P} \in \text{supp}(A) - \text{supp}(B[n])$, we get $\deg(q_{\mathcal{P}}(A)) = d$ and $\deg(q_{\mathcal{P}}(B)) \leq n-1$. It follows that $\deg(q_{\mathcal{P}}(C)) \geq d-n+1$, so $\mathcal{P} \in \text{supp}(C[d-n+1])$ and the claim follows.

Assuming $A$ has connected support, we note that for every $1 \leq n \leq d$, either $\text{supp}(B[n]) = \text{supp}(A)$ or $\text{supp}(B[n]) = \varnothing$. In particular, taking $n = \deg(B)$ and then $n = 1$ shows that $\text{supp}(A) = \text{supp}(B[\deg(B)]) = \text{supp}(B)$. Similarly, we see $\text{supp}(A) = \text{supp}(C[\deg(C)]) = \text{supp}(C)$ by letting $n = d+1 - \deg(C)$ and then $n = 1$. In other words, $\text{supp}(A) = \text{supp}(B) = \text{supp}(C)$ and $B, C$ have constant degree. □

9. Quasi-Galois theory and tensor triangular geometry

Let $A$ be a separable ring in $\mathcal{H}$ and suppose $\Gamma$ is a finite group of ring automorphisms of $A$. Then, $\Gamma$ acts on $A\text{-Mod}_{\mathcal{H}}$ (see Remark 1.14) and therefore on the spectrum $\text{Spc}(A\text{-Mod}_{\mathcal{H}})$.

Theorem 9.1. Suppose $A$ is quasi-Galois in $\mathcal{H}$ with group $\Gamma$. Then,

$$\text{supp}(A) \cong \text{Spc}(A\text{-Mod}_{\mathcal{H}})/\Gamma.$$  

Proof. Diagram (5.2) yields a diagram of topological spaces

![Diagram](image-url)
where \( f_1, f_2, g_1, g_2 \) and \( l \) are the maps induced by extension-of-scalars along the morphisms \( 1 \otimes \eta, \eta \otimes 1, \varphi_1, \varphi_2 \) and \( \lambda \) respectively (in the notation of Definition 5.1). That is, \( g_1, g_2 : \bigsqcup_{\gamma \in \Gamma} \text{Spc}(A_\gamma \text{-}\text{Mod}_{\mathcal{K}}) \to \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \) are continuous maps such that \( g_1 \text{incl}_\gamma \) is the identity and \( g_2 \text{incl}_\gamma \) is the action of \( \gamma \) on \( \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \). Now, the coequalizer (7.7) turns into

\[
\bigsqcup_{\gamma \in \Gamma} \text{Spc}(A_\gamma \text{-}\text{Mod}_{\mathcal{K}}) \xrightarrow{g_1 \oplus g_2} \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \xrightarrow{f_A} \text{supp}(A),
\]

which shows \( \text{supp}(A) \cong \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}})/\Gamma \). \( \square \)

**Remark 9.2.** Let \( A \) be a ring in \( \mathcal{K} \). We call \( A \) nil-faithful if \( F_A(f) = 0 \) implies \( f \) is \( \otimes \)-nilpotent for any morphism \( f \) in \( \mathcal{K} \). By [Balmer 2016b, Proposition 3.15], \( A \) is nil-faithful if and only if \( \text{supp}(A) = \text{Spc}(\mathcal{K}) \). If \( A \) is nil-faithful and quasi-Galois in \( \mathcal{K} \) with group \( \Gamma \), Theorem 9.1 recovers \( \text{Spc}(\mathcal{K}) \) as the \( \Gamma \)-orbits of \( \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \).

The following is a tensor-triangular version of Lemma 6.4.

**Lemma 9.3.** Let \( A \) be a separable ring in \( \mathcal{K} \) that splits itself. If \( A_1 \) and \( A_2 \) are indecomposable ring factors of \( A \), then \( \text{supp}(A_1) \cap \text{supp}(A_2) = \emptyset \) or \( A_1 \cong A_2 \).

**Proof.** Let \( A_1 \) and \( A_2 \) be indecomposable ring factors of \( A \) and suppose \( A \) splits itself. We know \( F_{A_1}(A) \cong 1_{A_1} \times \text{deg}(A) \) and hence \( F_{A_1}(A_2) \cong 1_{A_1} \times t \) for some \( t \geq 0 \). In fact, \( t = 0 \) only if \( \text{supp}(A_1 \otimes A_2) = \text{supp}(A_1) \cap \text{supp}(A_2) = \emptyset \). If \( t > 0 \), we can find a ring morphism \( A_2 \to A_1 \) by Proposition 4.2. Now Lemma 6.4 shows this is an isomorphism. \( \square \)

**Proposition 9.4.** Suppose \( \mathcal{K} \) is nice. Let \( A \) be a separable ring in \( \mathcal{K} \) with connected support \( \text{supp}(A) \) and constant degree. Then the splitting ring \( A^* \) of \( A \) is unique up to isomorphism and \( \text{supp}(A) = \text{supp}(A^*) \).

**Proof.** Let \( d := \text{deg}(A) \). Recall that by Proposition 6.9, the splitting rings of \( A \) are exactly the indecomposable ring factors of \( A^{[d]} \). We now prove that any two indecomposable ring factors, say \( A_1 \) and \( A_2 \), of \( A^{[d]} \) are isomorphic. Note that \( \text{supp}(A) = \text{supp}(A^{[d]}) \) is connected and \( A^{[d]} \) has constant degree \( d! \) by Remark 6.3, so that \( \text{supp}(A) = \text{supp}(A_1) = \text{supp}(A_2) \) by Proposition 8.5. Now, Lemma 9.3 shows \( A_1 \) and \( A_2 \) are isomorphic. \( \square \)

**Remark 9.5.** In what follows, we consider a separable ring \( A \) in \( \mathcal{K} \) and assume the spectrum \( \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \) is connected, which implies that \( A \) is indecomposable. Moreover, if the tt-category \( A \text{-}\text{Mod}_{\mathcal{K}} \) is rigid, \( \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \) is connected if and only if \( A \) is indecomposable, see [Balmer 2007, Theorem 2.11]. We note that many tt-categories are rigid, including all examples given in this paper.

**Proposition 9.6.** Suppose \( \mathcal{K} \) is nice. Let \( A \) be a separable ring in \( \mathcal{K} \) and suppose \( \text{Spc}(A \text{-}\text{Mod}_{\mathcal{K}}) \) is connected. Let \( B \) be an \( A \)-algebra with \( \text{supp}(A) = \text{supp}(B) \). If \( B \)
is quasi-Galois in $\mathcal{H}$ with group $\Gamma$, then $B$ splits $A$. In particular, the degree of $A$ in $\mathcal{H}$ is constant.

**Proof.** If $B$ is quasi-Galois in $\mathcal{H}$ for some group $\Gamma$, then all of its indecomposable ring factors are also quasi-Galois by Corollary 5.10. What is more, $\text{supp}(B) = f_A(\text{Spc}(A\text{-Mod}_\mathcal{H}))$ is connected, so the indecomposable ring factors of $B$ have support equal to $\text{supp}(B)$ by Proposition 8.5. It thus suffices to prove the proposition when $B$ is indecomposable. Now, $F_A(B) = \text{quasi-Galois in } F_A/\mathcal{H}$ for $A$ quasi-Galois by Lemma 5.7 and $\text{supp}(F_A(B)) = f_A^{-1}(\text{supp}(B)) = \text{Spc}(A\text{-Mod}_\mathcal{H})$. Since $\text{supp}(F_A(B))$ is connected, by Lemma 9.3 shows that $F_A(B) = \text{supp}(F_A(B)) = \text{Spc}(A\text{-Mod}_\mathcal{H})$. The result now follows because $A^{[\text{deg}(A)]} \cong A^* \times \cdots \times A^*$ by Proposition 9.4.

**Remark 9.8.** By Proposition 9.6, the assumption that $A$ has constant degree is necessary for the existence of a quasi-Galois closure $A^*$ of $A$ with $\text{supp}(A) = \text{supp}(A^*)$.

### 10. Some modular representation theory

Let $G$ be a finite group and $\mathbb{k}$ a field with characteristic $p > 0$ dividing $|G|$. We write $\mathbb{k}G$-$\text{mod}$ for the category of finitely generated left $\mathbb{k}G$-modules. This category is nice, idempotent-complete and symmetric monoidal: the tensor is $\otimes_\mathbb{k}$ with diagonal $G$-action, and the unit is the trivial representation $\mathbb{1} = \mathbb{k}$.

We will also work in the bounded derived category $D^b(\mathbb{k}G$-$\text{mod})$ and stable category $\mathbb{k}G$-$\text{stab}$, which are nice tt-categories. The spectrum $\text{Spc}(D^b(\mathbb{k}G$-$\text{mod}))$ of the derived category is homeomorphic to the homogeneous spectrum $\text{Spc}^b(H^*(G, \mathbb{k}))$ of the graded-commutative cohomology ring $H^*(G, \mathbb{k})$. Accordingly, the spectrum $\text{Spc}(\mathbb{k}G$-$\text{stab})$ of the stable category is homeomorphic to the projective support variety $\mathcal{V}_G(\mathbb{k}) := \text{Proj}(H^*(G, \mathbb{k}))$; see [Benson et al. 1997].
Notation 10.1. Let $H \leq G$ be a subgroup. The $kG$-module $A_H = A^G_H := k(G/H)$ is the free $k$-module with basis $G/H$ and left $G$-action given by $g \cdot [x] = [gx]$ for every $[x] \in G/H$. The $kG$-linear map $\mu : A_H \otimes_k A_H \rightarrow A_H$ is given by $\gamma \otimes \gamma' \mapsto \begin{cases} \gamma & \text{if } \gamma = \gamma', \\ 0 & \text{if } \gamma \neq \gamma', \end{cases}$ for all $\gamma, \gamma' \in G/H$.

We define $\eta : 1 \rightarrow A_H$ by sending $1 \in k$ to $\sum \gamma \in G/H \gamma \in k(G/H)$.

We will write $\mathcal{H}(G)$ to denote any of $kG$-mod, $D^b(kG$-mod) or $kG$-stab and consider the object $A_H$ in each of these categories.

Proposition 10.2 [Balmer 2015, Proposition 3.16 and Theorem 4.4]. Let $H \leq G$ be a subgroup. Then,

(a) The triple $(A_H, \mu, \eta)$ is a commutative separable ring object in $\mathcal{H}(G)$.

(b) There is an equivalence of categories

$$\Phi^G_H : \mathcal{H}(H) \xrightarrow{\sim} A_H\text{-Mod}_{\mathcal{H}(G)}$$

sending $V \in \mathcal{H}(H)$ to $kG \otimes_k H V \in \mathcal{H}(G)$ with $A_H$-action

$$g : k(G/H) \otimes_k (kG \otimes_k H V) \rightarrow kG \otimes_k H V$$

given for $\gamma \in G/H, g \in G$ and $v \in V$ by $\gamma \otimes g \otimes v \rightarrow \begin{cases} g \otimes v & \text{if } g \in \gamma, \\ 0 & \text{if } g \notin \gamma. \end{cases}$

(c) The following diagram commutes up to isomorphism:

$$\begin{array}{ccc}
\mathcal{H}(H) & \xrightarrow{~} & A_H\text{-Mod}_{\mathcal{H}(G)} \\
\Phi^G_H \downarrow & & \downarrow F_{A_H} \\
\mathcal{H}(G) & \xrightarrow{\sim} & \mathcal{H}(H) \leftarrow \end{array}$$

So, every subgroup $H \leq G$ provides an indecomposable separable ring $A_H$ in $\mathcal{H}(G)$, along which extension-of-scalars becomes restriction to the subgroup.

Proposition 10.3. The ring $A_H$ has degree $[G : H]$ in $kG$-mod and $D^b(kG$-mod).

Proof. Seeing how the fiber functor $Res^G_H$ is conservative, we get

$$\text{deg}_{kG\text{-mod}}(A_H) = \text{deg}_{k\text{-mod}}(\text{Res}^G_H(A_H)) = [G : H].$$

The degree of $A_H$ in $D^b(kG$-mod) is computed in [Balmer 2014, Corollary 4.5].

Lemma 10.4. Let $\mathcal{H}(G)$ denote $D^b(kG$-mod) or $kG$-stab and consider subgroups $K \leq H \leq G$. Then $\text{supp}(A_H) = \text{supp}(A_K) \subset \text{Spc}(\mathcal{H}(G))$ if and only if every elementary abelian $p$-subgroup of $H$ is conjugate in $G$ to a subgroup of $K$. 
Proof. This follows from [Evens 1991, Theorem 9.1.3], seeing how supp($A_H$) $=$ ($\text{Res}^G_H$)$^*$($\text{Spc}(\mathcal{H}(H))$) can be written as a union of disjoint pieces coming from conjugacy classes in $G$ of elementary abelian $p$-subgroups of $H$. \hfill \square

Notation 10.5. For any two subgroups $H, K \leq G$, we write $H[g]_K$ for the equivalence class of $g \in G$ in $H \setminus G / K$, just $[g]$ if the context is clear. We will write $H^g := g^{-1}Hg$ for the conjugate subgroups of $H$.

Remark 10.6. Let $H, K \leq G$ be subgroups and choose a complete set $T \subset G$ of representatives for $H \setminus G / K$. Consider the Mackey isomorphism of $G$-sets, 

$$ \bigsqcup_{g \in T} G/(K \cap H^g) \xrightarrow{\cong} G/K \times G/H, $$

sending $[x] \in G/(K \cap H^g)$ to $([x]_K, [xg^{-1}]_H)$. The corresponding ring isomorphism 

$$ \tau : A_K \otimes A_H \xrightarrow{\cong} \prod_{g \in T} A_{K \cap H^g} $$

in $\mathcal{H}(G)$ [Balmer 2016b, Construction 4.1] is given for $g \in T$ and $x, y \in G$ by 

$$ \text{pr}_g \tau ([x]_K \otimes [y]_H) = \begin{cases} [xk]_{K \cap H^g} & \text{if } H[g]_K = H[y^{-1}x]_K, \\ 0 & \text{otherwise}, \end{cases} $$

with $k \in K$ such that $y^{-1}xkg^{-1} \in H$. This yields an $A_K$-algebra structure on $A_{K \cap H^t}$ for every $t \in T$, given by 

$$ A_K \xrightarrow{1 \otimes \eta} A_K \otimes A_H \cong \prod_{g \in T} A_{K \cap H^g} \xrightarrow{\text{pr}_t} A_{K \cap H^t}, $$

which sends $[x]_K \in G/K$ to 

$$ \sum_{[k] \in K / K \cap H^t} [xk]_{K \cap H^t} \in A_{K \cap H^t}. $$

In the notation of Proposition 10.2(b), this just means $A_{K \cap H^t} = \Psi^G_K (A^K_{K \cap H^t})$ in $A_K$-$\text{Mod}_{\mathcal{H}(G)}$. In other words, $\tau$ defines an isomorphism

$$ F_{A_K} (A_H) \cong \Psi^G_K \left( \prod_{g \in T} A^K_{K \cap H^g} \right) $$

of rings in $A_K$-$\text{Mod}_{\mathcal{H}(G)}$.

Lemma 10.7. Let $H \leq G$. Suppose $x, g_1, g_2, \ldots, g_n \in G$ and $1 \leq i \leq n$. Then 

$$ H[x]_{H \cap H^{g_1} \cap \cdots \cap H^{g_n}} = H[g_i]_{H \cap H^{g_1} \cap \cdots \cap H^{g_n}} $$

if and only if $H[x] = H[g_i]$. 

Proof. It suffices to prove that for \( x, y \in G \), we have \( H[x]_{H^y} = H[y]_{H^y} \) if and only if \( H[x] = H[y] \). This follows because for \([x] = [y]\) in \( H - G/H^y \), there are \( h, h' \in H \) with \( x = hy(y^{-1}h'y) = hh' \).

\[ \Box \]

**Notation 10.8.** We fix a subgroup \( H < G \) and a complete set \( S \subset G \) of representatives for \( H - G/H \). Likewise, if \( g_1, g_2, \ldots, g_n \in G \) we will write \( S_{g_1, g_2, \ldots, g_n} \subset G \) to denote some complete set of representatives for \( H - G/H \cap \dots \cap H_{g_n} \).

Recall that \( \mathcal{H}(G) \) can denote \( \mathcal{H}(G) \)-mod, \( D^b(\mathcal{H}(G) \)-mod) or \( \mathcal{H}(G) \)-stab.

**Lemma 10.9.** Let \( 1 \leq n < [G : H] \). There is an isomorphism of rings

\[
A_{H}^{[n+1]} \cong \prod_{g_1, \ldots, g_n} A_{H \cap H_{g_1} \cap \cdots \cap H_{g_n}},
\]

in \( \mathcal{H}(G) \), where the product runs over all \( g_1 \in S \) and \( g_i \in S_{g_1 \cdots g_{i-1}} \) for \( 2 \leq i \leq n \) with \( H[1], H[g_1], \ldots, H[g_n] \) distinct in \( H \setminus G \).

**Proof.** By Remark 10.6, we know that

\[
A_{H} \otimes A_{H} \cong \prod_{g \in S} A_{H \cap H_g} = A_{H} \times \prod_{g \in S \setminus H[g] \neq H[1]} A_{H \cap H_g},
\]

so Proposition 2.1 shows

\[
A_{H}^{[2]} \cong \prod_{g \in S \setminus H[g] \neq H[1]} A_{H \cap H_g} \quad \text{in } \mathcal{H}(G).
\]

Now suppose

\[
A_{H}^{[n]} \cong \prod_{g_1, \ldots, g_{n-1}} A_{H \cap H_{g_1} \cap \cdots \cap H_{g_{n-1}}}
\]

for some \( 1 \leq n < [G : H] \), where the product runs over all \( g_1 \in S \) and \( g_i \in S_{g_1 \cdots g_{i-1}} \) for \( 2 \leq i \leq n - 1 \) with \( H[1], H[g_1], \ldots, H[g_{n-1}] \) distinct in \( H \setminus G \). Then

\[
A_{H}^{[n]} \otimes A_{H} \cong \prod_{g_1, \ldots, g_{n-1}} A_{H \cap H_{g_1} \cap \cdots \cap H_{g_{n-1}}} \otimes A_{H} \cong \prod_{g_1, \ldots, g_{n-1}} \prod_{g_n \in S_{g_1 \cdots g_{n-1}}} A_{H \cap H_{g_1} \cap \cdots \cap H_{g_n}},
\]

again by Remark 10.6. We note that every \( g_n \in S_{g_1 \cdots g_{n-1}} \) with either \( H[g_n] = H[1] \) or \( H[g_n] = H[g_i] \) for \( 1 \leq i \leq n - 1 \) provides a copy of \( A_{H}^{[n]} \). By Lemma 10.7, this happens exactly \( n \) times. Hence, \( A_{H}^{[n]} \otimes A_{H} \cong (A_{H}^{[n]})^n \times \prod_{g_1, \ldots, g_n} A_{H \cap H_{g_1} \cap \cdots \cap H_{g_n}} \), where the product runs over all \( g_1 \in S \) and \( g_i \in S_{g_1 \cdots g_{i-1}} \) for \( 2 \leq i \leq n \) with distinct \( H[1], H[g_1], \ldots, H[g_n] \) in \( H \setminus G \). The lemma follows by Proposition 3.5(a).

\[ \Box \]

**Corollary 10.10.** Let \( d := [G : H] \). There is an isomorphism of rings

\[
A_{H}^{[d]} \cong (A_{\text{norm}^G_H})^{\times k(G, H)}, \quad \text{where } k(G, H) = \frac{d!}{[G : \text{norm}^G_H]}.
\]
in \( \mathbb{k}G\)-mod and \( D^b(\mathbb{k}G\)-mod). Here, \( \text{norm}_H^G := \bigcap_{g \in G} g^{-1}Hg \) is the normal core of \( H \) in \( G \).

**Proof.** From the above lemma, we know

\[
A_H^{[d]} \cong \prod_{g_1, \ldots, g_{d-1}} A_{H \cap H^{g_1} \cap \cdots \cap H^{g_{d-1}}},
\]

where the product runs over some \( g_1, \ldots, g_{d-1} \in G \) with

\[
\{ H[1], H[g_1], \ldots, H[g_{d-1}] \} = H - G.
\]

This shows \( A_H^{[d]} \cong A_{\text{norm}_H^G}^t \) for some \( t \geq 1 \). Now, \( \deg(A_{\text{norm}_H^G}) = [G : \text{norm}_H^G] \) and \( \deg(A_H^{[d]}) = d! \) by Remark 6.3, so \( t = d!/[G : \text{norm}_H^G] \) by Lemma 3.8(c).

**Corollary 10.11.** The ring \( A_H \) in \( D^b(\mathbb{k}G\)-mod) has constant degree \( [G : H] \) if and only if \( \text{norm}_H^G \) contains every elementary abelian \( p \)-subgroup of \( H \). In that case, its quasi-Galois closure is \( A_{\text{norm}_H^G} \). Furthermore, \( A_H \) is quasi-Galois in \( D^b(\mathbb{k}G\)-mod) if and only if \( H \) is normal in \( G \).

**Proof.** By Lemma 8.2, \( A_H \) has constant degree \( [G : H] \) in \( D^b(\mathbb{k}G\)-mod) if and only if \( \text{supp}(A^{[d]}) = \text{supp}(A) \subset \text{Spc}(D^b(\mathbb{k}G\)-mod)). Hence, the first statement follows immediately from Lemma 10.4 and Corollary 10.10. By Proposition 6.9, the splitting ring of \( A_H \) is \( A_{\text{norm}_H^G} \), so the second statement is Theorem 9.7. Since \( A_H \) is an indecomposable ring, it is quasi-Galois if and only if it is its own splitting ring. Thus \( A_H \) is quasi-Galois if and only if \( A_{\text{norm}_H^G} \cong A_H \), which yields \( \text{norm}_H^G = H \) by comparing degrees.

**Remark 10.12.** Let \( H \leq G \) be a subgroup. Recall that \( A_H \cong 0 \) in \( \mathbb{k}G\)-stab if and only if \( p \) does not divide \( |H| \). On the other hand, \( A_H \cong \mathbb{k} \) in \( \mathbb{k}G\)-stab if and only if \( H \) is strongly \( p \)-embedded in \( G \), that is \( p \) divides \( |H| \) and \( p \) does not divide \( |H \cap H^g| \) if \( g \in G - H \).

**Proposition 10.13.** Let \( H \leq G \) and consider the ring \( A_H \) in \( \mathbb{k}G\)-stab. Then,

(a) The degree of \( A_H \) is the greatest \( 0 \leq n \leq [G : H] \) such that there exist distinct \( [g_1], \ldots, [g_n] \) in \( H \setminus G \) with \( p \) dividing \( |H^{g_1} \cap \cdots \cap H^{g_n}| \).

(b) The ring \( A_H \) is quasi-Galois if and only if \( p \) divides \( |H| \) and \( p \) does not divide \( |H \cap H^g \cap H^{gh}| \) whenever \( g \in G - H \) and \( h \in H - H^g \).

(c) If \( A_H \) has degree \( n \), the degree is constant if and only if there exist distinct \( [g_1], \ldots, [g_n] \) in \( H \setminus G \) such that \( H^{g_1} \cap \cdots \cap H^{g_n} \) contains a \( G \)-conjugate of every elementary abelian \( p \)-subgroup of \( H \).

In that case, \( A_H \) has quasi-Galois closure given by \( A_{H^{g_1} \cap \cdots \cap H^{g_n}} \).

**Proof.** For (a), recall that \( \deg(A_H) \) is the greatest \( n \) such that \( A_H^{[n]} \neq 0 \), thus such that there exist distinct \( H[1], H[g_1], \ldots, H[g_{n-1}] \) with \( |H \cap H^{g_1} \cap \cdots \cap H^{g_{n-1}}| \) divisible by \( p \).
To show (b), recall that $F_{A_{H}}(A_{H}) \cong \Psi_{H}^{G}(\prod_{g \in S} A_{H \cap H^{g}})$ by Remark 10.6. It follows that $F_{A_{H}}(A_{H}) \cong \prod_{g \in S} A_{H \cap H^{g}}$ if and only if

$$\prod_{g \in S} A_{H \cap H^{g}} \cong \mathbb{k}^{\times \deg(A_{H})}$$

in $\mathbb{k}H$-stab. So, $A_{H}$ is quasi-Galois in $\mathbb{k}G$-stab if and only if $A_{H} \neq 0$ and for every $g \in G$, either $A_{H \cap H^{g}} = 0$ or $A_{H \cap H^{g}} \cong \mathbb{k}$ in $\mathbb{k}H$-stab. By Remark 10.12, this means either $p$ does not divide $|H \cap H^{g}|$, or $p$ divides $|H \cap H^{g}|$ but does not divide $|H \cap H^{g} \cap H^{gb}|$ when $h \in H - H^{g}$. Equivalently, $p$ does not divide $|H \cap H^{g} \cap H^{gb}|$ whenever $g \in G - H$ and $h \in H - H^{g}$.

For (c), suppose $A_{H}$ has constant degree $n$. By Proposition 9.4, any indecomposable ring factor of $A_{H}^{[n]}$ is isomorphic to the splitting ring $A_{H}^{*}$, so Lemma 10.9 shows that the quasi-Galois closure is given by $A_{H}^{*} \cong A_{H^{g_{1}} \cap \cdots \cap H^{g_{n}}}$ for any distinct $H[g_{1}], \ldots, H[g_{n}]$ with $|H^{g_{1}} \cap \cdots \cap H^{g_{n}}|$ divisible by $p$. Then, $\text{supp}(A_{H}) = \text{supp}(A_{H}^{*}) = \text{supp}(A_{H^{g_{1}} \cap \cdots \cap H^{g_{n}}})$, so $H^{g_{1}} \cap \cdots \cap H^{g_{n}}$ contains a $G$-conjugate of every elementary abelian $p$-subgroup of $H$. On the other hand, if there exist distinct $[g_{1}], \ldots, [g_{n}]$ in $H \setminus G$ such that $H^{g_{1}} \cap \cdots \cap H^{g_{n}}$ contains a $G$-conjugate of every elementary abelian $p$-subgroup of $H$, then $\text{supp}(A_{H}^{[n]}) = \text{supp}(A_{H^{g_{1}} \cap \cdots \cap H^{g_{n}}}) = \text{supp}(A_{H})$, so the degree of $A_{H}$ is constant.

Example 10.14. Let $p = 2$ and suppose $G = S_{3}$ is the symmetric group on 3 elements $\{1, 2, 3\}$. Consider the subgroup $H := \{(\cdot), (1 \, 2)\} \cong S_{2}$ of permutations fixing $\{3\}$. Its conjugate subgroups in $G$ are the subgroups of permutations fixing $\{1\}$ and $\{2\}$ respectively, so $\text{norm}_{H}^{G} = \{(\cdot)\}$. Now, $A_{H}$ is a ring of degree 3 in $D^{b}(\mathbb{k}G$-mod), and we immediately see that $\text{supp}(A_{H}) = \text{Spc}(D^{b}(\mathbb{k}G$-mod)) because $p$ does not divide $[G : H]$. Seeing how $\text{supp}(A_{H}^{[3]}) \subset \text{Spc}(D^{b}(\mathbb{k}G$-mod)) contains only p point, the ring $A_{H}$ does not have constant degree in $D^{b}(\mathbb{k}G$-mod). On the other hand, the ring $A_{H}$ considered in $\mathbb{k}G$-stab is quasi-Galois of degree 1, since $H$ is strongly $p$-embedded in $G$.

Example 10.15. Let $p = 2$ and suppose $G = S_{4}$ is the symmetric group on 4 elements $\{1, 2, 3, 4\}$. If $H \cong S_{3}$ is the subgroup of permutations fixing $\{4\}$, the ring $A_{H}$ in $\mathbb{k}G$-stab has constant degree 2. Indeed, the intersections $H \cap H^{g}$ with $g \in G - H$ each fix two elements of $\{1, 2, 3, 4\}$ pointwise, so $p$ does not divide $[H : H \cap H^{g}]$; thus $\text{supp}(A_{H}^{[2]}) = \text{supp}(A_{H})$. Furthermore, the intersections $H \cap H^{g_{1}} \cap H^{g_{2}}$ with $[g_{1}], [g_{2}]$ distinct in $H \setminus G$ are trivial, so $A_{H}^{[3]} = 0$ in $\mathbb{k}G$-stab. The quasi-Galois closure of $A_{H}$ in $\mathbb{k}G$-stab is $A_{S_{2}}$, with $S_{2}$ embedded in $H$.
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1. Introduction

Zeta values seem to suggest deep phenomena in Mathematics. They seem to mysteriously encode deep arithmetic information. They also seem to suggest surprising modular and Iwasawa-theoretic phenomena.
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Sometimes, they are a sum of evaluations of modular forms at CM points. Such an expression for critical Hecke L-values and conjectural nontriviality of the corresponding anticyclotomic $p$-adic L-function, suggested to the second named author a linear independence of mod $p$ Hilbert modular forms. Based on Chai’s theory of Hecke-stable subvarieties of a Shimura variety (see [Chai 1995; 2003; 2006]), this guess was proven in [Hida 2010]. Let $p$ be a prime above $p$ (see the abstract). Recently, the expression and conjectural nontriviality of the corresponding anticyclotomic $p$-adic L-function suggested to us a rather surprising rigidity property of mod $p$ Hilbert modular forms. Partly based on the rigidity, we obtain intriguing equalities of Iwasawa $\mu$-invariants of seemingly independent $p$-adic L-functions.

Let $F$ be a totally real field of degree $d$ and $O$ the integers ring. Let $p$ be an odd prime unramified in $F$. Let $p_1, \ldots, p_r$ be the primes above $p$. Fix two embeddings $\iota_\infty : \overline{Q} \to C$ and $\iota_p : \overline{Q} \to C_p$. Let $v_p$ be the $p$-adic valuation of $C_p$ normalised such that $v_p(p) = 1$. Let $\mathbb{F}$ be an algebraic closure of $\mathbb{F}_p$.

Let $\text{Sh}/\mathbb{F}$ be the Kottwitz model of the prime-to-$p$ Hilbert modular Shimura variety associated to $F$. We refer to Section 2B for the definition. Here we only mention that in the moduli interpretation for $\text{Sh}/\mathbb{Z}(p)$, the full prime-to-$p$ level structure appears. Let $x \in \text{Sh}$ be a closed ordinary point. From Serre–Tate deformation theory, a $p^\infty$-level structure on $x$ induces a canonical isomorphism

$$\text{Spf}(\widehat{O}_{\text{Sh},x}) \simeq \prod_i \widehat{G}_m \otimes O_{p_i}. \quad (1-1)$$

Let $p = p_i$, for some $i$. Let $f$ be a mod $p$ Hilbert modular form in the sense of Section 2D. In view of the irreducibility of the connected components of $\text{Sh}$, the form $f$ is determined by its restriction to $\text{Spf}(\widehat{O}_{\text{Sh},x})$. In fact, we have the following rigidity result.

**Theorem 1.1** ($p$-rigidity). Let $F/\mathbb{Q}$ be a totally real extension with integer ring $O$, $p$ an odd prime unramified in $F$ and $p|p$ a prime in $F$. Let $f$ be a nonzero mod $p$ Hilbert modular form over $F$ as above. Then, $f$ does not vanish identically on the partial Serre–Tate deformation space $\widehat{G}_m \otimes O_p$. In particular, a mod $p$ Hilbert modular form is determined by its restriction to the partial Serre–Tate deformation space $\widehat{G}_m \otimes O_p$.

We now describe the results regarding the Iwasawa $\mu$-invariants.

Let $K$ be a totally imaginary quadratic extension of $F$. Let $h_?$ denote the class number of $?$, for $? = K, F$. Let $c$ denote the complex conjugation on $C$ which induces the unique nontrivial element of $\text{Gal}(K/F)$ via $\iota_\infty$. We assume the following hypothesis:

**(ord)** Every prime of $F$ above $p$ splits in $K$. 

The condition (ord) guarantees the existence of a $p$-adic CM type $\Sigma$, i.e., $\Sigma$ is a CM type of $K$ such that the $p$-adic places induced by elements in $\Sigma$ via $\iota_p$ are disjoint from the ones induced by $\Sigma c$. We fix such a CM type. We also identify it with the set of infinite places of $F$. Let $K_{\infty}^-$ (resp. $K_{\infty}^+$) be the anticyclotomic $Z_p^d$-extension (resp. cyclotomic $Z_p$-extension) of $K$ and $K_{p,\infty}^- \subset K_{\infty}^-$ be the $p$-anticyclotomic subextension, i.e., the maximal subextension unramified outside the primes above $p$ in $K$. Let $K_{p,\infty} = K_{p,\infty}^- K_{\infty}^+$. Let $\Gamma^\pm := \text{Gal}(K_{\infty}^+/K)$, $\Gamma^- := \text{Gal}(K_{p,\infty}^-/K)$ and $\Gamma_p := \text{Gal}(K_{p,\infty}/K)$.

Let $\mathcal{C}$ be a prime-to-$p$ integral ideal of $K$. Let $\lambda$ be an arithmetic Hecke character over $K$. Suppose that $\mathcal{C}$ is the prime-to-$p$ conductor of $\lambda$. Associated to this data, a natural $(d+1)$-variable Katz $p$-adic $L$-function

$$L_{\Sigma,\lambda} = L_{\Sigma,\lambda}(T_1, \ldots, T_d, S) \in \bar{Z}_p[[\Gamma]]$$

is constructed in [Katz 1978; Hida and Tilouine 1993]. Here, the $T_i$ are the anticyclotomic variables and $S$ is the cyclotomic variable. The Katz $p$-adic $L$-function interpolates critical Hecke $L$-values $L(0, \lambda, \chi)$ as $\chi$ varies over certain Hecke characters over $K$ factoring through the Ray class group with conductor $\mathcal{C} p^\infty$ (see [Hida and Tilouine 1993, Theorem II]). Let $L_{\Sigma,\lambda}^{-} \in \bar{Z}_p[[\Gamma^-]]$ (resp. $L_{\Sigma,\lambda,p}^{-} \in \bar{Z}_p[[\Gamma_p^-]]$) be the anticyclotomic (resp. $p$-anticyclotomic) projection obtained from the projection $\pi^- : \bar{Z}_p[[\Gamma]] \to \bar{Z}_p[[\Gamma^-]]$ (resp. $\pi_p^- : \bar{Z}_p[[\Gamma]] \to \bar{Z}_p[[\Gamma_p^-]]$). Let $L_{\Sigma,\lambda,p}^{-} \in \bar{Z}_p[[\Gamma_p]]$ be obtained from the projection $\pi_p^- : \bar{Z}_p[[\Gamma]] \to \bar{Z}_p[[\Gamma_p]]$. We call $L_{\Sigma,\lambda,p}^{-}$ the Katz $p$-adic $L$-function to emphasise the consideration of the $p$-component. This is a slightly nontraditional terminology as the construction is still under the same embedding $\iota_p$.

For the notion of Iwasawa $\mu$-invariants, we refer to [Hida 2010, §1]. Here we only mention that the $\mu$-invariant measures nontriviality modulo $p$. We now state our results regarding the Iwasawa $\mu$-invariants of $p$-adic $L$-functions and derivatives arising in the context of the Iwasawa theory of an arithmetic Hecke character over a CM field as above.

The $\mu$-invariant of $L_{\Sigma,\lambda,p}^{-}$ is given by the following theorem.

**Theorem 1.2.** Let $F/\mathbb{Q}$ be a totally real extension, $p$ an odd prime unramified in $F$ and $p | p$ a prime in $F$. Let $K/F$ be a $p$-ordinary CM quadratic extension. Let $\lambda$ be an arithmetic Hecke character over $K$. Let $L_{\Sigma,\lambda}^{-}$ (resp. $L_{\Sigma,\lambda,p}^{-}$) be the corresponding anticyclotomic Katz $p$-adic (resp. anticyclotomic Katz $p$-adic) $L$-function as above. Then, we have

$$\mu(L_{\Sigma,\lambda}^{-}) = \mu(L_{\Sigma,\lambda,p}^{-}).$$

In most of the cases, $\mu(L_{\Sigma,\lambda}^{-})$ has been explicitly determined (see [Hida 2010; Hsieh 2014a]). Thus, we obtain a formula for $\mu(L_{\Sigma,\lambda,p}^{-}).$
We show a result analogous to Theorem 1.2 for a class of Rankin–Selberg anticyclotomic $p$-adic $L$-functions.

When $\lambda$ is self-dual with the root number $-1$, all the Hecke $L$-values appearing in the interpolation property of $L_{\Sigma, \lambda}$ vanish. Accordingly, $L_{\Sigma, \lambda}$ and $L_{\Sigma, \lambda, p}$ identically vanish. The anticyclotomic arithmetic information contained in $L_{\Sigma, \lambda}$ and $L_{\Sigma, \lambda, p}$ may seem to have disappeared. However, we can look at the cyclotomic derivatives

$$L'_{\Sigma, \lambda} = \left. \left( \frac{\partial}{\partial S} L_{\Sigma, \lambda}(T_1, \ldots, T_d, S) \right) \right|_{S=0}$$

and $L'_{\Sigma, \lambda, p}$ (defined analogously).

The $\mu$-invariant of $L'_{\Sigma, \lambda, p}$ is given by the following theorem.

**Theorem 1.3.** Let $F/\mathbb{Q}$ be a totally real extension, $p$ an odd prime unramified in $F$ and $p \nmid p$ a prime in $F$. Let $K/F$ be a $p$-ordinary CM quadratic extension. Let $\lambda$ be an arithmetic self-dual Hecke character over $K$ with root number $-1$. Let $L'_{\Sigma, \lambda}$ (resp. $L'_{\Sigma, \lambda, p}$) be the corresponding cyclotomic derivative of the Katz $p$-adic (resp. Katz $p$-adic) $L$-function as above.

Suppose that $p \nmid h_K^-$, where $h_K^-$ is the relative class number given by $h_K^- = h_K / h_F$. Then, we have

$$\mu(L'_{\Sigma, \lambda}) = \mu(L'_{\Sigma, \lambda, p}).$$

In most of the cases, $\mu(L'_{\Sigma, \lambda})$ has been explicitly determined (see [Burungale 2015]). Thus, we obtain a formula for $\mu(L'_{\Sigma, \lambda, p})$.

Finally, we consider the $p$-adic $L$-function. We have the following $p$-version of a conjecture of Gillard [1991, Conjecture (i)] regarding the vanishing of the $\mu$-invariant of Katz $p$-adic $L$-function.

**Theorem 1.4.** Let $F/\mathbb{Q}$ be a totally real extension, $p$ an odd prime unramified in $F$ and $p \nmid p$ a prime in $F$. Let $K/F$ be a $p$-ordinary CM quadratic extension. Let $\lambda$ be an arithmetic Hecke character over $K$. Let $L_{\Sigma, \lambda, p}$ be the corresponding cyclotomic Katz $p$-adic $L$-function as above. Then, we have

$$\mu(L_{\Sigma, \lambda, p}) = 0.$$
an algebraic subscheme of $S$. Transcendence of $L$ implies the “algebraic” Zariski closure of $L$ in $S$ is the entire $S$. This may not happen for the formal Zariski closure. Let $A = \mathcal{O}_{S,x}$ and $L = \text{Spf}(B)$. Thus, the transcendence of $L$ is equivalent to the injectivity of the natural morphism $A \rightarrow B$ given by $\phi \mapsto \phi|_L$ for $\phi \in A$ and hence the $L$-rigidity, i.e., $\phi$ is determined by its restriction to the formal subtorus $L$. The rigidity remains true for $\phi \circ a$ for any automorphism $a$ of $\hat{S}$. It turns out that often the rigidity also remains true for $\sum_i \phi_i \circ a$ for a well chosen set of automorphisms $a_i$ of $\hat{S}$ and $\phi_i \in \Gamma(S, \mathcal{O}_S)$, i.e.,

$$\sum_i \phi_i \circ a_i = 0 \implies \phi_i = 0$$

for all $i$. As the notion of well chosen may vary from context to context, we only mention that $\{a_i\}$’s typically satisfy a transcendental property which we later specify in this context. We study the case for the Serre–Tate deformation space $\hat{S}$ with rational structure induced from the Hilbert modular Shimura variety. The formal subtorus we study is the partial $p$-deformation subspace of $\hat{S}$. We consider certain $\{a_i\}_i$ such that the differences $\{a_ia_j^{-1}\}_{i \neq j}$ are “transcendental” automorphisms of the Serre–Tate deformation space (see Section 4A).

Let $G = \text{Res}_{O/Z}(\text{GL}_2)$. The group $G(Z_{(p)})$ acts on the prime-to-$p$ Hilbert modular Shimura variety $\text{Sh}_{Z_{(p)}}$. We refer to Section 3B for the action. Here we only mention that in terms of the moduli interpretation, the action corresponds to the one on the level structure. Let $V$ be an irreducible component of $\text{Sh}$ containing $x$. Let $H_x(Z_{(p)})$ be the stabiliser of $x$ in $G(Z_{(p)})$. It acts on $\text{Spec}(\mathcal{O}_{V,x})$ and thus on the Serre–Tate deformation space $\text{Spf}(\hat{O}_{V,x})$. In view of the description of the action on the Serre–Tate coordinates, we observe that the formal subtorus

$$\mathbb{G}_m \otimes O_p \subset \text{Spf}(\hat{O}_{V,x})$$

is stable under the action of $H_x(Z_{(p)})$. Chai and the second named author have proven that a positive dimensional closed irreducible subvariety of $V$ containing $x$ and stable under $H_x(Z_{(p)})$ equals $V$ itself. In this sense, the formal subtorus $\mathbb{G}_m \otimes O_p$ is transcendental in the Shimura variety. Recall that the Igusa tower is étale over $V$. As a mod $p$ Hilbert modular form is an algebraic function on the Igusa tower, we prove $p$-rigidity (Theorem 1.1) based on the transcendence.

We now describe the strategy of the proof of Theorem 1.2. Some of the notation used here is not followed in the rest of the article.

Let us first recall the second named author’s strategy [2010] to determine $\mu(L_{\Sigma,\lambda})$. Let $O_p = O \otimes \mathbb{Z}_p$. Let

$$G_{\Sigma,\lambda} \in \mathbb{Z}_p[[T_1, \ldots, T_d]]$$
be the power series expansion of the measure $L_{\Sigma,\lambda}$ regarded as a $p$-adic measure on $O_p$ with support in $1 + pO_p$, given by

$$G_{\Sigma,\lambda} = \int_{1+pO_p} t^y dL_{\Sigma,\lambda}(y) = \sum_{(k_1,\ldots,k_d)\in(Z_{\geq0})^d} \left( \int_{1+pO_p} (y^{k_1},\ldots,y^{k_d}) dL_{\Sigma,\lambda}(y) \right) T_1^{k_1} \cdots T_d^{k_d}. \quad (1-3)$$

The starting point is the observation that there are classical Hilbert modular Eisenstein series $(f_{\lambda,i})_i$ such that

$$G_{\Sigma,\lambda} = \sum_i a_i \circ (f_{\lambda,i}(t)), \quad (1-4)$$

where $f_{\lambda,i}(t)$ is the $t$-expansion of $f_{\lambda,i}$ around a well chosen CM point $y$ with the CM type $(K, \Sigma)$ on the Hilbert modular Shimura variety $Sh$ and $a_i$ is an automorphism of the Serre–Tate deformation space $Spf(\hat{O}_{Sh,y})$, i.e., $a_i \in H_y(Z_p)$ (see Section 3B). Based on Chai’s study of Hecke-stable subvarieties of a Shimura variety, the second named author has proven the linear independence of $(a_i \circ f_{\lambda,i})_i$ modulo $p$. It follows that

$$\mu(L_{\Sigma,\lambda}) = \min_i \mu(f_{\lambda,i}(t)).$$

Let $G_{\Sigma,\lambda,p} \in \mathbb{Z}_p[[\Gamma^-]]$ be the analogous power series expansion of the measure $L_{\Sigma,\lambda,p}$. Based on the action of $p$-adic differential operators on the $t$-expansion of a $p$-adic Hilbert modular form around an ordinary point in terms of the partial Serre–Tate coordinates, we show that

$$G_{\Sigma,\lambda,p} = \sum_i a_{i,p} \circ (f_{\lambda,i}(t_p)), \quad (1-5)$$

where $a_{i,p}$ is the projection of $a_i$ to $H_y(Z_p)_p$ (see Section 3B) and $f_{\lambda,i}(t_p)$ is the $p$-adic Serre–Tate expansion of $f$ around $y$ (see Section 6A). Based on $p$-rigidity and Chai’s theory of Hecke-stable subvarieties of a Shimura variety, we prove $p$-independence, i.e., the linear independence of $(a_{i,p} \circ (f_{\lambda,i}(t_p)))_i$ modulo $p$. It follows that

$$\mu(L_{\Sigma,\lambda,p}) = \min_i \mu(f_{\lambda,i}(t_p)).$$

In view of the $p$-rigidity, we have

$$\mu(f_{\lambda,i}(t)) = \mu(f_{\lambda,i}(t_p)).$$

This concludes the proof of Theorem 1.2.

The strategy of the proof of Theorem 1.3 is similar to the above strategy. It involves $p$-adic modular forms $f'_{\lambda,i}$ arising from the $p$-adic derivative of $f_{\lambda,N^s,i}$...
with $N$ being the norm Hecke character. In this sense, the proof involves $p$-rigidity for nonclassical $p$-adic modular forms. Finally, Theorem 1.4 is proven based on Theorem 1.2 and the proof of results in [Hida 2011; Burungale and Hsieh 2013]. As in [Hida 2010], we would like to emphasise that Chai’s theory plays an underlying role in all of the above results.

In this article, we give an elementary construction of $p$-adic differential operators on the space of $p$-adic Hilbert modular forms avoiding the use of Gauss–Manin connection in Katz’s construction. This is based on the ideas of the second named author in the early nineties. Based on this construction, we determine the action of $p$-adic differential operators on the $t$-expansion of a $p$-adic Hilbert modular form around an ordinary point in terms of the partial Serre–Tate coordinates.

Along with the $p$-adic Gross–Zagier formula, Theorem 1.2 and Theorem 1.3 have application towards generic nonvanishing of $p$-adic heights on CM abelian varieties (see [Burungale and Disegni ≥ 2017]). This provides evidence for Schneider’s conjecture on the nonvanishing of $p$-adic heights in the CM case. In view of [Burungale 2017], the underlying ideas also have application towards generic nonvanishing of the $p$-adic Abel–Jacobi image of generalised Heegner cycles in the non-CM case. We refer to [Burungale 2016b] for a survey.

Let $p_i$ and $p_j$ be primes above $p$ as above. Theorem 1.2 implies an intriguing equality

$$\mu(L_{\Sigma,\lambda,p_i}) = \mu(L_{\Sigma,\lambda,p_j})$$

of Iwasawa $\mu$-invariants. This is rather surprising as theses $\mu$-invariants could be nonzero and one in general does not expect any relation between the $p$-adic $L$-functions $L_{\Sigma,\lambda,p_i}$. These $p$-adic $L$-functions correspond to independent variables whose number may vary with $i$. As far as we know, Theorem 1.2 is a first phenomena possibly suggesting a relation. It would be interesting to see whether an analogue holds for Iwasawa $\lambda$-invariants. One can perhaps first collect experimental data. In the case of self-duality and the root number being $-1$, the equality of the $\mu$-invariants persists even after taking the cyclotomic derivative. It seems tempting to suppose that a deeper phenomena mediates the relation.

In view of the anticyclotomic main conjectures, Theorem 1.2 would imply an equality of the corresponding algebraic $\mu$-invariants. Note that the underlying Selmer groups correspond to rather different local conditions. In many cases, the anticyclotomic main conjecture has been proven (see [Hida 2006; 2009b]). It would be interesting to prove the equality of the algebraic $\mu$-invariants directly. This sort of equality does not seem to be conjectured in the literature.

In [Burungale ≥ 2017], the first named author proves the analogue of $p$-rigidity and $p$-independence for quaternionic modular forms over totally real fields. These results concern a quaternion algebra which is not totally definite. In the near
future, he hopes to consider an analogue of Theorem 1.2 for a class of quaternionic
Rankin–Selberg $p$-adic L-functions. In [Harris et al. 2006], a construction of $p$-adic
L-functions for unitary Shimura varieties is announced (see [Eischen et al. 2016]).
In such a case, the number of variables of the $p$-adic L-function is typically less
than the dimension of the Shimura variety. The variables of the $p$-adic L-function
may correspond to an analogue of the $\widehat{G}_{m} \otimes O_p$-variables. In the future, we hope to
consider this question starting with the case of $U(n, 1)$ Shimura varieties.

Formulating a $p$-rigidity type statement for a PEL Shimura variety may have an
independent interest. In characteristic zero, we hope to explore rigidity based on
the approach in [Burungale and Hida 2016].

The article is organised as follows. In Section 2, we recall basic facts about
the Hilbert modular Shimura variety $Sh$. In Section 3, we prove Theorem 1.1. In
Sections 3A–3B, we firstly recall some facts about Serre–Tate deformation theory of
an ordinary closed point in $Sh$. In Section 3C, we prove the theorem. In Section 4,
we prove $p$-rigidity, i.e., the linear independence of mod $p$ Hilbert modular forms
restricted to the partial Serre–Tate deformation space $\widehat{G}_{m} \otimes O_p$. In Section 5A, we
give an elementary construction of $p$-adic differential operators on the space of
$p$-adic Hilbert modular forms. In Section 5B, we use it to compute the action of
the $p$-adic differential operators on the $t$-expansion of a $p$-adic Hilbert modular
form around an ordinary point in terms of the partial Serre–Tate coordinates. In
Section 6, we consider Iwasawa $\mu$-invariants as in Theorems 1.2–1.4. In Section 6A,
we determine the $\mu$-invariant of certain anticyclotomic $p$-adic L-functions (see
Theorem 1.2). In Section 6B, we determine the $\mu$-invariant of the cyclotomic
derivative $L_{\Sigma, \lambda}^{\prime}$ of the Katz $p$-adic L-function, when the branch character $\lambda$
is self-dual with the root number $-1$ (see Theorem 1.3). In Section 6C, we prove a
$p$-version of a conjecture Gillard regarding the vanishing of the $\mu$-invariant of the
Katz $p$-adic L-function (see Theorem 1.4).

**Notation.** We use the following notation unless otherwise stated.

For a number field $L$, let $A_L$ be the adele ring and $A_L^f$ the finite adeles of $L$.
Let $h_L$ denote the ideal class number. Let $G_L$ be the absolute Galois group of $L$
and $G_L^{ab}$ the maximal abelian quotient. Let $\text{rec}_L : A_L^\times \to G_L^{ab}$ be the geometrically
normalised reciprocity law.

**2. Hilbert modular Shimura variety**

In this section, we recall basic facts about Hilbert modular Shimura varieties. We follow [Hida 2004].

2A. Setup. In this subsection, we recall a basic setup regarding Hilbert modular
Shimura varieties.
Let $G = \text{Res}_{F/Q} GL_2$ and $h_0 : \text{Res}_{C/R} \mathbb{G}_m \to G/R$ be the morphism of real group schemes arising from

$$a + bi \mapsto \begin{bmatrix} a & -b \\ b & a \end{bmatrix},$$

where $a + bi \in \mathbb{C}^\times$. Let $X$ be the set of $G(R)$-conjugacy classes of $h_0$. We have a canonical isomorphism $X \simeq (C - R)^I$, where $I$ is the set of real places of $F$. The pair $(G, X)$ satisfies Deligne’s axioms for a Shimura variety. It gives rise to a tower $(\text{Sh}_K = \text{Sh}_K(G, X))_K$ of quasiprojective smooth varieties over $Q$ indexed by open compact subgroups $K$ of $G(A_f^\mathbb{A})$. The pro-algebraic variety $\text{Sh}/Q$ is the projective limit of these varieties. The complex points of these varieties are given as follows

$$\text{Sh}_K(C) = G(Q)\backslash X \times G(A_f^\mathbb{A})/K, \quad \text{Sh}(C) = G(Q)\backslash X \times G(A_f^\mathbb{A})/\overline{Z(Q)}. \quad (2-1)$$

Here, $\overline{Z(Q)}$ is the closure of the center $Z(Q)$ in $G(A_f^\mathbb{A})$ under the adélic topology. From (2-1) and the general theory of Shimura varieties, it follows that $\text{Sh}/Q$ is endowed with an action of $G(A_f^\mathbb{A})$ (see [Hida 2004, §4.2]). This gives rise to the Hecke action.

**2B. p-integral model.** In this subsection, we briefly recall a canonical $p$-integral smooth model $\text{Sh}^{(p)}_{/Z(p)}$ of the Shimura variety $\text{Sh}/G(Z_p)/Q$.

Hilbert modular Shimura variety $\text{Sh}/Q$ represents a functor $\mathcal{F}$ classifying abelian schemes having multiplication by $O$ along with additional structure, where $O$ is the ring of integers of $F$ (see [Hida 2004, §4.2; Shimura 1963]). As in the introduction, let $p$ be an odd prime unramified in $F$. Under this hypothesis, a $p$-integral interpretation $\mathcal{F}^{(p)}$ of $\mathcal{F}$ leads to a $p$-integral smooth model of $\text{Sh}/G(Z_p)/Q$.

The functor $\mathcal{F}^{(p)}$ is given by

$$\mathcal{F}^{(p)} : \text{SCH}/Z(p) \to \text{SETS}, \quad S \mapsto \{(A, \iota, \bar{\lambda}, \eta(p))_S / S\} / \sim. \quad (2-2)$$

Here,

(PM1) $A$ is abelian scheme over $S$ of dimension of $d$.

(PM2) $\iota : O \hookrightarrow \text{End}_S A$ is an algebra embedding.

(PM3) $\bar{\lambda}$ is the polarisation class of a homogeneous polarisation $\lambda$ up to scalar multiplication by $\iota(O^\times_{(p), +})$, where $O_{(p), +} := \{a \in O_{(p)} \mid \sigma(a) > 0, \forall \sigma \in I\}$. Also, the Rosati involution of $\text{End}_S A$ takes $\iota(l)$ to $\iota(l^*)$, for $l \in O$.

(PM4) Let $T^{(p)}(A)$ be the prime-to-$p$ Tate module $\varinjlim_{p \mid N} A[N]$. Then $\eta(p)$ is a prime-to-$p$ level structure given by an $O$-linear isomorphism

$$\eta^{(p)} : O^2 \otimes Z \hat{\mathcal{Z}}^{(p)} \simeq T^{(p)}(A),$$

where $\hat{\mathcal{Z}}^{(p)} = \prod_{l \neq p} Z_l$. 


Let \( \text{Lie}_S(A) \) be the relative Lie algebra of \( A \). There exists an \( O \otimes \mathcal{O}_S \)-module isomorphism
\[
\text{Lie}_S(A) \simeq O \otimes \mathcal{O}_S,
\]
locally under the Zariski topology of \( S \).

The notation \( \sim \) denotes up to a prime-to-\( p \) isogeny.

**Theorem 2.1** (Kottwitz). Let the notation and assumptions be as above. Then, the functor \( \mathcal{F}^{(p)} \) is represented by a pro-algebraic scheme \( \text{Sh}^{(p)}(G, X)/\mathbb{Z}_p \). Moreover, there exists an isomorphism given by
\[
\text{Sh}^{(p)} \times Q \simeq \text{Sh}/G(\mathbb{Z}_p)/Q.
\]
(see [Hida 2004, §4.2.1]).

The pro-algebraic scheme \( \text{Sh}^{(p)}(G, X)/\mathbb{Z}_p \) is usually referred as the Kottwitz model. In what follows, we let \( \text{Sh}^{(p)}/\mathbb{Z}_p \) denote \( \text{Sh}^{(p)}(G, X)/\mathbb{Z}_p \) for simplicity of notation.

### 2C. Igusa tower

In this subsection, we briefly recall the notion of \( p \)-ordinary Igusa tower over the \( p \)-integral model (see Section 2B).

Let \( \overline{Q} \) be an algebraic closure of \( Q \) and \( \overline{Q}_p \) be an algebraic closure of \( Q_p \). We fix a complex embedding \( \iota_\infty : \overline{Q} \hookrightarrow \mathbb{C} \) and a \( p \)-adic embedding \( \iota_p : \overline{Q} \hookrightarrow \mathbb{Q}_p \).

Let \( \mathcal{W} \) be the strict Henselisation inside \( \overline{Q} \) of the local ring of \( \mathbb{Z}_p \) corresponding to \( \iota_p \). Let \( F \) be the residue field of \( \mathcal{W} \). Note that \( F \) is an algebraic closure of \( F_p \).

Let \( \text{Sh}^{(p)}/\mathbb{Z}_p = \text{Sh}^{(p)} \times \mathbb{Z}_p \mathcal{W} \) and \( \text{Sh}^{(p)}/\mathbb{F} = \text{Sh}^{(p)} \times \mathbb{W} \mathbb{F} \).

From now, let \( \text{Sh} \) denote \( \text{Sh}^{(p)}/\mathbb{Z}_p \). Let \( A \) be the universal abelian scheme over \( \text{Sh} \).

Let \( \text{Sh}^{\text{ord}} \) be the subscheme of \( \text{Sh} \) on which the Hasse-invariant does not vanish. It is an open dense subscheme. Over \( \text{Sh}^{\text{ord}} \), the connected part \( \mathcal{A}[p^m]^{\circ} \) of \( \mathcal{A}[p^m] \) is étale-locally isomorphic to \( \mu_{p^m} \otimes \mathbb{Z}_p O^* \) as an \( O_p \)-module, where \( O^* = O^{-1}\partial_F^{-1} \), \( \partial_F \) is the different of \( F/Q \) and \( O_p = O \otimes \mathbb{Z}_p \).

We now define the Igusa tower. For \( m \in \mathbb{N} \), the \( m \)-th layer of the Igusa tower over \( \text{Sh}^{\text{ord}} \) is defined by
\[
\text{Ig}_m = \text{Isom}_{O_p}(\mu_{p^m} \otimes \mathbb{Z}_p O^*, \mathcal{A}[p^m]^{\circ}).
\]
(2-3)

Note that the projection \( \pi_m : \text{Ig}_m \to \text{Sh}^{\text{ord}} \) is finite and étale. The full Igusa tower over \( \text{Sh}^{\text{ord}} \) is defined by
\[
\text{Ig} = \text{Ig}_\infty = \varprojlim \text{Ig}_m = \text{Isom}_{O_p}(\mu_{p^\infty} \otimes \mathbb{Z}_p O^*, \mathcal{A}[p^\infty]^{\circ}).
\]
(2-4)

(Ét) Note that the projection \( \pi : \text{Ig} \to \text{Sh}^{\text{ord}} \) is étale.

Let \( x \) be a closed ordinary point in \( \text{Sh} \). We have the following description of the level \( p^\infty \)-structure on the corresponding \( p \)-divisible group \( A_x[p^\infty] \).
(PL) Let $\eta_p^{\circ}$ be a level $p^\infty$-structure on $A_x[p^\infty]^{\circ}$. For the primes $p$ in $O$ dividing $p$, it is a collection of level $p^\infty$ structures $\eta_p^{\circ}$, given by isomorphisms

$$\eta_p^{\circ}: O_p^* \simeq A_x[p^\infty]^{\circ},$$

where $O_p^* = O^* \otimes O_p$. The Cartier duality and the polarisation $\bar{\lambda}_x$ induces an isomorphism

$$\eta_{p}^{\text{ét}}: O_p \simeq A_x[p^\infty]^{\text{ét}}.$$

Thus, we get a level $p^\infty$-structure $\eta_{p}^{\text{ét}}$ on $A_x[p^\infty]^{\text{ét}}$ from $\eta_p^{\circ}$.

Let $V$ be an irreducible component of $\text{Sh}$ and $V^{\text{ord}}$ be $V \cap \text{Sh}^{\text{ord}}$. Let $I$ be the inverse image of $V^{\text{ord}}$ under $\pi$. In [Hida 2004, Chapter 8; 2009a], it has been shown that

(Ir) $I$ is an irreducible component of $Ig$.

2D. Mod $p$ modular forms. In this subsection, we briefly recall the notion of mod $p$ modular forms on an irreducible component of the Hilbert modular Shimura variety (see Section 2B).

Let $V$ and $I$ be as in Section 2C. Let $B$ be an $\mathbb{F}$-algebra. The space of mod $p$ modular forms on $V$ over $B$ is defined by

$$M(V, B) = H^0(I/B, \mathcal{O}_{I/B}), \quad (2-5)$$

where $I/B := I \times_\mathbb{F} B$. In view of Sections 2B–2C, we have the following geometric interpretation of mod $p$ modular forms.

A mod $p$ modular form is a function $f$ of isomorphism classes of $\tilde{x} = (x, \eta_p^{\circ})_B$, where $B'$ is a $B$-algebra, $x = (A, \iota, \bar{\lambda}, \eta_p^{(p)})_B \in \mathcal{F}(B')$ and

$$\eta_p^{\circ}: \mu_{p^\infty} \otimes \mathbb{Z}_p O^* \simeq A[p^\infty]^{\circ}$$

is an $O_p$-linear isomorphism, such that the following conditions are satisfied.

(G1) $f(\tilde{x}) \in B'$.

(G2) If $\tilde{x} \simeq \tilde{x}'$, then $f(\tilde{x}) = f(\tilde{x}')$, where $\tilde{x} \simeq \tilde{x}'$ means $x \simeq x'$ and the corresponding isomorphism between $A$ and $A'$ induces an isomorphism between $\eta_p^{\circ}$ and $\eta_p^{\circ}$.

(G3) $f(\tilde{x} \times_B' B'') = h(f(\tilde{x}))$ for any $B$-algebra homomorphism $h: B' \to B''$.

We also have the key notion of $q$-expansion and $q$-expansion principle for mod $p$ modular forms (see [Hida 2004, Theorem 4.21]).
2E. **p-adic modular forms.** In this subsection, we briefly recall the notion of p-adic modular forms on an irreducible component of the Hilbert modular Shimura variety (see Section 2B).

Let \( W \) denote the Witt ring \( W(\mathbb{F}) \). The construction of the Igusa tower in Section 2C is well defined for the base \( W \). Let \( I/W \) be the irreducible component of the Igusa tower \( \text{Ig}_{W} \) over an irreducible component \( V/W \) of the Shimura variety \( \text{Sh}_{W} \). Let \( C \) be a \( p \)-adically complete local \( W \)-algebra with maximal ideal \( m_C \). The space of \( p \)-adic modular forms on \( V \) over \( C \) is defined by

\[
M(V, C) = H^0(I/C, \mathcal{O}_{I/C}),
\]

where \( I/C := I/W \times_W C \).

By definition, a \( p \)-adic modular form over \( C \) modulo \( m_C \) is a mod \( p \) modular form.

We have an analogous moduli interpretation as in Section 2D and also the \( q \)-expansion principle, for \( p \)-adic modular forms (see [Hida 2010, §4.1]).

### 3. \( p \)-rigidity

In this section, we prove the rigidity of mod \( p \) modular forms (see Theorem 1.1). In Sections 3A–3B, we firstly recall basic facts about Serre–Tate deformation theory of an ordinary closed point on the Hilbert modular variety (see Section 2B). In Section 3C, we prove the rigidity.

#### 3A. Serre–Tate deformation theory.

In this subsection, we briefly recall Serre–Tate deformation theory of an ordinary closed point on the Hilbert modular variety (see Section 2B). We follow [Hida 2004, §8.2; 2010, §2; 2013b, §1].

Let the notation and assumptions be as in Section 2. Let \( x \) be a closed point in \( \text{Sh}^{\text{ord}} \) carrying \((A_x, \iota_x, \tilde{\lambda}_x, \eta_x^{(p)})/\mathbb{F}\). Let \( V \) be the irreducible component of \( \text{Sh} \) containing \( x \).

Let \( \text{CL}_W \) be the category of complete local \( W \)-algebras with residue field \( \mathbb{F} \). Let \( \mathcal{D}_W \) be the fiber category over \( \text{CL}_W \) of deformations of \( x/\mathbb{F} \) defined as follows. Let \( R \in \text{CL}_W \). The objects of \( \mathcal{D}_W \) over \( R \) consist of \( x'^* = (x', \iota_{x'}) \), where \( x' \in \mathcal{F}^{(p)}(R) \) and

\[
\iota_{x'} : x' \times_R \mathbb{F} \cong x.
\]

Let \( x'^* \) and \( x''^* \) be in \( \mathcal{D}_W \) over \( R \). By definition, a morphism \( \phi \) between \( x'^* \) and \( x''^* \) is a morphism (still denoted by) \( \phi \) between \( x' \) and \( x'' \) satisfying [Hida 2004, (7.3)] and the following condition.

(M) Let \( \phi_0 \) be the special fiber of \( \phi \). The automorphism \( \iota_{x''} \circ \phi_0 \circ \iota_{x'}^{-1} \) of \( x \) equals the identity.
Let $\widehat{\mathcal{F}}_x$ be the deformation functor given by
\[
\widehat{\mathcal{F}}_x : \text{CL}/W \to \text{SETS},
\]
\[
R \mapsto \{x/R \in \mathcal{D}\}/\simeq. 
\] (3-1)

The notation $\simeq$ denotes up to an isomorphism.

Recall, $R \in \text{CL}_W$. As $R$ is a projective limit of local $W$-algebras with nilpotent maximal ideal, we can (and do) suppose that $R$ is a local Artinian $W$-algebra with nilpotent maximal ideal $m_R$. Let $x_{/R} \in \mathcal{D}$ and $A$ denote $A_x'$. By Drinfeld’s theorem (see [Hida 2004, §8.2.1]), $A[p^\infty]^{\circ}(R)$ is killed by $p^n_0$ for sufficiently large $n_0$. Let $y \in A(\mathbb{F})$ and $\tilde{y} \in A(R)$ such that $\tilde{y}_0 = y$, where $\tilde{y}_0$ denotes the special fiber of $\tilde{y}$ (as $A/R$ is smooth, such a lift always exists). By definition, $\tilde{y}$ is determined modulo $\ker(A(R) \to A(\mathbb{F})) = A[p^\infty]^{\circ}(R)$. Thus, for $n \geq n_0$, “$p^n”y_0 := p^n\tilde{y}$ is well defined. From now, we suppose that $n \geq n_0$. If $y \in A[p^n](\mathbb{F})$, then “$p^n”y \in A[p^\infty]^{\circ}(R)$.

Strictly speaking, we apply the idempotent $e_p$ corresponding to $p$ so that $e_p“p^n”y \in A[p^\infty]^{\circ}(R)$. We let “$p^n”y$ denote $e_p“p^n”y$ for simplicity of notation.

Thus, we have a homomorphism
\[
\] (3-2)

We also have the commutative diagram
\[
\begin{array}{ccc}
A[p^{n+1}]^{\text{ét}}(R) & \xrightarrow{\simeq} & A[p^{n+1}](\mathbb{F}) \\
\downarrow p & & \downarrow p \\
A[p^n]^{\text{ét}}(R) & \xrightarrow{\simeq} & A[p^n](\mathbb{F})
\end{array}
\]

Passing to the projective limit, this gives rise to a homomorphism
\[
“p^\infty” : A[p^\infty](\mathbb{F}) \to A[p^\infty]^{\circ}(R). 
\] (3-3)

(CC) For $\varprojlim y_n \in \varprojlim A[p^n](\mathbb{F})$, let
\[
y = \varprojlim y_n \in A[p^\infty](\mathbb{F}) \simeq A_x[p^\infty]^{\text{ét}}.
\]

The isomorphism is induced by $\iota_x'$.

Let $q_{n,p}(y_n) = “p^n”y_n$ and $q_p(y) = \lim q_{n,p}(y_n)$. By definition,
\[
q_p(y) \in A[p^\infty]^{\circ}(R) \simeq \text{Hom}(A_x^{\vee}[p^\infty]^{\text{ét}}, \widehat{\mathcal{G}}_m(R)),
\]
where $A_x^{\vee}$ is the dual of the abelian variety $A_x$. Let $q_{A,p}$ be the pairing given by
\[
q_{A,p} : A_x[p^\infty]^{\text{ét}} \times A_x^{\vee}[p^\infty]^{\text{ét}} \to \widehat{\mathcal{G}}_m(R),
\]
\[
q_{A,p}(y, z) = q_p(y)(z). 
\] (3-4)

We have the following fundamental result.
Theorem 3.1 (Serre–Tate). (1) There exists a canonical isomorphism

\[ \hat{F}_x(R) \simeq \prod_p \text{Hom}_{\mathbb{Z}_p}(A_x[p^\infty]^{\text{et}} \times A_x[p^\infty]^{\text{et}}, \hat{G}_m(R)) \]

given by \( x/\kappa \mapsto q_A := \prod_p q_{A,x,p} \).

(2) The deformation functor \( \hat{F}_x \) is represented by the formal scheme \( \hat{S}/W := \text{Spf}(\hat{O}_{V,x}) \). A level \( p^\infty \)-structure as in (PL) gives rise to a canonical isomorphism of the deformation space \( \hat{S}/W \) with the formal torus \( \prod_p \hat{G}_m \otimes \mathbb{Z}_p O_p \) (see [Hida 2013b, Proposition 1.2]).

Let \( x_{\text{ST}} \) be the universal deformation of the closed ordinary point \( x \).

We now recall key underlying notions.

Definition 3.2. Let \( x \) be a closed ordinary point on the Hilbert modular variety as above. Recall that a level \( p^\infty \)-structure on \( x \) (see (PL)) gives rise to a canonical isomorphism of the deformation space \( \hat{S}/W \) with the formal torus \( \prod_p \hat{G}_m \otimes \mathbb{Z}_p O_p \) (see part (2) of Theorem 3.1). Under this identification, let

\[ t = (t_p) \]

be the coordinates of the deformation space \( \hat{S}/W \), where \( t_p \) is the coordinate of \( \hat{G}_m \otimes \mathbb{Z}_p O_p \). We call \( t = (t_p) \) the Serre–Tate coordinates of the deformation space \( \hat{S}/W \).

We have \( \hat{S} = \text{Spf}(\hat{W}[O]) \), where \( S = \hat{G}_m \otimes O^* \), \( W[O] = W[X(S)] \) and \( \hat{W}[O] \) is the completion at the augmentation ideal. Here, \( X(S) \) is the character group of \( S \). Note that \( W[O] \) is the ring consisting of formal finite sums \( \sum_{\xi \in O} a(\xi) t^\xi \), where \( a(\xi) \in W \) and \( t \) is the coordinate of \( \hat{G}_m \). Here, \( t^\xi \) is the character given by

\[ t^\xi (t \otimes u) = t^{Tr_{F/Q}(\xi u)} \]

for \( u \in O^* \).

Definition 3.3. Let \( f \) be a mod \( p \) modular form over \( \mathbb{F} \) (see Section 2D). A level \( p^\infty \)-structure \( \eta_{p,\text{ST}}^\circ \) of \( x \) gives rise to a canonical level \( p^\infty \)-structure \( \eta_{p,\text{ST}}^\circ \) of the universal deformation \( x_{\text{ST}} \). We denote by

\[ f((x_{\text{ST}}, \eta_{p,\text{ST}}^\circ)) \in \widehat{\mathbb{F}[O]} \]

the \( t \)-expansion of \( f \) around \( x \).

We have the following \( t \)-expansion principle.

\( t \)-expansion principle) The above \( t \)-expansion of a mod \( p \) modular form \( f \) around a closed ordinary point determines \( f \) uniquely (see (Ir)).

We have an analogous \( t \)-expansion principle for \( p \)-adic modular forms (see [Hida 2010, §4.1]).
3B. Reciprocity law for the deformation space. In this subsection, we recall the action of the local algebraic stabiliser of a closed ordinary point \( x \) on the Serre–Tate coordinates of the deformation space of \( x \). This can be considered as an infinitesimal analogue of Shimura’s reciprocity law.

Let \( g \in G(\mathbb{Z}_{(p)}) \) act on \( \text{Sh} \) through the right multiplication on the prime-to-\( p \) level structure, i.e.,

\[
(A, t, \tilde{\lambda}, \eta^{(p)})_{/S} \mapsto (A, t, \tilde{\lambda}, (\eta^{(p)} \circ g))_{/S}
\]

(see Section 2B).

Recall that \( x \) is a closed ordinary point in \( \text{Sh} \) with a \( p^\infty \)-level structure \( \eta_p^{\text{ord}} \). Let \( (K_x, \Sigma_x) \) be the CM-type of \( x \). We suppose that \( \iota : \mathcal{O} \hookrightarrow \text{End}(A) \) extends to \( \iota_x : \mathcal{O} \hookrightarrow \text{End}(A) \), where \( \mathcal{O} \) is the ring of integers of \( K_x \). Let \( H_x(\mathbb{Z}_{(p)}) \) be the stabiliser of \( x \) in \( G(\mathbb{Z}_{(p)}) \). Note that

\[
H_x(\mathbb{Z}_{(p)}) = (\text{Res}_{\mathcal{O}(p)/\mathcal{O}(p)} \mathbb{G}_m)(\mathbb{Z}_{(p)}) = \mathcal{O}_{(p)}^	imes,
\]

(3-6)

where \( \mathcal{O}_{(p)} = \mathcal{O} \otimes \mathbb{Z}_{(p)} \) (see [Hida 2010, §3.2; Shimura 1998]). We call \( H_x(\mathbb{Z}_{(p)}) \) the local algebraic stabiliser of \( x \).

Let \( c_x \) be the complex conjugation of \( K_x \).

As \( x \) is ordinary, \( \Sigma_x \) is a \( p \)-ordinary CM type. When considered as a \( p \)-adic CM type, we denote it by \( \Sigma_{x,p} \). Let \( p = \prod_{v \in \Sigma_{x,p}} p_v \), for the primes \( p_v \) associated to the valuation \( v \in \Sigma_{x,p} \). Note that \( \mathcal{O}_p = \mathcal{O}_p = \prod_p \mathcal{O}_p \) and \( \mathcal{O}_p = \mathcal{O}_p \times \mathcal{O}_p^{\mathfrak{c}_p} \). Let \( H_x(\mathbb{Z}_{(p)})_p \) be the \( p \)-component \( \mathcal{O}_p^{\times} \) of \( H_x(\mathbb{Z}_{(p)}) = \mathcal{O}_p^{\times} \). We have a natural inclusion \( \mathcal{O}_{(p)} \subset \mathcal{O}_p \). Thus, we regard \( H_x(\mathbb{Z}_{(p)}) \subset H_x(\mathbb{Z}_{(p)}) \). Let \( H_x(\mathbb{Z}_{(p)})_p \) be the projection of \( H_x(\mathbb{Z}_{(p)}) \) to \( H_x(\mathbb{Z}_{(p)})_p \). Note that we have an isomorphism \( H_x(\mathbb{Z}_{(p)}) \cong H_x(\mathbb{Z}_{(p)})_p \). Let \( \alpha \in H_x(\mathbb{Z}_{(p)}) \). Let \( \alpha_p \) be the projection of \( \alpha \) to the \( p \)-component \( \mathcal{O}_p^{\times} \) of \( \mathcal{O}_p^{\times} \). As \( H_x(\mathbb{Z}_{(p)}) \) stabilises \( x \), it follows that \( \alpha \) acts on \( \text{Spec}(\mathcal{O}_{V,x}) \) and thus on \( \text{Spf}(\mathcal{O}_{V,x}) \).

In particular, it acts on the Serre–Tate coordinates (see Definition 3.2). The action is given by the following lemma.

**Lemma 3.4** [Hida 2010, Lemma 3.3]. The endomorphism \( \alpha \) acts on the Serre–Tate coordinates \( t = (t_p)_p \) by

\[
t \mapsto t^{\alpha^{1-cx}_x}
\]

for \( t^{\alpha^{1-cx}_x} = (t^{\alpha^{1-cx}_p}_p)_p \).

We have the following immediate corollary.

**Corollary 3.5.** The partial Serre–Tate deformation space \( \widehat{\mathbb{G}}_m \otimes \mathcal{O}_p \subset \text{Spf}(\mathcal{O}_{V,x}) \) is stable under the action of the local algebraic stabiliser \( H_x(\mathbb{Z}_{(p)}) \).

This simple corollary is crucial for \( p \)-rigidity. It may lead to rigidity-style phenomena with different flavour.
3C. $p$-rigidity. In this subsection, we prove the rigidity of mod $p$ modular forms (see Theorem 1.1).

Recall that $x$ is a closed ordinary point in $V$ with $p^\infty$-level structure $\eta_p^o$ and $V = \varprojlim V_K$, where $V_K$ is the projection of $V$ to $\text{Sh}_K = \text{Sh}/K$ for $K$ small and maximal at $p$. This gives rise to a closed point $\tilde{x} = (x, \eta_p^o)$ in the Igusa tower $I$ over $x$. In view of (Ét), there exists a canonical isomorphism

$$\hat{O}_{V,x} \simeq \hat{O}_{I,\tilde{x}}.$$ 

Thus, a mod $p$ modular form can be considered as a function on $\text{Spec}(O_{V,x})$.

Let $f$ be a nonzero mod $p$ modular form. We suppose that $f$ is a nonunit in $O_{V,x}$. Let $b \subset O_{V,x}$ be the zero ideal of $f$, i.e., $b = (f) \cap O_{V,x}$. As $f$ is an algebraic function on $I$, it follows that $V(b)$ is nonempty not only in $\text{Spf}(\hat{O}_{V,x})$ but also in $\text{Spec}(O_{V,x})$. In particular, we have $b \neq 0$. Let $X$ be the Zariski closure of $\text{Spec}(O_{V,x}/b)$ in $V$. Note that $X \subset V$ is a closed irreducible pro-subscheme containing $x$ and $X = \varprojlim X_K$, where $X_K$ is the projection of $X$ to $V_K$.

We start with a preparatory lemma.

**Lemma 3.6.** Let $Y_i$ be a family of closed subschemes of an irreducible noetherian scheme $Y$ such that there exists a closed point $y \in Y_i$, for all $i$, i.e., $y \in \bigcap_i Y_i$. Suppose that the intersection of the $\text{Spf}(\hat{O}_{Y_i,y})$ (viewed inside $\text{Spf}(\hat{O}_{Y,y})$) is positive dimensional. Then, the intersection of the $Y_i$ is positive dimensional.

**Proof.** It suffices to consider the affine case.

Let $A$ be a noetherian integral domain and $R_i = A/a_i$, for ideals $a_i$. Take nonunits $t_1, \ldots, t_r$ in $A$ and let $(t) = (t_1, \ldots, t_r)$. Suppose that

$$V(t) = \text{Spec}(R/(t)) \subset V_i = \text{Spec}(R/a_i), \quad \text{for all } i.$$ 

This implies $a_i \subset (t)$. In particular, $\sum_i a_i \subset (t)$.

If $A$ is local noetherian with maximal ideal $m$, by faithful flatness of $\hat{A} = \varprojlim A/m^n$ over $A$,

$$\sum_i a_i = \sum_i \hat{a}_i.$$ 

So, the above argument can be applied to $(t) \in \hat{m}$, $\hat{A}$ and $(A/a_i)$.

This finishes the proof as

$$\dim \left( \bigcap_i \text{Spec}(A/a_i) \right) = \dim \left( \text{Spec} \left( A/\sum_i a_i \right) \right) = \dim \left( \text{Spec} \left( \hat{A}/\sum_i \hat{a}_i \right) \right)$$

$$= \dim \left( \bigcap_i \text{Spec}(\hat{A}/\hat{a}_i) \right) \geq \dim(\hat{A}/(t)). \quad \Box$$

We are now ready to prove the rigidity.
Theorem 3.7 (p-rigidity). Let the notation and assumptions be as above. The partial Serre–Tate deformation space $\hat{G}_m \otimes O_p$ is not a formal subscheme of $\text{Spf}(\hat{O}_{X,x})$ (viewed inside $\text{Spf}(\hat{O}_{V,x})$).

Proof. Suppose that it is a formal subscheme.

We now consider $Z = \bigcap_{\alpha \in H_x(\mathbb{Z}_{(p)})} \alpha(X)$ (viewed inside $V$). As above, recall that $Z = \varprojlim Z_K$.

Note that $\text{Spf}(\hat{O}_{\alpha(X),x}) = \alpha(\text{Spf}(\hat{O}_{X,x}))$. It follows that if $\hat{G}_m \otimes O_p \subset \text{Spf}(\hat{O}_{X,x})$, then $\hat{G}_m \otimes O_p \subset \text{Spf}(\hat{O}_{\alpha(X),x})$ (see Corollary 3.5). In particular, we have $\hat{G}_m \otimes O_p \subset \text{Spf}(\hat{O}_{\alpha(X)_K,x})$. In the last equality, $\alpha(X)_K$ is the projection of $\alpha(X)$ to $V_K$. By Lemma 3.6, $Z_K$ is positive dimensional. As the projection $\pi_K : V \to V_K$ is étale, we conclude that $Z$ itself is positive dimensional.

Thus, $Z$ is a closed irreducible pro-subscheme of $V$ containing $x$ and stable under $H_x(\mathbb{Z}_{(p)})$. We conclude that $Z = V$ (see [Hida 2010, Proposition 3.8]). It follows that $b = 0$. This is a contradiction for $f$ being nonzero as noted in the paragraph before Lemma 3.6.

In particular, Theorem 1.1 holds. The following consequence is immediate.

Corollary 3.8. Let $g$ be a $p$-adic modular form. Then,

$$\mu(g) = \mu(g \mid_{\hat{G}_m \otimes O_p}).$$

Proof. Let $g$ be nonzero and defined over a $p$-adically complete local $W$-algebra $C$.

If $g$ is a unit in $O_{V,x}$, the corollary follows instantly. We thus suppose that $g$ is a nonunit in $O_{V,x}$.

In view of the $t$-expansion principle, we have

$$\mu(g) = \mu(g \mid_{\prod_p \hat{G}_m \otimes \mathbb{Z}_p O_p}).$$

Let $c \in C$ such that $\mu(g/c) = 0$. By definition, $g/c$ modulo the maximal ideal $m_C$ is a nonzero mod $p$ modular form. In view of Theorem 3.7, it thus follows that

$$\mu(g/c \mid_{\hat{G}_m \otimes O_p}) = 0.$$

4. $p$-independence

In this section, we consider $p$-independence, i.e., a linear independence of mod $p$ modular forms restricted to the partial Serre–Tate deformation space $\hat{G}_m \otimes O_p$ (see Section 3A). In Section 4A, we first state the formulation and in Section 4B, we prove the independence.

4A. Formulation. In this subsection, we give a formulation of the linear independence of mod $p$ modular forms restricted to the partial Serre–Tate deformation space $\hat{G}_m \otimes O_p$ (Section 3A).
Let the notation and assumptions be as in Section 3. Recall that \( x \) is a closed ordinary point in \( V \) with \( p^\infty \)-level structure \( \eta_p \). This gives rise to a closed point \( \tilde{x} = (x, \eta_p) \) in the Igusa tower \( I \) over \( x \) and a canonical isomorphism

\[
\text{Spf}(\widehat{O}_{V,x}) \simeq \prod_p \widehat{G}_m \otimes \mathbb{Z}_p \mathcal{O}_p
\]

(see Theorem 3.1).

Recall that we have a canonical isomorphism \( \widehat{O}_{V,x} \simeq \widehat{O}_{I,\tilde{x}} \) (see (Ét)). Thus, the \( p \)-completed stabiliser \( H_x(\mathbb{Z}_p) \) acts on \( \widehat{O}_{I,\tilde{x}} \).

Let \( f \) be a mod \( p \) modular form and \( a \in H_x(\mathbb{Z}_p) \). Note that \( (a(f))|_{\widehat{G}_m \otimes \mathcal{O}_p} = a_p(f|_{\widehat{G}_m \otimes \mathcal{O}_p}) \) (see Corollary 3.5). Here \( a_p \) is as in Section 3B.

To provide context for the following independence, note that there exists \( a \in H_x(\mathbb{Z}_p) \) such that \( a_p \in H_x(\mathbb{Z}_p)_p \) and \( a_{pj} / \in H_x(\mathbb{Z}_p)_p \), for \( j \neq i \). Indeed, \( H_x(\mathbb{Z}_p) = O^\times_p = \prod_p O^\times_p \) and we may choose \( a \) to be nonidentity precisely at the \( p_i \)-th component.

Let \( n \) be a positive integer. For \( 1 \leq i \leq n \), let \( a_i \in H_x(\mathbb{Z}_p) \) such that \( (a_i a_j^{-1})_p \notin H_x(\mathbb{Z}_p)_p \) for all \( i \neq j \) (see Section 3B). Let \( f_1, \ldots, f_n \) be \( n \) nonconstant mod \( p \) modular forms on \( V \) (see Section 2D).

Our formulation of the linear independence is the following.

**Theorem 4.1** (\( p \)-independence). Let the notation and assumptions be as above, and suppose that \( (a_i a_j^{-1})_p \notin H_x(\mathbb{Z}_p)_p \) for all \( i \neq j \). Then, the \( (a_i.p \circ (f_i|_{\widehat{G}_m \otimes \mathcal{O}_p}))_i \) are linearly independent in the partial Serre–Tate deformation space \( \widehat{G}_m \otimes \mathcal{O}_p \).

Note that \( a_i.p \circ (f_i|_{\widehat{G}_m \otimes \mathcal{O}_p}) \) is not necessarily the restriction of a mod \( p \) modular form to \( \widehat{G}_m \otimes \mathcal{O}_p \).

The above independence is \( p \)-analogue of the linear independence in [Hida 2010, §3.5]. As expounded in Section 4B, the approach in [Hida 2010, §3] is fundamental to the \( p \)-independence.

**4B. \( p \)-independence.** In this subsection, we prove the linear independence of mod \( p \) modular forms restricted to the partial Serre–Tate deformation space \( \widehat{G}_m \otimes \mathcal{O}_p \) (see Section 4A).

The approach is based on \( p \)-rigidity and Chai’s theory of Hecke-stable subvarieties of a mod \( p \) Shimura variety adopted for local algebraic stabilisers in [Hida 2010, §3]. For a detailed treatment of the latter, we refer to [Chai 1995; 2003; 2006; Hida 2010].

Let \( n \) be a positive integer. In this subsection, any tensor product is taken \( n \)-times.
We consider an $\mathbb{F}$-algebra homomorphism
\[
\phi_I : \mathcal{O}_{I,\tilde{x}} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{I,\tilde{x}} \to \hat{\mathbb{G}}_m \otimes \mathcal{O}_p
\] (4-2)
given by
\[
f_1 \otimes \cdots \otimes f_n \mapsto \prod_{i=1}^{i=n} a_{i,p} \circ (f_i|_{\hat{\mathbb{G}}_m \otimes \mathcal{O}_p}).
\] (4-3)

As we are interested in the linear independence of \((a_{i,p}(f_i|_{\hat{\mathbb{G}}_m \otimes \mathcal{O}_p}))_i\), we consider \(b_I := \ker(\phi_I)\).

Similarly, we consider an $\mathbb{F}$-algebra homomorphism
\[
\phi = \phi_V : \mathcal{O}_{V,x} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{V,x} \to \hat{\mathbb{G}}_m \otimes \mathcal{O}_p
\] (4-4)
given by
\[
h_1 \otimes \cdots \otimes h_n \mapsto \prod_{i=1}^{i=n} a_{i,p} \circ (h_i|_{\hat{\mathbb{G}}_m \otimes \mathcal{O}_p}).
\] (4-5)

In view of Theorem 3.7, it follows that $\phi_I$ and $\phi_V$ are both nontrivial.

(EQ) We note that $\phi$ is equivariant with the $H_x(Z_p)$-action.

Let $b_I = \ker(\phi_V)$ and $b = \ker(\phi_V)$.

**Lemma 4.2.** $b_I = 0$ if and only if $b = 0$.

**Proof.** In view of (Ét), we have an étale morphism
\[
\pi^m : \mathcal{O}_{V,x} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{V,x} \to \mathcal{O}_{I,\tilde{x}} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{I,\tilde{x}}.
\]

Note that $b_I$ is the unique prime ideal of $\mathcal{O}_{I,\tilde{x}} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{I,\tilde{x}}$ over $b$. \(\square\)

As $\phi$ is equivariant with the $H_x(Z_p)$-action (see (EQ)), it follows that $b$ is a prime ideal of $\mathcal{O}_{V,x} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{V,x}$ stable under the diagonal action of $H_x(Z_p)$. Let $Y$ be the Zariski closure of $\text{Spec}(\mathcal{O}_{V,x} \otimes_{\mathbb{F}} \cdots \otimes_{\mathbb{F}} \mathcal{O}_{V,x})$ in $V^n$. Thus, $Y$ is a closed irreducible subscheme of $V^n$ containing $x^n$ stable under the diagonal action of $H_x(Z_p)$. We also have an analogue of the commutative diagram [Hida 2010, (3.22)] with $\hat{O}_S$ replaced by $\hat{\mathbb{G}}_m \otimes \mathcal{O}_p$. For $n \geq 2$, the subscheme $Y$ thus satisfies the hypothesis in [Hida 2010, Corollary 3.19].

**Theorem 4.3.** The subscheme $Y$ equals $V^n$.

**Proof.** When $n = 1$, this is nothing but [Hida 2010, Proposition 3.8].

We thus suppose that $n \geq 2$. From [Hida 2010, Corollary 3.19], we have two possibilities, namely $Y = V^{n-2} \times \Delta_{\alpha,\beta}$ (up to a permutation of the factors) for some $\alpha, \beta \in H_x(Z_p)$, or $Y = V^n$. The skewed diagonal $\Delta_{\alpha,\beta}$ is given by
\[
\Delta_{\alpha,\beta} = \{(\alpha(v), \beta(v)) \mid v \in V\}.
\]
Suppose that $Y = V^{n-2} \times \Delta_{\alpha,\beta}$ (up to a permutation of the factors). Let $(t, t')$ be the Serre–Tate coordinates of the last two factors $\Delta_{\alpha,\beta}$ at $(x, x)$, respectively. It follows that

$$t^{a_1-cx} = t'^{a_1-cx}.$$ 

On the other hand, from the definition of $Y$ it follows that

$$t_{an,p} = t'_{an-1,p}.$$ 

Thus, $(a_na_{n-1})_p = (\beta\alpha^{-1})_p^{1-cx} \in H_x(Z_p)_p$. This contradicts the hypothesis on the $a_i$. We conclude that $Y = V^n$. $\Box$

We have the following immediate consequence.

**Corollary 4.4.** *Theorem 4.1 holds.*

**Proof.** In view of Theorem 4.3, it follows that $b = 0$. Thus, $b_I = 0$ (see Lemma 4.2). $\Box$

### 5. $p$-adic differential operators

In this section, we consider $p$-adic operators on the space of $p$-adic Hilbert modular forms. This is a $p$-adic analogue of the Maass–Shimura differential operators on complex Hilbert modular forms. In *Section 5A*, we give an elementary construction of these operators. In *Section 5B*, we compute their action on the $t$-expansion of a $p$-adic Hilbert modular form around an ordinary point in terms of the partial Serre–Tate coordinates. For a more detailed account in the elliptic modular case, we refer to [Hida 2013a, §1.3.6]. In *Section 6*, we will use these results to compute the power series expansion of anticyclotomic Katz $p$-adic $L$-functions and variants (see *Section 1*).

**5A. Elementary construction.** In this subsection, we give an elementary construction of $p$-adic differential operators on the space of $p$-adic Hilbert modular forms.

Let the notation and assumptions be as in *Section 2*. For the geometric definition of classical and $p$-adic modular forms on the Hilbert modular Shimura variety, we refer to [Hida 2004, §4.2; 2010, §4.1].

Recall that $\mathbb{F}$ denotes an algebraic closure of $\mathbb{F}_p$, $W$ the Witt ring $W(\mathbb{F})$, $\iota_p : \overline{Q} \hookrightarrow C_p$ a $p$-adic embedding and $\iota_\infty : \overline{Q} \hookrightarrow C$ a complex embedding. Let $\mathcal{W}$ denote $\iota_p^{-1}(W)$. Possibly enlarging $\mathcal{W}$, we suppose that $\tau(O) \subset \mathcal{W}$, for all $\tau \in \Sigma$.

In this subsection, we suppose the prime-to-$p$ level of classical or $p$-adic Hilbert modular forms is one. This is only to simplify the notation.

Let $G_\kappa(\Gamma_1(p^m), \mathcal{W})$ be the space of classical Hilbert modular forms of weight $\kappa$ and level $\Gamma_1(p^m)$ over $\mathcal{W}$, where $\kappa \in \mathbb{Z}_{\geq 0}[\Sigma]$ and $m$ is a nonnegative integer. Let $f \in G_\kappa(\Gamma_1(p^m), \mathcal{W})$. Via $\iota_\infty$, we regard $f$ as a Hilbert modular form over $C$. Let
Let $z = (z_\tau)_{\tau \in \Sigma}$ be the complex variables of the Hilbert modular Shimura variety or those of $\mathcal{H}^Z$, where $\mathcal{H}$ is the upper half plane (see [Hida 2010, §4.1]). Let $(a, b)$ be a pair giving rise to a cusp of the Hilbert modular Shimura variety (see [Hida 2010, §4.1]). The Fourier expansion of $f$ at the cusp corresponding to $(a, b)$ is given by

$$f(z) = \sum_{\xi \in O} a(\xi) e_F(\xi z)$$

for $e_F(\xi z) = \exp(2\pi i \sum_{\tau \in \Sigma} \tau(\xi) z_\tau)$. 

Let $\phi : O/p^r O \rightarrow \mathcal{W}$ be an arbitrary function with the normalised Fourier transform $\phi^*$ given by

$$\phi^*(y) = \frac{1}{p^{rd/2}} \sum_{u \in O/p^r O} \phi(u) e_F(uy/p^r),$$  \hspace{1cm} (5-1)

where $y \in O/p^r O$ and $e_F(w) = \exp(2\pi i \Tr_F/Q(w))$ for $w \in F$.

Let $f|\phi$ be the classical Hilbert modular form given by

$$f|\phi(z) = \sum_{u' = (\sigma_1(u), \ldots, \sigma_d(u)), u \in O/p^r O} \phi^*(-u) f(z + u'/p^r),$$  \hspace{1cm} (5-2)

where $z + u'/p^r = (z_\tau + \tau(u)/p^r)_\tau$.

Note that $f|\phi \in G_k(\Gamma_1(p^s), \mathcal{W})$, where $s = \max(m, 2r)$. In view of the Fourier inversion formula, it follow that the Fourier expansion of $f|\phi$ at the cusp corresponding to $(a, b)$ is given by

$$f|\phi(z) = \sum_{\xi \in O} \phi(\xi) a(\xi) e_F(\xi z).$$  \hspace{1cm} (5-3)

Let $(\phi^\sigma_n : O/p^n O \rightarrow \mathcal{W})_n$ be a sequence of functions such that

$$\phi^\sigma_n(\xi) \equiv \sigma(\xi) \pmod{p^n \mathcal{W}}.$$  

In view of the $q$-expansion principle, it follow that the sequence $(f|\phi^\sigma_n)_n$ of classical Hilbert modular forms converges $p$-adically to a $p$-adic Hilbert modular form $d^\sigma f$ whose formal Fourier expansion at the cusp corresponding to $(a, b)$ is given by

$$d^\sigma f(z) = \sum_{\xi \in O} \sigma(\xi) a(\xi) e_F(\xi z).$$  \hspace{1cm} (5-4)

In other words, the operator $d^\sigma$ equals the Maass–Shimura differential operator

$$\delta^\sigma_0 = \frac{1}{2\pi i} \frac{\partial}{\partial z_\sigma}$$

on $G_k(\Gamma_1(p^m), \mathcal{W})$.

This construction extends to the space of $p$-adic Hilbert modular forms over $W$ as follows. Let $V(W)$ be the space of $p$-adic Hilbert modular forms of prime-to-$p$
level one over $W$. Via $t_p$, we can regard $G_k(\Gamma_1(p^m), W)$ as a subspace of $V(W)$ (see [Hida 2004, §8.1]). The space $G_k(\Gamma_1(p^\infty), W) = \bigcup_m G_k(\Gamma_1(p^m), W)$ is $p$-adically dense in $V(W)$ (see [Hida 2004, §8.1]). Thus, the differential operator $d^\sigma$ extends to $V(W)$.

**Remark.** In [Katz 1978, Chapter II], the operator $d^\sigma$ is constructed based on the Gauss–Manin connection of the universal abelian scheme over the Shimura variety. The above approach can be generalised for a class of PEL Shimura varieties.

5B. Action on the $t$-expansion. In this subsection, we compute the action of the differential operator on the $t$-expansion of a $p$-adic Hilbert modular form around a $p$-ordinary point in terms of the partial Serre–Tate coordinates.

Let $(\zeta_{p^n} = \exp(2\pi i/p^n))_{n} \in \overline{Q}$ be a compatible system of $p$-power roots of unity. Via $\iota_p$, we regard it as a compatible system in $C_p$.

Let $p$ be the prime corresponding to $\sigma$ via $\iota_p$, and $\Sigma_p$ be the set of places above $p$ in $F$. For $q \in \Sigma_p$, let $\Sigma_q \subset \Sigma$ be the subset giving rise to $q$ under $\iota_p$.

Let $W_n = W[\mu_{p^n}]$ and $m_n$ be the maximal ideal. We have

$$\hat{G}_m \otimes O_q^* \subset \hat{G}_m \otimes O_q^* = \hat{G}_m \otimes O_q^*$$

and

$$\hat{G}_m \otimes O_q^* = \prod_{\tau \in \Sigma_q} \hat{G}_m.$$ (5-6)

Let $u \in O$ and $\alpha(u/p^m) \in G(A_f)$ such that

$$\alpha(u/p^m)_p = \begin{bmatrix} 1 & u/p^m \\ 0 & 1 \end{bmatrix}$$

and $\alpha(u/p^m)_l = 1$, for $l \neq p$.

Let us recall some notation. Let $\pi : \text{Ig} \to \text{Sh}$ be the Igusa tower over $W$. Let $x \in \text{Sh}_{/\overline{F}}^\text{ord}$ be a closed point and $\tilde{x}$ be a point above it in $\text{Sh}$. Let $\hat{S}_{/W}$ be the deformation space of $\tilde{x}$. For $q \in \Sigma_p$, recall $t_q = t \otimes \iota_q \in \hat{G}_m \otimes O_q$ is the Serre–Tate coordinate of the partial deformation space $\hat{G}_m \otimes O_q$ (see Section 3A). We regard $1 \otimes u \in \hat{G}_m \otimes O_q$ via the image $u \in O_q$.

We start with a preparatory lemma.

**Lemma 5.1.** The isogeny action of $\alpha(u/p^m)$ on the Igusa tower $\pi : \text{Ig} \to \text{Sh}_{/W}$ preserves the deformation space $\hat{S}$ and induces $t_p \mapsto \zeta_{p^m} t \otimes u$ (see (5-5)) and $t_{p'} \mapsto t_{p'}'$, for $p' \neq p$.

**Proof.** Let $x_{\text{ST}} = (A_x, \cdot)$ be the universal deformation and $x_0 = (A_0, \cdot)$ be the origin of the deformation space $\hat{S}$. In particular, we have

$$A_0[p^m] = \mu_{p^m} \otimes O_p^* \oplus O_p/p^mO_p.$$ (5-7)
By the universal level structure, we have an exact sequence

\[
0 \longrightarrow \mu_{p^m} \otimes O_p^* \longrightarrow A_\chi[p^m] \xrightarrow{h} O_p/p^mO_p \longrightarrow 0.
\]

A section of the morphism \(h\) determines an \(O_p\)-cyclic subgroup \(C_u\) isomorphic to \(O_p/p^mO_p\) defined over \(W_m\), which specialises at the origin \(A_0\) to a cyclic subgroup generated by \((\zeta_{p^m} \otimes u, \gamma_0)\) in \(A_0[p^m]\) (see (5-7)). Here \(\gamma_0\) denotes the image of 1 under the identification \(A_0[p^m] = O_p/p^mO_p\).

The isogeny action \(\alpha(u/p^m)\) corresponds to the isogeny \(A_x \rightarrow A_x, u := A_x/C_u\).

By an argument similar to the proof of [Brakočević 2011, Lemmas 7.1, 7.2], it follows that the \(p\)-Serre–Tate coordinates of \(A_x, u\) is given by \(\zeta_{p^m} t \otimes u\). For \(p' \neq p\), in view of the construction of the Serre–Tate coordinates (see Section 3A), it follows that the \(p'\)-Serre–Tate coordinate is given by \(t_{p'}\). 

For \(\tau \in \Sigma_q\), let \(t_{q}^{\tau}\) be the \(\tau\)-component of \(t_q\) (see (5-6)).

**Proposition 5.2.** The action of the \(p\)-adic differential operator \(d^\sigma\) on the deformation space \(\hat{S}\) is given by

\[
t^\sigma_p \frac{\partial}{\partial t^\sigma_p}.
\]

**Proof.** As a \(p\)-adic Hilbert modular form is a \(p\)-adic limit of classical Hilbert modular forms, it suffices to verify the proposition for classical Hilbert modular forms.

Let \(f \in G_\kappa(\Gamma_1(p^m), \mathcal{W})\) and the \(t\)-expansion of \(f\) around \(x\) be given by

\[
f(t) = \sum_{\omega} a(\omega) \prod_{q \in \Sigma_p} t^{\omega_q}_q. \tag{5-8}
\]

Here by \(t^{\omega_q}_q\), we mean the character \(t^{\omega_q}\) (see Section 3A) and the summation is over \(\omega \in O\) (see [Hida 2010, pp. 106–107]). To emphasise the notion of \(t\)-expansion around a point, we use the indexing notation \(\omega\) instead of the traditional notation \(\xi\) for \(q\)-expansion around a cusp.

We have

\[
f|\phi = \sum_{u \in O/p^rO} \phi^*(-u)f|\alpha(u/p^r),
\]

as \(\alpha(u/p^m)\) acts on \(\hat{S}^\Sigma\) by \(z \mapsto z + u'/p^r\) (see (5-2)).

In view of Lemma 5.1, it follows that

\[
f|\phi^\sigma_n(t) = \sum_{\omega} a(\omega) \left( \sum_{u \in O/p^nO} (\phi^\sigma_n)^*(-u)\zeta_{p^n}^{Tr/F}_F(q(\mu_{p^m})) t_{p}^{\omega_p} \prod_{p' \neq p} t_{p'}^{\omega_p'} \right) t_{q}^{\omega_q} \prod_{q \in \Sigma_p} t^{\omega_q}_q. \tag{5-9}
\]
The last equality follows from the Fourier inversion formula. Thus, we have

\[ d^\sigma f(t) = \lim_{n \to \infty} f |_{\phi_n^\sigma}(t) = \sum_{\omega} \sigma(\omega_p) a(\omega) \prod_{q \in \Sigma_p} t_q^{\omega_q} = t_p,\sigma \frac{\partial f}{\partial t_p,\sigma}. \]

We have the following immediate consequence.

**Corollary 5.3.** The $p$-adic differential operator $d^\sigma$ is $\hat{S}$-invariant.

**Remark.** The above corollary is proven in [Katz 1981, §4.3] based on the computation of the Gauss–Manin connection in terms of the Serre–Tate coordinates. The above approach can be generalised for a class of PEL Shimura varieties.

### 6. Iwasawa $\mu$-invariants

In this section, we consider Iwasawa $\mu$-invariants as in Theorems 1.2–1.4. In Section 6A, we determine the $\mu$-invariant of certain anticyclotomic $p$-adic L-functions (see Theorem 1.2). In Section 6B, we determine the $\mu$-invariant of the cyclotomic derivative $L_{\Sigma,\lambda,p}'$ of the Katz $p$-adic L-function, when the branch character $\lambda$ is self-dual with the root number $-1$ (see Theorem 1.3). In Section 6C, we prove a $p$-version of a conjecture Gillard regarding the vanishing of the $\mu$-invariant of Katz $p$-adic L-function (see Theorem 1.4).

**6A. $\mu$-invariant of anticyclotomic $p$-adic L-functions.** In this subsection, we first obtain a formula for the $\mu$-invariant anticyclotomic Katz $p$-adic L-function (see Theorem 1.2). Towards the end, we comment on a similar formula for a class of Rankin–Selberg anticyclotomic $p$-adic L-functions.

Let the notation and assumptions be as in the introduction. Let $\mathfrak{C}$ be a prime-to-$p$ ideal of $K$. Let $Z(\mathfrak{C})$ be the Ray class group of $K$ modulo $\mathfrak{C}p^\infty$. Let $Z(\mathfrak{C})^-$ be the anticyclotomic quotient. The reciprocity law $\text{rec}_K : (A_K^f)^{\times} \to Z(\mathfrak{C})^-$ induces the isomorphism

\[ \text{rec}_K : \lim_{\longrightarrow} K^\times (A_K^f)^{\times} \setminus (A_K^f)^{\times} / U_K(\mathfrak{C}p^n) \cong Z(\mathfrak{C})^- \]

for $U_K = (\mathcal{O}_K \otimes \hat{\mathbb{Z}})^{\times}$ and

\[ U_K(\mathfrak{C}p^n) = \{ u \in U_K \mid u \equiv 1 \pmod{\mathfrak{C}p^n} \}. \]

Let $\Gamma^-$ be the maximal $Z_p$-free quotient of $Z(\mathfrak{C})^-$ and $\Gamma_p^-$ be the $p$-part of $\Gamma^-$ (see Section 1).

Let $\Gamma'$ and $\Gamma'_p$ be the open subgroups of $\Gamma^-$ generated by the images via $\text{rec}_K$ of

\[ O_p^\times \times \prod_{v \mid D_K/F} K_v^\times \quad \text{and} \quad O_p^\times \times \prod_{v \mid D_K/F} K_v^\times, \]
respectively. Let $\Sigma_p$ be the places above $p$ in $K$ induced by the $p$-ordinary CM type $\Sigma$. The reciprocity law $\text{rec}_K$ at $\Sigma_p$ induces an injective map

$$\text{rec}_{\Sigma_p} : 1 + pO_p \hookrightarrow O_p^\times \xrightarrow{\text{rec}_K} Z(\mathcal{C})^-$$

with finite cokernel as $p \nmid D_F$. It induces isomorphisms $\text{rec}_{\Sigma_p} : 1 + pO_p \xrightarrow{\sim} \Gamma'$ and $\text{rec}_{\Sigma_p} : 1 + pO_p \xrightarrow{\sim} \Gamma'_p$. Via these isomorphisms, we identify $\Gamma'$ (resp. $\Gamma'_p$) with the subgroup $\text{rec}_{\Sigma_p}(1 + pO_p)$ (resp. $\text{rec}_{\Sigma_p}(1 + pO_p)$) of the anticyclotomic quotient $Z(\mathcal{C})^-$. 

In [Katz 1978; Hida and Tilouine 1993], a $\mathbb{Z}_p$-valued $p$-adic measure $L_{\mathcal{C}, \Sigma}$ on $Z(\mathcal{C})^-$ is constructed. It interpolates a class of critical Hecke $L$-values corresponding to Hecke characters over $K$ with prime-to-$p$ conductor $\mathcal{C}$ (see [Katz 1978; Hida and Tilouine 1993; Burungale 2016a]). Let $\lambda$ be an arithmetic Hecke character over $K$ with prime-to-$p$ conductor $\mathcal{C}$. Let $L_{\Sigma, \lambda}^-$ (resp. $L_{\Sigma, \lambda, p}$) be the $p$-adic measure on $\Gamma^-$ (resp. $\Gamma_p^-$) obtained by the push-forward of $L_{\mathcal{C}, \Sigma}$ along $\lambda$.

Recall that the $\mu$-invariant $\mu(\varphi)$ of a $\mathbb{Z}_p$-valued $p$-adic measure $\varphi$ on a $p$-adic group $H$ is defined by

$$\mu(\varphi) = \inf_{U \subset H \text{ open}} v_p(\varphi(U)).$$

The $\mu$-invariants of the above measures are related by the following theorem.

**Theorem 6.1.** Let the notation and assumptions be as above. Then, we have

$$\mu(L_{\Sigma, \lambda}^-) = \mu(L_{\Sigma, \lambda, p}^-).$$

**Proof.** Let $L_{\Sigma, \lambda}^-$ (resp. $L_{\Sigma, \lambda, p}^-$) be the power series of the measure $L_{\Sigma, \lambda}^-$ (resp. $L_{\Sigma, \lambda, p}^-$) in the sense of (1-3).

We first suppose that $p \nmid h_K^-$, where $h_K^-$ is the relative class number given by $h_K^- = h_K / h_?$ and $h_?$ is the class number of $?$, for $? = F, K$. We thus have

$$Z(\mathcal{C})^- \simeq \Gamma^-.$$

We now describe the approach of the second named author to determine $\mu(L_{\Sigma, \lambda}^-)$ (see [Hida 2010]).

Under the hypothesis, there exist a finite number of classical Hilbert modular Eisenstein series $(f_{\lambda, i})_i$ such that

$$L_{\Sigma, \lambda}^- = \sum_i a_i \circ (f_{\lambda, i}(t)) \quad (6-1)$$

up to an automorphism of $\mathbb{Z}_p[[\Gamma^-]]$. Here $f_{\lambda, i}(t)$ is the $t$-expansion of $f_{\lambda, i}$ around a well chosen CM point $x$ with the CM type $(K, \Sigma)$ on the Hilbert modular Shimura variety $\text{Sh}$ and $a_i$ is an automorphism of the deformation space of $x$ in $\text{Sh}$ for each $i$. 

(see [Hida 2010, Theorem 5.1; Hsieh 2014a, §5.2]). Moreover, the $a_i$ satisfy the hypothesis in Theorem 4.1.

For $\kappa \in \mathbb{Z}_{\geq 0}[\Sigma]$, let $\nu_{\kappa}$ be the $p$-adic character of $\Gamma'$ such that

$$
\nu_{\kappa}(\text{rec}_{\mathbb{F}_p}(y)) = y^\kappa
$$

for $y \in 1 + pO_F$. Let $d^\kappa$ be the $p$-adic differential operator corresponding to $\kappa$ (see Section 5A). From (6-1), we thus conclude

$$
\left( d^\kappa \sum_i a_i \circ (f_{\lambda,i}(t)) \right) \bigg|_{t=1} = \int_{\Gamma^{-}_p} \nu_{\kappa} d\mathcal{L}_{\Sigma,\lambda}^{-}.
$$

(6-2)

In view of the linear independence of $(a_i \circ (f_{\lambda,i}))(t)$ (see [Hida 2010, Theorem 3.20]), it follows that

$$
\mu(\mathcal{L}_{\Sigma,\lambda}^{-}) = \min_i \mu(f_{\lambda,i}(t)) = \min_i \mu(f_{\lambda,i}).
$$

(6-3)

We now turn towards the anticyclotomic Katz $p$-adic $L$-function.

For a $p$-adic Hilbert modular form $f$, let $f(t_p)$ be obtained from $f(t)$ by substituting $t_p' = 1$, for all $p' \neq p$.

Let

$$
\sum_i a_{i,p} \circ (f_{\lambda,i}(t_p)).
$$

(6-4)

Recall that $\Sigma_p \subset \Sigma$ denotes the subset of infinite places of $F$ corresponding to $p$, via $\iota_p$. For $\sigma \in \Sigma_p$, let $d^\sigma$ be the formal differential operator given by

$$
f(t_p) \mapsto t_p^\sigma \frac{\partial f}{\partial t_p^\sigma}.
$$

In view of Proposition 5.2, it follows that

$$
d^\sigma(f(t_p)) = (d_{\sigma} f)(t_p).
$$

(6-5)

From now on, let $\kappa \in \mathbb{Z}_{\geq 0}[\Sigma_p]$. Let $d^{\kappa'}$ be the corresponding formal differential operator.

We now have

$$
d^{\kappa'}(f_{\Sigma,\lambda,p})_{|t_p=1} = (d^\kappa L_{\Sigma,\lambda})_{|t=1} = \int_{\Gamma^{-}_p} \nu_{\kappa} d\mathcal{L}_{\Sigma,\lambda}^{-} = \int_{\Gamma^{-}_p\mathbb{Z}_p} \nu_{\kappa} d\mathcal{L}_{\Sigma,\lambda,p}^{-}.
$$

(6-6)

The first two equalities follow from (6-5) and (6-2), respectively. The last equality follows from the fact that for $\kappa \in \mathbb{Z}_{\geq 0}[\Sigma_p]$, the character $\nu_{\kappa}$ factors through $\Gamma^{-}_p\mathbb{Z}_p$.

In other words, $d^{\kappa'}(f_{\Sigma,\lambda,p})_{|t_p=1}$ interpolates the $\kappa$-th moment of the measure $\mathcal{L}_{\Sigma,\lambda,p}^{-}$. Thus,

$$
f_{\Sigma,\lambda,p} = L_{\Sigma,\lambda,p}
$$

up to an automorphism of $\mathbb{Z}_p[[\Gamma^{-}_p]]$. 
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In view of the linear independence of \((a_i \circ (f_{\lambda,i}|_{\Gamma_m \otimes O_p}))_i\) (see Theorem 4.1), it follows that
\[
\mu(L_{\Sigma,\lambda,p}^-) = \min_i \mu(f_{\lambda,i}(t_p)) = \min_i \mu(f_{\lambda,i}|_{\Gamma_m \otimes O_p})).
\] (6-7)

In view of Corollary 3.8, this finishes the proof of the theorem for the case \(p \nmid h_K^\infty\).

When \(p \mid h_K^\infty\), the power series \(L_{\Sigma,\lambda}^-\) restricted to an explicit finite open cover of \(\Gamma^-\) is still of the form \((5-1)\) (see [Hsieh 2014a, §5.2]). Thus, a similar argument proves the Theorem. □

In most of the cases, \(\mu(L_{\Sigma,\lambda}^-)\) has been explicitly determined [Hida 2010; Hsieh 2014a]. Thus, we obtain a formula for \(\mu(L_{\Sigma,\lambda,p}^-)\).

**Remark.** A class of Rankin–Selberg anticyclotomic \(p\)-adic L-functions for Hilbert modular forms is constructed in [Hsieh 2014b]. It also satisfies a property analogous to \((6-1)\) [Hsieh 2014b, §6.2]. Thus, by an argument similar to the proof of Theorem 6.1, we get an analogue of Theorem 6.1. In the near future, the first named author hopes to consider Rankin–Selberg anticyclotomic \(p\)-adic L-functions for quaternionic modular forms. In these situations, the underlying Shimura variety turns out to be a quaternionic Shimura variety arising from a quaternion algebra over a totally real field which is not totally definite.

**6B. \(\mu\)-invariant of the cyclotomic derivative of the Katz \(p\)-adic L-function.** In this subsection, we determine the \(\mu\)-invariant of the cyclotomic derivative of the Katz \(p\)-adic L-function, when the branch character \(\lambda\) is self-dual with the root number \(-1\) (see Theorem 1.3).

Let \(K_K^+\) be the cyclotomic \(\mathbb{Z}_p\)-extension of \(K\) and \(K_{p,\infty} = K_{p,\infty}^+K^+\). Let \(\Gamma = \text{Gal}(K_K^+/K)\) and \(\Gamma_p = \text{Gal}(K_{p,\infty}/K)\). Let \(\lambda\) be an arithmetic Hecke character over \(K\). Let \(L_{\Sigma,\lambda}\) (resp. \(L_{\Sigma,\lambda,p}\)) be the \(p\)-adic measure on \(\Gamma\) (resp. \(\Gamma_p\)) obtained by the pull-back of \(L_{\Sigma,\Sigma}\) (see Section 6A) along \(\lambda\). We call \(L_{\Sigma,\lambda,p}\) the Katz \(p\)-adic L-function with branch character \(\lambda\). Let \(L_{\Sigma,\lambda}(T_1, T_2, \ldots, T_d, S) \in \hat{\mathbb{Z}}_p[[\Gamma]]\) (resp. \(L_{\Sigma,\lambda,p}(\cdot, S) \in \hat{\mathbb{Z}}_p[[\Gamma_p]]\)) be the power series of \(L_{\Sigma,\lambda}\) (resp. \(L_{\Sigma,\lambda,p}\)). Here, \(T_1, \ldots, T_d\) are the anticyclotomic variables and \(S\) is the cyclotomic variable.

In this subsection, we now suppose that \(\lambda\) is self-dual, i.e.,
\[
\lambda|_{A_F^*} = \tau_{K/F}|_{|A_F^*},
\]
where \(\tau_{K/F}\) is the quadratic character associated to \(K/F\) and \(|\cdot|_{A_F}\) is the adelic norm. In particular, the global root number of \(\lambda\) is \(\pm 1\). Now, suppose that the global root number is \(-1\). In view of the functional equation of the Hecke L-function, this root number condition forces all the Hecke L-values appearing in the interpolation property of \(L_{\Sigma,\lambda}^\infty\) to vanish. Accordingly, we have \(L_{\Sigma,\lambda}^- = 0\). This also follows from
the functional equation of $L_{\Sigma,\lambda}$ [Hida and Tilouine 1993, §5]. In particular, we have $L_{\Sigma,\lambda,p}^\Sigma = 0$.

We can consider the cyclotomic derivatives

$$L'_{\Sigma,\lambda}(T_1,\ldots, T_d, S)\bigg|_{S=0}$$

and $L'_{\Sigma,\lambda,p}$ (defined analogously).

The $\mu$-invariants of these derivatives are related by the following theorem.

**Theorem 6.2.** Let the notation and assumptions be as above. In addition, suppose that $p \nmid h_K^-$, where $h_K^-$ is the relative class number given by $h_K^- = h_K / h_F$. Then,

$$\mu(L'_{\Sigma,\lambda}) = \mu(L'_{\Sigma,\lambda,p}).$$

**Proof.** We follow the notation in the proof of Theorem 6.1.

In the proof of [Burungale 2015, Theorem 3.2], it is shown there are $p$-adic Hilbert modular forms $(f'_{\lambda,i})_i$ such that

$$L'_{\Sigma,\lambda} = \frac{1}{\log_p(1+p)} \sum_i a_i \circ (f'_{\lambda,i}(t)),$$

up to an automorphism of $\mathbb{Z}_p[[\Gamma^-]]$. More precisely, $f'_{\lambda,i}$ is the $p$-adic derivative of $f_{\lambda,N^i,i}$ at $s = 0$ for $N$ the norm Hecke character over $K$. Being a $p$-adic limit of classical Hilbert modular forms, it is a $p$-adic Hilbert modular form. We refer to the proof of [Burungale 2015, Theorem 3.2] for details.

In view of (6-4), (6-6) and by a similar argument as in the proof of [Burungale 2015, Theorem 3.2], it follows that

$$L'_{\Sigma,\lambda,p} = \frac{1}{\log_p(1+p)} \sum_i a_{i,p} \circ (f'_{i,\lambda}(t_p)),$$

up to an automorphism of $\mathbb{Z}_p[[\Gamma^-_p]]$.

We finish the proof in the same way as in Theorem 6.1.

In most of the cases, $\mu(L'_{\Sigma,\lambda})$ has been explicitly determined [Burungale 2015, Theorem A]. Thus, we obtain a formula for $\mu(L'_{\Sigma,\lambda,p})$.

**Remark.** When $p \mid h_K^-$, we do not know an expression for $L_{\Sigma,\lambda}$ in terms of the $t$-expansion of certain Hilbert modular forms. Such an expression seems to be essential in the above approach.

**6C. $p$-version of a conjecture of Gillard.** In this subsection, we prove a $p$-version of a conjecture Gillard regarding the vanishing of the $\mu$-invariant of Katz $p$-adic L-function (see Theorem 1.4).

Let $\lambda$ be an arithmetic Hecke character over $K$. Recall that we have the Katz $p$-adic L-function $L_{\Sigma,\lambda,p} \in \mathbb{Z}_p[[\Gamma_p]]$ (see Section 6B). As a consequence of Theorem 6.1
and the results of [Hida 2011; Burungale and Hsieh 2013], we prove a \( p \)-version of a conjecture of Gillard [1991, Conjecture (i)] regarding the vanishing of the \( \mu \)-invariant of the Katz \( p \)-adic L-function. The conjecture was originally formulated for the \((d+1)\)-variable Katz \( p \)-adic L-function.

**Theorem 6.3.** Let the notation and assumptions be as above. Then, we have

\[
\mu(L_{\Sigma,\lambda,p}) = 0.
\]

**Proof.** Let \( \mathcal{X}^+ \) be the set consisting of finite order characters \( \epsilon : \Gamma^+ \to \mu_p\infty \). For every \( \epsilon \in \mathcal{X}^+ \), we regard \( \epsilon \) as a Hecke character.

In [Hida 2011; Burungale and Hsieh 2013], it has been shown that

\[
\liminf_{\epsilon \in \mathcal{X}^+} \mu(L_{\Sigma,\lambda,\epsilon}) = 0. \tag{6-11}
\]

In view of Theorem 6.1, this finishes the proof:

\[
0 \leq \mu(L_{\Sigma,\lambda,p}) \leq \liminf_{\epsilon} \mu(L_{\Sigma,\lambda,\epsilon}). \quad \square
\]

The theorem evidently implies the main results of [Hida 2011; Burungale and Hsieh 2013].
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A Mordell–Weil theorem for cubic hypersurfaces of high dimension

Stefanos Papanikolopoulos and Samir Siksek

Let $X/\mathbb{Q}$ be a smooth cubic hypersurface of dimension $n \geq 1$. It is well-known that new rational points may be obtained from old ones by secant and tangent constructions. In view of the Mordell–Weil theorem for $n = 1$, Manin (1968) asked if there exists a finite set $S$ from which all other rational points can be thus obtained. We give an affirmative answer for $n \geq 48$, showing in fact that we can take the generating set $S$ to consist of just one point. Our proof makes use of a weak approximation theorem due to Skinner, a theorem of Browning, Dietmann and Heath-Brown on the existence of rational points on the intersection of a quadric and cubic in large dimension, and some elementary ideas from differential geometry, algebraic geometry and numerical analysis.

1. Introduction

Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface over $\mathbb{Q}$ of dimension $n$. Let $\ell \subset \mathbb{P}^{n+1}$ be a line defined over $\mathbb{Q}$. If $\ell$ is not contained in $X$ then $\ell \cdot X = P + Q + R$ where $P, Q, R \in X$. If any two of $P, Q, R$ are rational then so is the third. If $S \subseteq X(\mathbb{Q})$, we write Span($S$) for the subset of $X(\mathbb{Q})$ generated from $S$ by successive secant and tangent constructions. More formally, we define a sequence

$$S = S_0 \subseteq S_1 \subseteq S_2 \subseteq \cdots \subseteq X(\mathbb{Q})$$

by letting $S_{n+1}$ be the set of points $R \in X(\mathbb{Q})$ such that either $R \in S_n$, or for some $\mathbb{Q}$-line $\ell \nsubseteq X$ we have $\ell \cdot X = P + Q + R$ where $P, Q \in S_n$. Then Span($S$) := $\bigcup S_n$.

Manin [1974, page 3] (see also [Kanevsky and Manin 2001] and [Manin 1997]) asks if there is some finite subset $S \subset X(\mathbb{Q})$ such that Span($S$) = $X(\mathbb{Q})$.

**Theorem 1.** Let $X$ be a smooth cubic hypersurface of dimension $n \geq 48$ defined over $\mathbb{Q}$. Then there exists a point $A \in X(\mathbb{Q})$ such that Span($A$) = $X(\mathbb{Q})$.  
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Some remarks. It appears that the Mordell–Weil problem for cubic surfaces was first posed by Segre [1943]. In the sixties Manin posed the same question for cubic hypersurfaces of arbitrary dimension. Prior to Theorem 1, so far as we know, the only positive result is for cubic surfaces endowed with a skew pair of rational lines [Siksek 2012, Theorem 1]. More recently, Manin [2012] made a distinction between “weak Mordell–Weil generation” where both secant and tangent operations are allowed, and “strong Mordell–Weil generation” where only secant operations are allowed. On the basis of computational experiments carried out by Vioreanu [2009], Manin expects that the weak version of the Mordell–Weil property holds for dimension 2, but that the strong version probably fails. In the language of [Manin 2012], our Theorem 1 establishes the weak Mordell–Weil property for cubic hypersurfaces of dimension $\geq 48$; tangent operations are crucial to our proofs, and we are unable to adapt them to prove the strong Mordell–Weil property.

Notation. Throughout $X \subset \mathbb{P}^{n+1}$ is a smooth cubic hypersurface of dimension $n$ defined over $\mathbb{Q}$ (for now $n \geq 2$). Thus there is some non-zero homogeneous cubic polynomial $F \in \mathbb{Q}[x_0, \ldots, x_{n+1}]$ such that $X$ is given by the equation

$$X : F(x_0, \ldots, x_{n+1}) = 0.$$  

(1)

For $P \in X$ we let $T_P X$ denote the tangent plane to $X$ at $P$:

$$T_P X : \nabla F(P) \cdot (x_0, \ldots, x_{n+1}) = 0.$$  

The Gauss map on $X$ sends $P$ to $T_P X \subseteq \mathbb{P}^{n+1*}$. We let $X_P := X \cap T_P X$. Thus

$$X_P : \begin{cases} F(x_0, \ldots, x_n) = 0, \\ \nabla F(P) \cdot (x_0, \ldots, x_n) = 0. \end{cases}$$

In Section 4 we introduce the second fundamental form $\Pi_P X$, and the Hessian $H_F(P)$. We write $G(n+1, 1)$ for the Grassmannian parametrizing lines in $\mathbb{P}^{n+1}$. Throughout the terms “open” and “closed” will pertain to the real topology, unless prefixed by “Zariski”.

A sketch of the proof of Theorem 1. We show in Section 5 that if $B \in X(\mathbb{Q})$ is not an Eckardt point then $X_B(\mathbb{Q}) \subseteq \text{Span}(B)$ (the definition of Eckardt points is given in Section 4). Fix $B \in X(\mathbb{Q})$ that is non-Eckardt. Given $D \in X(\mathbb{Q})$, we ask if there is $C \in X_B(\mathbb{Q})$ such that $D \in X_C(\mathbb{Q})$? If so, then provided $C$ is non-Eckardt, we
have \( D \in \text{Span}(C) \subseteq \text{Span}(B) \). The answer to this question is positive provided the variety \( Y_{B,D} \subset \mathbb{P}^{n+1} \) given by

\[
Y_{B,D} : \begin{cases} 
F(x_0, \ldots, x_{n+1}) = 0, \\
\nabla F(x_0, \ldots, x_{n+1}) \cdot D = 0, \\
\nabla F(B) \cdot (x_0, \ldots, x_{n+1}) = 0.
\end{cases} \tag{2}
\]

has a rational point. A theorem of Browning, Dietmann and Heath-Brown allows us to deduce the existence of a rational point under some conditions, the most important being that \( n \) is large, and that \( Y_{B,D} \) has a smooth real point. By considering the second fundamental form, and using a theorem on weak approximation for cubic hypersurfaces due to Skinner, we shall show the existence of a point \( B \in X(\mathbb{Q}) \) and a non-empty open \( U \subseteq X(\mathbb{R}) \), so that \( Y_{B,D} \) has a smooth real point for all \( D \in U \). It follows (with a little care) that \( U \cap X(\mathbb{Q}) \subseteq \text{Span}(B) \). Once the existence of such a set \( U \) is established, we use Mordell–Weil operations to enlarge \( U \) and quickly complete the proof of Theorem 1.

2. Some results from analytic number theory

Weak approximation.

**Theorem 2** [Skinner 1997]. Suppose \( n \geq 15 \). Then \( X \) satisfies weak approximation.

This means that \( X(\mathbb{Q}) \) is dense in \( X(A_{\mathbb{Q}}) \) where \( A_{\mathbb{Q}} \) denotes the adeles. It follows that \( X(\mathbb{Q}) \) is dense in \( X(\mathbb{R}) \); a fact we use repeatedly in the proof of Theorem 1.

**Corollary 2.1.** Suppose \( n \geq 15 \). Let \( U, V \subseteq X(\mathbb{R}) \) be disjoint open sets. Let \( A' \in U \), \( B' \in V \), and let \( \ell' \not\subset X \) be an \( \mathbb{R} \)-line such that \( \ell' \cdot X = 2A' + B' \). Then there are \( A \in U \cap X(\mathbb{Q}) \), \( B \in V \cap X(\mathbb{Q}) \) and a \( \mathbb{Q} \)-line \( \ell \not\subset X \) such that \( \ell \cdot X = 2A + B \).

**Proof.** The projectivized tangent bundle \( T_X \) of \( X \) parametrizes pairs \((P, \ell)\) with \( P \in X \) and \( \ell \) a line tangent to \( X \) at \( P \). We make use of the fact that \( T_X \) is locally trivial; thus there is a Zariski open \( U \) containing \( A' \), and a local isomorphism \( \varphi : U \times \mathbb{P}^{n-1} \rightarrow T_X \) such that \( \varphi(P, \alpha) = (P, \ell_{P,\alpha}) \) where \( \ell_{P,\alpha} \) is a line tangent to \( X \) at \( P \). Moreover, as \( A' \) is real we take \( \varphi \) to be defined over \( \mathbb{R} \). Let \( W = U(\mathbb{R}) \cap U \) which is necessarily an open neighbourhood of \( A' \). Let \( \alpha \in \mathbb{P}^{n-1}(\mathbb{R}) \) so that \( \ell' = \ell_{A',\alpha} \).

By Theorem 2 we can find \( \{A_i\} \subset W \cap X(\mathbb{Q}) \) converging to \( A' \). Write \( \ell_i = \ell_{A_i,\alpha} \). Then \( \{\ell_i\} \) converges to \( \ell' \) in \( G(n+1, 1)(\mathbb{R}) \). In particular, for sufficiently large \( i \), the line \( \ell_i \) meets \( V \). Let \( A = A_i \in U \cap X(\mathbb{Q}) \) for any such large \( i \). Choosing a line \( \ell/\mathbb{Q} \) tangent to \( X \) at \( A \) that sufficiently approximates \( \ell_i \) completes the proof. \( \square \)

**Intersections of a cubic with a quadric.** Let \( Q, C \in \mathbb{Q}[x_1, \ldots, x_k] \) be a pair of forms of degrees 2 and 3 respectively, such that

\[
Y : \quad C(x_1, \ldots, x_k) = 0, \quad Q(x_1, \ldots, x_k) = 0.
\]
is a complete intersection $Y \subset \mathbb{P}^{k-1}$. Using the circle method, Browning, Dietmann and Heath-Brown establish various sufficient conditions for $Y$ to have a rational point. We recount one of their theorems [Browning et al. 2015, Theorem 4] which will be essential to our proof of Theorem 1. Define $\text{ord}_Q(C)$ as the least non-negative integer $m$ such that $C = LQ + C'$, with linear form $L \in \mathbb{Q}[x_1, \ldots, x_k]$, and such that there is a matrix $T \in \text{GL}_k(\mathbb{Q})$ with $C'(T(x_1, \ldots, x_k)) \in \mathbb{Q}[x_1, \ldots, x_m]$.

**Theorem 3** (Browning, Dietmann and Heath-Brown). With notation as above, suppose $k \geq 49$ and $\text{ord}_Q(C) \geq 17$. If $Y$ has a smooth real point then $Y(\mathbb{Q}) \neq \emptyset$.

**Corollary 2.2.** Let $f, q, l \in \mathbb{Q}[x_0, \ldots, x_{n+1}]$, be forms of degree 3, 2, 1. Write

$$Z : \quad f(x_0, \ldots, x_{n+1}) = q(x_0, \ldots, x_{n+1}) = l(x_0, \ldots, x_{n+1}) = 0$$

for their common locus of zeros in $\mathbb{P}^{n+1}$. Suppose that

(i) the cubic hypersurface in $\mathbb{P}^{n+1}$ defined by $f$ is smooth;

(ii) $Z$ has a smooth real point;

(iii) $n \geq 48$.

Then $Z$ has a rational point.

**Proof.** By a non-singular change of variable, we may suppose that $l = x_0$. Let

$$f'(x_1, \ldots, x_{n+1}) = f(0, x_1, \ldots, x_{n+1}), \quad q'(x_1, \ldots, x_{n+1}) = q(0, x_1, \ldots, x_{n+1}).$$

We may therefore consider $Z$ as being given in $\mathbb{P}^n$ as the common locus of $f' = q' = 0$. Suppose $\text{ord}_{q'}(f') \leq 16$. Then a further non-singular change of variables allows us to write

$$f = x_0q_0 + l'q' + h(x_1, \ldots, x_{16}).$$

where $q_0$ is a quadratic form, $l'$ is a linear form, and $h$ is a cubic form. Now as $n \geq 48$, there is a common zero in $\mathbb{P}^{n+1}$ to

$$x_0 = x_1 = \cdots = x_{16} = l' = q_0 = q' = 0.$$  

This gives a singular point on the cubic hypersurface $f = 0$ in $\mathbb{P}^{n+1}$ contradicting (i). We may thus suppose that $\text{ord}_{q'}(f') \geq 17$. A similar argument shows that $f' = q' = 0$ defines a complete intersection in $\mathbb{P}^n$. By (ii) this intersection has a smooth real point. Applying Theorem 3 with $k = n + 1$ completes the proof. \qed

3. A numerical stability criterion

**Newton–Raphson.** We need a rigorous version of the multivariate Newton–Raphson method. The following result is part of Theorem 5.3.2 of [Stoer and Bulirsch 1980].
Here \( \| \cdot \| \) denotes the usual Euclidean norm (both for vectors and for matrices). For differentiable \( f = (f_1, \ldots, f_n) : \mathbb{R}^n \to \mathbb{R}^n \), denote the Jacobian matrix by \( J_f \):

\[
J_f := \left( \frac{\partial f_i}{\partial x_j} \right)_{i,j=1,\ldots,n}.
\]

**Theorem 4.** Let \( C \subseteq \mathbb{R}^n \) be open, \( C_0 \) be convex such that \( \overline{C}_0 \subseteq C \), and let \( f : \mathbb{R}^n \to \mathbb{R}^n \) be differentiable for all \( x \in C_0 \) and continuous for all \( x \in C \).

For \( x_0 \in C_0 \) let \( r, \alpha, \beta, \gamma, h \) be given positive numbers with the following properties:

\[
\mathcal{B}_r(x_0) := \{ x : \| x - x_0 \| < r \} \subseteq C_0, \quad h := \alpha \beta \gamma / 2 < 1, \quad r := \alpha / (1 - h),
\]

and let \( f \) satisfy:

(i) \( \| J_f(x) - J_f(y) \| \leq \gamma \| x - y \| \) for all \( x, y \in C_0 \);

(ii) \( J_f(x)^{-1} \) exists and satisfies \( \| J_f(x)^{-1} \| \leq \beta \) for all \( x \in C_0 \);

(iii) \( \| f(x_0) \cdot J_f(x_0)^{-1} \| \leq \alpha \).

Then beginning at \( x_0 \) each point

\[
x_{k+1} = x_k - f(x_k) \cdot J_f(x_k)^{-1}, \quad k = 0, 1, 2, \ldots
\]

is well-defined and belongs to \( \mathcal{B}_r(x_0) \). Moreover the limit \( \lim_{k \to \infty} x_k = \xi \) exists, belongs to \( \overline{\mathcal{B}}_r(x_0) \) and satisfies \( f(\xi) = 0 \).

**Stability.** For \( f \in \mathbb{R}[x_1, \ldots, x_n] \) we shall let \( \| f \|_c \) denote the maximum of the absolute values of the coefficients of \( f \).

**Lemma 3.1.** Let \( g_1, \ldots, g_m \in \mathbb{R}[x_1, \ldots, x_n] \) be polynomials with \( m \leq n \). Let \( \xi \in \mathbb{R}^n \) be a common zero of \( g_1, \ldots, g_m \), such that \( \nabla g_1(\xi), \ldots, \nabla g_m(\xi) \) are linearly independent. Let \( \epsilon > 0 \) be given. There is \( \delta > 0 \) such that if \( f_1, \ldots, f_m \in \mathbb{R}[x_1, \ldots, x_n] \) satisfy \( \| f_i - g_i \|_c < \delta \), then there is \( \xi \in \mathbb{R}^n \) such that

(a) \( \xi \) is a common zero to \( f_1, \ldots, f_m \);

(b) \( \nabla f_1(\xi), \ldots, \nabla f_m(\xi) \) are linearly independent;

(c) \( \| \xi - \zeta \| < \epsilon \).

**Proof.** Choose \( v_{m+1}, \ldots, v_n \in \mathbb{R}^n \) so that \( \nabla g_1(\zeta), \ldots, \nabla g_m(\zeta), v_{m+1}, \ldots, v_n \) is a basis. Let

\[
g_i(x) = v_i \cdot (x - \zeta), \quad i = m + 1, \ldots, n.
\]

Then \( \xi \) is a common zero to \( g_1, \ldots, g_n \) and \( \nabla g_1(\xi), \ldots, \nabla g_n(\xi) \) are linearly independent. Let \( g = (g_1, \ldots, g_n) \). Then \( J_g(\xi) \) is invertible. We shall fix \( f_i = g_i \) for \( i = m + 1, \ldots, n \), and let \( f = (f_1, \ldots, f_n) \). We will apply Theorem 4 with \( x_0 = \zeta \). There is some \( \delta_0 > 0 \) such that if \( \| f_i - g_i \|_c < \delta_0 \) then \( J_f(x) \) is invertible.
Choose $0 < r_0 \leq \varepsilon$ so that condition (ii) of the theorem is satisfied for some $\beta > 0$, with $C_0 = \overline{B_{\varepsilon}(x_0)}$. Condition (i) holds for some $\gamma > 0$ by the multivariate Taylor Theorem. Let $\alpha = \| f(x_0) \cdot J_f(x_0)^{-1} \|$, which depends on $f$. Now $g(x_0) = 0$, so clearly if $\delta \to 0$, then $\alpha \to 0$. Therefore for sufficiently small $\delta < \delta_0$, we have $h := \alpha \beta \gamma / 2 < 1$ and $r := \alpha / (1 - h) < r_0$. By the theorem, there is $\xi \in \overline{B_r(x_0)}$ such that $f(\xi) = 0$. By construction $\xi$ satisfies (a), (b), (c).

\begin{proof}

\textbf{Smooth real points on the varieties $Y_{B,D}$.}

\textbf{Lemma 3.2.} Let $B, D'$ be points belonging to $X(\mathbb{R})$ such that the variety $Y_{B,D'} \subset X \subset \mathbb{P}^{n+1}$ given by (2) has a smooth real point $C'$. Let $V \subseteq X(\mathbb{R})$ be an open neighbourhood of $C'$. Then there is an open neighbourhood $U \subseteq X(\mathbb{R})$ of $D'$, such that for every $D \in U$, the variety $Y_{B,D}$ has a smooth real point $C \in V$.

\textbf{Proof.} We may suppose that $B, C', D'$ are contained in the affine patch $x_0 = 1$. Let $G_1, G_2, G_3$ be the three polynomials defining $Y_{B,D'}$ in (2) and let $g_1, g_2, g_3 \in \mathbb{R}[x_1, \ldots, x_{n+1}]$ be their dehomogenizations by $x_0 = 1$. Write $f_1, f_2, f_3$ for the corresponding polynomials in $\mathbb{R}[x_1, \ldots, x_{n+1}]$ defining $Y_{B,D} \cap \{x_0 = 1\}$ with $D \in X(\mathbb{R}) \cap \{x_0 = 1\}$. Of course $f_1 = g_1, f_3 = g_3$, and moreover

$$
\| f_2 - g_2 \|_{\infty} \leq \mu \cdot \| D - D' \|_{\infty}
$$

where $\mu > 0$ is a constant and $\| \cdot \|_{\infty}$ denotes the infinity norm in the affine patch $x_0 = 1$ (which we identify with $\mathbb{R}^{n+1}$). Now $C' \in \mathbb{R}^{n+1}$ is a common zero for $g_1, g_2, g_3$ with $\nabla g_1(C'), \nabla g_2(C'), \nabla g_3(C')$ linearly independent (as $C'$ is now a smooth point on the affine patch $Y_{B,D'} \cap \{x_0 = 1\}$). Let $\varepsilon > 0$ be sufficiently small so that $B_{\varepsilon}(C') \cap X(\mathbb{R})$ is contained in $V$. Applying \textbf{Lemma 3.1}, we know that if $\| D - D' \|_{\infty}$ is sufficiently small then there is a non-zero vector $C \in B_{\varepsilon}(C')$ that is a common zero for $f_1, f_2, f_3$ with $\nabla f_1(C), \nabla f_2(C), \nabla f_3(C)$ linearly independent. This completes the proof.
\end{proof}

\textbf{Lemma 3.3.} Suppose $n \geq 48$. Let $B \in X(\mathbb{Q})$. Suppose $D' \in X(\mathbb{R})$ such that $Y_{B,D'}$ has a smooth real point $C'$. Then there is a non-empty open $U \subseteq X(\mathbb{R})$ such that if $D \in U \cap X(\mathbb{Q})$, then $Y_{B,D}(\mathbb{Q}) \neq \emptyset$.

\textbf{Proof.} Let $U$ be as in \textbf{Lemma 3.2}. Then $Y_{B,D}$ is defined over $\mathbb{Q}$ and has a smooth real point for every $D \in U \cap X(\mathbb{Q})$. Now the lemma follows from \textbf{Corollary 2.2}.

\end{proof}

\begin{section}{4. A little geometry}

\textbf{Lines on $X$.}

\textbf{Lemma 4.1.} Let $\ell$ be a line contained in $X$ and $P \in \ell$. Then $\ell \subset T_P X$.

This is well-known; for a proof, see [Siksek 2012, Lemma 2.1].
The second fundamental form. Let $P \in X$. Associated to $P$ is a quadratic form (well-defined up to multiplication by a non-zero scalar) known as the second fundamental form which we denote by $\Pi_P X$, and which is defined as the differential of the Gauss map (e.g., [Griffiths and Harris 1979; Harris 1992, Chapter 17]. For our purpose the following explicit recipe given in [Griffiths and Harris 1979, pages 369–370] is useful. By carrying out a non-singular change of coordinates we may suppose $P$ is $(1 : 0 : \ldots : 0)$, and the tangent plane $T_P X$ to $X$ at $P$ given by $x_{n+1} = 0$. Then $X$ has the equation $F = 0$ with

$$F = x_0^2 x_{n+1} + x_0 q(x_1, \ldots, x_{n+1}) + c(x_1, \ldots, x_{n+1})$$

where $q$ and $c$ are homogeneous of degree 2 and 3 respectively. Write $z_1 = x_1/x_0$, $\ldots$, $z_{n+1} = x_{n+1}/x_0$. We can take $z_1, \ldots, z_n$ as local coordinates for $X$ at $P$, and then $X$ is given by the local equation

$$z_{n+1} = q'(z_1, \ldots, z_n) + (\text{higher order terms}).$$

Here $q'(z_1, \ldots, z_n) = -q(z_1, \ldots, z_n, 0)$. The second fundamental form $\Pi_P X$ is the quadratic form $q'(dz_1, \ldots, dz_n)$ (up to scaling). We shall only be concerned with the rank and signature of $\Pi_P X$, which are precisely the rank and signature of $q(x_1, \ldots, x_n, 0)$ and so we will take this as the second fundamental form. We may therefore view it as the restriction of $q$ to $T_P X$. The following follows easily from the above description and the implicit function theorem.

Lemma 4.2. Suppose $\Pi_P X$ has full rank $n$.

(i) If $\Pi_P X$ is definite then there is an open neighbourhood $U \subseteq X(\mathbb{R})$ such that $U \cap X_P (\mathbb{R}) = \{P\}$.

(ii) If $\Pi_P X$ is indefinite then for every open neighbourhood $U \subseteq X(\mathbb{R})$ of $P$ the intersection contains a real manifold of dimension $n - 1$.

Lemma 4.3. There is a non-empty subset $U_1 \subseteq X(\mathbb{R})$, open in the real topology, such that for $P \in U_1$ the second fundamental form $\Pi_P X$ is indefinite of full rank.

Proof. A theorem of Landsberg [1994, Theorem 6.1] asserts that at a general point on smooth hypersurface of degree $\geq 2$, the second fundamental form has full rank. Thus there is a Zariski open $\mathcal{U} \subseteq X$ such that $\Pi_P X$ has full rank for $P \in \mathcal{U}$.

A straightforward application of Bertini’s Theorem shows the existence of a real 3-dimensional linear subvariety $\Lambda \subset \mathbb{P}^{n+1}$ such that $X' = \Lambda \cap X$ is a smooth real cubic surface. A classical theorem of Schläfli asserts that the number of real lines on smooth real cubic surface is either 3, 7, 15 or 27. Let $\ell \subset \Lambda \cap X$ be a real line. Recall that a point on a smooth real surface is called hyperbolic if the Gaussian curvature at the point is negative. By [Siksek 2012, Lemma 2.2] all but at most two points of $\ell(\mathbb{R})$ are hyperbolic for $X'$. Let $Q \in \ell(\mathbb{R})$ be a hyperbolic point for $X'$.
The determinant of the second fundamental form $\Pi_Q X'$ is the Gaussian curvature of $X'$ at $Q$, which is negative. It follows that the binary quadratic form $\Pi_Q X'$ is indefinite. Now $\Pi_Q X'$ is the restriction of $\Pi_Q X$ to $T_Q X'$ and so $\Pi_Q X$ is indefinite. Thus there is a neighbourhood $V \subseteq X(\mathbb{R})$ of $Q$, open in the real topology, such that $\Pi_P X$ is indefinite for $P \in V$. Now $V$ is necessarily Zariski-dense in $X$. Thus $V \cap \mathcal{U}(\mathbb{R})$ is non-empty (as well as being open in the real topology). The proof is complete upon letting $U_1 = V \cap \mathcal{U}(\mathbb{R})$. □

**The Hessian.** Given $P \in X$, the Hessian of $F$ evaluated at $P$ is given by the $(n+2) \times (n+2)$ matrix

$$H_F(P) = \left( \frac{\partial^2 F}{\partial x_i \partial x_j}(P) \right)_{i,j=0,...,n+1}.$$

Of course the Hessian is well-defined up to multiplication by a non-zero scalar.

**Lemma 4.4.** Let $P \in X$ and suppose $\Pi_P (X)$ has full rank $n$. Then $H_F(P)$ has full rank $n+2$.

**Proof.** Starting from (3), an easy computation shows that the determinant of the Hessian at $P$ is (up to sign) the determinant of $q(x_1, \ldots, x_n, 0)$. □

**Eckardt points.** We call $P \in X$ an Eckardt point if $X_P := X \cap T_P X$ is a cone with vertex at $P$. Note that if $n = 2$ and $P$ is an Eckardt point then $X_P$ consists of three lines meeting at $P$; in this case $\Pi_P X$ vanishes identically.

For a proof of the following classical theorem see [Coskun and Starr 2009, Section 2].

**Theorem 5.** The set of Eckardt points on $X$ is finite.

**Components of a real cubic hypersurface.** We summarize some well-known facts about components of real cubic hypersurfaces. Everything we need is actually contained in [Viro 1998, Section 4.3]. A smooth real cubic hypersurface has either one or two connected components. If it has two connected components then one of these is two-sided, and homeomorphic to $S^n$, and the other is one-sided and homeomorphic to $\mathbb{R}P^n$. If a line intersects the two-sided component then it intersects it in two points, and intersects the odd-sided component in one point.

**Lemma 4.5.** Suppose $X(\mathbb{R})$ has two connected components. Then $\Pi_P X$ is definite of full rank for all $P$ belonging to the two-sided component.

**Proof.** Let $P$ be a point on the two-sided component. Suppose $\Pi_P X$ is indefinite or not of full rank. Then there is a real line $\ell \subset T_P X$ (along which $\Pi_P X$ vanishes) that meets $X$ with multiplicity $\geq 3$ at $P$. As this is impossible for points on the two-sided component, we have a contradiction. □
5. Mordell–Weil generation: first steps

Proposition 5.1. Let \( P \in X(\mathbb{Q}) \) be a non-Eckardt point. Then the set \( X_P(\mathbb{Q}) \) (considered as a subset of \( X(\mathbb{Q}) \)) is contained in \( \text{Span}(P) \).

The following lemma follows from the definitions.

Lemma 5.2. Let \( P \in X(\mathbb{Q}) \) and let \( Q \in X_P(\mathbb{Q}) \) be distinct from \( P \). Suppose the line \( \ell \) joining \( P \) to \( Q \) is not contained in \( X \). Then \( Q \in \text{Span}(P) \).

For the proof of Proposition 5.1 it remains to show that \( Q \in \text{Span}(P) \) in the case \( \ell \subset X \). For \( n = 2 \) this is [Siksek 2012, Lemma 3.2], so we suppose for the remainder of this section that \( n \geq 3 \).

Lemma 5.3. Any hyperplane section of \( X \) is absolutely irreducible.

Proof. Let \( L = 0 \) be a hyperplane such that \( X \cap \{ L = 0 \} \) is absolutely reducible. Then we can write \( F = LQ + L'Q' \) where \( L, L' \) are homogeneous linear, and \( Q, Q' \) are homogeneous quadratic. As \( n \geq 3 \), the variety \( L = L' = Q = Q' = 0 \) has a point \( R \in \mathbb{P}^{n+1} \). It follows that \( R \) is a singular on \( X \) giving a contradiction. \( \square \)

Lemma 5.4. Let \( P \in X(\mathbb{Q}) \) be a non-Eckardt point. Let \( Q \in X_P(\mathbb{Q}) \) with \( T_QX \neq T_PX \). Then \( Q \in \text{Span}(P) \).

Proof. Let \( \mathcal{W} \subseteq X_P \) be the subvariety consisting of lines through \( P \) contained in \( X_P \). As \( P \) is a non-Eckardt point, \( \mathcal{W} \) is a proper subvariety. Moreover, by Lemma 5.3, the tangent plane section \( X_P \) is irreducible, and so \( \dim(\mathcal{W}) < \dim(X_P) \). Let \( \mathcal{U} = X_P - \mathcal{W} \) which is Zariski dense in \( X_P \).

Let \( \mathcal{V} := X_P \setminus (X_P \cap T_Q) \). As \( T_Q \neq T_P \), this is a dense open subset of \( X_P \). Let \( \iota : \mathcal{V} \to \mathcal{V} \) be the involution given as follows. If \( R \in \mathcal{V} \) we join \( R \) to \( Q \) by the line \( \ell_{R,Q} \) and we let \( \iota(R) \) be the third point of intersection of this line with \( X \). We note that \( \ell_{R,Q} \not\subset X \), since otherwise it will be contained in \( T_QX \) by Lemma 4.1. Now \( (\mathcal{V} \cap \mathcal{U}) \cap \iota(\mathcal{V} \cap \mathcal{U}) \) is a Zariski dense subset of the rational variety \( X_P \). This dense subset must contain a rational point \( R \). Then \( R, \iota(R) \notin \mathcal{W} \) and so \( R, \iota(R) \in \text{Span}(P) \) by Lemma 5.2. Finally the line joining \( R \) with \( \iota(R) \) passes through \( Q \) and is not contained in \( X \). Thus \( Q \in \text{Span}(R) \). \( \square \)

Proof of Proposition 5.1. Let \( Q \in X_P(\mathbb{Q}) \). We would like to show that \( Q \in \text{Span}(P) \). Thanks to Lemmas 5.2 and 5.4, we may suppose there is a \( \mathbb{Q} \)-line \( \ell \subset X \) containing \( P, Q \), and \( T_QX = T_PX \). Now the line \( \ell \) contains at most finitely many Eckardt points by Theorem 5. Moreover, the Gauss map on a smooth hypersurface has finite fibres [Harris 1992, Lecture 15]. Thus there is a non-Eckardt \( R \in \ell(\mathbb{Q}) \) with \( T_RX \neq T_PX \). It follows that \( R \in \text{Span}(P) \). Moreover, \( Q \in \ell \subset T_R \) by Lemma 4.1 and so \( Q \in \text{Span}(R) \) (again by Lemma 5.4). This completes the proof. \( \square \)
Lemma 5.5. Suppose \( n \geq 48 \). Let \( B \in X(\mathbb{Q}) \) so that \( X_B \) does not contain points that are Eckardt for \( X \). Suppose \( D' \in X(\mathbb{R}) \) such that \( Y_{B,D'} \) has a smooth real point \( C' \). Then there is a non-empty open \( U \subseteq X(\mathbb{R}) \) such that \( U \cap X(\mathbb{Q}) \subseteq \text{Span}(B) \).

Proof. Take \( U \) to be as in Lemma 3.3. Let \( D \in U \cap X(\mathbb{Q}) \). By the conclusion of Lemma 3.3 we see that \( Y_{B,D} \) has a rational point \( C \). From the equations defining \( Y_{B,D} \) in (2) we have that \( C \in X_B(\mathbb{Q}) \) and \( D \in X_C(\mathbb{Q}) \). Moreover, neither \( B \) nor \( C \) (both contained in \( X_B \)) are Eckardt points. Applying Proposition 5.1, we have \( C \in \text{Span}(B) \) and \( D \in \text{Span}(C) \) completing the proof. \( \square \)

6. A smoothness criterion

Lemma 6.1. Let \( B \in X \), Let \( C' \in X_B \) and \( D' \in X_{C'} \). Suppose

(i) \( T_{C'}X \neq T_BX \);

(ii) \( H_F(C') \) has full rank, where \( H_F \) is the Hessian matrix;

(iii) \( D' \) does not belong to the line

\[
\{ (\lambda \nabla F(B) + \mu \nabla F(C')) \cdot H_F(C')^{-1} : (\lambda : \mu) \in \mathbb{P}^1 \}.
\]

Then \( C' \) is a smooth point on the variety \( Y_{B,D'} \subset \mathbb{P}^{n+1} \) given by (2).

Proof. As \( C' \in X_B \) and \( D' \in X_{C'} \) we see that \( C' \in Y_{B,D'} \). We need to show that \( C' \) is a smooth point on \( Y_{B,D'} \). Write

\[
f(x_0, \ldots, x_{n+1}) = \nabla F(x_0, \ldots, x_{n+1}) \cdot D', \quad g = \nabla F(B) \cdot (x_0, \ldots, x_{n+1}).
\]

To show that \( C' \) is smooth on \( Y_{B,D'} \) it is enough to show that \( \nabla F(C') \), \( \nabla f(C') \) and \( \nabla g(C') \) are linearly independent. A straightforward computation shows that

\[
\nabla f(C') = D' \cdot H_F(C'), \quad \nabla g(C') = \nabla F(B).
\]

Suppose

\[
\varepsilon D' \cdot H_F(C') + \lambda \nabla F(B) + \mu \nabla F(C') = 0.
\]

By assumptions (ii) and (iii) we see that \( \varepsilon = 0 \). However, \( \nabla F(B) \) and \( \nabla F(C') \) are linearly independent by assumption (i), and so \( \lambda = \mu = 0 \). \( \square \)

7. Proof of Theorem 1

In this section \( n \geq 48 \).

Lemma 7.1. There is \( A \in X(\mathbb{Q}) \) and a non-empty open \( U \subseteq X(\mathbb{R}) \) such that:

(i) \( U \cap X(\mathbb{Q}) \subseteq \text{Span}(A) \);

(ii) \( \text{Span}(A) \) contains at least one point in every connected component of \( X(\mathbb{R}) \).
Proof. Suppose first that \( X(\mathbb{R}) \) is connected. Let \( U_1 \subseteq X(\mathbb{R}) \) be the non-empty open subset whose existence is guaranteed by Lemma 4.3: for every \( P \in U_1 \), the second fundamental form \( \Pi_P X \) is indefinite of full rank. It follows from Theorem 5 that the set of points \( P \) with \( X_P \) containing an Eckardt point is a proper subset of \( X \) that is closed in the Zariski topology. Thus we may replace \( U_1 \) by a non-empty open set \( U_2 \subseteq U_1 \) such that for every \( P \in U_2 \), the subvariety \( X_P \) does not contain points that are Eckardt for \( X \). Fix \( B \in U_2 \cap X(\mathbb{Q}) \) whose existence is guaranteed by Theorem 2. The hypersurface \( X \) is smooth of degree 3, and so the Gauss map \( X \rightarrow X^* \) has finite fibres [Harris 1992, Lecture 15]. We can therefore take an open neighbourhood \( U_3 \subseteq U_2 \) of \( B \) such that for all \( C' \in U_3 \) with \( C' \neq B \), we have \( T_B X \neq T_{C'} X \). By Lemma 4.2, the intersection \( U_3 \cap X_B(\mathbb{R}) \) contains a real manifold of dimension \( n - 1 \); choose \( C' \in U_3 \cap X_B(\mathbb{R}) \) with \( C' \neq B \). As the second fundamental form has full rank on \( U_3 \), we see from Lemma 4.4 that \( H_F(C') \) is of full rank \( n + 2 \). Now again by Lemma 4.2, the intersection \( U_3 \cap X_{C'}(\mathbb{R}) \) contains a manifold of real dimension \( n - 1 \), and so we can find \( D' \in U_3 \cap X_{C'}(\mathbb{R}) \) that avoids the line (4). The points \( B, C', D' \) satisfy the conditions of Lemma 6.1. Thus \( C' \) is a smooth point on \( Y_{B,D'} \). By Lemma 5.5, there is a non-empty open \( U \) such that \( U \cap X(\mathbb{Q}) \subseteq \text{Span}(B) \). We simply take \( A = B \), and the proof is complete in the case when \( X(\mathbb{R}) \) is connected.

Now suppose \( X(\mathbb{R}) \) has two connected components. Let \( U_2 \subseteq X(\mathbb{R}) \) be as above. From Lemma 4.5 we know that \( U_2 \) is contained in the one-sided component. Let \( B' \in U_2 \). Let \( \ell' \) be a real line passing through \( B' \) and tangent to the two-sided component at a point \( A' \). By Corollary 2.1, there is a point \( A \in X(\mathbb{Q}) \) belonging to the two-sided component and a line \( \ell \) defined over \( \mathbb{Q} \) such that \( \ell \cdot X = 2A + B \) where \( B \in U_2 \cap X(\mathbb{Q}) \). Now \( B \in \text{Span}(A) \) and \( \text{Span}(A) \) contains points belonging to both components of \( X(\mathbb{R}) \). From the above argument there is a non-empty open \( U \subseteq X(\mathbb{R}) \) such that \( U \cap X(\mathbb{Q}) \subseteq \text{Span}(B) \subseteq \text{Span}(A) \).

Lemma 7.2. Let \( A \in X(\mathbb{Q}) \) be as in Lemma 7.1. Then there is an open \( W \subseteq X(\mathbb{R}) \) such that \( W \cap X(\mathbb{Q}) = \text{Span}(A) \).

Proof. Let \( U \) be as in Lemma 7.1. We may suppose \( \text{Span}(A) \not\subseteq U \), otherwise we simply take \( W = U \) and there is nothing to prove. Let \( P \in \text{Span}(A) \) that does not belong to \( U \). By Theorem 2, there is some \( P' \in U \cap X(\mathbb{Q}) \) such that \( P' \not\in T_P X \). Let \( \ell \) be the line joining \( P \) to \( P' \). The line \( \ell \) is not contained in \( T_P X \) and so, by Lemma 4.1, not contained in \( X \). Let \( P'' \in X(\mathbb{Q}) \) be the third point of intersection of \( \ell \) with \( X \). Since \( P \in \text{Span}(A) \) and \( P' \in U \cap X(\mathbb{Q}) \subseteq \text{Span}(A) \), we have \( P'' \in \text{Span}(A) \). Observe that \( \ell \) is not contained in the tangent plane of \( P'' \) (for otherwise \( \ell \) would be contained in \( X \)). Now there is some non-empty open \( U' \subset U \) containing \( P' \) that is disjoint from the tangent plane of \( P'' \). For a point \( R \in U' \), let \( \varphi(R) \) denote the third point of intersection of the (real) line joining \( R \) to \( P'' \). Then
the map ϕ : U′ → X(R) is continuous and injective. By the invariance of domain theorem [Bredon 1993, Corollary IV.19.9], the image ϕ(U′) is open. We shall let W_P = ϕ(U′). Clearly P ∈ W_P and W_P ∩ X(Q) ⊆ Span(A). The lemma follows on taking

\[ W = U \cup \bigcup_{P \in \text{Span}(A) \setminus U} W_P. \]

Lemma 7.3. Let W be as in Lemma 7.2, and write \( \overline{W} \) for its closure. Then \( \overline{W} \) is closed under secant operations: if P, Q ∈ W are distinct, and if the line \( \ell \) joining them is not contained in X, then R ∈ \( \overline{W} \) where \( \ell \cdot X = P + Q + R \).

Proof. By Theorem 2 there exist \( \{P_k\}, \{Q_k\} \subset W \cap X(Q) \), with \( P_k \neq Q_k \), that converge respectively to P, Q. Write \( F \subset \mathbb{G}(n + 1, 1) \) for the Fano scheme of lines on X. Then the real points of F are closed in \( \mathbb{G}(n + 1, 1)(\mathbb{R}) \). As \( \ell \notin F(\mathbb{R}) \), we see for large enough k that the line \( \ell_k/Q \) joining \( P_k, Q_k \) is not contained in X. Let \( \ell_k \cdot X = P_k + Q_k + R_k \). Then \( \{R_k\} \) converges to R. Moreover, \( P_k, Q_k \in W \cap X(Q) \subseteq \text{Span}(A) \). Hence \( R_k \in \text{Span}(A) \subset W \) and so \( R \in \overline{W} \).

Lemma 7.4. Let A, W be as above. Then \( \overline{W} = X(R) \).

Proof. We claim that \( \overline{W} \) is open. From that it follows that \( \overline{W} \) is a union of connected components of X(R). As \( \text{Span}(A) \subset \overline{W} \) contains points from every component, the lemma follows from the claim.

To prove the claim we mimic the argument in the proof of Lemma 7.2. Let \( P \in \overline{W} \). Let \( P' \in W \) such that \( P' \notin T_P X \), and let \( \ell \) be the line joining P to P′. As \( \overline{W} \) is closed under secant operations, \( P'' \in \overline{W} \) where \( \ell \cdot X = P + P' + P'' \). Now there is some non-empty open \( W' \subset W \) containing \( P' \) that is disjoint from the tangent plane of \( P'' \). For a point \( R \in W' \), let \( \varphi(R) \) denote the third point of intersection of the (real) line joining R to \( P'' \). Then the map \( \varphi : W' \to X(\mathbb{R}) \) is continuous and injective, and thus the image \( \varphi(W') \) is open. Clearly \( \varphi(W') \) contains P and is contained in \( \overline{W} \) (as the latter is closed under secant operations).

Proof of Theorem 1. Let A, W be as above. In particular, \( \text{Span}(A) = W \cap X(Q) \) and \( \overline{W} = X(R) \). We write \( \partial W = X(R) \setminus W \). We note that \( \partial W \) is the complement of an open dense set, and therefore nowhere dense.

We want to show that \( X(Q) = \text{Span}(A) \). Let \( P \in X(Q) \). Then there is a Zariski open \( \mathcal{U} \subset X \) and an involution \( \iota : \mathcal{U} \to \mathcal{U} \) that sends \( R \in \mathcal{U} \) to the third point of the line joining \( R \) to \( P \). Choose \( R \in \mathcal{U}(\mathbb{R}) \cap X(Q) \) such that \( R \notin \partial W \cup \iota(\partial W) \). Then \( R, \iota(R) \in \text{Span} A \) and so \( P \in \text{Span}(A) \).
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