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Moduli of stable maps in genus one
and logarithmic geometry, II

Dhruv Ranganathan, Keli Santos-Parker and Jonathan Wise

This is the second in a pair of papers developing a framework to apply logarithmic methods in the study
of stable maps and singular curves of genus 1. This volume focuses on logarithmic Gromov–Witten
theory and tropical geometry. We construct a logarithmically nonsingular and proper moduli space of
genus 1 curves mapping to any toric variety. The space is a birational modification of the principal
component of the Abramovich–Chen–Gross–Siebert space of logarithmic stable maps and produces
logarithmic analogues of Vakil and Zinger’s genus one reduced Gromov–Witten theory. We describe the
nonarchimedean analytic skeleton of this moduli space and, as a consequence, obtain a full resolution to
the tropical realizability problem in genus 1.
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1. Introduction

This paper is the second in a pair, exploring the interplay between tropical geometry, logarithmic moduli
theory, stable maps, and moduli spaces of genus 1 curves. In the first volume, we used this interplay to
construct new nonsingular moduli spaces compactifying the space of elliptic curves in projective space
via radially aligned stable maps and quasimaps. In this paper, we focus on applications to logarithmic
Gromov–Witten theory and tropical geometry.

I. Realizability of tropical curves. We give a complete characterization of genus 1 tropical maps that
can be realized as tropicalizations of genus 1 curves mapping to tori, completing a study initiated in
Speyer’s thesis. We show that a combinatorial condition identified by Baker, Payne and Rabinoff is
always sufficient. Our proof is independent of these previous results, and is based on the geometry of
logarithmic maps.

MSC2010: primary 14N35; secondary 14T05.
Keywords: logarithmic Gromov–Witten theory, tropical realizability, well spacedness condition.
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II. Logarithmic stable maps. We construct a toroidal moduli space parametrizing maps from pointed
genus 1 curves to any toric variety with prescribed contact orders along the toric boundary. This is a
desingularization of the principal component of the space of logarithmic stable maps. The boundary
complex of this compactification is identified as a space of realizable tropical maps.

1.1. Superabundant tropical geometries. The realization problem is the crux of the relationship between
tropical geometry to algebraic geometry, and is unavoidable in enumerative applications. Given an abstract
tropical curve1 @ of genus g and a balanced piecewise linear map

F : @→ Rr ,

we ask, does there exist a nonarchimedean field K extending C, a smooth algebraic curve C over K and a
map

ϕ : C→ Gr
m,

such that ϕtrop coincides with F?
When @ has genus 0, the only obstruction to lifting is the local balancing condition, and all tropical

curves satisfying that condition are realizable. This is reflected in the logarithmic smoothness of the
moduli space of genus 0 logarithmic maps [Nishinou and Siebert 2006; Ranganathan 2017a; Tyomkin
2012]. In genus 1, nonlocal obstructions already appear for maps @→ R. The obstructions appear when
the circuit of @ is contained in a proper affine subspace of Rr . Speyer [2005; 2014] discovered a sufficient
condition for realizability. A weaker necessary condition was identified in [Baker et al. 2016, Section 6].
We provide a characterization of the realizable tropical curves in genus 1 in Theorem A in terms of the
geometry of the skeleton of an analytic space of maps.

Let 0 be a marked tropical curve of genus 1 with a unique vertex and n half-edges. Fix a balanced
map 0→ Rr . Let M0(G

r
m) be the moduli space of maps

ϕ : C→ Gr
m,

where C is a noncompact smooth algebraic curve of genus 1 with n punctures, and the vanishing orders
at infinity of these punctures are specified by the slopes along the edges of 0 in Rr . Let W0(R

r ) be the
corresponding set of tropical maps

@→ Rr

whose recession fan is given by 0 → Rr , and satisfy the well-spacedness condition, as defined in
Section 4.2 This set can be given the structure of a generalized cone complex.

1The first author continues his efforts to popularize Dan Abramovich’s convention that algebraic curves be denoted by C , C ,
while tropical curves be denoted @, approximating their appearance in nature.

2We caution the reader that the meaning attributed by Speyer to well-spacedness is stronger than the one we use here; see
Warning 4.4.5.
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Given a map ϕ : C → Gr
m over a valued field, one obtains a balanced piecewise linear map from a

Berkovich skeleton @ of the punctured general fiber curve Cη to Rr , i.e., to the skeleton of the torus
[Ranganathan 2017b]. This piecewise linear map is the tropicalization of ϕ and is denoted ϕtrop.

Theorem A. There exists a continuous and proper tropicalization map

trop :Man
0 (G

r
m)→W0(R

r )

sending a map [ϕ] over a valued field to its tropicalization. There is generalized cone complex P0(Rr )

and a finite morphism

tropS : P0(R
r )→W0(R

r ),

which is an isomorphism upon restriction to each cone of the source. The degree of this finite morphism is
explicitly computable and the complex P0(Rr ) is a skeleton of the analytic moduli space Man

0 (G
r
m).

The theorem is proved as Theorem 4.6.2.
The statement that the tropicalization has a finite cover that is a skeleton is a toroidal version of the

schön condition, frequently cited in tropical geometry. The skeleton P0(Rr ) functions as a parametrizing
complex for the tropicalization, as in [Helm and Katz 2012; Tevelev 2007].

1.2. Logarithmic stable maps. Our tropical investigation leads naturally to an understanding of the
geometry of space of logarithmic stable maps to toric varieties in genus 1. The open moduli problem we
consider is that of maps

(C, p1, . . . , pm)→ Z ,

where C is a smooth pointed curve of genus 1, the target Z is a toric variety, and the contact orders of
the points pi with the boundary divisors on Z is fixed. There is a natural modular compactification of
this space via the theory of logarithmic stable maps [Abramovich and Chen 2014; Chen 2014; Gross and
Siebert 2013]. When the genus of the source curve is 0, the resulting moduli space is logarithmically
smooth, but in genus 1 can be highly singular and nonequidimensional. We use the insights of Theorem A
to construct a logarithmically smooth modular compactification, in parallel with the desingularization of
the ordinary stable maps space [Ranganathan et al. 2017; Vakil and Zinger 2008].

Let Z be a proper complex toric variety and L0(Z) the moduli space of genus 1 logarithmic stable
maps to Z with discrete data 0, i.e., 0 records the genus and the contact orders of the marked points with
the toric boundary of Z . Let L ◦0 (Z) be the locus of parametrizing maps of positive degree from smooth
domains, and let L ◦0 (Z) be the closure.

Theorem B. Consider the following data as a moduli problem on logarithmic schemes:

(1) A family of n-marked, radially aligned logarithmic curves C→ S.

(2) A logarithmic stable map f : C→ Z with contact order 0, such that the map f is well-spaced (see
Definition 3.4.2).
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This moduli problem is represented by a proper and logarithmically smooth stack with logarithmic
structure W0(Z) and the natural morphism

W0(Z)→L ◦0 (Z)

is proper and birational.

See Theorem 4.4.8 for the proof.
The well-spacedness property above is efficiently stated in tropical language, and this is done later in

the paper. At a first approximation it may be thought of as forcing a factorization property after composing
C→ Z with any rational map Z 99K P1 induced by a character. These logarithmic maps are precisely
the ones that have well-spaced tropicalizations. A prototype for practical calculations on this space may
be found in [Len and Ranganathan 2018].

1.3. Motivation for the construction. The combinatorics of logarithmic stable maps are essentially part of
tropical geometry. Indeed, if the variety Z is a toric variety, taken with its toric boundary, the analytification
of the moduli space of logarithmic maps continuously to a polyhedral complex parametrizing tropical
curves [Ranganathan 2017b]. The connection is especially transparent in genus 0, see [Ranganathan
2017a]. In genus 1, the tropical realizability problem can be used to predict the desingularization above,
as we now explain. The moduli space L0(Z) of genus 1 logarithmic stable maps is highly singular,
however, it maps naturally to a logarithmically smooth Artin stack. More precisely, if AZ = [Z/T ] is the
Artin fan of Z obtained by performing a stack quotient on Z by its dense torus, there is a natural map

L0(Z)→L0(AZ ),

where the latter is the space of prestable logarithmic maps to the Artin fan. This space is a logarithmically
smooth Artin stack [Abramovich and Wise 2018]. Moreover, the toroidal skeleton of this space is naturally
identified with the moduli space of all (not necessarily realizable or even balanced) tropical maps from
genus 1 curves to the fan of Z , see [Ranganathan 2017b]. The locus of realizable curves is a sublocus
in the moduli space. After subdividing this cone complex, this sublocus is supported on a subcomplex.
This subdivision induces a birational modification of L0(AZ ), and thus a modification of L0(Z). This
modification can naturally be identified with the moduli of well-spaced logarithmic maps W0(Z) defined
above. The radial alignments developed in [Ranganathan et al. 2017] and recalled in Section 2.9 give rise
to the modular interpretation.

The construction of W0(Z) is not a formal lifting of our previous results on ordinary stable maps to
the logarithmic category [Ranganathan et al. 2017]. Given an absolute genus 1 stable map [C→ Pr

], if
no genus 1 subcurve is contracted, then [C→ Pr

] is a smooth point of the moduli space. However, for a
toric variety Z and a genus 1 logarithmic map [C→ Z ], the deformations of the map can be obstructed
even if no component of C is contracted. This is true even if Z = Pr with its toric logarithmic structure.
This behavior is akin to the genus 1 absolute stable maps theory for semipositive targets. While the
tangent bundle of Pr is ample, the logarithmic tangent bundle of a toric variety is trivial. This allows for
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a larger space of obstructions to deforming genus 1 logarithmic maps than in the absolute theory. We
overcome this by identifying and forcing the stronger factorization property above.

1.4. Tropical enumerative geometry and realizability. The realizability problem for tropical curves is a
combinatorial shadow of the problem of characterizing the closure of the main component in the space
of logarithmic maps. The difficulty of the problem has limited tropical enumerative techniques to low
target dimensions [Bertrand et al. 2014; Cavalieri et al. 2010; 2016; Mikhalkin 2005] or to genus 0 curves
[Gross 2016; 2018; Mandel and Ruddat 2016; Nishinou and Siebert 2006; Ranganathan 2017a].

In the higher genus, higher dimensional situation, there are two directions in which one may generalize
the picture above. The first is to develop a systematic method to decompose logarithmic Gromov–Witten
invariants, as a sum of virtual invariants over tropical curves [Abramovich et al. 2017a; Parker 2011;
Ranganathan 2019]. The second is to analyze the tropical lifting problem and produce a “reduced” curve
counting theory that captures the principal component contribution to the virtual count. This paper
addresses the second of these in genus one. The realizability theorem in genus 1 allows us to decompose
these reduced invariants of any toric variety over tropical curves. The degeneration formula for these
invariants is work that we hope to return to. Note that the analogous problem for smooth pairs has recently
been treated in [Battistella et al. 2019].

There have been a number of interesting partial results on tropical realizability in the last decade,
thanks to the efforts of many [Baker et al. 2016; Cheung et al. 2016; Jensen and Ranganathan 2017; Katz
2012; Mikhalkin 2005; Nishinou 2009; Nishinou and Siebert 2006; Ranganathan 2017b; 2017c; Speyer
2014]. The genus 1 story alone has seen heavy interest. Speyer identified the sufficiency of a strong
form of well-spacedness condition for superabundant genus 1 tropical curves using Tate’s uniformization
theory. Using the group law on the analytification of an elliptic curve, Baker, Payne and Rabinoff showed
that a weaker condition was necessary. The existence of genus 1 tropical curves which failed Speyer’s
condition but were nonetheless realizable was established in [Ranganathan 2017b].

In higher genus, few results are known. Realizability of nonsuperabundant higher genus tropical curves
was established by Cheung, Fantini, Park and Ulirsch [2016], and limits of realizable curves can be shown
to be realizable [Ranganathan 2017b; 2017c]. Katz [2012] showed that the logarithmic tangent/obstruction
complex for degenerate maps gives rise to necessary combinatorial conditions for realizability in higher
genus, including a version of well-spacedness. These methods do not prove sufficiency in any cases. A
sufficient condition for realizability for some superabundant chain of cycle geometries has recently been
shown to hold and used to establish new results in Brill–Noether theory [Jensen and Ranganathan 2017].

1.5. User’s guide. We have written this paper so it may be read independently from the prequel, in
which the space of ordinary stable maps to Pr was considered. In Section 2.9 we recall the preliminary
results on radial alignments and their contractions from [Ranganathan et al. 2017]. The moduli space
of well-spaced logarithmic maps is constructed in Section 3.4 and the logarithmic unobstructedness
appears as Theorem 3.5.1. The tropical well-spacedness condition is discussed and defined precisely in
Section 4.4. Finally, tropical realizability results are restated in Theorem 4.4.8 and proved in Section 4.6.
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2. Preliminaries

In this section, we recall some preliminaries on singularities of genus 1 and on logarithmic and tropical
geometry. There is some overlap between this section and the preliminary material appearing in the
prequel to this article [Ranganathan et al. 2017], but we opt to include it for a more self-contained
presentation.

2.1. Genus 1 singularities. Let C be a reduced curve over an algebraically closed field k. For an isolated
curve singularity (C, p) with normalization π : (C̃, p1, . . . , pm)→ (C, p), recall that m, the cardinality
of π−1 p, is called the number of branches of the singularity. The δ-invariant is defined as

δ := dimk(π?(OC̃)/OC).

Based on these two invariants, one defines the genus of (C, p) as

g = δ−m+ 1.

We will frequently make use of the seminormalization of (C, p) in our arguments. The seminor-
malization is a partial resolution of (C, p) to a singularity of genus 0 that is homeomorphic to (C, p).
Explicitly, equip the underlying topological space of (C, p) with the subring A of regular functions on
the normalization C̃ that are well defined on the underlying topological space of C . In particular, there
are g additional conditions required for a function in A to descend to (C, p), i.e.,

g = dimk(A /OC).

Let E be a proper Gorenstein curve of genus 1, smooth away from a unique genus 1 singularity. Let
ν : F→ E be the seminormalization and let µ : G→ F be the normalization. We have inclusions

OE ⊂ ν?OF ⊂ ν?µ?OG ⊂ K and J ⊃ ωE ⊃ ν?ωF ⊃ ν?µ?ωG

Here K is the sheaf of meromorphic functions on E and J is the sheaf of meromorphic differentials.
For each X = E, F,G, the pairs ωX and OX are dual to other another with respect to the residue
pairing K ⊗ J → k, in the sense that each is the annihilator of the other [Altman and Kleiman 1970,
Proposition 1.16(ii)].

Consider the exact sequence

0→ OE → ν?OF → ν?(OF )/OE → 0 (1)

In the long exact cohomology sequence

0→ H 0(E,OE)→ H 0(F,OF )→ ν?(OF )/OE → H 1(E,OE)→ H 1(F,OF ) (2)

the map H 0(E,OE)→ H 0(F,OF ) is an isomorphism because both E and F are proper, connected,
and reduced; furthermore H 1(F,OF ) = 0 since F has genus 0. By Serre duality, H 1(E,OE) is dual



Moduli of stable maps in genus one and logarithmic geometry, II 1771

to H 0(E, ωE). Since both are 1-dimensional, the choice of a nonzero α ∈ H 0(E, ωE) induces an
isomorphism H 1(E,OE)→ k. The composition

ν?(OF )/OE → H 1(E,OE)→ k

may be identified with the residue pairing, sending f mod OE to res f α. This follows, for example, by
the construction of the dualizing sheaf in [Altman and Kleiman 1970, Remark 1.9 and Remark 1.12].

We know that ωF/µ?(ωG) is spanned by the differentials

dxi

xi
−

dx j

x j
(3)

where the xi are local coordinates of the branches of E at the singular point. As ωE/ν?(ωF ) is 1-
dimensional, ωE is generated relative to ν?(ωF ) by a differential of the following form:∑

i

ci dxi

x2
i
+

c′dx1

x1
(4)

If f ∈ OE has the expansion f (0)+ bi xi + · · · on the i-th component of F then this differential imposes
the constraint

c′ f (0)+
∑

bi ci = 0.

In order for E to be Gorenstein, ωE must be a line bundle, so the generators (3) of ωF must be multiples
of the generator (4). This immediately implies c′ = 0 and that all of the ci are nonzero. Conversely, if
c′ = 0 and all of the ci are nonzero, then c j xi − ci x j ∈ OE and

(c j xi − ci x j )
∑

k

ckdxk

x2
k
= c j ci

dxi

xi
− ci c j

dx j

x j

implies that the generators (3) are multiples of (4). This proves the following proposition:

Proposition 2.1.1. If E is a Gorenstein curve with a genus 1 singularity then ωE is generated in a
neighborhood of its singular point by a meromorphic form (4), with c′ = 0, where the xi are local
parameters for the branches of E at the singular point.

By consideration of the residue condition imposed by the form (4), we can also obtain a local description
of the Gorenstein, genus 1 curve singularities. A more conceptual proof of this result can be found in
[Smyth 2011, Proposition A.3].

Proposition 2.1.2. For each integer m ≥ 0, there exists a unique Gorenstein singularity (C, p) of genus 1
with m branches. If m = 1 then (C, p) can be identified with the cusp V (y2

− x3), if m = 2 then (C, p)
can be identified with the ordinary tacnode V (y2

− yx2), and if m ≥ 3, then (C, p) is the germ at the
origin of the union of m general lines through the origin in Am−1.
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2.2. Tropical curves. We follow standard conventions and definitions for tropical curves and tropical
stable maps.

Definition 2.2.1. An n-marked tropical curve @ is a finite graph G with vertex and edge sets V and E ,
enhanced by

(1) a marking function m : {1, . . . , n} → V ,

(2) a genus function g : V → N,

(3) a length function ` : E→ R+.

The genus of a tropical curve @ is defined to be

g(@)= h1(G)+
∑
v∈V

g(v)

where h1(G) is the first Betti number of the geometric realization of @. An n-marked tropical curve is
stable if (1) every genus 0 vertex has valence at least 3 and (2) every genus 1 vertex has valence at least 1.

More generally, one may permit the length function ` above to take values in an arbitrary toric monoid P .
This presents us with a natural notion of a family of tropical curves.

Definition 2.2.2. Let σ be a rational polyhedral cone with dual cone Sσ . A family of n-marked prestable
tropical curves over σ is a tropical curve whose length function takes values in Sσ .

We note that given a tropical curve over σ , each point of σ determines a tropical curve in the usual
sense. Indeed, choosing a point of σ is equivalent to choosing a monoid homomorphism

ϕ : Sσ → R≥0.

Applying this homomorphism to the edge length `(e)∈ Sσ produces a real and positive length for each edge.

2.3. Logarithmic geometry: working definitions. Let N be a free abelian group of finite rank and X◦

be a subscheme of a torus T = Gm ⊗ N over a field k equipped with the trivial valuation. Let K be a
valued field extending K , with valuation surjective onto R. Then, the tropicalization of X is the image of
X (K ) under the coordinatewise valuation map

T (K )→ R⊗ N .

This set is denoted X trop, and can be given the structure of a fan. This fan distinguishes a partial
compactification of T to a toric variety Y . The embedding of the closure X ↪→ Y determines, locally on X ,
a natural class of monomial functions obtained by restricting the monomials on T . These monomials
form a sheaf of monoids MX under multiplication, and a tautological map of monoids

O?
X ⊂ MX →OX .

The quotient is another sheaf of monoids M X :=MX/O?
X , and amounts to considering monomial functions

up to scalars.
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Sections of the groupification Mgp
X can be interpreted as piecewise linear functions on X trop. Just as

in the toric case, piecewise linear functions on X trop give rise to line bundles on X . Specifically, given
a piecewise linear function, the set of algebraic lifts of it in Mgp

X form a torsor under the multiplicative
group, and therefore a line bundle. This is explained more precisely in Section 2.6 below.

A logarithmic scheme is an object that possesses the main features present above. The requirement
that X be embedded in a toric variety can be dropped. Instead, one need only assume that X (locally)
admits a morphism to a toric stack. The data of the sheaf M X may be thought of as the sheaf of piecewise
linear functions on X .

To be more precise, it is convenient to reverse the logical order and specify the monomials first. Given a
scheme S, a logarithmic structure is a sheaf of monoids MS in its étale topology and sharp homomorphism
ε : MS → OS (the codomain given its multiplicative monoid structure). Sharpness means that each
local section of O?

S has a unique preimage along ε. The quotient MX/ε
−1O?

X is called the characteristic
monoid and is denoted M X with its operation denoted additively; the image of section α of Mgp

X in Mgp
X

is denoted α. We assume all logarithmic structures are integral (MX is contained in its associated group
Mgp

X ) and saturated (if α ∈ Mgp
X and nα ∈ MX for some integer n ≥ 1 then α ∈ MX ).

Such objects may be assembled into a category. The category of logarithmic schemes has the analogous
constructions and notions from scheme theory, keeping track of the tropical data through the sheaves of
piecewise linear functions.

For more of the general theory of logarithmic structures, we refer the reader to F. Kato’s original article
[1989]. A detailed study of the relationship between tropical and logarithmic geometry from a categorical
point of view is undertaken in [Cavalieri et al. 2017].

2.4. Curves and logarithmic structures. Let (S,MS) be a logarithmic scheme. A family of logarithmi-
cally smooth curves over S is a logarithmically smooth, flat, and proper morphism

π : (C,MC)→ (S,MS),

with connected and reduced geometric fibers of dimension 1. We recall Kato’s structure theorem for
logarithmic curves [2000].

Theorem 2.4.1. Let C→ S be a family of logarithmically smooth curves. If x ∈ C is a geometric point,
then there is an étale neighborhood of C over S, with a strict morphism to an étale-local model π : V → S,
and V → S is one of the following:

• (The smooth germ) V = A1
S→ S, and the logarithmic structure on V is pulled back from the base.

• (The germ of a marked point) V = A1
S→ S, with logarithmic structure pulled back from the toric

logarithmic structure on A1.

• (The node) V =OS[x, y]/(xy= t), for t ∈OS . The logarithmic structure on V is pulled back from the
multiplication map A2

→ A1 of toric varieties along a morphism t : S→ A1 of logarithmic schemes.

The image of t ∈ MS in M S is referred to as the deformation parameter of the node.
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Associated to a logarithmic curve C→ S is a family of tropical curves.

Definition 2.4.2. Let C→ S be a family of logarithmically smooth curves and assume that the underlying
scheme of S is the spectrum of an algebraically closed field. Then, the tropicalization C , denoted @, is
obtained as follows: (1) the underlying graph is the marked dual graph of C equipped with the standard
genus and marking functions, and (2) given an edge e, the generalized length `(e) = δe ∈ M S is the
deformation parameter of the corresponding node of C .

For more about logarithmic curves and their relationship to tropical curves, the reader may consult
[Cavalieri et al. 2017].

2.5. Geometric interpretation of the sections of a logarithmic structure. Given a logarithmic curve
C→ S, it will be helpful to interpret sections of the sheaves Mgp

C , and Mgp
C geometrically.

2.5.1. The affine and projective lines. Let (X, ε : MX → OX ) be a logarithmic scheme. A section of MX

corresponds to a map X→ A1, the target given its toric logarithmic structure. Let α be such a section
and α be its image in M X . Then ε(α) is a unit if and only if α = 0.

With its logarithmic structure, P1 can be constructed as the quotient of A2
− {0} by Gm . Any map

X→ P1 lifts locally to A2
−{0} and can therefore be represented by a pair of sections (ξ, η) of MX . The

ratio ξ−1η, which is a section of Mgp
X , is invariant under the action of Gm , since Gm acts with the same

weight on ξ and η.
Therefore a map X → P1 gives a well-defined section α of Mgp

X . Not every section of Mgp
X arises

this way, because the map (ξ, η) : X → A2 from which α was derived could not meet the origin. This
condition implies that, for each geometric point x of X , either ξ x = 0 or ηx = 0. In terms of α, this means
that αx ≥ 0 or αx ≤ 0. We term this property being locally comparable to 0.

Our observations prove the following proposition:

Proposition 2.5.1.1. Let X be a logarithmic scheme. Maps X→ P1, the latter given its toric logarithmic
structure, may be identified with sections α of Mgp

X , whose images α in Mgp
X are locally comparable to 0.

Because it has charts, the sheaf Mgp
X locally admits a surjection from a constant sheaf, so the condition

on α in the proposition is open on the base: if X is a family of logarithmic schemes over S and a section
α of Mgp

X verifies α ≥ 0 or α ≤ 0 for all x in a geometric fiber Xs of X over S then it also verifies that
condition for all t in some open neighborhood of s.

This observation is particularly useful for studying infinitesimal deformations of logarithmic maps
to P1, as it is equivalent to deform the section α of Mgp

X .

Definition 2.5.1.2. For any logarithmic scheme X , we define Glog(X)= 0(X,Mgp
X ). Identifying X with

its functor of points, we also write Glog(X)= Hom(X,Glog).

Remark 2.5.1.3. The functor Glog is not representable by a logarithmic scheme; it is analogous to an
algebraic space (see [Molcho and Wise 2018], for example). The above considerations may be seen as
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a demonstration that P1 is logarithmically étale over Glog. A discussion of the simpler spaces rational
curves in Glog may be found in [Ranganathan and Wise 2019].

We prefer to avoid a discussion of the geometric structure of Glog in this paper. The reader should
feel free to regard maps to Glog as a convenient shorthand for sections of Mgp

X and nothing more. The
advantage of treating Glog as a geometric object, and not merely an abstract sheaf, and working with that
object instead of geometric models like P1, is that the latter approach necessitates an apparently endless
process of subdivision and refinement that obscures the geometric essence of our arguments.

2.5.2. Maps to toric varieties. The observations above concerning logarithmic maps to P1 may be
extended to all toric varieties. Indeed, if Z = Spec k[Sσ ] is an affine toric variety defined by a cone σ and
character lattice N∨, then there is a canonical map

Sσ → 0(Z ,MZ ),

which extends to a map
N∨→ 0(Z ,Mgp

Z ).

The construction of this map commutes with restriction to open torus invariant subvarieties, and therefore
glues to a well-defined map on any toric variety.

Proposition 2.5.2.1. Let X be a logarithmic scheme and let Z be a toric variety with fan 6 and character
lattice N∨. Morphisms X→ Z may be identified with morphisms N∨→ 0(X,Mgp

X ) such that, for each
geometric point x of X , there is a cone σ ∈6, such that the map

Sσ → 0(X,Mgp
X )→ 0(X,Mgp

X )→ Mgp
X,x

factors through M X,x .

Definition 2.5.2.2. Let N be a finitely generated free abelian group. We write (N ⊗ Glog)(X) =
Hom(N∨, 0(X,Mgp

X )) and use Hom(X, N ⊗Glog) for the same notion.

Remark 2.5.2.3. The discussion above shows that, if Z is a toric variety with cocharacter lattice N , then
there is a canonical logarithmic modification Z→ N ⊗Glog.

2.5.3. Sections of the characteristic monoid. Since logarithmic maps X→ A1 correspond to sections of
MX , maps X → [A1/Gm] correspond to sections of MX/O

?
X = M X . The quotient [A1/Gm] is usually

denoted A and is called the Artin fan of A1.
It is shown in [Cavalieri et al. 2017, Remark 7.3] that, if X is a logarithmic curve over S, and the

underlying scheme of S is the spectrum of an algebraically closed field, then sections of M X (which is to
say, maps X→ A ) may be interpreted as piecewise linear functions on the tropicalization of X that are
valued in M S and are linear along the edges with integer slopes.

Similar reasoning, combined with the discussion in Section 2.5.1 shows that maps X → [P1/Gm]

correspond to sections α of Mgp
X that are locally comparable to 0. If X is a curve, then these sections are

the piecewise linear functions on the tropicalization that are everywhere valued in M S or in −M S .



1776 Dhruv Ranganathan, Keli Santos-Parker and Jonathan Wise

Remark 2.5.3.1. Even though its underlying “space” is an algebraic stack, [A1/Gm] represents a functor
on logarithmic schemes. This contrasts with the more common situation, where algebraic stacks typically
only represent categories fibered in groupoids over schemes.

2.6. Line bundles from piecewise linear functions. For any logarithmic scheme X , there is a short exact
sequence

0→ O?
X → Mgp

X → Mgp
X → 0

of the sheaves associated to the logarithmic structure. Given a section α ∈ 0(X,Mgp
X ), the image of α

under the coboundary map

H 0(X,Mgp
X )→ H 1(X,O?

X )

is represented by an O?
X -torsor O?

X (−α) on X and gives rise to an associated line bundle. Thus, to each
piecewise linear function f on @ that is linear on the edges with integer slopes and takes values in M S ,
we have an associated line bundle O(− f ).

The explicit line bundle obtained by this construction is recorded in [Ranganathan et al. 2017, Section 2].

2.7. Tropicalization of morphisms to toric varieties. Let Z be a toric variety with dense torus T ,
equipped with its standard logarithmic structure, and let N and N∨ be the cocharacter and character
lattices of Z .

Let C be a logarithmic curve over S, and assume that the underlying scheme of S is the spectrum of
an algebraically closed field. A logarithmic map ϕ : C→ Z induces a map

N∨→ 0(Z ,M Z )→ 0(C,MC) (5)

by the discussion in Section 2.5.2.
As remarked in Section 2.5, the sections of MC are piecewise linear functions on the tropicalization @

of C that are linear with integer slopes along the edges and are valued in Mgp
S . If we assume in addition

that M S = R≥0 then we obtain a piecewise linear map

@→ Hom(N∨,R)= NR

that we call the tropicalization of C→ Z . It will sometimes be convenient to think of this as a map from
@→6, where 6 is the fan of Z .

Lemma 2.7.1. The map @→ NR, constructed above, satisfies the balancing condition.

Proof. This is proved in [Gross and Siebert 2013, Section 1.4]. �



Moduli of stable maps in genus one and logarithmic geometry, II 1777

2.8. Minimality.

2.8.1. Minimal logarithmic structures. A crucial concept in the theory of logarithmic moduli problems
is that of minimality. Let LogSch denote the category of fine and saturated logarithmic schemes. Given a
moduli stack M over LogSch and a logarithmic scheme S, the fiber M(S) of the fibered category M over S
is the groupoid logarithmic geometric objects [X → S] defined over S, as specified by the moduli problem.

Logarithmic geometric objects are algebraic schemes or stacks with the additional structure of a sheaf
of monoids. The description of M as a category fibered in groupoids over LogSch does not furnish such
an object: if S is a scheme without a chosen logarithmic structure, it does not make mathematical sense
to consider the fiber of M over S. Said differently, there is no “underlying scheme, or underlying stack,
or underlying category fibered in groupoids over schemes” of M.

The difficulty that must be overcome is that given an ordinary scheme S, there are many choices for
logarithmic schemes (S,MS) enhancing S, and it is unclear which one to pick. The notion of minimality,
introduced by Kato and recently clarified and expanded [Abramovich and Chen 2014; Chen 2014; Gillam
2012; Gross and Siebert 2013; Wise 2016a; 2016b] identifies the correct logarithmic structures to allow
on S as those satisfying a universal property, recalled below.

Assuming that M does have an underlying scheme, we arrive at a necessary condition for M to be
representable by a logarithmic scheme. Suppose that S→M is a morphism of logarithmic schemes then
the logarithmic structure of M pulls back to a logarithmic structure M on the underlying scheme S of S.
Moreover there is a factorization

S

''

��

M

(S,M)

77

that is final among all such factorizations. This finality condition can be phrased entirely in terms of the
moduli problem defining M, and Gillam shows that if minimal factorizations exist for all S→M, and
are preserved by base change, then M comes from a logarithmic structure on a moduli problem over
schemes [Gillam 2012; Wise 2016a].

Theorem 2.8.1.1 (Gillam). When M is a category fibered in groupoids over logarithmic schemes that
comes from a logarithmic structure on a category fibered in groupoids N over schemes, N can be recovered
from M as the subcategory of minimal objects.

Throughout this paper, we present logarithmic moduli problems and indicate monoidal and tropical
(see Section 2.8.2) characterizations of their minimal objects to recover the underlying schematic moduli
problems.

2.8.2. Minimality as tropical representability. We explain the concept in the case of stable maps for
concreteness, where it becomes a tropical concept. This expands on [Gross and Siebert 2013, Remark 1.21].
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e1 e2

Figure 1. Consider the cone of tropical curves whose underlying graph is shown on
the right, such that the edge lengths of e1 and e2 are equal. This cone is 3-dimensional.
An associated family of logarithmic curves whose minimal monoid is dual to this cone
associated family of logarithmic curves is nonminimal, due to the relation that these two
edge lengths coincide coincide.

Let Mg,n(Z) denote stack over LogSch parametrizing logarithmic maps from genus g, n-pointed curves
to a toroidal scheme Z . Let 6 be the fan of Z .

Let S be a standard logarithmic point Spec(N→ C) and let [C→ Z ] be a logarithmic map over S. As
explained in Section 2.7, the morphisms on sheaves of monoids may be dualized to produce a tropical
map

@→6.

Replacing N with an arbitrary toric monoid, one obtains a family of tropical maps.
From our discussion of minimality, we see that given a logarithmic stable map over Spec(P→ C), the

monoid be cannot be arbitrary, since by pulling back via a morphism P→R≥0, we must obtain a tropical
map. With this observation, there is a clear choice for a universal Pmin such that all other enhancements
Spec(P→ C) of the same underlying map must be pulled back from Spec(Pmin

→ C). That is, we may
choose Pmin to be the monoid whose dual cone Hom(Pmin,R≥0) is the cone of all tropical maps of the
given combinatorial type. Succinctly, a logarithmic structure is minimal for a given moduli problem if it
represents the tropical deformation space.

In Figure 1 below, taking Z = pt , we depict the duals of the characteristic monoid on the base of
a nonminimal family. If one drops the condition that `1 and `2 coincide, we obtain the corresponding
minimal monoid.

Applying this reasoning at each geometric fiber gives a criterion to check whether any given family of
logarithmic maps C→ Z over a logarithmic scheme S is minimal. With the minimal objects identified,
we construct a moduli stack as a fibered category over Sch, whose fiber over a scheme S is the groupoid
of minimal logarithmic maps over S.

2.9. Preliminaries from the prequel: radial alignments. The results of this paper rely on the notion of
a radially aligned logarithmic curve and its canonical contraction to a curve with elliptic singularities.
These concepts were developed in the companion article [Ranganathan et al. 2017], and we briefly recall
the statements that we require.
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Let S be a logarithmic scheme enhancing the spectrum of an algebraically closed field and let C→ S
be a logarithmic curve over it whose fibers have genus 1 and let @ be its tropicalization. Given an edge e,
we write `(e) ∈ M S for the generalized edge length of this edge. For each vertex v ∈ @, there is a unique
path from the circuit of @, namely the smallest subgraph of genus 1, to the chosen vertex v. Write this
path as e1, . . . , en . Define

λ(v)=

n∑
i=1

`(ei ).

The resulting function λ is a piecewise linear function on @ with integer slopes, and thus, a global
section of MC . When S is a general logarithmic scheme and π : C→ S a curve, this section glues along
specialization morphisms to give rise to a well-defined and canonical global section in 0(S, π?M S).

Given a logarithmic curve C→ S and a geometric point s ∈ S, we let @s denote the corresponding
tropical curve associated to Cs . Recall also that we view a monoid P as being the positive elements in a
partially ordered group, with the partial order defined by a ≥ b if a− b ∈ P ⊂ Pgp.

Definition 2.9.1. We say that a logarithmic curve C → S is radially aligned if λ(v) and λ(w) are
comparable for all geometric points s of S and all vertices v,w ∈ @s .

We write Mrad
1,n for the category fibered in groupoids over logarithmic schemes whose fiber over S is

the groupoid of radially aligned logarithmic curves over S having arithmetic genus 1 and n marked points.

The following result is proved in [Ranganathan et al. 2017, Section 3].

Theorem 2.9.2. The category of radially aligned, prestable, logarithmic curves of genus 1 with n marked
points is represented by an algebraic stack with logarithmic structure Mrad

1,n . The natural map

Mrad
1,n→M1,n,

is a logarithmic blowup.

The second major construction in [loc. cit.] is the construction of a contraction to a curve with elliptic
singularities, from the data of a radially aligned curve with a chosen “radius of contraction”. Let C→ S
be a radially aligned logarithmic curve of genus 1. We say that a section δ ∈ M S is comparable to the
radii of C if for each geometric point s ∈ S, the section δ is comparable to λ(v) for all vertices v ∈ @s , in
the monoid M S .

Theorem 2.9.3. Let C→ S be a radially aligned logarithmic curve and δ ∈ M S a section comparable to
the radii of C. Then, there exists a partial destabilization

C̃→ C,

and a contraction
C̃→ C,

where C→ S is a family genus 1 curves at worst Gorenstein genus 1 singularities, such that, for every
geometric point s of S, if E is a component of Cs such that λ(E) < δs then E is contracted to a point in C.
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An intuitive discussion of these concepts are presented in [Ranganathan et al. 2017, Section 3.1]. For
working knowledge, reader may visualize the section δ as giving rise to a circle of radius δ around the
circuit of the tropical curve @. By subdividing the edges of @, one may produce a new tropical curve
@̃ such that every point of @̃ at radius δ from the circuit is a vertex. This introduces valency 2 vertices
into the tropicalization, and induces the partial destabilization. By contracting the interior of the circle of
radius δ in a versal family, one produces a curve with a Gorenstein singularity.

3. Logarithmic maps to toric varieties

We construct the space of radially aligned logarithmic maps to a toric variety. The framework of radial
alignments, together with the well-spacedness condition from tropical geometry, will lead to a proof of
Theorem B, which is the main result of this section. The symbol Z will denote a proper toric variety with
fan 6.

Recall that a morphism of polyhedral complex P → Q is a continuous map of the underlying
topological spaces sending every polyhedron of P linearly to a polyhedron of Q.

Definition 3.1. A tropical prestable map or tropical map for short, is a morphism of polyhedral complexes

F : @→6

where @ is an n-marked tropical curve and the following conditions are satisfied:

(1) For each edge e ∈ @, the direction of F(e) is an integral vector. When restricted to e, the map has
integral slope we, taken with respect to this integral direction. This integral slope is referred to as
the expansion factor of F along e. The expansion factor and primitive edge direction are together
referred to as the contact order of the edge.

(2) The map f is balanced: at all points of @ the sum of the directional derivatives of F in each tangent
direction is zero.

The map is stable if it satisfies the following condition: if p ∈ @ has valence 2, then the image of Star(v)
is not contained in the relative interior of a single cone of 6.

Following Section 2.7, given a logarithmic prestable map to a toric variety

(C,MC) Z

(S,MS),

f

there is an associated family @ of tropical curves together with a map [F : @→6], satisfying the axioms
of a tropical prestable map.
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3.2. Radial logarithmic maps. We begin with a construction of the stack of radially aligned logarithmic
maps.

Proposition 3.2.1. Let Z be a toric variety. There is an algebraic stack with logarithmic structure, W(Z),
parametrizing families of radially aligned curves C and logarithmic morphisms C→ Z.

The underlying algebraic stack of W(Z) is locally quasifinite over the stack of ordinary prestable maps
from radially aligned curves to Z , and its restriction to the open and closed substack of maps with fixed
contact orders is quasifinite.

Proof. Let Mrad
1,n be the stack of radially aligned, n-marked, genus 1 logarithmic curves (Section 2.9) and

let C be its universal curve. Then W(Z) is the space of logarithmic prestable maps from C to Z , and this
is representable by an algebraic stack with a logarithmic structure [Wise 2016a, Corollary 1.1.1]. The local
quasifiniteness is a consequence of [Wise 2016b, Theorem 1.1] or [Ranganathan 2017a, Proposition 3.6.3];
under the assumption of fixed contact orders, the combinatorial types of a map [C→ Z ] are bounded
[Gross and Siebert 2013, Theorem 3.8], and therefore W(Z) is quasifinite over the space of maps of
underlying schemes. �

Stability in W(Z) is defined in terms of the underlying schematic map:

Definition 3.2.2. A radial map [ f : C→ Z ] in W(Z) over Spec(C) is said to be stable if it satisfies the
following conditions:

(1) If D ⊂ C is an irreducible component of genus 0 contracted by f , then D supports at least 3 special
points.

(2) If C is a smooth curve of genus 1, then C is not contracted.

A family of ordered logarithmic maps is stable if each geometric fiber is stable.

3.2.3. Minimal monoids. We give a tropical description of the logarithmic structure of W(Z). We leave
it to the reader to verify that this description is correct, either using [Wise 2016a, Appendix C.3] or
adapting the arguments from [Chen 2014, Section 3] or [Gross and Siebert 2013, Proposition 1.22].

The minimality condition may be checked on geometric fibers, so we assume that the underlying
scheme of S is Spec C . Let σS be the corresponding dual cone Hom(M S,R≥0) of the characteristic
monoid of S. By forgetting the alignment, a radial map [ f ] above produces a usual logarithmic map with
combinatorial type 2. Letting σ2 be the associated cone of tropical maps, we have a morphism of cones

σS→ σ2.

In the tropical moduli cone σ2 above, the locus of tropical curves whose vertices are ordered in the same
manner as C forms a cone σ( f ).

Definition 3.2.4. Let f : C→ Z be a family of ordered logarithmic maps over a logarithmic base S. The
map [ f ] is a minimal ordered logarithmic map if for each geometric point s ∈ S, there is an isomorphism
of cones

Hom(M S,s,R≥0)∼= σ( fs).
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δ f

f trop

Figure 2. A tropical map from a genus 1 curve to 6P1 contracting a circuit. The dotted
circle corresponds to the circle whose radius is the minimal distance to a vertex supporting
a noncontracted flag.

3.3. The factorization property. To detect the curves that smooth to the main component, we will need
to identify certain contractions of the source curve constructed from the tropical maps and use the methods
developed in [Ranganathan et al. 2017].

Let C be a Gorenstein curve of arithmetic genus 1. We will refer to E , the smallest connected subcurve
of C of arithmetic genus 1, as the circuit component of C . Given a family C→ S, we give the nodes
and markings the standard logarithmic structure, and we give C the trivial logarithmic structure near any
genus 1 singularities.

Given an aligned logarithmic curve C of genus 1 and a contraction C→ C , we may equip C with the
logarithmic structure defined above. This enhances C→ C to a logarithmic morphism.

Let (C,MC)→ (S,MS) be a radially aligned logarithmic curve and let Z be a toric variety with
cocharacter lattice N . We associate a section δ f ∈ M S to a logarithmic map f : C→ Z over S. Let @ be
the tropicalization of the curve C with circuit @0. Consider the associated family of tropical maps

ϕ : @→ NR

If ϕ does not contract the circuit, then let δ f = 0. Otherwise, let δ f be the minimum distance from @0 to
a 1-valent vertex of ϕ−1(ϕ(@0)). That is, the distance to the closest vertex supporting a flag that is not
contracted by ϕ. See Figure 2 for an example.

These data will produce a rational bubbling of the source curve and a contraction thereof. First,
subdivide @ such that every edge of ϕ−1(ϕ(@0)) terminates at a vertex; in Figure 2, this amounts to
introducing a vertex where the dotted circle crosses the lower vertical edge. This induces a logarithmic
modification

τ : C̃→ C.

By the constructions of Section 2.9, we obtain a section comparable to the radii of C , and there is now an
induced contraction

γ : C̃→ C,

to a curve with a Gorenstein elliptic singularity.
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Definition 3.3.1. Keeping the notations above, an ordered logarithmic map C→ Z as above is said to
have the factorization property if the associated map C̃→ C→ Z factorizes as

C̃ Z

C .

f

f

Remark 3.3.2. Note that it need not be the case that the map f is nonconstant on a branch of the elliptic
singularity. This is because the map C→ Z may have highly degenerate contact order with the boundary
of Z ; it could be that the entire elliptic component is contracted. However, one may always replace Z
with a logarithmic modification Z , i.e., a toric degeneration, such that the genus 1 component maps to
the dense torus of one of the components of Z . In such an expansion, there will be at least one branch of
the singularity along which the map is nonconstant. For example, if Z = P1, it could be that the genus 1
subcurve is contracted to one of the relative points 0 or∞ on P1. In this case, one must first expand P1

to a chain P1
exp, until the curve maps to the dense torus of a component in P1

exp. The choice of radius
forces that the factorization is nonconstant on a branch of the singularity.

Recall from Section 2.5.2 that a map f : C→ Z , where Z is a toric variety with character lattice N∨,
induces a homomorphism

α : N∨→ 0(C,Mgp
C ).

The factorization property depends only on α and not specifically on the morphism of toric varieties
C→ Z . For example, if Z were a toric modification of another toric variety Z ′, then the factorization
properties for C→ Z and C→ Z ′ would coincide. We offer a definition of the factorization property
that makes this independence explicit.

Definition 3.3.3. Let N and N∨ be finitely generated, free abelian groups, dual to each other, and let C be
a logarithmic curve over S. Assume given α : N∨→0(C,Mgp

C ) and let α be the induced morphism valued
in 0(C,Mgp

C ). Let @s be the tropicalization of Cs , for each geometric point s of S. Define δα ∈ 0(S,M S)

fiberwise to be the largest λ(v), among v ∈ @, such that α is constant when viewed as a piecewise linear
function on @.

Let υ : C̃→ C and τ : C̃→ C be the destabilization and contraction constructed as above. We say
that α satisfies the factorization property if υ?α descends along τ to N∨→ 0(C,Mgp

C
).

Remark 3.3.4. The factorization property is equivalent to requiring that C̃ → C → N ⊗G
log
m factor

through the contracted curve C .

3.4. The stack of well-spaced logarithmic maps. In this section, we construct a stack that we will later
identify as the main component of the moduli space of genus 1 maps to a toric variety.

We begin with some geometric motivation. Let H be a subtorus of the dense torus T of Z . After
replacing Z with a toric modification, there is a toric compactification Z H of the quotient torus T/H and



1784 Dhruv Ranganathan, Keli Santos-Parker and Jonathan Wise

a toric morphism

Z→ Z H ,

extending the projection T → T/H .
Let f :C→ Z be a radial map over S, let H a subtorus of the dense torus T , and assume that Z→ Z H

exists for some T/H -toric variety Z H . We say that [ f ] satisfies the factorization property for H if the
induced logarithmic map

C→ Z→ Z H

satisfies the factorization property.
This definition cannot be applied to an arbitrary toric variety Z and an arbitrary subtorus H ⊂ T , since

there may not be a toric map from Z to an equivariant compactification of T/H . For example, consider
Z = P2 and let H be any 1-dimensional subtorus. Since there is no nonconstant map from P2 to P1, the
assumption fails.

There are two ways in which to overcome the issue. The first is to replace Z with a logarithmic
modification, which requires replacing C with a logarithmic modification. This logarithmic modification
may not be defined over the base S, until we perform a logarithmic modification of S as well [Abramovich
et al. 2017b, Proposition 4.5.2].

It is conceptually simpler to use Definition 3.3.3, which does not require the map Z→ Z H , but only the
map of tori T → T/H . Indeed, let N∨ be the character lattice of T and let N∨T/H be the character lattice
of T/H . Then the factorization property for C→ Z→ Z H is equivalent to the factorization property for
the composition

N∨T/H → N∨→ 0(C,Mgp
C ).

With this as motivation, we arrive at our definition:

Definition 3.4.1. Let f : C→ Z be a map from a radially aligned logarithmic curve to a toric variety Z
with dense torus T and character lattice N∨. Let H be a subtorus of T and let N∨T/H be the character
lattice of T/H . We say that f satisfies the factorization property for H if the map

N∨T/H → N∨→ 0(C,Mgp
C ).

satisfies the factorization property of Definition 3.3.3.

Geometrically, the condition is that C→ N ⊗Glog→ NT/H ⊗Glog should factor through C H , where
C H is constructed from C→ NT/H ⊗Glog as in Section 3.3. The equivalence between the formulations
is a tautology: Glog may simply be defined as the representing objects for global sections of Mgp

X .

Definition 3.4.2. Let Z be a toric variety. A radial logarithmic map f : C → Z is well-spaced if f
satisfies the factorization property for all subtori H of T .

Let W(Z) denote the category fibered in groupoids, over logarithmic schemes, of stable, well-spaced,
radially aligned logarithmic stable maps to Z .
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Given a splitting N∨T/H ' Zr , the factorization property for H is the conjunction of the factorization
properties with respect to the tori dual to the direct summands of Zr . When N∨T/H has rank 1, the
factorization property asserts that a section of Mgp

C̃
descends to a section of Mgp

C
. It is in this form that

we will verify the algebraicity of the factorization property, below.
Let C be a family of radially aligned logarithmic curves over S, assume that a section δ ∈ 0(S,M S)

is given, that C̃ → C and τ : C̃ → C are the associated semistable model and contraction of genus 1
component, respectively, and that E ⊂ C̃ is the exceptional locus of τ . We write π :C→ S and π :C→ S
for the projections. We fix a section α of Mgp

C . We will use F for the subfunctor of the functor represented
by S on logarithmic schemes consisting of those f : T → S such that the restriction of α along f has the
factorization property — in other words, the pullback of α to C̃T descends along C̃T → CT .

In the following statements, we will say that the factorization property has a certain trait to mean that
the functor F has that trait, relative to the functor represented by S. To unclutter the notation slightly, we
will also assume without loss of generality, that C̃→ C is an isomorphism, since doing so entails no loss
of generality.

We begin by showing that the moduli functor of factorized maps is representable.

Theorem 3.4.3. The factorization property is representable by a (not necessarily strict) closed embedding
of logarithmic schemes.

The proof proceeds as in Artin’s criteria for algebraicity, although we do not need to invoke Artin’s
criteria directly because the morphism in question will turn out to be a closed embedding.

The following two propositions refine [Ranganathan et al. 2017, Theorem 4.3], with essentially the
same proof:

Proposition 3.4.4. The set of points of S where α satisfies the factorization property is constructible.

Proof. We wish to show that the locus of points in S where the section α of Mgp
C descends to Mgp

C
is

constructible in S.
This assertion is local in the constructible topology on S, so we may assume that the dual graph of C is

locally constant over S. The assertion is also local in the étale topology, so we can even assume the dual
graph is constant. Then there are two obstructions to descending α to a section of Mgp

C
. Since Mgp

C
is pulled

back from S near τ(E), the first obstruction is that α should be constant on E . But π?Mgp
C is constant

over S, so this holds on an open and closed subscheme of S. In particular, this locus is quasicompact and
constructible. We may now restrict attention to this locus and assume the first obstruction vanishes.

Now α is a section of π?Mgp
S ⊂ Mgp

C near E . Since α is constant on E by assumption, we may, after
localization in S, divide off a section pulled back from S, to ensure that α(E)= 0 and α is therefore a
section of O?

C . We must show that the locus in S where α is pulled back from O?

C
is constructible.

Regarding α instead as a section of OC , it is equivalent to show that the locus where α is pulled
back from OC is constructible. The rest of the proof is now the same as in [Ranganathan et al. 2017,
Theorem 4.3]. �
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Proposition 3.4.5. The factorization property satisfies the valuative criterion for properness.

Proof. We assume that S is the spectrum of a valuation ring, with j : η→ S the inclusion of the generic
point. We wish to show that if α is a section of Mgp

C such that j?α is pulled back from a section of MCη
,

then α is pulled back from a section of MC over C .
It suffices to assume that S has the maximal logarithmic structure extending the logarithmic structure

over η. That is, MS =OS × j?Oη
j?Mη. This implies that Mgp

S = j?Mgp
η .

Our task is equivalent to showing that the square (6) is cartesian:

Mgp
C

//

��

j?Mgp
Cη

��

τ?Mgp
C

// j?τ?Mgp
Cη

(6)

Away from τ(E), we know that ϕ is an isomorphism, so it suffices to demonstrate the bijectivity of
ϕ near τ(E), where MC = π

?MS . Since the map Mgp
C
= π?Mgp

S → τ?Mgp
C factors through τ?π?Mgp

S , it
suffices to show that (7) is cartesian:

π?Mgp
S

//

��

j?π?Mgp
S

��

τ?π
?Mgp

S
// j?τ?π?Mgp

S

(7)

This reduces to showing that both of the following two squares are cartesian:

π?Mgp
S

//

��

j?π?Mgp
S

��

τ?π
?Mgp

S
// j?τ?π?Mgp

S

O?

C
//

��

j?O?

Cη

��

τ?O?
C

// j?τ?O?
Cη

(8)

We can check that the first square is cartesian on fibers, by proper base change for étale pushforward.
In that situation it is immediate, because π?Mgp

S is constant on the fibers over S and the fibers of τ are
connected. To see that the second square is cartesian, it is sufficient to see that (9) is cartesian:

OC
//

��

j?OCη

��

τ?OC // j?τ?OCη

(9)

The rest of the proof is exactly the same as the end of the proof of [Ranganathan et al. 2017, Theorem 4.3].
�

Propositions 3.4.4 and 3.4.5 combine to imply that the locus in S where α ∈ Mgp
C satisfies the

factorization property is a closed subset of S. To give that closed subset a scheme structure, we have two
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more propositions, the first of which requires the notion of a homogeneous functor, see [SGA 7I 1972,
Definition 2.5; Wise 2011, Section 2].

Definition 3.4.6. Let F be a category fibered in groupoids over schemes. We say F is homogeneous if
the map

F(S′)→ F(S) ×
F(T )

F(T ′)

is an equivalence whenever S′= SqT T ′ is the pushout of an infinitesimal extension T ⊂ T ′ and an affine
morphism T → S.

Proposition 3.4.7. The factorization property is homogeneous.

Proof. Let τ : C ′ → C ′ be a contraction of genus 1 components over S′, where S = T ′ qT S for a
strict infinitesimal extension T ⊂ T ′ and a strict affine morphism ρ : T → S. We must show that if
α′ ∈ 0(C ′,Mgp

C ′ ) and its restrictions β ′ to T ′ and α to S satisfy the factorization property, then so does α′.
This is in fact immediate in view of (10):

Mgp
S′ = ρ?Mgp

T ′ ×
ρ?Mgp

T

Mgp
S (10)

Indeed, this assertion holds trivially on characteristic monoids, since Mgp
T ′→ Mgp

T is an isomorphism, so
it comes down to the identification (11),

OS′ = ρ?OT ′ ×
ρ?OT

OS (11)

which is the definition of S′. �

Proposition 3.4.8. The factorization property holds over a complete noetherian local ring if and only if it
holds formally.

Proof. Here we must show that if S is the spectrum of a complete noetherian local ring with maximal
ideal m and Si is the vanishing locus of mi+1 then α ∈ 0(C,Mgp

S ) satisfies the factorization property if
and only if its restriction to Si satisfies the factorization property for every i . It is certainly the case that
if α ∈ 0(C,Mgp

S ) is pulled back from 0(C,Mgp
C
) modulo every (in fact, any) power of m then so does

α. Indeed, this claim amounts to the assertion that if α is constant on E ∩ π−1(S0) then α is constant
on E . But MC is an étale sheaf on C , so if α vanishes at a point then it vanishes in an open neighborhood
of that point. Since the only open subset of E containing E ∩π−1(S0) is E itself, we conclude that α
descends to C if α|S0 descends to π−1(S0).

Dividing α by a section of Mgp
S , we can assume that α = 0 on E and therefore that α is a section of O∗C

near E . We can find an open subsets U ⊂ C covering τ(E) such that α vanishes on U = τ−1U . Then,
by assumption, we have τ?α|U ∈OU/mi+1OU ⊂ τ?(OU/mi+1OU ). Passing to the limit, it follows that
the image of τ?α along τ?OU → lim

←−−
τ?(OU/mi+1OU ) lies in lim

←−−
OU/mi+1OU = OU . But the theorem

on formal functions guarantees that τ?OU → lim
←−−

τ?(OU/mi+1OU ) is an isomorphism, so α has the
factorization property, as required. �



1788 Dhruv Ranganathan, Keli Santos-Parker and Jonathan Wise

As we will detail below, the propositions proved so far show that F is representable by a closed
subscheme of S when restricted to the category of strict logarithmic schemes over S. To show that it is
representable on the category of all logarithmic schemes over S, we require one more proposition.

Proposition 3.4.9. The factorization property has minimal monoids and the pullback of a minimal monoid
is a minimal monoid.

Proof. Suppose that α satisfies the factorization property over S0, where S0 → S is a morphism of
logarithmic schemes that is an isomorphism on the underlying schemes. Write C0 = C ×S S0 and let α0

be the image of α in Mgp
C0

, which satisfies the factorization property by assumption. Working locally, we
can assume that S is atomic and that the dual graph of C is constant on the closed stratum. Let @ be
that dual graph. Adjusting α by a section of Mgp

S , we can assume that α0 vanishes on the components
contracted by τ . Let Q be the set of all elements of Mgp

S that arise as α(v) as v ranges over the vertices of
@ contracted by τ . Then Q is contained in the kernel of Mgp

S → Mgp
S0

. The minimal characteristic monoid
on which we have the factorization property is therefore the saturation N S of the image of M S in the
quotient of Mgp

S by the subgroup generated by Q. Since we have a map N S→ M S0 , we can pull back
the logarithmic structure of S0 to get a logarithmic structure NS on S on which α has the factorization
property. It is immediate from the construction that N S is minimal and that the construction commutes
with pullback. �

Proof of Theorem 3.4.3. Let τ : C→ C be a contraction of genus 1 components over S and let α be a
section of Mgp

C . We wish to show that there is a closed subscheme S′ ⊂ S such that the pullback of α
along f : T → S has the factorization property if and only if f factors through S′. We may assume that
S is of finite type, since all of the data in play are locally of finite presentation.

By Propositions 3.4.4 and 3.4.5, the subset of points of S where α satisfies the factorization property
is a closed subset S0 of S. If S0 is given the reduced subscheme structure then α has the factorization
property over S0. By Proposition 3.4.7, the subscheme structures on S0 over which α has the factorization
property are filtered. Taking the limit of these closed subschemes yields a scheme S′, the spectrum of
a complete noetherian local ring, such that the factorization property holds formally over S′. But the
underlying scheme of S′ must be the same as that of S0, so the ideal of S0 in S′ is nilpotent. Thus S′

is actually an infinitesimal neighborhood of S0 in S and S′ is the maximal closed subscheme of S over
which the factorization property holds.

Now suppose that f : T → S is a strict morphism and that α has the factorization property over T . We
wish to show f factors through S′. We may assume T is of finite type. Certainly f (T )⊂ S0 as a set, so
if T0 is the reduced subscheme structure on T the f |T0 factors through S0. Then T is an infinitesimal
extension of T0 so the pushout S1= T qT0 S0 is an infinitesimal extension of S0 and α has the factorization
property over S1 by Proposition 3.4.8. It follows that S1 ⊂ S′ and therefore f factors through S′ as
required.

By Proposition 3.4.9 the factorization property has minimal monoids, so by Theorem 2.8.1.1, S′ with
its minimal logarithmic structure represents the factorization property. �
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Theorem 3.4.10. The category W(Z) is representable by a logarithmic algebraic stack. After fixing the
contact orders 0, the substack W0(Z) of maps with those contact orders is proper.

Proof. We have just seen that the factorization property is representable by closed (hence proper)
morphisms. Since stability is an open condition, this shows W(Z) is a locally closed substack of W(Z). It
also shows that W(Z) is a closed substack of the space Mrad

1,n(Z) of stable logarithmic maps from radially
aligned curves to Z ; this is a logarithmic modification of M1,n(Z), the space of stable logarithmic maps
to Z , and is therefore proper. It follows that W(Z) is proper. �

3.5. Logarithmic smoothness. The logarithmic tangent bundle of a toric variety Z is trivial, and is
naturally identified with N ⊗Z OZ , where N = N (T ) = Hom(Gm, T ) is the cocharacter lattice of the
dense torus. Given a radial map [ f : C → Z ], the obstructions to deforming the map [ f ] fixing the
deformation of [C] lie in the group

Obs([ f ])= H 1(C, f ?T log
Z )= H 1(C,Odim Z

C )

with dimension
h1(C,Odim Z

C )= g(C) · dim Z .

Consider a torus quotient T → T/H and choose a compatible equivariant compactification

Z→ Z H ,

possibly passing from Z to a modification, as in the previous section. The quotient map induces a
projection map on logarithmic tangent bundles, extending scalars from

N (T )→ N (T/H)

Choosing a splitting for the induced map on obstruction groups, we see that if the map [ f : C→ Z ] is
obstructed, then the map [ f ] is also obstructed. The well-spacedness condition for radial logarithmic
maps removes obstructions arising in this fashion. We now show that these obstructions are the only
obstructions that arise.

Theorem 3.5.1. For any toric variety Z , the stack W(Z) is logarithmically smooth and unobstructed.

The proof will require the following lemma.

Lemma 3.5.2. Let E be a connected Gorenstein curve of genus 1 without genus 0 tails. Let E◦ be the
smooth locus of E. The map E◦→ Pic1(E) sending x to OE(x) is étale.

Proof. Consider the problem of deforming x , while fixing its image OE(x) in the Picard group. The
obstructions to these deformations lie in H 1(E,OE(x)). Since E has no genus 0 tails then ωE is trivial,
and Serre duality yields the requisite vanishing.

To see that the map has relative dimension 0, note that the relative tangent space may be identified
with the quotient of H 0(E,OE(x)) by H 0(E,OE). An application of Riemann–Roch shows that this
quotient is trivial. �
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Corollary 3.5.3. Let E be a connected Gorenstein curve of genus 1 without genus 0 tails and let
a1, . . . , an ∈ Zm . Let E0 be the smooth locus of E. If the ai span Qm then the map En

0 → Pic(E)m

sending (x1, . . . , xn) to the tuple of line bundles associated to the divisor with Zm-coefficients
∑

ai xi .

Proof. By the elementary divisors theorem, we can assume that the ai are multiples of the standard basis
vectors. Since E0 is smooth, we may project off the factors of En

0 where ai vanishes. Then Em
0 →Pic(E)m

is the product of the maps E0→ Pic1(E)
ai
−→ Pic(E). The maps E0→ Pic1(E) are étale by Lemma 3.5.2

and multiplication by ai is étale because we work in characteristic zero. �

Proof of Theorem 3.5.1. We will use the logarithmic infinitesimal criterion for smoothness. We must show
that whenever S ⊂ S′ is a strict infinitesimal extension of logarithmic schemes, any morphism S→W(Z)
can be extended to S′, completing diagrams of the following form:

S //

��

W(Z)

S′

<<

(12)

This assertion is local in S, so we can restrict to a neighborhood U of a geometric point s, such that
the map Mgp

S |U → Mgp
S,s is an isomorphism. Let @ be the tropicalization of Cs .

Filtering the deformations. Let N and N∨ be the character and cocharacter lattices of Z , respectively.
The moduli map S→W(Z) gives the data of a curve C and a section α ∈ N ⊗0(C,Mgp

C ). For every
torsion free quotient N → N ′ we obtain a map αN ′ ∈ N ′⊗0(C,Mgp

C ) by composition, which we also
view as a map C→ N ′⊗Glog. For each such map @→ N ′⊗R, there is a largest radius δN ′ ∈ 0(S,M S)

around the minimal circuit in @ whose interior is contracted by the map.
The radii δN ′ for varying N ′ are totally ordered and necessarily finite in number. Rename these distinct

radii δ1 ≥ δ2 ≥ · · · ≥ δk .
Since α is a piecewise linear function on @ valued in Mgp

S we have α(v)−α(w) ∈ N ⊗ `⊂ N ⊗Mgp
S

whenever v and w are connected by an edge of @ of length `. We call (α(v)−α(w))/` the slope of α
along that edge.

For each i , we take Ni be the quotient of N by the saturated sublattice spanned of the slopes of α along
the edges of @ contained inside the circle of radius δi . This gives an sequence of torsion free quotients
N → Nk→ Nk−1→ · · · → N1.

For each i , let Zi = Ni ⊗Glog. Then we obtain a sequence of maps:

W(Z)→W(Zk)→W(Zk−1)→ · · · →W(Z1)

The first map is logarithmically étale since Z is logarithmically étale over Hom(N ,Glog). It will now
suffice to show that W(Zi )→W(Zi−1) is logarithmically smooth for all i . For each i , let αi be the image
of α in Ni ⊗0(C,Mgp

C ). We make the following observations:

(1) We have δi ∈ 0(S,M S) such that αi ∈ Ni ⊗0(C,Mgp
C ) is constant on the interior of the circle of

radius δi around the central vertex of @.



Moduli of stable maps in genus one and logarithmic geometry, II 1791

(2) The slopes of β on the edges of @ exiting the circle of radius δi span the kernel of Ni+1→ Ni as a
rational vector space.

The second observation requires a slight argument. By definition, the slopes of α within the circle of
radius δi span the kernel of N → Ni rationally. But if the edges inside the circle of radius δi together
with those immediately exiting it spanned a smaller saturated subgroup of than the kernel of N → Ni+1

then there would have been another δ j in between δi and δi+1.

The iterative procedure. The map α : S→W(Z) gives families C← C̃→ C where C is the contraction
of the circle of radius δ. We can regard α as an element of N ⊗0(C,Mgp

C
). We examine extensions of

these data to C ′← C̃ ′→ C ′ and α′ ∈ N ⊗Mgp
C ′

. The problem is addressed in two steps: first we choose a
deformation of C (entailing deformations of C̃ and C), which is an obstructed problem, and then we try
to lift α, which can be obstructed for a fixed choice of C ′. We then revise our choice of deformation C ′

to eliminate the obstruction to lifting α.
The choices of C ′ form a torsor under H 1(C, T log

C/S). We will adjust C ′ iteratively, lifting αi to
α′i ∈ Ni ⊗ 0(C ′,Mgp

C ′
) based on an already selected lift of αi−1. At each step, we will adjust C ′ by a

section of H 1(C, T log
C/S) that vanishes on the interior of the circle of radius δi , thereby ensuring that our

earlier choices are not broken by the later adjustments.

The obstruction group. Let N ′i be the kernel of Ni→ Ni−1. We indicate how N ′i ⊗H 1(C,OC)) functions
as an obstruction group to deforming αi once αi−1 and C ′ are fixed.

By definition, the lifting problem (12) is equivalent to the problem of extending α ∈ Ni⊗0(C,Mgp
C
) to

α′ ∈ Ni ⊗0(C ′,Mgp
C ′
). Recall that α gives an invertible sheaf, OC(− f (α)) for each f ∈ N∨i , and f (α) is

a nowhere vanishing global section of OC(− f (α)). We will abuse notation slightly and think of OC(−α)

as a family of invertible sheaves indexed by N∨i and α as a trivialization of this family. Let α′ denote the
unique extension of α ∈ 0(C,Mgp

C
) to Mgp

C ′
. Our task is to extend α to a trivialization of OC ′(α

′).
If it exists, an extension will necessarily be a trivialization, so the obstruction to the existence of an

extension is the isomorphism class of the deformation OC ′(α
′), which lies in Ni⊗H 1(C,OC). By induction,

the image of this obstruction in N ′i ⊗ H 1(C,OC) vanishes, so our obstruction lies in N ′i ⊗ H 1(C,OC).

Deformations of the curve. This obstruction may well be nonzero, but we are still free to choose C ′. The
choice of C ′ is a torsor under the deformation group Def(C)= H 1(C, T log

C/S). This gives a homomorphism

H 1(C, T log
C/S)= Def(C)→ ObsC( f )= Ni ⊗ H 1(C,OC) (13)

that we wish to show surjects onto N ′i ⊗ H 1(C,OC). Once this is done, we can modify C ′ to eliminate
the obstruction.

Since C is a curve, the formation of H 1(C, T log
C/S) and of H 1(C,OC) commutes with base change. By

Nakayama’s lemma, we may therefore demonstrate the surjectivity of (13) by checking it on the fibers.
We may therefore replace S with a geometric point and assume that S is the spectrum of an algebraically
closed field.
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We let @ be the dual graph of C , where the interior of the circle of radius δi is treated as a single vertex.
For each vertex vi of @ other than the central vertex v0, let e j be the edge of @ that is closest to v0 (in
other words, the edge on which λ has negative slope when it is oriented away from v j ). Let p j be the
node of C corresponding to e j . For j 6= 0, the corresponding component of C is rational, and therefore
T log

C j
has nonnegative degree. It follows that the maps

H 0(C j , T log
C j
)→ H 0(p j , T log

C j
) and H 0(C j ,OC j )→ H 0(p j ,OC j )

are surjective for all j 6= 0. From the normalization sequence, we see that there are decompositions:

H 1(C, T log
C )=

⊕
j

H 1(C j , T log
C j
) and H 1(C,OC)=

⊕
j

H 1(C j ,OC j )

Since H 1(C j ,OC j )= 0 for j 6= 0, it follows that we may reduce to the case C = C0 and C = C0. Note
that in this case, C0 has no genus 0 tails.

The obstruction class. Now let p1, . . . , pn be the external points of C corresponding to the edges
e1, . . . , en of @ adjacent to the central vertex. Then H 1(C, T log

C/S) contains a copy of
∑

j Tp j/C corre-
sponding to deformation of C as a logarithmic curve by moving the points p j .

Let a j ∈ N ′i be the slope of α on e j and recall that the a j span N ′i as a rational vector space. Then the
obstruction class in N ′i ⊗ H 1(C,OC) is given by the following formula:

OC(α)=OC

(∑
a j p j

)
∈ N ′i ⊗ H 1(OC)

Thus the obstruction map

n∑
j=1

Tp j/C → H 1(C, T log
C/S)→ Ni ⊗ H 1(C,OC) (14)

restricts to the tangent map
∑

Tp j/C→ N ′i ⊗H 1(C,OC) considered in Corollary 3.5.3. Since the ai span
N ′i rationally and C has no genus 0 tails, that corollary implies the desired surjectivity. The points p j all
lie on the boundary of the circle of radius δi , so any class in

∑
Tp j/C ⊂ H 1(C, T log

C/S) vanishes on the
interior of the circle of radius δi , as required. �

Remark 3.5.4. The proof shows a stronger smoothness property, because we were able to cancel obstruc-
tions using only deformations of the marked points without needing to smooth any of the singularities
of C .

It is a consequence of the proof that we can make following “codimension 1” characterization of the
moduli space.

Proposition 3.5.5. The substack of W(Z) parametrizing stable radial maps that satisfy the factorization
property for all subtori of codimension 1 coincides with the space W(Z) of well-spaced radial maps.
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Proof. It suffices to treat the case of Z =Gn
log. Assume that a map C→Gn

log fails to satisfy the factorization
property for some subtorus H in T . In keeping with the notation of the previous proof, we let N ′H ⊂ N
be the associated cocharacter subspace, and let NH be the quotient of N by N ′H . We demonstrate that the
map fails to satisfy the factorization property for a codimension 1 subtorus.

If the map is obstructed, then the cokernel in (14) is nonzero. It follows from Corollary 3.5.3 that for
the radius δ associated to the map @→ NH , the exiting edge directions ai of @→ N⊗R at this radius do
not span N ′H rationally. The obstruction class described in the proof above therefore lies in the cokernel

NH/Span(ai )⊗ H 1(C,OC).

Given any such obstruction class, we may find a projection by a character NH/Span(ai )→ R, such that
the class remains nonzero, by projecting onto the 1-dimensional span of the obstruction class. This gives
rise to a composition N → NH → R, and an associated map on tori Gn

log→ Glog. The induced map on
logarithmic tangent bundle is given by extending scalars from the projection N → R. The obstruction to
lifting the map to Glog is the image of the obstruction to lifting the map to Gn

log, under the projection

NH ⊗ H 1(C,OC)→ R⊗ H 1(C,OC).

The resulting radial map C→ Glog therefore does not factorize, as the obstruction class is nonzero by
construction. �

4. Realizability for genus one tropical curves

In this section, we use the geometry of the moduli spaces W(Z) constructed in Section 3 to resolve
the tropical realizability problem in genus 1. The results of this section give a precise description
of the boundary complex of W(Z). As a consequence of the smoothness and properness of W(Z),
tropical realizability reduces to a pointwise calculation: we examine the unique nontopological condition
characterizing the descent of a function from the normalization of a genus 1 singularity, and interpret it
tropically as the realizability condition.

4.1. Moduli of tropical maps. Fix a pair of dual lattices N and N∨ of rank r and a complete fan 6 in
the vector space NR.

Definition 4.1.1. The combinatorial type of a tropical stable map [@ f
−→6] consists of:

(1) The finite graph model G underlying @.

(2) For each vertex v ∈ G, the cone σv ∈6 containing the image of v.

(3) For each edge e, the slope we and the primitive vector ue of f (e).

For tropical maps, the discrete data can be captured by the “least generic” map, defined below.

Definition 4.1.2. The recession type of a combinatorial type 2 is obtained from [@→6] by collapsing
all bounded edges of @ to a single vertex, retaining the contact orders on the unbounded edges.
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As explained in [Ranganathan 2017b, Section 2], once one fixes the recession type, there are finitely
many combinatorial types of tropical stable maps with this recession type. This boundedness of combina-
torial types is the essential content of [Gross and Siebert 2013, Section 3.1].

Given a type 2, there is a polyhedral cone σ2, whose relative interior parametrizes tropical stable maps
with a fixed combinatorial type. This cone serves as a deformation space for maps of type 2. In [Ran-
ganathan 2017b, Section 2.2], a generalized cone complex T0(6) is constructed, by taking a colimit of the
cones above over a natural gluing operation. This is a coarse moduli space for maps of fixed recession type.

Remark 4.1.3 (a moduli stack of tropical maps). It is possible to promote this construction to a fine
moduli stack of tropical maps. By replacing the real edge lengths in @ with monoid-valued edge lengths,
one obtains an appropriate notion of a family of tropical stable maps over a cone σ . With this notion of
family, the framework in [Cavalieri et al. 2017] produces a cone stack T0(6), with well-defined evaluation
morphisms. The addition of a marked point with trivial contact order functions as a universal curve in this
context. We avoid further discussion of this for two reasons. First, we will not need the stacks directly in
this work, and can make do with the less conceptually natural, but more concrete generalized cone complex.
Second, and more importantly, the precise relationship between the analytification of the moduli space of
maps — which coincides with the analytification of the coarse moduli space — remains unclear at present.

4.2. Traditional tropicalization and realizability. The tropicalization procedure discussed in the early
parts of the paper uses the logarithmic structure, and differs from the one involving nonarchimedean geom-
etry. Accounting for the difference is the tropical realizability problem, and is the focus of this final section.

Let K be a nonarchimedean field extending C, where the latter is equipped with the trivial valuation. Let
Y be a K -scheme or stack, locally of finite type. The Berkovich analytification Y an is a locally compact,
Hausdorff topological space whose points are naturally identified with equivalence classes of pairs (L , y)
where L is a valued field extension of K and y is an L-valued point of Y . The equivalence is the one gener-
ated by identifying two such triples (L , y)∼ (L ′, y′) whenever there is an embedding of valued extensions
L ↪→ L ′ sending y to y′. See [Berkovich 1990; Ulirsch 2017b; Yu 2018] for Berkovich spaces and stacks
and [Abramovich et al. 2016] for an introduction to analytic spaces in the context of logarithmic geometry.

Given a torus Gr
m = Spec(K [N∨]), the tropicalization map is the continuous map

trop : Gn
m,an→ N ⊗R,

that associates to an L-valued point of Gn
m , its coordinatewise valuation. The tropicalization of a subvariety

is defined by restriction.
Let C→ Gn

m be a map to a torus from a smooth curve of genus g. There is a natural factorization of
topological spaces

Can Gr
m,an

@ trop(Can)⊂ Rr ,
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The left vertical map is a deformation retraction onto a skeleton; see [Baker et al. 2016] for details. There
are at least two natural ways to extract the tropical curve @ from [C→ Gr

m].

4.2.1. Abstract stable reduction. After choosing coordinates on the target, the map [ϕ : C → Gn
m] is

given by n invertible functions on C . Let Ĉ be the smooth projective model for C , and q1, . . . , qn the
points at which these invertible functions acquire zeros or poles. If the map ϕ is nonconstant, the pair
(Ĉ, q1, . . . , qn) has negative Euler characteristic and thus admits a minimal model C → Spec(R) over
the valuation ring of K . Take the underlying graph of @ to be the dual graph of the special fiber of C .
Given an edge e of @, the corresponding node qe of C has a local equation

xy = ω, ω ∈ R.

Set the length `(e) equal to the valuation of the parameter ω.

4.2.2. Universal property of minimality. Let Ĉ ⊃ C be the projective model of C with boundary ∂Ĉ =
{q1, . . . , qn} and choose a toric compactification Z of Gn

m such that the morphism

(Ĉ, ∂Ĉ)→ (Z , ∂Z).

is a logarithmic map. Letting L (Z) be the space of logarithmic stable maps to Z , this gives rise to a
moduli map Spec(K )→L (Z), which, after a base change, extends to a map

Spec(R)→L (Z),

from the valuation ring. Let k denote the residue field and 0 the value group. Consider the logarithmic
map

Spec(0→ k)→L (Z),

from the closed point, endowed with the (not necessarily coherent) logarithmic structure from the value
group. By the universal property of minimality, this induces a factorization

Spec(0→ k)→ Spec(Pmin
→ k),

where Pmin is the stalk of the minimal monoid of L (Z) at the image of the closed point. We obtain a
point of the dual cone Hom(Pmin, 0), which, as was previously discussed, is identified with a point in
the cone of tropical maps of a fixed combinatorial type. See [Ranganathan 2017b, Section 2] for details.

4.3. Expected dimension and superabundance. Every tropical stable map [ f ] of combinatorial type
2 has a deformation space, the moduli cone σ2. Superabundance is the phenomenon wherein this
deformation space is larger than expected.

The overvalence of a type 2 with underlying graph G is defined as

ov(2)=
∑

p∈G:val(p)≥4

val(p)− 3.
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The overvalence allows us to determine an expected topological dimension of the tropical deformation
space as:

exp. dim σ2 = (dim(6)− 3)(1− b1(G))+ n− ov(2),

where b1(@) is the first Betti number of G. The actual dimension of σ2 cannot be less than the expected
dimension, but may exceed it. For further details, see [Mikhalkin 2005; Nishinou and Siebert 2006;
Ranganathan 2017b].

Definition 4.3.1. A combinatorial type 2 is superabundant if the dimension of σ2 is strictly larger than
the expected dimension.

4.3.2. Superabundance as tropical obstructedness. The deformation space of a map [ϕ : C→ Pr
] can

be larger than expected because deformations can be obstructed. The dimension of the deformation
space can be estimated using Riemann–Roch and the tangent-obstruction complex [Hori et al. 2003,
Section 24.4]. One examines the restrictions on the complex structure of the curve that are forced by the
map. In some cases, such as when ϕ multiple covers its image or contracts a component, there are fewer
such restrictions than expected.

The situation in tropical geometry is similar. Given a tropical stable map [ f : @→6] and a cycle of
edges in @, the piecewise linearity of f imposes restrictions on the edge lengths of this cycle. In particular,
the edge lengths of a cycle are constrained by the condition that the total displacement around each cycle
must vanish. If dim6 = r the map is expected to impose r conditions on the edge lengths of @ for each
cycle, and the conditions imposed by different cycles are expected to be independent. However, if cycles
are mapped to linear subspaces, or contracted altogether, there are fewer than the expected number of
restrictions.

In genus 1, superabundance can be stated in a simplified form. In the following proposition, and the
rest of the section, it will sometimes be convenient to forget the precise fan structure of 6 and consider
the map of metric spaces @→ NR.

Proposition 4.3.3. Let f : @ → 6 be a tropical map from a tropical curve of genus 1. Then, f is
superabundant if and only if the image of the circuit @0 is contained in a proper affine subspace of 6.
Equivalently, f is superabundant if and only if there exists a character χ : NR→ R such that the circuit
@0 is contracted under the composition

@→ NR
χ
−→R

Proof. The first formulation is well known [Katz 2012; Ranganathan 2017b; Speyer 2014]. For the second,
choose a hyperplane containing the circuit and quotient by it. �

4.4. Tropical realizability and well-spacedness. The tropical realizability problem is as follows.

Question 4.4.1. Given a tropical stable map f : @→ NR, does there exist a smooth curve C over a
nonarchimedean field K and a map

ϕ : C→ Gr
m,
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Figure 3. A tropical genus 1 curve in 6P2 of degree 3 with transverse contact orders.
The curve is nonsuperabundant, as the edge directions of the circuit span R2.

such that ϕtrop
= f ?

Such a tropical map is said to be realizable. Superabundance is intimately related to realizability, as
the following result shows. For proofs, see [Cheung et al. 2016; Ranganathan 2017b; Speyer 2014].

Theorem 4.4.2. Let f : @→6 be a tropical stable map of genus 1 and combinatorial type 2. If @ has
a vertex v of genus 1, then assume that the local map

Star(v)→6

is realizable. If the combinatorial type 2 is nonsuperabundant, then f is realizable.

When a combinatorial type 2 is superabundant, there are additional constraints that are required to
characterize the realizable locus.

A flag of a tropical curve @ is a vertex v together with a choice of tangent direction along an edge
incident to v. The vertex v will be referred to as the base of the flag. Given a piecewise-linear function f
on a tropical curve @, we may speak of the slope of f along a flag.

Definition 4.4.3. Let @ be a tropical curve and let @0 be its circuit. Given a flag t ∈ @, let d(t, @0) be
the distance from the circuit to the base of the flag. A tropical stable map

F : @→ R

of genus 1 is well-spaced if one of the following two conditions are met: either

(1) no open neighborhood of the circuit of @ is contracted, or

(2) if a neighborhood of the circuit is contracted, let t1, . . . , tk be the flags whose base is mapped to
F(@0) but along which F has nonzero slope. Then, the minimum of the distances {d(ti , @0)}

k
i=1

occurs at least three times.
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`2`1

Figure 4. A superabundant tropical stable map to a Hirzebruch surface. The circuit is
depicted to be flattened, indicating that its image is a line segment. Projection onto the
vertical axis contracts the circuit. The curve is well-spaced if and only if `1 = `2.

Well-spacedness when the target is a general fan is formulated by considering projections to R.

Definition 4.4.4. A tropical stable map @→6 of genus 1 is well-spaced if for each character

χ : NR→ R,

the induced map @→ R is well-spaced.

Warning 4.4.5. The condition we call well-spacedness is strictly weaker condition than the one given
originally by Speyer. In particular, the definition allows that the set of flags with nonzero F-slope {ti }
can all be based at the same vertex. In Speyer’s definition, there must be distinct vertices achieving
this minimum. It has already been shown that Speyer’s condition is not a necessary condition in the
nontrivalent case [Ranganathan 2017b, Theorem C]. The two definitions coincide when working with
trivalent tropical curves whose vertex function is identically zero. To see this, observe that by the balancing
condition, if a vertex supports one flag of nonzero F-slope. Thus, if two distinct vertices support flags
with nonzero F-slope, then there are at least 4 such flags. We will refer to this stronger condition as
Speyer’s condition; see Figure 5.

Remark 4.4.6. We have chosen to state well-spacedness in terms of projections to 1-dimensional vector
spaces, as this is closest to the existing versions of the condition present in the literature. A reader who
wishes to see the parallelism with Section 3.3 one could instead impose an appropriate condition on the
quotient by any real subspace of NR.

Remark 4.4.7. We make note of a consequence of this condition that is often useful in calculations. Let
@→ NR be a tropical map from a genus 1 curve. Let L ⊂ NR be the real span of the edge directions
of the circuit of @. Let δ be the minimal radius around the circuit such that the edge directions inside
the circle of radius δ span a subspace L ′ strictly containing L . Let m the difference in dimensions of L
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`1

`2

Figure 5. A tropical stable map that is well-spaced, but fails Speyer’s condition. This
map is well-spaced provided `1 ≤ `2, as there are three flags with nonzero slope based at
the point of minimum distance to the circuit. Speyer’s condition forces the equality
`1 = `2.

and L ′. Then if the tropical map is well-spaced, then at the circle of radius δ, the curve @ exits the circle
along least m+ 2 flags.

This brings us to the main result of this section.

Theorem 4.4.8 (realizability of genus 1 tropical curves). Let [@→6] be a tropical stable map of genus 1,
and assume there is a minimal logarithmic map [C→ Z ] whose combinatorial type is that of [@→6].
Then [@→6] is realizable if and only if it is well-spaced.

The proof will be completed in Section 4.6 after we establish some preliminaries in Section 4.5.

4.5. Moduli of well-spaced tropical stable maps. Let T0(6) be the moduli space of genus 1 tropical
stable maps with a fixed recession type [0→6]. We abuse notation by understanding that the map to
6 is part of the notation 0. The well-spacedness condition commutes with automorphisms of tropical
curves, and thus descends to a well-defined subset W0(6) of well-spaced tropical stable maps. We specify
a subdivision of T0(6) such that W0(6) becomes an equidimensional subcomplex of the expected
dimension.

Definition 4.5.1. A radially aligned combinatorial type for a genus 1 tropical stable map is a combinatorial
type 2 for a tropical stable map, together with a choice of a reflexive and transitive binary relation 4 on
the vertices such that, if P is a path from the circuit of G to a vertex v that passes a vertex v′, then we
have the relation

v′ 4 v.

Such a radial combinatorial type will be denoted (2,4).
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4.5.2. Constructing the tropical moduli space. Let W̃0(6) denote the coarse moduli space of radially
aligned tropical stable maps with recession type 0. Given a radial combinatorial type (2,4), tropical maps
of this type are parametrized by a face of a subdivision of the moduli cone σ2. There is a specialization
relation among ordered combinatorial types: a cone σ(2′,4′) is a face of a cone σ(2,4) if and only if the
following conditions hold:

(1) Let G and G ′ be the underlying graphs of 2 and 2′ respectively. Then, G ′ is obtained from G by a
(possibly trivial) sequence of edge contractions α : G→ G ′.

(2) The edge contraction G→ G ′ is order preserving: if v 4 w then α(v)4 α(w).

(3) If v′ ∈ G ′ is a vertex with α(v′)= v ∈ G, then the cone σv′ is a face of σv.

Let W0(6) be the subcomplex of W̃0(6) parametrizing well-spaced radial tropical maps.

Lemma 4.5.3. The locus W0(6) is a subcomplex of W̃0(6), and thus, is itself a generalized cone
complex.

Proof. The well-spacedness condition can be described in terms of the equality of the vertices at minimum
distance from the circuit, and thus form a cone of the generalized cone complex. The result follows
immediately from this observation. �

Remark 4.5.4. A close relative of the space W0(6) appears in the thesis of Carolin Torchiani, namely
the dense open set of W0(6) parametrizing curves with identically zero genus function. In particular,
it is proved that this subcomplex is pure-dimensional of the expected dimension [Torchiani 2014, The-
orem 3.2.10]. It follows from this that W0(6) is also pure-dimensional. In particular, we consider the
following. It would be interesting to examine the fine structure of W0(6) further. What can one say, for
instance, about its homotopy type and connectivity properties?

4.6. Proof of Theorem 4.4.8. We know from Section 3.5 that the moduli space of well-spaced logarithmic
stable maps W0(Z) is proper and smooth. By definition, it is the locus of stable maps in W0(Z) that satisfy
the factorization property for every subtorus of the dense torus of Z . Our task is to show that the logarithmic
well-spacedness condition is equivalent to the tropical well-spacedness condition. By Proposition 3.5.5,
the logarithmic well-spacedness condition is the conjunction of the factorization properties for all 1-
dimensional quotients of Z . Since the tropical well-spacedness condition was formulated in terms of
1-dimensional quotients, it suffices to check the equivalence for every subtorus H in Z of codimension 1.
Replacing Z with a modification and passing to the quotient, our obligation reduces to checking that
a tropical map @→ R, in which all vertices of @ have genus 0, is well-spaced if and only if it is the
tropicalization of a radial map C→ P1 satisfying the factorization property.

Let C be a logarithmic curve with tropicalization @. The map [@→ R] induces a destabilization
υ : C̃→C and a contraction τ : C̃→C . The map itself can be regarded as a section α of Mgp

C . This pulls
back to Mgp

C̃
and then descends to Mgp

C
, since it is constant on the components collapsed by τ . Adding a

constant to α does not change whether it is well-spaced in either the logarithmic or the tropical sense, so
we assume that α takes the value 0 on the circuit component of C .



Moduli of stable maps in genus one and logarithmic geometry, II 1801

We must show that α lifts to a section α of Mgp
C

if and only if @→ R is well-spaced. Indeed, if α is a
section of Mgp

C
then υ?τ ?α is a section of υ?Mgp

C̃
= Mgp

C by [Abramovich et al. 2014, Appendix B], and
gives a map C→ P1 with the factorization property.

Let E denote the circuit component of C and E◦ its interior, excluding the nodes where E is joined
to the rest of C (in other words, the locus in E where the logarithmic structure is pulled back from the
base). Since α(E)= 0, the lift α|E◦ , if it exists, will be in O?

E◦ ⊂ ME◦ . Regarded as a rational function
on E , this lift must have zeroes and poles along the points of attachment between E and the rest of C
as specified by the outgoing slopes of α along the corresponding edges (see Section 2.7). Once α|E◦
has been found, there is no obstruction to extending it to all of C , since the rest of the curve is a forest
of rational curves and α is balanced. The following lemma determines whether α|E◦ can be found, and
completes the proof of the theorem.

Lemma 4.6.1. Let E be a Gorenstein, genus 1 curve with no nodes and m branches, let a1, . . . , an be
nonzero integers, and let P be a partition of 1, . . . , n into m parts. Assume that, for each p ∈ P , we have∑

i∈p ai = 0. If n ≥ 3 then there is a configuration of distinct points x1, . . . , xn on E , with each point
lying in the component corresponding to its part of the partition, such that OE(

∑
ai xi ) is trivial. If n = 2

then there is no such configuration.

Proof. Let ν : F→ E be the seminormalization and let ωE be the dualizing sheaf. For any configuration
of the xi , subject to the degree constraint in the statement, there is a rational function f on F with divisor∑

ai xi , and f is unique up to scaling. We wish to determine whether f descends to E .
Let y ∈ F be the preimage of the singular point of E and let φ be a nonzero global differential on E .

Let F j be the components of F and let ν j : F j → E be the restrictions of ν and let f j be the restriction
of f to F j . Let t j be a local parameter for F j at y and let b j be the linear term of the expansion of f j in
terms of t j . It was shown in Section 2.1 that there are nonzero constants c j such that f descends to E if
and only if ∑

j

c j b j = 0. (15)

We argue that under the hypothesis of the lemma it is possible to configure the xi on each component F j

to make b j take any value we like. Indeed, if we decide f (y) should be 1 then f j has the formula

f j =
∏

i

(1− x−1
i t j )

ai

with the product taken over those i such that xi lies on F j . The linear part is

b j =−
∑

ai x−1
i .

By adjusting the positions of the xi , we can arrange for b j to have any nonzero value we like. If p j

consists of at least 3 points xi then it is possible to achieve any value for b j , including 0, but if p j consists
of only two points, xi and xi ′ then ai ′ =−ai and it is impossible for b j to take the value 0.
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Thus we can solve (15) provided either that there are at least two branches at y or there is one branch
containing at least 3 of the xi . The one remaining case is where there is one branch containing 2 points.
In that case, c1 6= 0 and the remarks in the last paragraph show there is no solution to (15). �

The above result determines the dual complex of the space W0(Z), and we obtain the following as
a consequence of general structural results about tropicalizations of logarithmic schemes. Let W◦0(Z)
denote the locus of maps with trivial logarithmic structure.

Theorem 4.6.2. There is a continuous tropicalization map

trop :W◦,an
0 (Z)→W0(6),

functorial with respect to evaluation morphisms and forgetful morphisms to the moduli space of curves.
Set theoretically, this map sends a family of logarithmic stable maps to its tropicalization. There is a
factorization

W◦,an
0 (Z) W0(6)

P0(6),

trop

p tropS

where the map p is a deformation retraction onto a generalized cone complex, and admits a canonical
continuous section. The map tropS is finite and is an isomorphism of cones upon restriction to any face.

Proof. With the identification of the tropical maps that arise as tropicalizations of one-parameter families,
the proof of the result is a cosmetic variation on similar results in the literature [Cavalieri et al. 2016;
Ranganathan 2017a; 2017b]. By Theorem 4.4.8, the tropicalization of any family of logarithmic stable
maps over a valuation ring is well-spaced. Once this is established, the continuity, functoriality, and
finiteness of tropS follow from [Ranganathan 2017b, Theorem 2.6.2] and the uniqueness of minimal
morphisms of logarithmic schemes up to saturation [Wise 2016b]. The saturation index of a combinatorial
type (2,4) is equal to the cardinality of the fibers of tropS, as explained in [Ranganathan 2017a; 2017b].
Since W0(Z) is a toroidal compactification, the existence of a section from the skeleton follows from
[Abramovich et al. 2015; Thuillier 2007]. Compatibility with forgetful and evaluation morphisms follows
from [Ulirsch 2017a, Theorem 1.1]. �
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Multiplicity one for wildly ramified representations
Daniel Le

Let F be a totally real field in which p is unramified. Let r̄ : G F → GL2(Fp) be a modular Galois
representation which satisfies the Taylor–Wiles hypotheses and is generic at a place v above p. Let m
be the corresponding Hecke eigensystem. We show that the m-torsion in the mod p cohomology of
Shimura curves with full congruence level at v coincides with the GL2(kv)-representation D0(r̄ |G Fv

)

constructed by Breuil and Paškūnas. In particular, it depends only on the local representation r̄ |G Fv
, and

its Jordan–Hölder factors appear with multiplicity one. This builds on and extends work of the author with
Morra and Schraen and, independently, Hu–Wang, which proved these results when r̄ |G Fv

was additionally
assumed to be tamely ramified. The main new tool is a method for computing Taylor–Wiles patched
modules of integral projective envelopes using multitype tamely potentially Barsotti–Tate deformation
rings and their intersection theory.

1. Introduction

Let F/Q be a totally real field which is unramified at a rational prime p. Let F be a finite extension of Fp.
Suppose that r : G F → GL2(F) is a Galois representation occurring in the F-cohomology of a Shimura
curve X/F with corresponding Hecke eigensystem m (see Section 5). Suppose that the corresponding
quaternion algebra splits at p. Let v be a place of F dividing p, let K v be a compact open subgroup of
(D⊗F A

∞,v
F )× and Kv(n) the n-th principal congruence subgroup at v. One expects that the analogues

of the mod p local Langlands correspondence for GL2(Qp) and mod p local-global compatibility for
GL2(Q) describe the GL2(Fv)-representation

π ′ = HomG F (r , lim
−−→

n
H 1(X (K vKv(n)), F)[mr ])

in the completed cohomology of X , at least up to multiplicities, in terms of ρ def
= r |G Fv

. In fact, we study
a related representation π = (Mmin)∗ (see Section 5), which is minimal with respect to multiplicities.
Such analogues are unknown at present, although [Breuil 2014; Emerton et al. 2015] show that if r
satisfies the usual Taylor–Wiles hypotheses and ρ is generic, then π contains one of infinitely many
GL2(Fv)-representations constructed by [Breuil and Paškūnas 2012]. The idea, as explained in [Breuil
2014], behind the constructions of [Breuil and Paškūnas 2012] is that if one can show that the restriction
of π to the maximal compact subgroup GL2(OFv ) satisfies certain multiplicity one properties, then π
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must contain a Diamond diagram of the form D(ρ, ι). These multiplicity one properties, which one might
view as minimalist conjectures for multiplicities, were established in [Emerton et al. 2015].

That the family of representations containing a diagram D(ρ, ι) is infinite is unfortunate and warrants
further investigation of π . One part of a Diamond diagram D(ρ, ι) is a GL2(kv)-representation denoted
D0(ρ), which is a subrepresentation of π |GL2(OFv )

(see [Breuil 2014, Proposition 9.3]), and thus a
subrepresentation of the invariants of π under the first principal congruence subgroup Kv(1) of GL2(OFv ).
Our main result is the following:

Theorem 1.1 (Corollary 5.2). If r satisfies the Taylor–Wiles hypotheses and ρ is generic, see Definition 4.1,
then the GL2(kv)-representation πKv(1) is isomorphic to D0(ρ). In particular, it only depends on ρ and is
multiplicity free.

One can view this result as showing that π satisfies a minimality property: πKv(1) is as small as possible.
A similar result has been announced by Hu–Wang.

The main tool in the proof of Theorem 1.1 is the Taylor–Wiles patching method. Diamond [1997] and
Fujiwara [2006] discovered that the Cohen–Macaulay property of patched modules could be combined with
local algebra results of Auslander, Buchsbaum, and Serre to rederive and generalize mod p multiplicity
one results of Mazur for modular forms with level away from p. Emerton et al. [2015] proved similar results
for modular forms with level at p by introducing two gluing methods to calculate patched modules from
smaller ones to which the Diamond–Fujiwara trick applied. The first method is a version of Nakayama’s
lemma and uses the submodule structure of mod p reductions of Deligne–Lusztig representations. The
second method combines the submodule structure above with the intersection theory of special fibers of
tamely potentially Barsotti–Tate deformation rings.

When ρ is tamely ramified, [Hu and Wang 2018; Le et al. 2016b] show that the patched modules of
projective envelopes of irreducible F[GL2(kv)]-modules are cyclic modules by describing the submodule
structure of these projective envelopes and using the Nakayama method of [Emerton et al. 2015] (see
Proposition 4.6). However, the gluing methods of [loc. cit.] are insufficient when ρ is wildly ramified.
Indeed, these methods only glue together characteristic p patched modules, but when ρ is wildly ramified
there is more than one isomorphism class of F[GL2(kv)]-modules satisfying the multiplicity one properties
for πKv(1) established in [loc. cit.].

We introduce a variant of the intersection theory method of [loc. cit.], which uses the intersection
theory of integral tamely potentially Barsotti–Tate deformation rings. Let W (F) denote the Witt vectors
of F. The first step (Proposition 4.6) is to show that the methods of [loc. cit.] still apply to certain quotients
of generic W (F)[GL2(kv)]-projective envelopes (which are projective envelopes in the abelian category
of W (F)[GL2(kv)]-modules generated by lattices in some fixed set of Deligne–Lusztig representations).
If such a quotient is reducible rationally, then it can be written as a submodule of the direct sum of two
smaller quotients with p-torsion cokernel (see Proposition 2.4). This reflects a kind of transversality:
while these subcategories do not give a direct product decomposition of the category of W (F)[GL2(kv)]-
modules, if two subquotients of lattices in two distinct Deligne–Lusztig representations are isomorphic,
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they must be p-torsion. By exactness of patching and this exact sequence, it turns out that the patched
modules of W (F)[GL2(kv)]-projective envelopes are then determined by the patched modules of these
quotients (this depends crucially on the fact that all such patched modules turn out to be cyclic).

It remains to actually compute these patched modules using intersection theory in a multitype Barsotti–
Tate framed deformation space, which we define to be the Zariski closure in the unrestricted framed
deformation space of ρ of potentially Barsotti–Tate Galois representations with tame inertial type in some
fixed set. That the resulting patched module is cyclic comes from the fact that the multitype Barsotti–Tate
deformation rings exhibit a similar kind of transversality: two lattices in potentially Barsotti–Tate Galois
representations of two distinct generic tame inertial types can be congruent modulo p, but never modulo p2.

We now give a brief overview of the following sections. In Section 2, we generalize some of the results
of [Le et al. 2016b] and prove the key result (Proposition 2.4) gluing integral projective envelopes from
their quotients. In Section 3, we define and calculate multitype Barsotti–Tate deformation rings — this
is the other key technical input. To compare Kisin modules for varying tame types, it is much more
convenient to choose eigenbases for Kisin modules which are not always gauge bases in the sense of
[Emerton et al. 2015, Section 7.3]. This requires generalizing [Le et al. 2018, Theorem 4.1]. The main
result, Theorem 3.6, of this section computes some multitype Barsotti–Tate framed deformation spaces.
In Section 4, we calculate the abstract patched modules of projective envelopes using the Nakayama
method and our integral intersection theory method. In Section 5, we apply the results of Section 4 to the
cohomology of Shimura curves using the Taylor–Wiles method.

1A. Notation. If F is any field, we write F for a separable closure of F and G F := Gal(F/F) for the
absolute Galois group of F .

Let f ∈N and q = p f . Let OK be the Witt vectors W (Fq) of Fq . Let K =OK [p−1
] be the unramified

extension of Qp of degree f . Let E be an extension of K with ring of integers O, uniformizer $ , and
residue field F. This induces embeddings OK ↪→O and ι0 : Fq ↪→ F. For i ∈ Z/ f , let ιi = ι0 ◦ϕi be the
i-th Frobenius twist of ι0. We fix an embedding F ↪→ Fq . We will denote by (·)∗ the F-linear dual, and by
(·)∨ the contragredient of a representation.

Let G (resp. Gder) be the algebraic group ResFq/Fp GL2 (resp. ResFq/Fp SL2), and let T ⊂G (resp. T der
⊂

Gder) be the diagonal torus. Let X∗(T ) (resp. X∗(T der)) denote the group of characters of T (resp. T der).
Let X∗(T ) and X∗(T der) similarly denote groups of cocharacters. By the embeddings ιi , X∗(T ) is
identified with X∗(T ×Fp F) ∼= X∗(

∏
i∈Z/ f G2

m), which is identified with (Z2)Z/ f in the usual way. A
similar identification for X∗(T ) is made. For a character µ ∈ X∗(T ), we write µi as the i-th factor of µ
so that µ=

∑
i∈Z/ f µi .

Let η(i) ∈ X∗(T ) (resp. α(i) ∈ X∗(T )) be the dominant fundamental character (resp. the positive coroot)
represented by (1, 0) (resp. (1,−1)) in the i-th factor and 0 elsewhere. Let η =

∑
i∈Z/ f η

(i). Let ω(i) be
the restriction of η(i) to T der.

Let W be the Weyl group of G and Gder, which is similarly identified with SZ/ f
2 . Here, S2 denotes the

permutation group on two elements. We denote the trivial element of S2 by id. Then W acts naturally
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on X∗(T ) and X∗(T der). Let π be the automorphism of X∗(T ) and W which acts by a shift so that
π(x)i = xi−1. Then the action on X∗(T ) induced by the relative Frobenius morphism on T is given by
pπ−1, while the action of the relative Frobenius on W is given by π .

For a dominant character µ∈ X∗(T )we write V (µ) for the Weyl module for G defined in [Jantzen 1987,
II.2.13(1)]. It has a unique simple G-quotient L(µ). If µ=

∑
i µi is p-restricted (i.e., 0≤ 〈µ, α(i)〉 ≤ p

for all i), then L(µ)=⊗i L(µi ) by the Steinberg tensor product theorem as in [Herzig 2009, Theorem 3.9].
Let F(µ) be the restriction of L(µ) to GL2(Fq), which remains irreducible by [Herzig 2009, A.1.3].
Every irreducible GL2(Fq)-representation is of this form, and we call such a representation a Serre weight.
Note that F(µ) ∼= F(λ) if and only if µ ∼= λ mod (p − π)X0(T ), where X0(T ) is the kernel of the
restriction map X∗(T )→ X∗(T der).

Recall that to a pair (s, λ) ∈W × X∗(T ), [Herzig 2009, Lemma 4.2] attaches a (virtual) representation
of GL2(Fq), which we denote Rs(λ). In each use below, Rs(λ) will in fact denote a true representation.

An inertial type for a local field L is a continuous E-representation τ of the inertial subgroup IL ,
whose action factors through a finite quotient and can be extended to GL . For our purposes, all inertial
types will be two-dimensional. In this case, Henniart [2002, Annexe A] attaches to τ a smooth irreducible
finite-dimensional GL2(OL)-representation σ(τ) over E (see also [Emerton et al. 2015, Section 1.9]).
We call the association of τ and σ(τ) the inertial local Langlands correspondence. An inertial type τ is
called tame if τ factors through the tame quotient of IL . The tame inertial types are exactly those τ such
that σ(τ) factors through GL2(kL) where kL is the residue field of L .

For any characteristic 0 field F , let ε : G F → Z×p ⊂O× denote the p-adic cyclotomic character and
ε denote its reduction modulo $ . We now let F be K . Let Cp(i) denote εi

⊗E Cp, where the tensor
product is over any embedding E ↪→ Cp. Let ρ : G K → GL(V ) be a continuous representation over E .
For each embedding κ : E ↪→ Cp, let HTκ(V ) be the multiset of integers such that −i appears with
multiplicity dimCp(V ⊗κ Cp(i))G K . Then in particular HTκ(ε)= {1} for all embeddings κ . We say that
a two-dimensional representation V is (potentially) Barsotti–Tate if V is (potentially) crystalline with
HTκ(V )= {0, 1} for all embeddings κ . If τ is an inertial type, we say that V is potentially Barsotti–Tate
of type τ if the action of IK on the potentially crystalline Dieudonné module of V is isomorphic to τ .

2. Quotients of generic GL2(Fq)-projective envelopes

Suppose that µ ∈ X∗(T ) and that 1≤ 〈µ− η, α(i)〉< p− 2 for all i ∈ Z/ f . Let σ be F(µ− η). Let R̃µ
(resp. Rµ) be the projective OK [GL2(Fq)]-envelope (resp. the projective Fq [GL2(Fq)]-envelope) of σ .
Let S be the set {±ω(i)}i and let I be a subset of S. Recall from [Le et al. 2016b, Definition 3.5] that
(with respect to µ) we attach to a subset J ⊂ S a Serre weight σJ . Let Rµ,I be the universal object among
quotients of Rµ that do not contain σ{ω} as a Jordan–Hölder factor for all ω in I . Recall from [Le et al.
2016b, Section 3] that there is a filtration Filk on Rµ which induces a filtration Filk on Rµ,I . Similarly,
we can construct a filtration Filk

⊗
=
∑
|k|=k Filk on Rµ and Rµ,I . Let Wk,I be grk Rµ,I .

Proposition 2.1. We have an isomorphism Wk,I ∼=
⊕

J⊂S,k(J )=k,J∩I=∅ σJ .
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Proof. This follows from [Le et al. 2016b, Proposition 3.6 and Theorem 3.14]. �

If I is a subset of S such that I ∩ {±ω(i)} has size at most one for all i , let Tσ,I be the set of Deligne–
Lusztig representations over K of the form Rw(µ− wη) where wi = id (resp. wi 6= id) if ω(i) ∈ I
(resp. −ω(i) ∈ I ). Fix an embedding R̃µ ↪→

⊕
σ(τ)∈Tσ,∅ σ(τ). Let R̃µ,I be the quotient of R̃µ isotypic for

the set Tσ,I (which does not depend on the above embedding). Note that R̃µ,∅ is equal to R̃µ.

Proposition 2.2. The reduction of R̃µ,I modulo p is Rµ,I .

Proof. For each ω ∈ I , σ{ω} /∈ JH(σ (τ )) for all σ(τ) ∈ Tσ,I . Thus, there is a canonical quotient map
Rµ,I → Rµ,I , where Rµ,I is the reduction of R̃µ,I . By Proposition 2.1, Rµ,I has length 22 f−#I . Since
Rµ,I is the reduction of a lattice in the direct sum of 2 f−#I types, each of whose reduction has length 2 f

[Diamond 2007], it also has length 22 f−#I . Since both objects have the same length, this surjection must
be an isomorphism. �

Again, let I ⊂ S. Let Wk,k+1,I be Filk Rµ,I /(Filk+2
⊗ Rµ,I ∩Filk Rµ,I ). Note that Wk,k+1,I is multiplicity

free since Wk,k+1,∅ (which is Wk,k+1 in [Le et al. 2016b, Section 3]) is by [loc. cit, Proposition 3.6 and
Lemma 3.7].

Proposition 2.3. Suppose that J ⊂ J ′, #J ′ \ J = 1, and J ′ ∩ I = ∅. Let k and k′ be k(J ) and k(J ′),
respectively. Then there is a subquotient of Wk,k+1,I which is the unique up to isomorphism nontrivial
extension of σJ by σJ ′ .

Proof. This follows immediately from Proposition 2.1 and [Le et al. 2016b, Proposition 3.8]. �

Proposition 2.4. Suppose that the size of I ∩ {±ω(i)} is at most one for all i and that I ∩ {±ω( j)
} = ∅

for some j . Then there is an exact sequence

0→ R̃µ,I → R̃µ,I∪{ω( j)}⊕ R̃µ,I∪{−ω( j)}→ Rµ,I∪{±ω( j)}→ 0, (2-1)

where the second (resp. third) map is the sum (resp. difference) of the natural projections.

Proof. The second map of (2-1) is clearly injective since it is after inverting p and R̃µ,I is OK -flat. We
claim that the cokernel of this map is p-torsion. Let σ{ω( j)} = F(µ′− η) and consider a map R̃µ′→ R̃µ,I
such that the composition with the projection

R̃µ,I � Rµ,I � Rµ,I /Fil2
⊗

Rµ,I

is nonzero. The composition of R̃µ′→ R̃µ,I with the natural surjection R̃µ,I � R̃µ,I∪{ω( j)} is zero since
σ{ω( j)} /∈ JH(Rµ,I∪{ω( j)}).

Lemma 2.5. The image of the composition R̃µ′→ R̃µ,I with the natural surjection R̃µ,I � R̃µ,I∪{−ω( j)}

contains pR̃µ,I∪{−ω( j)}.

With Lemma 2.5 and its analogue for R̃µ,I∪{ω( j)}, we would see that the image of

R̃µ,I → R̃µ,I∪{ω( j)}⊕ R̃µ,I∪{−ω( j)}

contains pR̃µ,I∪{ω( j)}⊕ pR̃µ,I∪{−ω( j)}, establishing our claim.
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Proof of Lemma 2.5. Fix a map R̃µ→ R̃µ′ such that the composition with the projection to Rµ′/Fil2
⊗

Rµ′
is nonzero. It suffices to show that the image, denoted Q, of the composition of R̃µ→ R̃µ′ with the
above R̃µ′→ R̃µ,I � R̃µ,I∪{−ω( j)} is pR̃µ,I∪{−ω( j)}. On the one hand, we see that Q is in pR̃µ,I∪{−ω( j)} by
reducing modulo p and using Propositions 2.2 and 2.3. Let σ(τ) be a Jordan–Hölder factor of R̃µ,I [p−1

]

and let σ ◦(τ )⊂ σ(τ) be the unique lattice up to homothety with cosocle isomorphic to σ [Emerton et al.
2015, Lemma 4.1.1]. Fix a surjection from R̃µ,I to σ ◦(τ ). By reducing mod p, we see that the image of the
composition of R̃µ′→ R̃µ,I with this surjection is a saturated lattice σ ◦◦(τ ) with cosocle σ{ω( j)}. Similarly,
the image of Q under this surjection is a saturated lattice in σ ◦◦(τ ) with cosocle isomorphic to σ . This
lattice is pσ ◦(τ ) by [Emerton et al. 2015, Theorem 5.1.1]. Thus, the composition Q ⊂ pR̃µ,I∪{−ω( j)}�

pσ ◦(τ ) is an isomorphism upon taking cosocles. We see that Q must be equal to pR̃µ,I∪{−ω( j)}. �

Let R be the cokernel of the second map in (2-1), which is p-torsion by our first claim. Then the exact
sequence

0→ R̃µ,I → R̃µ,I∪{ω( j)}⊕ R̃µ,I∪{−ω( j)}→ R→ 0 (2-2)

induces an exact sequence

Rµ,I → Rµ,I∪{ω( j)}⊕ Rµ,I∪{−ω( j)}→ R→ 0 (2-3)

by Proposition 2.2. By taking cosocles, (2-3) induces an exact sequence

cosoc Rµ,I → cosoc Rµ,I∪{ω( j)}⊕ cosoc Rµ,I∪{−ω( j)}→ cosoc R→ 0 (2-4)

Note that cosoc Rµ,I , cosoc Rµ,I∪{ω( j)}, and cosoc Rµ,I∪{−ω( j)} are all isomorphic to σ and that the com-
position of first map of (2-4) with either projection is nonzero. Thus cosoc R is isomorphic to σ and the
restriction of the second map of (2-4) to either summand is nonzero. We conclude that the restriction of the
second map in (2-3) to either summand is surjective. By definition, the maximal representation which is a
quotient of both Rµ,I∪{ω( j)} and Rµ,I∪{−ω( j)} is Rµ,I∪{±ω( j)}. Thus, there is a surjection Rµ,I∪{±ω( j)}� R.
On the other hand, it is easy to see that the composition Rµ,I → Rµ,I∪{ω( j)}⊕ Rµ,I∪{−ω( j)}→ Rµ,I∪{±ω( j)}

is zero, where the second map is the difference of the natural projections. Thus, there is a surjection
R � Rµ,I∪{±ω( j)}. Since R and Rµ,I∪{±ω( j)} are finite length objects, they must be isomorphic. �

3. Multitype Barsotti–Tate deformation rings

3A. Étale ϕ-modules. Let K∞ be the infinite extension obtained by adjoining compatible p-power
roots of −p to K . Let OE,K denote the p-adic completion of OK ((v)), and let OEun,K denote the p-adic
completion of a maximal connected étale extension of OE,K . For R a complete local Noetherian O-algebra,
let8- Modet(R) be the category of étale ϕ-modules over OE,K⊗Zp R, and let RepG K∞

(R) be the category of
(continuous) representations of G K∞ over R. Fontaine defined an exact antiequivalence of tensor categories

V∗ :8- Modet(R)→ RepG K∞
(R)

by V∗(M)= ((M⊗OEun,K )
ϕ=1)∨.
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For a natural number d, let $d ∈ E be a root of u pd f
−1
+ p. Let Kd be the degree d unramified

extension of K . We define the fundamental character

ωd f : G Kd →O×

g 7→
g($d)

$d
,

which does not depend on the choice of $d . For α ∈ F×, denote by nrα the unramified character of G K

taking a geometric Frobenius element to α.
Let ρ :G K →GL2(F) be a continuous Galois representation. If ρ is reducible, then it is an extension of

nrα′ ω
∑ f−1

i=0 µ2,i pi

f by nrα ω
∑ f−1

i=0 µ1,i pi

f

for some dominant p-restricted character µρ = (µ1,i , µ2,i )i ∈ X∗(T ) and some α and α′ ∈ F×. If ρ is
irreducible, then ρ is

IndG K
G K2

nr−α ω
∑ f−1

i=0 µ1,i pi
+p f ∑ f−1

i=0 µ2,i pi

2 f

where µρ again is a dominant p-restricted element of X∗(T ) and α ∈ F×. We note that the main result of
this paper in the case when ρ is irreducible already appears in [Le et al. 2016b; Hu and Wang 2018], and
so this case can be ignored if the reader desires. [Buzzard et al. 2010] attaches to ρ a set W (ρ) of Serre
weights (see also [Breuil 2014, Section 4, Proposition A.3] with the notation D(ρ)).

In both the reducible and irreducible cases, we now assume that µρ ∈ X∗(T ) with µi = (µ1,i , µ2,i )=

(ci , 1) with 3 < ci < p − 2 for all i ∈ Z/ f . For i ∈ Z/ f , let ai be an element of F. Let M =∏
i F((v))ei

⊕ F((v))fi be the ϕ-module defined by

i 6= 0 :
{
ϕ(ei−1)= vc f−i ei

+ ai−1v
c f−i fi ,

ϕ(fi−1)= vfi ,

i = 0, ρ reducible :
{
ϕ(e f−1)= αvc0e0

+αa f−1v
c0f0,

ϕ(f f−1)= α′vf0,

i = 0, ρ irreducible :
{
ϕ(e f−1)= αvc0f0,

ϕ(f f−1)=−ve0,

(here the i-th factor corresponds to the embedding ι−i ).

Proposition 3.1. There are unique values ai ∈ F for i ∈ Z/ f such that V∗(M) is isomorphic to the
restriction ρ|G K∞

.

Proof. Note that ρ is Fontaine–Laffaille by the genericity condition. We use Fontaine–Laffaille theory as
in [Breuil 2014, Appendix A]. We address the case when ρ is reducible and leave the irreducible case to
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the reader. Let M =
⊕

i∈Z/ f M (i) with M (i)
= kE e(i)⊕ kE f (i) be the Fontaine–Laffaille module with

Fil1 M (i)
= M (i), Fil2 M (i)

= Filc f−i M (i)
= kE f (i), Filc f−i+1 M (i)

= 0,

ϕ(e(i))= e(i+1), ϕc f−i ( f (i))= f (i+1)
+ ai−1e(i+1) for i 6= 1,

ϕ(e(1))= α′e(2), ϕc f−1( f (1))= α f (2)+α′a0e(2),

for ai ∈ kE such that ρ ∼= HomFil•,ϕ.(M, Acris⊗Zp Fp) (see e.g., [Breuil 2014, (16)]).
Let M be the Fq [[v]] ⊗Zp F-submodule of M generated by (ei )i∈Z/ f and (fi )i∈Z/ f . Note that ϕ

maps M to itself. Then a calculation (see [Emerton et al. 2015, Section 7.4] with J = ∅) shows that
2p−1(M)∼= Fp−1(M), where the functors 2p−1 and Fp−1 are introduced in [loc. cit, Appendix A]. The
result now follows from [loc. cit, Propositions A.3.2 and A.3.3]. �

For the rest of this section, we fix, for each i ∈ Z/ f , ai ∈ F, the unique element as in Proposition 3.1.
In doing so, we thus fix M. If ρ is irreducible, let Sρ be the set {−ω(0), ω(1), . . . , ω( f−1)

}. Otherwise, let
Sρ be the set {ω(i) | a f−1−i = 0}.

Proposition 3.2. The set W (ρ) equals {σJ | J ⊂ Sρ} where σJ is defined with respect to µρ .

Proof. This follows from a direct calculation using [Breuil 2014, Section 4]. �

3B. Kisin modules and deformation rings. To describe tamely potentially Barsotti–Tate deformation
rings, we will use the theory of Kisin modules with descent datum. Let τ be the tame principal series
type η1⊕ η2 : IK → GL2(Fq) where ηk = ω

−a(0)k
f for k = 1 and 2 and

a( j)
k =

f−1∑
i=0

ak,− j+i pi ,

where ak,i ∈ Z. We will suppose throughout that 2≤ |a1,i − a2,i | ≤ p− 3 for all i ∈ Z/ f and call such a
tame principal series type generic. We will say a tame inertial type τ ′ is generic if its restriction to the
quadratic unramified extension of K is a generic principal series type.

The orientation of (a1, a2) is the element s ∈W such that a( j)
s j (1) > a( j)

s j (2). By an abuse of notation, we
say that the orientation of (a1, a2) is an orientation for τ if τ can be expressed in terms of (a1, a2) as
above.

Let R be an O-algebra. For a principal series type τ , we will consider Kisin modules over R with
descent datum of type τ (see [Le et al. 2018, Definition 2.4]). We will say that such a Kisin module
MR is in Y (0,1),τ (R) if the cokernels of φMR : ϕ

∗(MR)→MR and φdetMR : ϕ
∗(detMR)→ detMR are

annihilated by E(u)= uq−1
+ p. Let v be uq−1.

Let s be an orientation for a generic tame principal series type τ and MR be an element of Y (0,1),τ (R).
Then MR can be described by the matrices Matβ(φ

(i)
MR⊗RF,si+1(2)) after choosing an eigenbasis β (see

[loc. cit., Definition 2.11]). The following is a generalization of [loc. cit., Theorem 4.1] in the case of
GL2, where β is allowed to have a slightly more general form than a gauge basis.
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Theorem 3.3. Let τ be a tame generic principal series type and let s = (si )i ∈ W be an orientation
for τ . Let R be a complete local Noetherian O-algebra with residue field F. Let MR ∈ Y (0,1),τ (R) with
Matβ(φ

(i)
MR⊗RF,si+1(2)) given by

A1 =

(
v

aiv 1

)
, A2 =

(
1

v

)
, A3 =

(
1

v ai

)
, or A4 =

(
1
v

)
for i 6= 0 and A j

(
α
α′

)
for i = 0, where β is an eigenbasis for MR⊗R F. Then there is a unique eigenbasis

β of MR up to scaling lifting β such that Matβ(φ
(i)
MR,si+1(2)) is given by

A1=

(
v+ p

(X i + [ai ])v 1

)
, A2=

(
−Yi 1
v X i

)
, A3=

(
−p(X i + [ai ])

−1 1
v X i + [ai ]

)
, or A4=

(
1 −Yi

v+ p

)
,

respectively, for i 6= 0 and A j D(α, α′) with A j as above for i = 0. Here [·] denotes the Teichmüller lift,
X i Yi = p for A2, and

D(α, α′)=
(
[α] + Xα

[α′] + Xα′

)
.

Proof. The proof is similar to the proofs of [loc. cit., Theorems 4.1 and 4.16] which prove existence and
uniqueness of β, respectively. We describe some of the key points. We modify [loc. cit., Definition 4.2],
defining dR(P)=mink 2vR(rk)+k if P=

∑
k rkv

k
∈ R[[v]]. Then the analogue of [loc. cit., Proposition 4.3]

holds (see [loc. cit., Remark 4.4]). The entry in the middle column of [loc. cit., Table 5] becomes(
1∗

v(≤ 0) 0∗

)
,

(
≤ 0 0∗

1∗ ≤ 0

)
,

(
≤ 0 0∗

1∗ ≤ 0

)
, or

(
0∗ ≤ 0

1∗

)
,

respectively, and we modify [loc. cit., Definition 4.5] for E (i) appropriately. For 1≤ m, k ≤ 2, we define
δ(A(i)mk) to be dR(E

(i)
mk) if A(i) 6= A3. If A(i) = A3, we define δ(A(i)mk) to be dR(E

(i)
mk) (resp. dR(E

(i)
mk)+ 1)

if k = 1 (resp. if k = 2). Finally, we let

δ(A(i))= min
1≤m,k≤2

{δ(A(i)mk)}.

The analogue of [loc. cit., Proposition 4.6] holds, replacing 3+ dR(x ( j)) with 2+ dR(x ( j)). We define
the notion of pivots for A(i) 6= A3 as in the [loc. cit., Definition 4.8], and define the pivots in the case of
A(i) = A3 to be the same as the pivots in the case of A2. The analogue of [loc. cit., Lemma 4.10] holds
except that the second equation of [loc. cit.] is changed to A(i)22 = vP22+[ai ]+Q22 when A(i)= A3. Then
the analogues of [loc. cit., Proposition 4.11, Proposition 4.13, and Lemma 4.14] give the eigenbasis β.

We give more details for the algorithm in the case A(i) = A3. We let δ > 1 be an integer. Suppose
that δ(A(i)), which is necessarily greater than one, is δ. Then there is an x ∈ R[[v]] with dR(x)≥ δ− 1
such that A′,(i) def

= D22(x)A(i) satisfies δ(A′,(i)) ≥ δ and δ(A′,(i)21 ) > δ. Note the crucial role played by
the definition of δ(A′,(i)22 ) as dR(E

′,(i)
22 )+ 1 in this case. Moreover, these inequalities still hold after right

multiplication by a conjugate of D22(x)ϕ by a permutation matrix. This is the analogue of [loc. cit.,
Proposition 4.6], where the notation I ϕ is defined.
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Suppose next that δ(A(i)) is δ and that δ(A(i)21 ) > δ. Then there exists an x ∈ R[[v]] with dR(x)≥ δ− 1
such that A′,(i) def

=U12(x)A(i) satisfies δ(A′,(i))≥ δ and δ(A′,(i)11 ), δ(A′,(i)21 )> δ (note that δ(A′,(i)21 )= δ(A(i)21 )).
Again, we use that δ(A′,(i)12 )=dR(E

′,(i)
12 )+1. Moreover, these inequalities still hold after right multiplication

by a conjugate of U12(x)ϕ by a permutation matrix by the genericity assumption.
Suppose next that δ(A(i)) is δ and that δ(A(i)11 ), δ(A

(i)
21 ) > δ. Then there is an x ∈ R[[v]] with dR(x)≥

δ− 1 such that A′,(i) def
= D11(x)A(i) satisfies δ(A′,(i)) ≥ δ and δ(A′,(i)11 ), δ(A′,(i)21 ), δ(A′,(i)12 ) > δ using that

A(i)11 ∈ m R · R[[v]]. Moreover, these inequalities still hold after right multiplication by a conjugate of
D11(x)ϕ by a permutation matrix.

Suppose finally that δ(A(i)) is δ and that δ(A(i)11 ), δ(A
(i)
21 ), δ(A

(i)
12 ) > δ. Then there is an x ∈ R[[v]] with

dR(x)≥ δ− 1 such that A′,(i) def
= L21(x)A(i) satisfies δ(A′,(i))≥ δ+ 1 using again that A(i)11 ∈ m R · R[[v]].

Moreover, these inequalities still hold after right multiplication by a conjugate of L21(x)ϕ by a permutation
matrix by the genericity assumption. Repeating these four steps repeatedly gives the analogue of [loc. cit.,
Proposition 4.13] in this case.

We deduce the forms of Ai from the condition that v+ p must divide the determinant. Finally, the
analogue of [loc. cit., Theorem 4.16] proves the uniqueness of β up to scaling. In the notation of [loc. cit.],
we obtain the equation

Ã(i)2 + v
2 Ã(i)2 M (i)

= Ã(i)1 + I (i+1) Ã(i)1 (3-1)

(see [loc. cit., (4.2)]). Suppose that dR(I ( j))≥ δ ≥ 1 for all j . Then one can show that dR(I ( j))≥ δ+ 1
for all j . This implies that I ( j)

= 0 for all j . We again give more details in the case A(i) = A2 or A3.
The other cases are treated similarly. Let k be 1 or 2. We first compare the (k, 1)-entries of (3-1) to see
that dR(I

(i+1)
k2 )≥ δ+ 1. Using this and the (k, 2)-entries of (3-1), we see that dR(I

(i+1)
k1 )≥ δ+ 1. �

For the rest of the section, let ρ be as in Section 3A and let M be as in Proposition 3.1 so that ρ|G K∞

is isomorphic to V∗(M). Moreover, for simplicity, assume that ρ is reducible. Recall the definition of Sρ
from Section 3A.

Let s and s ′ be in W such that one of the following holds for each i ∈ Z/ f :

(1) si and s ′i are both id.

(2) si and s ′i are both not id.

(3) si is id, but s ′i is not, and i ∈ Sρ .

We say that i ∈ Z/ f is case (1), (2), or (3) if the above relevant condition holds.

Proposition 3.4. Let s and s ′ be in W as above. Let τ be the tame generic inertial type with σ(τ) ∼=
Rs(µρ−s ′η). Let R be the ring O[[(X i , Yi )

f−1
i=0 , Xα, Xα′]]/(hi ) where for each i ∈Z/ f , hi is Yi , X i Yi− p,

Yi − p, or X i if f − 1− i is case (1), (2) with ω( f−i)
∈ Sρ , (2) with ω( f−i) /∈ Sρ , or (3), respectively.
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Let MR =
∏

i R((v))ei
⊕ R((v))fi be the ϕ-module defined by

f − i is case (1) :
{
ϕ(ei−1)= vc f−i−1(v+ p)ei

+ (X i−1+ [ai−1])v
c f−i fi ,

ϕ(fi−1)= vfi ,

f − i is case (2), ω( f−i)
∈ Sρ :

{
ϕ(ei−1)= vc f−i ei

+ X i−1v
c f−i fi ,

ϕ(fi−1)=−Yi−1e
i
+ vfi ,

f − i is case (2), ω( f−i) /∈ Sρ :
{
ϕ(ei−1)= vc f−i ei

+ (X i−1+ [ai−1])v
c f−i fi ,

ϕ(fi−1)=−p(X i−1+ [ai−1])
−1ei
+ vfi ,

f − i is case (3) :
{
ϕ(ei−1)= vc f−i ei ,

ϕ(fi−1)=−Yi−1e
i
+ (v+ p)fi ,

with the usual modification for i = 0. Then V∗(MR) is the restriction to G K∞ of a versal potentially
Barsotti–Tate deformation of ρ of type τ .

Proof. Define w∗ ∈W and sτ ∈ S2 to be the unique elements such that

w∗f−1 = id and (w∗)−1sπ(w∗)= (sτ , id, . . . , id).

Then the Deligne–Lusztig representations Rs(µρ−s ′η) and R(sτ ,id,...,id)((w
∗)−1(µρ−s ′η)) are isomorphic

by [Herzig 2009, Lemma 4.2]. Moreover, (the quadratic base change of) R(sτ ,id,...,id)((w
∗)−1(µρ − s ′η))

is a generic principal series. Define w = (wi )i by wi = (w
∗

f−1−i )
−1 for i ∈ Z/ f . Then one easily checks

that w is an orientation for (w∗)−1(µρ − s ′η). Let MR be the Kisin module (with quadratic unramified
descent) of tame inertial type (the quadratic unramified base change of) τ(sτ ,−(w∗)−1(µρ − s ′η)) with
A(i−1)

=Matβ(φ
(i−1)
MR,wi (2)) given by A1, A2, A3, or A4 if f − i is case (1), f − i is case (2) and f − i ∈ Sρ ,

f − i is case (2) and f − i /∈ Sρ , or f − i is case (3), respectively. We claim that T ∗dd(MR ⊗O F) is
isomorphic to the restriction to G K∞ of ρ. Assuming this, by Theorem 3.3 and the analogue of [Le
et al. 2018, Sections 5.2 and 6], T ∗dd(MR) is the restriction to G K∞ of a versal potentially Barsotti–Tate
deformation of ρ of type τ .

Let L be K ((−p)1/e) with e = q− 1 if sτ = id and K2((−p)1/e) with e = q2
− 1 otherwise. Let 1 be

the Galois group Gal(L/K ). We claim that

(MR ⊗OE,K OE,L)
1 ∼=MR.

This would finish the proof including the claim in the previous paragraph since the restriction to G K∞ of
ρ is isomorphic to M by Proposition 3.1, and clearly MR ⊗O F is isomorphic to M.

Let µρ be (µi )i . Let vλ denote the torus element obtained by applying the coweight λ to v def
= ue. By

[Le et al. 2016a, Proposition 3.1.2], we see that a Kisin module (with quadratic unramified descent) of
tame inertial type (the quadratic unramified base change of) τ with Matβ(φ

(i)
M,wi+1(2)) given by A(i) (resp.

A(i)s−1
0 D(α, α′)s0) for i < f − 1 (resp. for i = f − 1) gives a ϕ-module M =

∏
i F((v))e′i ⊕ F((v))f′i
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with ϕ(e′i−1
, f′i−1

)= M ′i−1(e
′i , f′i ) where

M ′i = wi+1 A(i)vw
−1
i+1(w

∗

f−1−i )
−1(µ f−1−i−s′f−1−iη)(wi+1)

−1

= (w∗f−2−i )
−1 A(i)vw

∗

f−2−i (w
∗

f−1−i )
−1(µ f−1−i−s′f−1−iη)w∗f−2−i

= (w∗f−2−i )
−1 A(i)vs−1

f−1−i (µ f−1−i−s′f−1−iη)w∗f−2−i

for i < f − 1 and M ′f−1 = A( f−1)s−1
0 D(α, α′)s0s−1

τ v(w
∗

0)
−1(µ0−s0η). Changing to the bases (ei , fi ) =

(e′i , f′i )(w∗f−2−i )
−1, we see that M is given by (Mi )i where

Mi = A(i)vs−1
f−1−i (µ f−1−i−s′f−1−iη)w∗f−2−i (w

∗

f−1−i )
−1

= A(i)vs−1
f−1−i (µ f−1−i−s′f−1−iη)s−1

f−1−i

= A(i)s−1
f−1−iv

µ f−1−i−s′f−1−iη

for i < f − 1 and

M ′f−1 = A( f−1)s−1
0 D(α, α′)s0s−1

τ v(w
∗

0)
−1(µ0−s′0η)(w∗0)

−1

= A( f−1)s−1
0 D(α, α′)s0s−1

τ (w∗0)
−1vµ0−s′0η

= A( f−1)s−1
0 vµ0−s′0ηD(α, α′).

The proposition is now deduced by substituting for A(i), s, and µρ . �

If τ is an inertial type, let Rτ parametrize potentially Barsotti–Tate (framed) liftings of ρ of type τ . If
T is a set of inertial types for K , then we let Spec RT be the Zariski closure of

⋃
τ∈T Spec Rτ [p−1

] in
the universal (framed) lifting space Spec R�

ρ of ρ.
For applications to Shimura curves and algebraic modular forms on definite quaternion algebras, it is

convenient to consider fixed determinant deformation rings. If ψ : G K →O× is a continuous character,
let Rψ,�ρ be the quotient of R�

ρ parametrizing (framed) liftings of ρ with determinant ψε. Let Rψ,τ be
the simultaneous quotient of Rψ,�ρ and Rτ parametrizing potentially Barsotti–Tate (framed) liftings of ρ
of type τ and determinant ψε. We can similarly define the quotient Rψ,T of RT . If Rψ,τ is nonzero, then
Rτ must be nonzero, ψ must lift ε−1 det ρ, and ψ |IK must be det τ . For all sets of types T considered
below, the determinants of all elements of T coincide.

Now fix a Serre weight σ in W (ρ). Suppose that σ = σJ for J ⊂ Sρ where σJ is defined with respect
to µρ . Let I be a subset of S such that I ∩ {±ω(i)} has size at most one for all i ∈ Z/ f . Let TJ,I be the
set of inertial types τ such that σ(τ) is of the form Rs(µρ − s ′η) where s and s ′ have the restrictions
given by the following table:

si , s ′i i /∈ J i ∈ J

{±ω(i)} ∩ I =∅ si = s ′i s ′ 6= id
ω(i) ∈ I si = s ′i = id si = s ′i 6= id
−ω(i) ∈ I si = s ′i 6= id si = id, s ′i 6= id
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Lemma 3.5. DefinewJ ∈W bywJ,i−1= id if and only if i /∈ J for all i ∈Z/ f . Then the set of tame inertial
types TJ,I corresponds by inertial local Langlands to the set Tσ,wJ (I ) of Deligne–Lusztig representations
defined in Section 2.

Proof. This is a computation using the definitions and [Herzig 2009, Theorem 5.2]. Note that in
the notation of [loc. cit.], γ ′σ,τ in this case is equal to the Kronecker symbol for σ and τ . Another
method of proof is to use [Le et al. 2016b, Proposition 2.10] and verify that if Vφ(τ ) ∼= Rs(µ), then
W ?(τ )= JH(Rsw0(µ− sw0η)). �

Theorem 3.6. There is an isomorphism to a formal power series ring over O[[(X i , Yi )
f−1
i=0 ]]/(gi (J, I ))i

from RTJ,I , where gi (J, I ) is given by the following table:

gi (J, I ) ω( f−1−i) /∈ Sρ ω( f−1−i)
∈ Sρ \ J ω( f−1−i)

∈ J

{±ω( f−1−i)
} ∩ I =∅ Yi (Yi − p) Yi (X i Yi − p) X i (X i Yi − p)

ω( f−1−i)
∈ I Yi Yi X i Yi − p

−ω( f−1−i)
∈ I Yi − p X i Yi − p X i

If I ⊂ I ′, then gi (J, I ′) | gi (J, I ) for all i ∈Z/ f and RTJ,I ′ is the quotient of RTJ,I by the ideal (gi (J, I ′))i .
Analogous results hold for Rψ,TJ,I provided that ψ is chosen so that Rψ,TJ,I is nonzero for any, or
equivalently all, choices of I as above.

Remark 3.7. Since twisting by the universal unramified deformation of the trivial character gives an
isomorphism RT ∼= Rψ,T [[X ]] (assuming Rψ,T is nonzero), the fixed determinant case follows from the
first part of Theorem 3.6, and we ignore it below (see [Emerton et al. 2015, Remark 7.2.2]).

Proof. Since RTJ,I is naturally a quotient of R�
ρ|G K∞

by [Emerton et al. 2015, Lemma 7.4.3], it suffices to
compute the Zariski closure of

⋃
τ∈TJ,I

Spec Rτ [p−1
] in Spec R�

ρ|G K∞
. Let R be the ring

O[[(X i , Yi )
f−1
i=0 , Xα, Xα′]]/(gi (J,∅))i

and consider the deformation MR =
∏

i R((v))ei
⊕ R((v))fi of M defined by

f − i /∈ Sρ :
{
ϕ(ei−1)= vc f−i−1(v+ p− Yi−1)e

i
+ vc f−i (X i−1+ [ai−1])f

i ,

ϕ(fi−1)=−Yi−1(X i−1+ [ai−1])
−1ei
+ vfi ,

f − i ∈ Sρ \ J :
{
ϕ(ei−1) = vc f−i−1(v+ p− X i−1Yi−1)e

i
+ X i−1v

c f−i fi ,

ϕ(fi−1) =−Yi−1e
i
+ vfi ,

f − i ∈ J :
{
ϕ(ei−1)= vc f−i ei

+ X i−1v
c f−i fi ,

ϕ(fi−1)=−Yi−1e
i
+ (v+ p− X i−1Yi−1)f

i ,

with the usual modification at i=0. Define the deformation functor D� by D�(A)={(ψ : R→ A, bA)}/∼=

for A a complete local Noetherian O-algebra, where bA is a basis for the free rank two A-module
V∗(ψ∗(MR)) whose reduction modulo mA gives ρ. Then the natural map D�

→ Spf R is a ĜL2-torsor
and is thus formally smooth of dimension 4. Let D� be Spf R�. One can rescale e0 and f0 by units, and
rescale the other basis vectors appropriately so that the coefficients in the definition of ϕ which are 1
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remain 1. This gives a Ĝ2
m-action on R, and orbits give isomorphic ϕ-modules. We claim that the natural

map Spf R�/Ĝ2
m→ Spf R�

ρ|G K∞
is a closed embedding. It suffices to show injectivity on reduced tangent

spaces.
Suppose that t is a reduced tangent vector of Spf R�/Ĝ2

m which maps to zero in Spf R�
ρ|G K∞

. By
formal smoothness, we can extend this to a map t : R�

→ F[ε]/(ε2). Let Mt be MR⊗R,t F[ε]/(ε2) so that
Mt and M⊗FF[ε]/(ε2) are isomorphic. Let Mi (resp. Mt,i ) be the matrices such that ϕ(ei

⊗R F, fi⊗R F)=

Mi (e
i+1
⊗R F, fi+1

⊗R F) (resp. ϕ(ei
⊗R F[ε]/(ε2), fi ⊗R F[ε]/(ε2)) = Mt,i (e

i+1
⊗R F[ε]/(ε2), fi+1

⊗R

F[ε]/(ε2))). Then there are matrices Di ∈ GL2(F((v))) such that

(id3+εDi )Miϕ(id3−εDi−1)= Mt,i

for all i ∈ Z/ f , where id3 is the 3× 3 identity matrix (we can assume without loss of generality that
the terms without ε are id3 by multiplying by their inverses). We first claim that Di ∈ GL2(F[[v]])

for all i ∈ Z/ f . For each i , let ki ∈ Z be the minimal integer such that vki Di ∈ Mat3(F[[v]]). Then
vc f−1−i+kiϕ(id3−εDi−1) = v

c f−1−i+ki M−1
i (id3−εDi )Mt,i ∈Mat3(F[[v]]), and thus c f−1−i + ki ≥ pki−1.

Since c f−1−i < p− 1, ki ≥ 2+ p(ki−1− 1). If ki−1 ≥ n ≥ 1, then ki ≥ n+ 1, from which we derive the
contradiction that ki ≥ n for every n ∈ N. Hence ki ≤ 0 for all i .

We next claim that if f − 1− i /∈ Sρ for some i ∈ Z/ f , then t (Yi ) = 0. Suppose for the sake of
contradiction that f −1− i /∈ Sρ and t (Yi ) 6= 0. Let Ni ∈Mat3(F[[v]]) be such that εNi =Mt,i−Mi . Then
by the formulas for Mi and Mt,i , the first (resp. second) entry in the top row of Ni is exactly divisible by
vc f−1−i−1 (resp. v0). On the other hand, since Di Mi −Miϕ(Di−1)= Ni , the first (resp. second) entry in
the top row of Ni is divisible by vc f−1−i (resp. v), which is a contradiction. Thus t is a reduced tangent
vector of

(Spf R�/(Yi : f − 1− i /∈ Sρ))/Ĝ2
m .

Let τ be the tame inertial type such that σ(τ)= Rw0(µ−w0η). Then the natural map from the quotient
of

Spf R�/($, {Yi : f − 1− i /∈ Sρ}, {X i Yi : f − 1− i ∈ Sρ}) (3-2)

by Ĝ2
m to Spf Rτ/$ is formally smooth by Proposition 3.4. In fact, it is an isomorphism since the domain

and codomain are both of dimension f + 4 over F. Indeed, for the codomain this follows from [Kisin
2008, Theorem 3.3.4] and p-flatness, while for the domain we see directly that (3-2) has dimension f +6.
Since the map

Spf R�/($, {Yi : f − 1− i /∈ Sρ}, {X i Yi : f − 1− i ∈ Sρ})→ Spf R�/($, {Yi : f − 1− i /∈ Sρ})

is an isomorphism on reduced tangent spaces, t is a reduced tangent vector of Spf Rτ . Since Spf Rτ →
Spf R�

ρ|G K∞
is injective on reduced tangent spaces again by [Emerton et al. 2015, Lemma 7.4.3], t is zero.

Finally, since R is p-flat, it suffices to show that if #({±ωi } ∩ I ) = 1 for all i ∈ Z/ f , then
V∗(M/(gi (J, I ))i ) is the restriction to G K∞ of a versal potentially Barsotti–Tate deformation of ρ
of the unique type τ in TJ,I . This follows from Proposition 3.4. �
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4. Patching functors and multiplicity one

Let ρ : G K → GL2(F) be a continuous Galois representation. Again, ρ is either an extension of

nrα′ ω
∑ f−1

i=0 µ2,i pi

f by nrα ω
∑ f−1

i=0 µ1,i pi

f

or is
nrα IndG K

G K2
ω

∑ f−1
i=0 µ1,i pi

+p f ∑ f−1
i=0 µ2,i pi

2 f

for some dominant p-restricted character µρ = (µ1,i , µ2,i )i ∈ X∗(T ) and some α and α′ ∈ F×.

Definition 4.1. We say that a dominant p-restricted µ ∈ X∗(T ) is generic if 2< 〈µ, β〉< p− 3. We say
that ρ is generic if µρ is generic or if ρ is semisimple and 1-generic in the sense of [Le et al. 2016b,
Definition 4.1].

Note that if ρ is generic, then ρ is generic in the sense of [Breuil and Paškūnas 2012, Definition 11.7;
Emerton et al. 2015, Definition 2.1.1]. We now assume that ρ is not semisimple and is generic. Then a
twist of ρ is of the form in Section 3A.

We now fix a Serre weight σ ∈W (ρ) (W (ρ) is recalled in Section 3A). Let µ ∈ X∗(T ) be such that
σ ∼= F(µ−η). If σ is σJ (σ ) with respect to µρ , define wJ (σ ) ∈W by wJ (σ ),i−1= id if and only if i /∈ J (σ )
for all i ∈ Z/ f as in Lemma 3.5. Then we set Sσρ to be w(Sρ) with w = w−1

J (σ )π(wJ (σ )).

Lemma 4.2. The set W (ρ) is {σJ | J ⊂ Sσρ } where σJ is defined in terms of µ.

Proof. This follows from Proposition 3.2 and [Le et al. 2016b, Proposition 2.4]. �

Let ψ : G K →O× be an unramified twist of ω
∑

i∈Z/ f (µ1,i+µ2,i−1)
f lifting ε−1 det ρ. Suppose that M∞(·)

is a minimal fixed determinant patching functor over O for ρ∨ with fixed determinant ψ∨ (see [Emerton
et al. 2015, Definition 6.1.3]). (Note that D(ρ∨) in the conventions of [loc. cit., Section 2] is W (ρ) in
ours.) Using contragredients, we identify R�

ρ∨
with R�

ρ . This identifies Rτ with the (framed) lifting ring
of ρ∨ parametrizing lifts ρ∨ of type τ∨ with HTκ(ρ∨)= {−1, 0} for all κ : E ↪→ Cp. Note that such lifts
of ρ∨ are called potentially Barsotti–Tate in [loc. cit., Section 7]. Similar identifications are made for
multitype (fixed determinant) potentially Barsotti–Tate deformation rings. For an OK [GL2(OK )]-module
N , we will denote M∞(N ⊗OK O) by M ′

∞
(N ), where tensor product is over the map OK ↪→ O in

Section 1A.

Lemma 4.3. The R∞-module M ′
∞
(Rµ/Fil2

⊗
Rµ) is cyclic.

Proof. Let τ be the tame type such that σ(τ)= Rw(µ−wη). Then W (ρ) is exactly JH(σ (τ )). Let σ ◦(τ )⊂
σ(τ) be the unique lattice up to homothety with cosocle isomorphic to σ (see [loc. cit., Lemma 4.1.1]).
Let σ ◦(τ ) be the reduction of σ ◦(τ ). Then the natural map Rµ � σ ◦(τ ) induces a map

Rµ/Fil2
⊗

Rµ � σ ◦(τ )/ rad2 σ ◦(τ ). (4-1)

By [Le et al. 2016b, Proposition 3.2], the Jordan–Hölder factors of Rµ/Fil2
⊗

Rµ appear without multiplicity.
Moreover, those Jordan–Hölder factors which are also in W (ρ) are in JH(σ ◦(τ )/ rad2 σ ◦(τ )) by [Emerton
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et al. 2015, Theorem 5.1.1] (these are exactly the Serre weights σJ with respect to µ with J ⊂ Sσρ and
#J = 1.). Thus the kernel of the map (4-1) contains no Jordan–Hölder factors in W (ρ). We then see that
the induced map

M ′
∞
(Rµ/Fil2

⊗
Rµ)� M ′

∞
(σ ◦(τ )/ rad2 σ ◦(τ ))

is an isomorphism. As M ′
∞
(σ ◦(τ )) is a cyclic R∞-module by [Emerton et al. 2015, Theorem 10.1.1], so

is M ′
∞
(σ ◦(τ )/ rad2 σ ◦(τ )). �

Lemma 4.4. Suppose that I ⊂ S such that

#(I ∩ {±ω(i)})+ #(Sσρ ∩ {±ω
(i)
})= 1

for all i . Let N be a submodule of Filk
⊗

Rµ,I /Filk+2
⊗ Rµ,I , and let V be its image in grk

⊗
Rµ,I . If

grk
⊗

Rµ,I /V contains no Serre weights in W (ρ), then

(Filk
⊗

Rµ,I /Filk+2
⊗

Rµ,I )/N

contains no Jordan–Hölder factors in W (ρ).

Proof. It suffices to show that grk+1
⊗ Rµ,I / grk+1

⊗ N contains no Jordan–Hölder factors in W (ρ), since
by assumption grk

⊗
Rµ,I / grk

⊗
N contains no Jordan–Hölder factors in W (ρ). In fact, it suffices to

show that grk+1
⊗ Wk,k+1,I /(N ∩ grk+1

⊗ Wk,k+1,I ) contains no Jordan–Hölder factors in W (ρ) since∑
|k|=k grk+1

⊗ Wk,k+1,I = grk+1
⊗ Rµ,I .

By Proposition 2.1, a Jordan–Hölder factor of grk+1
⊗ Wk,k+1,I has the form σJ ′ with respect to µ where

J ′∩ I =∅ and there is a j ∈Z/ f such that if k(J ′)= k′ then k ′i = ki for all i 6= j and k ′j = k j+1. Suppose
that σJ ′ ∈W (ρ). If k ′j = 2, then let J = J ′ \ {−w jω

( j)
} (with w defined in the beginning of the section).

Otherwise, J ′∩{±ω( j)
} = {w jω

( j)
} since we assumed that σJ ′ ∈W (ρ). In this case, let J = J ′ \{w jω

( j)
}.

Then σJ ∈ W (ρ) and is thus a Jordan–Hölder factor of N ∩ Wk,k+1,I . By Proposition 2.3, σJ ′ is a
Jordan–Hölder factor of N . �

The following lemma generalizes [Emerton et al. 2015, Lemma 10.1.13], one of the methods used to
compute patched modules.

Lemma 4.5. Let R be a local ring, and M ′′ ⊂ M ′ ⊂ M be R-modules such that M ′/M ′′ and M ′ are
minimally generated by the same finite number of elements. Then M ′′ ⊂mM. If , moreover, M is finitely
generated over R, then M/M ′′ and M are minimally generated by the same number of elements.

Proof. By Nakayama’s lemma, that M ′/M ′′ and M ′ are minimally generated by the same finite number of
elements implies that M ′′⊂mM ′ and thus M ′′⊂mM . If M is finitely generated, then another application
of Nakayama’s lemma implies that M/M ′′ and M are minimally generated by the same number of
elements. �

The following proposition generalizes the results and methods of [Hu and Wang 2018; Le et al. 2016b]
by combining Lemmas 4.3, 4.4, and 4.5.
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Proposition 4.6. Suppose that I ⊂ S such that #(I ∩{±ω(i)})+#(Sσρ ∩{±ω
(i)
})= 1. Then M ′

∞
(R̃µ,I ) is

a cyclic R∞-module.

Proof. By Nakayama’s lemma, it suffices to show that M ′
∞
(Rµ,I ) is a cyclic R∞-module. We will show

that M ′
∞
(Rµ,I /Filk+1

⊗ Rµ,I ) is a cyclic R∞-module by induction on k. If k = 1, then the result follows
from Lemma 4.3.

Now suppose that M ′
∞
(Rµ,I /Filk+1

⊗ Rµ,I ) is a cyclic R∞-module. Let J be

{J ⊂ S : k(J )= k, J ∩ I =∅, σJ ∈W (ρ)}.

Recall that for each J ∈ J,
V J ⊂ Filk

⊗
Rµ/Filk+2

⊗
Rµ

is defined before [Le et al. 2016b, Proposition 3.9] to be the minimal submodule whose image in grk
⊗

Rµ
contains σJ . Then we let V J,I be the image of V J in Rµ,I /Filk+2

⊗ Rµ,I . Note that M ′
∞
(V J,I ) is a

cyclic R∞-module by Lemma 4.3. Let V be
∑

J∈J V J,I ⊂ Filk
⊗

Rµ,I /Filk+2
⊗ Rµ,I . By Lemma 4.4, the

quotient (Filk
⊗

Rµ,I /Filk+2
⊗ Rµ,I )/V does not contain any Jordan–Hölder factors in W (ρ). Thus the

natural inclusion M ′
∞
(V )⊂ M ′

∞
(Filk
⊗

Rµ,I /Filk+2
⊗ Rµ,I ) is an equality. In particular,

M ′
∞
(Filk
⊗

Rµ,I /Filk+2
⊗

Rµ,I )

is generated by no more than #J elements. On the other hand, M ′
∞
(grk
⊗

Rµ,I ) ∼=
⊕

J∈J M ′
∞
(σJ )

is generated by (at least) #J elements. By Lemma 4.5 with M = M ′
∞
(Rµ,I /Filk+2

⊗ Rµ,I ), M ′ =
M ′
∞
(Filk
⊗

Rµ,I /Filk+2
⊗ Rµ,I ), and M ′′=M ′

∞
(grk+1
⊗ Rµ,I ), M ′

∞
(Rµ,I /Filk+2

⊗ Rµ,I ) is a cyclic R∞-module.
�

Proposition 4.7. The scheme-theoretic support of M ′
∞
(R̃σ,I ) is Spec

(
R∞

⊗̂
Rψ,�ρ

Rψ,Tσ,I
)
.

Proof. Since M ′
∞
(R̃σ,I )[p−1

] is isomorphic to
⊕

σ(τ)∈Tσ,I M ′
∞
(σ (τ )), the scheme-theoretic support of

M ′
∞
(R̃σ,I )[p−1

] is
⋃
σ(τ)∈Tσ,I Spec

(
R∞

⊗̂
Rψ,�ρ

Rψ,τ
)
[p−1
] by the proof of [Emerton et al. 2015, Theo-

rem 9.1.1]. Since M ′
∞
(R̃σ,I ) is O-flat by definition of a patching functor, the scheme-theoretic support of

M ′
∞
(R̃σ,I ) is the Zariski closure of that of M ′

∞
(R̃σ,I )[p−1

]. The result now follows from the definition
of Spec Rψ,Tσ,I . �

In order to weaken the hypotheses on I in Proposition 4.6, we compute an integral scheme intersection,
of which the following lemma is the key example.

Lemma 4.8. There is an exact sequence

0→O[[Y ]]/(Y (Y − p))→O[[Y ]]/(Y )⊕O[[Y ]]/(Y − p)→O[[Y ]]/(Y, p)→ 0,

where the second and third maps are the sum and difference, respectively, of the natural projections.

Proof. Given a ring R and ideals I and J ⊂ R, the sequence

0→ R/(I ∩ J )→ R/I ⊕ R/J → R/(I + J )→ 0,
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where the second and third maps are the sum and difference, respectively, of the natural projections, is
exact. The lemma follows from this exact sequence and the relations (Y )∩ (Y − p)= (Y (Y − p)) and
(Y )+ (Y − p)= (Y, p) in O[[Y ]]. �

The following is our main result in the setting of patching functors. Recall that ρ is generic, but not
semisimple.

Theorem 4.9. Suppose that I ⊂ S such that #(I ∩ {±ω(i)})+ #(Sσρ ∩ {±ω
(i)
})≤ 1. Then M ′

∞
(R̃µ,I ) is a

cyclic R∞-module.

Proof. We proceed by induction on k := f − #Sσρ − #I . The case k = 0 follows from Proposition 4.6.
Suppose that k > 0 and that (I ∪ Sσρ )∩ {±ω

( j)
} =∅. Then there is an exact sequence

0→ R̃µ,I → R̃µ,I∪{ω( j)}⊕ R̃µ,I∪{−ω( j)}→ Rµ,I∪{±ω( j)}→ 0,

which induces an exact sequence

0→ M ′
∞
(R̃µ,I )→ M ′

∞
(R̃µ,I∪{ω( j)})⊕M ′

∞
(R̃µ,I∪{−ω( j)})→ M ′

∞
(Rµ,I∪{±ω( j)})→ 0,

where the third map is the sum of two surjections by exactness of M ′
∞
(·). By the inductive hypothesis and

Proposition 4.7, M ′
∞
(R̃µ,I∪{ω( j)}) and M ′

∞
(R̃µ,I∪{−ω( j)}) are cyclic R∞-modules with scheme-theoretic

support Spec R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{ω( j)} and Spec R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{−ω( j)} , respectively. The scheme-theoretic

support of M ′
∞
(Rµ,I∪{±ω( j)}) is thus a closed subscheme of the intersections of Spec R∞

⊗̂
Rψ,�ρ

Rψ,Tσ,I∪{ω( j)}

and Spec R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{−ω( j)} , which is Spec R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{ω( j)}/p by Theorem 3.6 and Lemma 3.5
(we can assume without loss of generality that µ has the form in Section 3 by twisting). Since
M ′
∞
(Rµ,I∪{±ω( j)}) is a cyclic R∞-module, there is a surjection

R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{ω( j)}/p � M ′
∞
(Rµ,I∪{±ω( j)}).

Since {±ω( j)
} ∩ Sσρ = ∅, from Proposition 2.1 we see that M ′

∞
(Rµ,I∪{ω( j)}) and M ′

∞
(Rµ,I∪{±ω( j)})

have the same Hilbert–Samuel multiplicity. Thus, both sides of the map R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{ω( j)}/p �

M ′
∞
(Rµ,I∪{±ω( j)}) have the same Hilbert–Samuel multiplicity. Since Rψ,Tσ,I∪{ω( j)}/p contains no embedded

primes, this map is an isomorphism (see the argument of [Le 2018, Lemma 6.1.1]).
In summary, there is an exact sequence

0→M ′
∞
(R̃µ,I )→ R∞

⊗̂
Rψ,�ρ

Rψ,Tσ,I∪{ω( j)}⊕R∞
⊗̂

Rψ,�ρ

Rψ,Tσ,I∪{−ω( j)}→ R∞
⊗̂

Rψ�ρ
Rψ,Tσ,I∪{ω( j)}/p→0,

where the third map is the sum of two surjections. Any lift of a generator under a surjection between
two cyclic modules over a local ring is again a generator by Nakayama’s lemma. Hence, we can assume
that the third map is the difference of the natural projections. Then by Theorem 3.6 and Lemma 3.5,
this exact sequence is obtained from taking a completed tensor product with the exact sequence in
Lemma 4.8. Hence, we see that M ′

∞
(R̃µ,I ) ∼= R∞

⊗̂
Rψ,�ρ

Rψ,Tσ,I , and in particular that M ′
∞
(R̃µ,I ) is a

cyclic R∞-module. �
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5. Global results

Let F be a totally real field in which p is unramified. Let D/F be a quaternion algebra which is unramified
at all places dividing p and at most one infinite place, and let r :G F→GL2(F) be a Galois representation.
If D/F is indefinite and K =

∏
w Kw ⊂ (D⊗F A∞F )

× is an open compact subgroup, then there is a smooth
projective curve X K defined over F and we define S(K , F) to be H 1((X K )/F , F). If D/F is definite, then
we let S(K , F) be the space of K -invariant continuous functions

f : D×\(D⊗F A∞F )
×
→ F.

Let S be the union of the set of places in F where r is ramified, the set of places in F where D is ramified,
and the set of places in F dividing p. Let TS,univ be the commutative polynomial algebra over O generated
by the formal variables Tw and Sw for each w /∈ S ∪ {w1} where w1 is chosen as in [Emerton et al. 2015,
Section 6.2]. Then TS,univ acts on S(K , F) with Tw and Sw acting by the usual double coset action of[

GL2(OFw)

(
$w

1

)
GL2(OFw)

]
and

[
GL2(OFw)

(
$w

$w

)
GL2(OFw)

]
,

respectively. Let TS,univ
→ F be the map such that the image of X2

− TwX + (Nw)Sw in F[X ] is the
characteristic polynomial of ρ∨(Frobw), where Frobw is a geometric Frobenius element at w, and let the
kernel be mr .

For the rest of the section, suppose that

(1) r is modular, i.e., that there exists K such that S(K , F)mr is nonzero;

(2) r |G F(ζp )
is absolutely irreducible;

(3) if p = 5 then the image of r(G F(ζp)) in PGL2(F) is not isomorphic to A5;

(4) r |G Fw
is generic (Definition 4.1) for all places w | p; and

(5) r |G Fw
is nonscalar at all finite places where D ramifies.

Let v | p be a place of F , and let ρ be r |G Fv
. Let kv be the residue field of Fv.

We define Smin to be S(K v,⊗w∈S,w 6=vLw)m′r as in [Emerton et al. 2015, Section 6.5]. We define Mmin

to be the F-linear dual of (Smin
⊗O F)[m′r ], factoring out the Galois action in the indefinite case (see

[Emerton et al. 2015, Section 6.2]).

Theorem 5.1. Suppose that r : G F → GL2(F) is a Galois representation satisfying (1)-(5). If σ ∈W (ρ)

and Rσ is the F[GL2(kv)]-projective envelope of σ , then HomF[GL2(kv)](Rσ , (M
min)∗) is one-dimensional.

Proof. The case where ρ is semisimple follows from [Le et al. 2016b, Corollary 5.4]. We now assume
that ρ is not semisimple. Let σ = F(µ− η) ∈ W (ρ). Identify kv with a finite field Fq . Then Rσ is
Rµ⊗Fq F. Let M∞ be the minimal fixed determinant patching functor defined in [Emerton et al. 2015,
Section 6.5]. By construction, if mR∞ is the maximal ideal of R∞, then HomGL2(Fq )(Rσ , (M

min)∗) is the
dual of M∞(Rσ )/mR∞ =M ′

∞
(Rµ)/mR∞ , which is one dimensional since M ′

∞
(Rµ) is a cyclic R∞-module

by Theorem 4.9. �
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Let Mmin(Kv(1)) denote the space of coinvariants (Mmin)Kv(1). Note that Mmin(Kv(1)) is isomorphic
to the dual of (S(K vKv(1),⊗w∈S,w 6=vLw)⊗O F)[m′r ], factoring out the Galois action in the indefinite
case, by a standard spectral sequence argument using that m′r is non-Eisenstein.

Corollary 5.2. Suppose that r : G F → GL2(F) is a Galois representation satisfying (1)-(5). Then the
GL2(Fq)-representation (Mmin(Kv(1)))∗ is isomorphic to D0(ρ). In particular, (Mmin(Kv(1)))∗ depends
only on ρ and is multiplicity free.

Proof. There is an injection D0(ρ) ↪→ (Mmin(Kv(1)))∗ by [Breuil 2014, Proposition 9.3]. Fix an
F[GL2(Fq)]-injective hull (Mmin(Kv(1)))∗ ↪→ I . Since

HomGL2(Fq )(Rσ , (M
min(Kv(1)))∗)

is one-dimensional for all σ ∈W (ρ) by Theorem 5.1, this injective hull factors through D0(ρ) by [Breuil
and Paškūnas 2012, Theorem 1.1(i)]. Since D0(ρ) and (Mmin(Kv(1)))∗ are finite length F[GL2(Fq)]-
modules, they must be isomorphic. Finally, note that D0(ρ) is multiplicity free by [Breuil and Paškūnas
2012, Theorem 1.1(ii)]. �
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Theta operators on unitary Shimura varieties
Ehud de Shalit and Eyal Z. Goren

We define a theta operator on p-adic vector-valued modular forms on unitary groups of arbitrary signature,
over a quadratic imaginary field in which p is inert. We study its effect on Fourier–Jacobi expansions and
prove that it extends holomorphically beyond the µ-ordinary locus, when applied to scalar-valued forms.
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Introduction

Let E be a quadratic imaginary field and p a prime which is inert in E . The purpose of this article is
to define a theta operator 2 for p-adic vector-valued modular forms on unitary Shimura varieties of
arbitrary signature associated with the extension E/Q, and prove some fundamental results concerning it.
Specifically, we prove a formula for the action of2 in terms of Fourier–Jacobi expansions (Theorem 3.2.5).
We also prove that 2 extends to a holomorphic operator outside the µ-ordinary locus, when acting on
scalar-valued modular forms in characteristic p (Theorems 4.2.3 and 4.3.2).

When the prime p is split in E , general points on the special fiber of the Shimura variety parametrize
ordinary abelian varieties. A theta operator, and a whole array of differential operators derived from it,
were defined in this context in Eischen’s thesis [2012]. Her construction was generalized in [Eischen et al.
2018] to unitary Shimura varieties associated with a general CM field, but still under the ordinariness
assumption. In their work, these authors circumvent the study of 2 on Fourier–Jacobi expansions by
expressing it in Serre–Tate coordinates at CM points.

“Ordinariness” is a strong assumption. Over the ordinary locus, it provides a unit-root splitting of the
Hodge filtration in the cohomology of the universal abelian variety. This allows one to extend Katz’s
approach to 2 [1977]. The unit-root splitting serves as a p-adic replacement for the Hodge decomposition

MSC2010: primary 11G18; secondary 14G35.
Keywords: Shimura variety, theta operator, modular form.
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over the complex numbers, which underlies the construction of similar C∞-differential operators of
Ramanujan and of Maass and Shimura [Shimura 2000, Section III].

In [de Shalit and Goren 2016], we defined a 2-operator on unitary modular forms of signature (2, 1)
and determined its effect on q-expansions, for p inert in the quadratic imaginary field E . The main
obstacle in this case was that the abelian variety parametrized by a general point of the special fiber of the
Shimura variety is not ordinary anymore, but so-called µ-ordinary, and its cohomology does not admit
a unit-root splitting. Our approach there, adopted also in the present paper, is to make systematic use
of Igusa varieties; we first define the theta operator on them, and show that it descends to the Shimura
variety.

Recently, we have learned of the work of Ellen Eischen and Elena Mantovan [2017] in which they
construct the same differential operators in the µ-ordinary (p inert) case. Their method is closer to the
original idea of Katz, but they replace the unit-root splitting by slope filtration splitting of F-crystals. Their
construction is more general than ours, as it applies to unitary Shimura varieties associated with a general
CM field. They apply their differential operators to the study of p-adic families of modular forms in the
spirit of Serre, Katz and Hida. Their work should have applications to questions of over-convergence,
construction of p-adic L-functions and Iwasawa theory. However, the issues addressed in the present
paper, the effect of 2 on Fourier–Jacobi expansions and its holomorphic extension beyond the µ-ordinary
locus, are not considered there.

We now provide some background and motivation for the study undertaken in this paper. The theta
operator for elliptic modular forms is related to an operator already defined by Ramanujan. On q-
expansions it is given by

f =
∑

n

anqn
7→2( f )=

∑
n

nanqn.

Over the complex numbers, this operator does not preserve the space of holomorphic modular forms.
However, viewed at the level of q-expansions for p-adic, or mod p, modular forms, it does, at least when
one has reasonable demands: in characteristic p one has to multiply 2( f ) by h, the Hasse invariant,
which is a modular form of weight p−1 vanishing outside the ordinary locus; p-adically one has to be
content with working merely over the ordinary locus.

These aspects were present from the very start in the work of Swinnerton-Dyer [1973] and Serre
[1973a; 1973b]. In fact, already in [Serre 1973a], motivated by relation to Galois representations, Serre
investigates the notion of filtration. The filtration of a q-expansion of a mod p modular form is the
minimal weight in which one may find a modular form with that q-expansion; one is interested in its
variation under applications of 2, which at the level of Galois representations corresponds to a cyclotomic
twist. Following closely on the heels of these developments, Katz [1977] gave a geometric construction
of 2 on (essentially) all modular curves with good reduction at p.

Not much later, Jochnowitz [1982] studied 2-cycles. The basic idea is simple. If g = 2( f ) has
filtration w0, the series of filtrations wi of 2i (g), i = 0, 1, . . . , p− 1, is a collection of weights that is
generally increasing, but not always, because wp−1 = w0. The question of the variation of the filtration
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along the cycles is interesting and has important applications. See [Gross 1990; Jochnowitz 1982]. Further
deep uses of the 2-operator to over-convergence and classicality of p-adic modular forms were given in
[Coleman 1996; Coleman et al. 1995].

Katz [1978, Section II] studied such an operator for Hilbert modular forms associated to a totally real
field L , and in fact enriched the theory by introducing g = [L :Q] basic theta operators. These operators
were instrumental in his construction of p-adic L-functions for CM fields via the Eisenstein measure. In
that work, as in the case of modular curves, strong use is made of the behavior of de Rham cohomology
and the unit root splitting over the ordinary locus. The study of these operators was further developed
by Andreatta and the second author [Andreatta and Goren 2005], who constructed mod p versions of
them by means of the Igusa variety, and provided some results on filtrations, 2-cycles and relations to
cyclotomic twists.

It seemed a natural idea at that point to extend the theory of the theta operator to other Shimura varieties
of PEL type. However, two obstacles arise:

(i) The abelian variety classified by a general point of the Shimura variety in positive characteristic may
not be ordinary anymore. In particular, its de Rham cohomology may not admit a unit root splitting.

(ii) The natural definition takes modular forms, even if scalar-valued, to vector-valued modular forms.

Bearing in mind the Kodaira–Spencer isomorphism, which is involved in the definition of2, the second
problem could be anticipated. In the Hilbert modular case, it is the abundance of endomorphisms that
allows one to return to scalar-valued modular forms. In spite of these difficulties, progress has been made
on other Shimura varieties: As Eischen had already remarked in her thesis, her construction generalizes
almost immediately to the symplectic case. Panchishkin and Courtieu discussed similar operators for
Siegel modular forms in [Courtieu and Panchishkin 2004, Sections 2 and 3; Panchishkin 2005]. For
different aspects in the symplectic case see the papers by Böcherer–Nagaoka [2007] and Ghitza and
McAndrew [2016], and additional references therein. For other cases, see the work of Johansson [2013].

Our construction of the theta operator via the Igusa tower was motivated by Gross’ construction [1990].
For an application of the Igusa tower to the study of vector-valued p-adic Siegel modular forms see
[Ichikawa 2014].

The contents of this paper are as follows. Let E be a quadratic imaginary field, p a rational prime that
is inert in E and κ =OE/(p) its residue field. Let n ≥m be positive integers. Fixing additional data, one
obtains a scheme S over OE,(p) that parametrizes abelian schemes with OE -action of signature (n,m),
endowed with a principal polarization and level structure. Its complex points are a union of Shimura
varieties associated to the unitary group GU(n,m). Let S→ Spec(κ) denote its special fiber, and let Ss

be the base change of S to Ws =Ws(κ).
In Section 1 we collect background material and definitions, and in particular define the type of

vector-valued p-adic modular forms that will be considered in this paper. Automorphic vector bundles
over S correspond to representations of the group GLm ×GLn , and there are two “basic” vector bundles,
Q and P , corresponding to the standard representations of the two blocks, from which all others are
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derived.1 Characteristic p holds its own idiosyncrasies and there are 3 vector bundles, denoted Q,P0

and Pµ, from which all p-adic automorphic vector bundles Eρ are derived by representation-theoretic
constructions; in particular, ρ refers here to a representation of GLm ×GLm ×GLn−m . We briefly explain
the origin of these vector bundles. The relative cotangent bundle of the universal abelian variety A→ S
decomposes according to signatures, providing us with vector bundles P,Q of ranks n,m, respectively.
Over the (µ-)ordinary locus Sord

s of Ss , P admits a filtration 0→ P0→ P→ Pµ→ 0. The vector bundle
Eρ lives over Sord

s and is obtained by “twisting” ρ by the triple (Q,Pµ,P0) (see page 1841 for details). A
mod-ps modular form of weight ρ is defined to be a section of Eρ over Sord

s .
In Section 2 we define the Igusa tower over Sord

s and study its properties. The key fact about the Igusa
tower is that the vector bundles P0,Pµ and Q (unlike P!) are all canonically trivialized over it. To be
precise, much as in [Katz 1975], the Igusa tower is a double limit of schemes {Tt,s | t, s ≥ 1}, where Tt,s

is a scheme over the truncated Witt vectors Ws of length s, and whenever t ≥ s a trivialization as above
is obtained. Consequently, we are able to propagate, by linear algebra constructions alone, the trivial
connection d :OT →�T/Ws for T = Tt,s, t ≥ s, to a connection

2̃ : Eρ→ Eρ ⊗�T/Ws
∼= Eρ ⊗P ⊗Q,

the last isomorphism stemming from the Kodaira–Spencer map. When we follow this map by the
projection Eρ⊗P⊗Q→ Eρ⊗Pµ⊗Q, and combine it with pull back of modular forms under T → Sord

s ,
we obtain an operator

2 : H 0(Sord
s , Eρ)→ H 0(Sord

s , Eρ ⊗Pµ⊗Q).

This operator can be iterated and combined with representation-theoretic operations as discussed in the
end of Section 2, to produce an array of differential operators Dκ ′

κ as in [Eischen et al. 2018; Eischen and
Mantovan 2017].

The initial parts of Section 3 are a review of the theory of toroidal compactifications for the case at
hand. We follow Faltings and Chai [1990], that relies on the seminal work of Mumford and his school,
Skinner and Urban [2014], and the definitive volume by Lan [2013]. In particular, the reader will find a
precise explanation of the meaning of the Fourier–Jacobi expansion of a vector-valued modular form

f =
∑

ȟ∈Ȟ+

a(ȟ), q ȟ .

See page 1857. In this notation our first main theorem states the following.

Theorem (Theorem 3.2.5). Let ξ be a rank-m cusp. Let f be a global section of Eρ and
∑

h∈Ȟ+ a(ȟ)q ȟ its
Fourier–Jacobi expansion at ξ . Then the section 2( f ) of Eρ ⊗Pµ⊗Q has the Fourier–Jacobi expansion

2( f )=
∑

ȟ∈Ȟ+

a(ȟ)⊗ ȟ · q ȟ .

1As the Levi factor of the appropriate parabolic in GU(n,m)C is Gm × GLm ×GLn we could, in principle, take also
representations that are nontrivial on the first factor. However, we will have no need for this greater generality in this paper and
so, here and in the sequel, we will consider automorphic vector bundles associated to representations of GLm ×GLn only.
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The analogous result for the Fourier–Jacobi expansion at a non maximally degenerate cusp (of rank<m)
should involve also theta operators on lower-rank Shimura varieties acting on the coefficients. For most
practical purposes, however, e.g., for a q-expansion principle, rank m cusps suffice.

In Section 4 we consider the extension of the operator2 to the complement of theµ-ordinary locus. This
we are able to do, so far, only for scalar-valued modular forms. The proof requires a partial compactification
of a particular Igusa variety as in [de Shalit and Goren 2016], and delicate computations with Dieudonné
modules in the spirit of our recent work [de Shalit and Goren 2018]. Let L= detQ and k ≥ 0.

Theorem (Theorems 4.2.3 and 4.3.2). Consider the operator

2 : H 0(Sord,Lk)→ H 0(Sord,Lk
⊗Q(p)

⊗Q).

Then 2 extends holomorphically to an operator

2 : H 0(S,Lk)→ H 0(S,Lk
⊗Q(p)

⊗Q).

Finally, in Section 5 we introduce the notion of 2-cycles and recall interesting phenomena observed in
[de Shalit and Goren 2016].

Our paper and the work of Eischen and Mantovan suggest several directions in which the theory can
be further developed. In addition to those mentioned in [Eischen and Mantovan 2017] we suggest the
following problems:

(i) Provide a formula for the Fourier–Jacobi expansion and the theta operator 2 at general cusps.

(ii) Study the extension of 2 to a holomorphic operator for general vector-valued unitary modular forms.

(iii) Develop a theory of mod p operators, such as U and V and characterize the kernel of 2 in terms
of V , see [Katz 1977].

(iv) Study 2-cycles in relation to mod p Galois representations.

1. Background

1.1. The Shimura variety.

Linear algebra. We review some background and set up standard notation. Let E be a quadratic imaginary
field, embedded in C, 0≤ m ≤ n and 3=On+m

E . Let

In,m =

 Im

In−m

Im

 (1.1.1)

where Il is the unit matrix of size l, and introduce the perfect hermitian pairing

(u, v)= t uIn,mv (1.1.2)

on 3. Let
G = GU(3, ( · , · ))
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be the group of unitary similitudes of 3, regarded as a group scheme over Z, and denote by ν : G→ Gm

the similitude character. For any commutative ring R

G(R)= {g ∈ GLn+m(OE ⊗ R) | ∀u, v ∈3⊗ R, (gu, gv)= ν(g)(u, v)}.

Then G(R)= GU(n,m) is the general unitary group of signature (n,m), and G(C)' GLn+m(C)×C×.
Let δE be the unique generator of the different dE of E with Im(δE) > 0. The polarization pairing

〈u, v〉 = TrE/Q(δ
−1
E (u, v)) (1.1.3)

is then a perfect alternating pairing 3×3→ Z satisfying 〈au, v〉 = 〈u, av〉 (a ∈ E).
Let p be an odd prime which is inert in E , and fix once and for all an embedding Q⊂Qp. Let E p be

the completion of E and Op its ring of integers. As −1 is a norm from E p to Qp, one easily checks that
G/Op is quasisplit. In fact, over Op the lattice 3p = Zp⊗3=On+m

p , equipped with the hermitian form
(1.1.2), is isomorphic to the same lattice equipped with the pairing t u Jn+mv, where by Jl we denote the
matrix with 1’s on the antidiagonal and 0’s elsewhere. This will be useful later.

If R is an OE,(p)-algebra then any R-module M endowed with a commuting OE - action decomposes
according to types,

M = M(6)⊕M(6),

where M(6) is the R-submodule on which OE acts via the canonical homomorphism

6 :OE ↪→OE,(p)→ R,

while M(6) is the part on which it acts via the conjugate homomorphism 6. Indeed, it is enough to
decompose OE ⊗ R = R(6)× R(6) as an OE -algebra. The same notation will be applied to coherent
sheaves with OE -action on schemes defined over OE,(p).

We denote by κ the field OE/pOE of p2 elements.

The Shimura variety and the moduli problem. Fix an integer N ≥ 3 relatively prime to p. Let A=R×A f

be the adéle ring of Q, where A f =Q · Ẑ are the finite adéles. Let K f ⊂ G(Ẑ) be an open subgroup of
the form K f = K p K p, where K p

⊂ G(Ap) is the principal congruence subgroup of level N , and

K p = G(Zp)⊂ G(Qp),

which is a hyperspecial maximal compact subgroup at p. Let K∞⊂ G(R) be the stabilizer of the negative
definite subspace spanned by {−ei + en+i : 1≤ i ≤ m} in 3R = Cn+m , where {ei } stands for the standard
basis. This K∞ is a maximal compact-modulo-center subgroup, isomorphic to G(U (m)×U (n)). By
G(U (m)×U (n)) we mean the pairs of matrices (g1, g2) ∈ GU(m)×GU(n) having the same similitude
factor. Let K = K∞K f ⊂ G(A) and X= G(R)/K∞.

To the Shimura datum (G,X) and the level subgroup K there is associated a Shimura variety ShK . It
is a quasiprojective nonsingular variety of dimension nm defined over E . If m = n the Shimura variety
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may even be defined over Q, but we still denote by ShK its base-change to E . The complex points of
ShK are identified, as a complex manifold, with

ShK (C)= G(Q)\G(A)/K .

Following Kottwitz [1992] we define a scheme S over OE,(p). This S is a fine moduli space whose
R-points, for every OE,(p)-algebra R, classify isomorphism types of tuples A = (A, ι, φ, η) where:

• A is an abelian scheme of dimension n+m over R.

• ι :OE ↪→ End(A) has signature (n,m) on the Lie algebra of A.

• φ : A−→∼ At is a principal polarization whose Rosati involution induces ι(a) 7→ ι(a) on the image of ι.

• η is an OE -linear full level-N structure on A compatible with (3, 〈 · , · 〉) and φ [Lan 2013, 1.3.6].

See [Lan 2013, Section 1.4] for the comparison of the various languages used to define the moduli
problem.

The generic fiber SE of S is, in general, a union of several Shimura varieties, one of which is ShK .
This is due to the failure of the Hasse principle for G, which can happen when m+ n is odd [Kottwitz
1992, Section 7]. We also remark that the assumption N ≥ 3 could be avoided if we were willing to use
the language of stacks. As this is not essential to the present paper, we keep the scope slightly limited for
the sake of clarity.

As shown by Kottwitz, S is smooth of relative dimension nm over OE,(p).

The universal abelian variety and its p-divisible group. By virtue of the moduli problem which it
represents, S carries a universal abelian scheme A/S equipped with a PEL structure as above. Let

S = S ×Spec(OE,(p)) Spec(κ)

be the special fiber of S. Recall that for any geometric point x : Spec(k)→ S the p-divisible group of
A =Ax carries a canonical filtration by p-divisible groups

Fil0 = A[p∞] ⊃ Fil1 = A[p∞]0 ⊃ Fil2 = A[p∞]µ ⊃ 0, (1.1.4)

where gr2
= A[p∞]µ is multiplicative, gr1

= A[p∞]0/A[p∞]µ is local-local and gr0
= A[p∞]/A[p∞]0

is étale. Over Spec(k) this filtration is even split, i.e., A[p∞] is uniquely expressible as a product of
multiplicative, local-local and étale p-divisible groups, but this fact is special for algebraically closed (or
perfect) fields, while a filtration like (1.1.4) often exists over more general bases.

The special fiber S contains an open dense subset called the µ-ordinary locus, [Wedhorn 1999; Moonen
2004, Theorem 3.2.7], which we denote Sord. It is characterized by the fact that for any geometric point x
of S, x lies in Sord if and only if the height of A[p∞]µ is 2m, which is as large as it can get. Equivalently,
the Newton polygon of A[p∞] has slopes 0, 1

2 and 1 with horizontal lengths 2m, 2(n − m) and 2m
respectively, which is as low as it can get. In fact, Wedhorn and Moonen show that the isomorphism type
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of A[p∞], as a polarized OE -group, is the same for all x ∈ Sord(k):

A[p∞] ' (d−1
E ⊗µp∞)

m
×Gn−m

k × (OE ⊗ (Qp/Zp))
m .

Here Gk is the p-divisible group denoted by G1/2,1/2 in the Dieudonné-Manin classification. It is the
unique height-2 one-dimensional connected p-divisible group over k. It is well-known that the ring Op

acts as endomorphisms of Gk . We normalize this action so that the induced action of Op on the Lie
algebra of Gk is via 6 : Op � κ ⊂ k, and this pins down Gk as an OE -group up to isomorphism. We
polarize it fixing an isomorphism of Gk with its Serre dual. The appearance of the inverse different in
the first factor is a matter of choice, and is meant to allow a more natural way to write the Weil pairing
between the first and last factors, namely

〈a⊗ x, b⊗ y〉 = TrE/Q(ab)〈x, y〉.

Over Sord, a filtration like (1.1.4) exists globally, but is far from being split now [de Shalit and Goren
2017, Proposition 2.10]. Nevertheless, its graded pieces are, locally in the proétale topology, isomorphic
to the constant p-divisible groups (d−1

E ⊗µp∞)
m , Gn−m

k and (OE ⊗ (Qp/Zp))
m , and the isomorphisms

can be taken to respect the endomorphisms and the polarization. This is well-known for gr0 and gr2.
For gr1 it follows from the rigidity of isoclinic Barsotti–Tate groups with endomorphisms, namely from
the fact that the universal deformation ring of (Gk, ι) where ι : Op ↪→ End(Gk), is W (k) ([Moonen
2004, Corollary 2.1.5], see [loc. cit., Section 3.3.1] for the polarization). This result implies that for
any geometric point x ∈ Sord(k), gr1 A[p∞] becomes isomorphic over ÔS,x to Gn−m

k , with its additional
structures of endomorphisms and polarization. By Artin’s approximation theorem [1969] they become
isomorphic already over the strict henselization Osh

S,x , which means that they are locally isomorphic in the
proétale topology.

The basic vector bundles on S. The Hodge bundle ω = ωA/S is the pull-back via the zero section
eA : S→A of the relative cotangent sheaf �A/S of the universal abelian scheme. It decomposes as

ω = ω(6)⊕ω(6)= P ⊕Q

according to types. Thus, rk(P)= n and rk(Q)= m.

Lemma 1.1.1. The line bundles det(P) and det(Q) are isomorphic over S.

Proof. The proof is similar to [de Shalit and Goren 2017, Proposition 1.3]. Automorphic vector bundles
over the generic fiber SE correspond functorially to representations of the group GLm ×GLn , as discussed
below on page 1842. The vector bundles det(Q) and det(P) correspond to the determinant of GLm and the
inverse of the determinant of GLn . Their ratio therefore corresponds to the determinant of GLm ×GLn .
If the level subgroup K is small enough, as we always assume, then the arithmetic group by which we
divide the symmetric space to get a complex uniformization of every connected component of SC is
contained in SU(n,m). This means that over C, the automorphic line bundle corresponding to det is
trivial, hence det(P)' det(Q). From this it is easy to get the claim even over the base OE,(p). We stress
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that we do not know a direct moduli-theoretic proof of the claim in the lemma, and we do not know if the
particular isomorphism supplied by the complex analytic uniformization is defined over Q. See however
Corollary 1.1.3 below. �

Over the special fiber S we have the Verschiebung homomorphism V : ω→ ω(p) induced by the
Verschiebung isogeny Ver :A(p)→A. As V commutes with the endomorphisms it maps P to Q(p) and
Q to P(p). We denote the restriction of V to P (resp. Q) by VP (resp. VQ). The homomorphism

H = V (p)
P ◦ VQ :Q→Q(p2)

is called the Hasse matrix. We let L= det(Q), a line bundle. Then

h = det(H) : L→ L(p
2)
' Lp2

(1.1.5)

is a global section of Lp2
−1 called theµ-ordinary Hasse invariant [Goldring and Nicole 2017, Appendix B].

Here we used the well-known fact that for a line bundle L over a scheme in characteristic p, there is a
canonical isomorphism between L(p) and Lp, sending the base-change s(p) = 1⊗ s of the section s under
the absolute Frobenius of S to s⊗ · · ·⊗ s. It is an important fact that h 6= 0 precisely on Sord. If n > m
the zero-divisor of h is even reduced, so equals Sno

= S \ Sord with its reduced subscheme structure. A
proof of this fact may be found in [Wooding 2016, Proposition 7.2.11] but can also be extracted from the
Dieudonné module computations in Theorem 4.1.3 below.

If n = m this is not true; h vanishes then on Sno to order p+ 1. There is a variant, though, that will be
useful for us in the study of the holomorphicity of the theta operator.

Lemma 1.1.2. Let n = m. Consider the maps of line bundles

hQ = det(VQ) : det(Q)→ det(P)(p) = det(P)p and hP = det(VP) : det(P)→ det(Q)(p) = det(Q)p.

Both hP and hQ vanish precisely on Sno with multiplicity 1 and the following relation holds:

h = h p
P ◦ hQ.

Proof. The claim concerning the vanishing of hP and hQ follows again from [Wooding 2016, Propo-
sition 7.2.11] or from the computations in Theorem 4.3.2 below. The relation h = h p

P ◦ hQ is a direct
consequence of the definition. �

Although the following corollary is weaker than Lemma 1.1.1, it is of interest because its proof is
entirely moduli-theoretic.

Corollary 1.1.3. Let S be of arbitrary signature (n,m). There is an isomorphism

det(P)p+1
' det(Q)p+1.

Proof. Consider first the case of equal signatures (m,m). By comparing divisors of global sections, we
obtain from the last lemma an isomorphism of line bundles det(P)p

⊗ det(Q)−1
' det(Q)p

⊗ det(P)−1,
implying the corollary in this case.
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For S of signature (n,m), and a geometric point x of S, we can embed S in a suitable Shimura variety
S of signature (n+m, n+m) by a morphism given on objects by A 7→ A× Bx , where Bx is the abelian
variety corresponding to x with the twisted OE structure. One easily checks that the pull-back of the
relation det(P)p+1

' det(Q)p+1 on S gives the same relation on S. �

Coming back to the case m = n we have the following lemma.

Lemma 1.1.4. Over an algebraic closure of κ , we may fix the isomorphism det(P)' det(Q)= L so that
hP = hQ, hence h = h p+1

Q .

Proof. Fix a smooth toroidal compactification S of S. As the abelian scheme A/S extends with the
OE -action to a semiabelian scheme over the toroidal compactification S [Lan 2013, Theorem 6.4.1.1] the
vector bundles P and Q, as well as the homomorphisms hP and hQ, extend to S as well. In Corollary 3.1.5
below we show that h does not vanish on any irreducible component of the boundary S \ S. The same
therefore must be true for hP and hQ. It follows that

div(hP)= div(hQ)

as divisors on the smooth, complete variety S. Fix any isomorphism as in Lemma 1.1.1. Having the
same divisors, the sections hP and hQ of Lp−1 are equal up to a multiplication by a nowhere vanishing
function on S, hence equal up to a scalar on each connected component of S. By extracting a p− 1 root
from this scalar, we can normalize the isomorphism det(P)' det(Q) so that hP = hQ. �

We remark that for more general Shimura varieties of PEL type the construction of the Hasse invariant
requires substantial work and is due to Goldring and Nicole [2017].

The vector bundles P0 and Pµ. The geometric fibers of the subsheaf

P0 = ker(VP)⊂ P

have constant rank n−m over an open subset S] containing the ordinary stratum

Sord
⊂ S] ⊂ S.

As the base is nonsingular, this implies that over S] this P0 is a vector-subbundle of P , hence so is the
quotient

Pµ = P/P0.

In fact, VP induces there an isomorphism

VP : Pµ 'Q(p), (1.1.6)

because as long as its kernel has rank n−m, VP must be surjective. The open subscheme S] is of much
interest, and was analyzed in [de Shalit and Goren 2018]. It is the union of Ekedahl–Oort strata [Oort
2001; Viehmann and Wedhorn 2013] that can be determined precisely. When m = 1, for example, its
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complement in S is zero-dimensional (the superspecial points). When m < n this S] contains a unique
Ekedahl–Oort stratum Sao of dimension mn− 1. This will be used later on in our work.

The vector bundles P0, Pµ and Q will turn out to be the building blocks of the mod-p automorphic
vector bundles over Sord. See page 1842 for a discussion why we need to substitute the two subquotients
P0 and Pµ in lieu of the classical automorphic vector bundle P .

It is a remarkable fact that P0 and Pµ can be defined on the ordinary stratum also modulo ps for any
s ≥ 1, although the Verschiebung isogeny is defined only in characteristic p. One way to see it is as
follows. Let R =OE,(p) and

Ws =Ws(κ)=W (κ)/ps W (κ)= R/ps R

(we identify the Witt vectors W = W (κ) with the completion Op of R). Denote by Sord
s the open

subscheme of Ss = S×Spec(R) Spec(R/ps R) whose underlying topological space is Sord. The filtration of
the p-divisible group of A by its connected and multiplicative parts extends uniquely from Sord to Sord

s .
This is well-known for the connected part, and by Cartier duality follows also for the multiplicative
part. It is crucial for us that the filtered pieces in (1.1.4) have constant height along Sord

s . Moreover,
by the same result of Moonen quoted above [2004, Corollary 2.1.5] the graded pieces of A[p∞] with
their additional structures of endomorphisms and polarization become isomorphic, locally in the proétale
topology on Sord

s , to the constant p-divisible groups (d−1
E ⊗µp∞)

m , Gn−m and (OE ⊗Qp/Zp)
m . (See

Section 2.1 below for the p-divisible group G over an arbitrary base.) In other words, not only modulo p
but modulo ps as well, we can trivialize gri A[pt

] with the additional structures after passing to a finite
étale covering. This remark will be instrumental in the construction of the big Igusa tower below.

Coming back to the definition of P0 and Pµ over Sord
s , if t ≥ s the exact sequence

0→A[pt
] →A pt

−→A→ 0 (1.1.7)

shows that Lie(A[pt
]/Ss)→ Lie(A/Ss) is an isomorphism.2 The filtration of A[pt

] induces (over Sord
s

only) a filtration of its Lie algebra by OSs -subbundles, hence a similar filtration of Lie(A/Ss). By duality
we get (again over Sord

s ) a filtration of ω by subbundles, which on its 6-part yields the exact sequence

0→ P0→ P→ Pµ→ 0. (1.1.8)

For future reference we record the fact that

P0 = ωA[p∞]0/A[p∞]µ, Pµ = ωA[p∞]µ(6), Q= ωA[p∞]µ(6).

We do not know how to extend (1.1.8) in any intelligible way to the s-th infinitesimal thickening of S],
as we did when s = 1 using Verschiebung.

2For any group scheme G over T we define Lie(G/T ) to be the kernel of the map “ mod ε” from G(T [ε]) to G(T ), where
ε2
= 0.
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1.2. p-adic automorphic vector bundles.

Representations of GLm . We review some well-known facts from the representation theory of GLm . Let
R be any ring, and RepR(GLm) the category of algebraic representations of GLm on projective R-modules
of finite rank. If ρ ∈RepR(GLm), we denote by ρ(R) the associated projective R-module, endowed with a
left GLm(R) action. Given an R-scheme S, the functoriality in R allows us to regard ρ(OS)=OS⊗Rρ(R)
as a vector bundle with a left GLm(OS) action on S. The category RepR(GLm) is a rigid tensor category,
and if R is a field, it is also abelian. Some special objects of the category are the standard representation
st, and the symmetric and exterior powers Symr st and ∧r st of st, defined as suitable quotients of ⊗r st.

If R is a field of characteristic 0, the category is even semisimple. It is well known that the simple
objects are then classified by dominant weights. If λ= (λ1 ≥ · · · ≥ λm) (λi ∈ Z) is a dominant weight of
GLm , the corresponding object is

ρλ = Symλ1−λ2(st)⊗Symλ2−λ3(∧2 st)⊗ · · ·⊗Symλm (∧m st). (1.2.1)

Note that ∧m st is of rank 1, so Symλm (∧m st) = ⊗λm (∧m st) makes sense even if λm is negative. In
Herman Weyl’s construction of ρλ we assume first that λm ≥ 0, view λ as a partition (Young tableau) of
size d =

∑m
i=1 λi , project⊗d st onto a subrepresentation using the Young symmetrizer cλ= aλbλ ∈Z[Sd ],

and then the resulting quotient is a model for ρλ, [Fulton and Harris 1991, Chapter 6]. When λ is not
necessarily positive, one reduces to the positive case by a twist by a power of the determinant ∧m st.

Recall, however, that over a field of characteristic p the ρλ, defined directly by (1.2.1), are in general
reducible (e.g., m = 2 and λ= (p ≥ 0)), and the category RepR(GLm) is not semisimple. As the Young
symmetrizers are only quasiidempotents (i.e., c2

λ = nλcλ for some integer nλ called the hook length of λ,
which might be divisible by p) using them to study the representations of GLm becomes tricky.

A more geometric construction of ρλ that works over any ground ring R, hence produces an element of
RepR(GLm) functorially in R, is via the Borel–Weil theorem — see [Fulton and Harris 1991, Claim 23.57]
over C. Jantzen [2003, II Section 5], gives this construction of ρλ over an arbitrary field, of any
characteristic, and not necessarily algebraically closed. It is however clear that the construction is valid
over any ring R, and is furthermore functorial in R. Let λ= (λm, . . . , λ1) be the antidominant weight
for the standard torus of GLm , which is the opposite of λ. Let G = GLm and let B be the standard
upper-triangular Borel subgroup. Let λ denote also the character of B obtained by first projecting modulo
the unipotent radical U to the torus and then applying λ. On the flag variety G/B define the line bundle
Lλ by

Lλ = G×B λ.

This is the quotient of G × A1 under the equivalence relation (gb, t) ∼ (g, λ(b)t) (b ∈ B). A global
section of Lλ is identified with a map σ : G→ A1 satisfying σ(gb)= λ(b)−1σ(g). In particular, letting
w be the element of maximal length in the Weyl group (the matrix with 1’s on the antidiagonal), we may
define such a section on the (open dense) big cell UwB ⊂ G by

σ0(uwb)= λ(b)−1. (1.2.2)
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The Borel–Weil theorem says that if λ is dominant, then (a) Lλ is ample and Vλ = H 0(G/B, Lλ) 6= 0,
(b) if we let G act on Vλ by left translation, i.e., (gσ)(g′)= σ(g−1g′), this becomes a model for ρλ, and
finally (c) the σ0 of (1.2.2) extends to a regular section on all of G/B, the group B ⊂ G acts on it via the
character λ, and up to a scalar, σ0 is the unique highest weight vector in ρλ.

This geometric formulation makes it evident that ρλ so defined is functorial in R. Moreover, the linear
functional

9λ : σ 7→ σ(w) ∈ A1 (1.2.3)

is easily seen to be in HomB(ρλ|B, λ) where B is the lower triangular Borel. What’s more, since
Lλ+µ = Lλ⊗ Lµ there is a canonical map (multiplication of global sections)

mλ,µ : ρλ⊗ ρµ→ ρλ+µ, (1.2.4)

which is compatible with the functionals 9λ,9µ and 9λ+µ. From now on, whenever we write ρλ or 9λ
we shall have this specific model in mind.

We finally remark that if R is an Fp-algebra, and φ : R→ R is the absolute Frobenius φ(x)= x p, then
every representation ρ ∈ RepR(GLm) admits a Frobenius twist ρ(p) = φ∗(ρ). In concrete terms, locally
on R we may write ρ in matrices, using a basis of the underlying projective module, and ρ(p) is the
representation obtained by raising all the entries of the matrices to power p.

Twisting a representation by a vector bundle. Let S be a scheme over R. For every vector bundle F of
rank m over S we let Isom(Om

S ,F) be the right GLm-torsor of isomorphisms between Om
S and F , the

group scheme GLm/S acting on the right by precomposition. If ρ ∈ RepR(GLm) we consider the vector
bundle

Fρ = Isom(Om
S ,F)×

GLm ρ(OS)

(contracted product). One should think of Fρ as “ρ twisted by F”. For example, for a dominant weight λ,

Fρλ = Symλ1−λ2(F)⊗Symλ2−λ3(∧2F)⊗ · · ·⊗Symλm (∧mF).

What we have constructed is a tensor functor ρ  Fρ from RepR(GLm) into the category VecS of
vector bundles over S. These functors are compatible with base-change of the underlying scheme S,
and with isomorphisms F1 ' F2 between rank m vector bundles. Thus if over S′→ S the pull-backs
of two vector bundles Fi become isomorphic via an isomorphism ε, this ε induces, over S′, functorial
isomorphisms ερ : F1,ρ ' F2,ρ for every ρ ∈ RepR(GLm).

Note that if R is an Fp-algebra, then Fρ(p) = F (p)
ρ , where for any sheaf F over S we denote by

F (p)
=8∗SF its pull-back by the absolute Frobenius of S. By F (p)

ρ we mean either (Fρ)(p) or (F (p))ρ ,
the two being canonically identified.
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The above generalizes to representations of a product of any number of linear groups, say M =∏r
i=1 GLmi . Given ρ ∈ RepR(M) and vector bundles Fi of ranks mi we let

Eρ =
r∏

i=1

Isom(Omi
S ,Fi )×

M ρ(OS). (1.2.5)

We call it the vector bundle obtained by twisting ρ by the vector bundles Fi .

p-adic automorphic vector bundles over Sord
s . Classically, automorphic vector bundles on SC are defined

in the following way. Every connected component S0
C

is of the form 0 \ G(R)/K∞ where K∞ is a
maximal compact-modulo-center subgroup, and 0 an arithmetic subgroup of G(R). By a standard
procedure due to Harish-Chandra one may embed the symmetric space X= G(R)/K∞ as an open subset
of its compact dual X̌. In our case the compact dual happens to be the Grassmannian GLn+m(C)/PC,
where PC is the standard maximal parabolic of type (m, n). (The change of variables involved in the
Harish-Chandra embedding for U (n,m) is called the Cayley transform, as it generalizes the well-known
embedding of the upper half-plane as the open unit disk in P1

C
when n = m = 1.) The Levi quotient

of PC is MC = GLm(C)× GLn(C), and the automorphic vector bundles we consider are attached to
representations ρ ∈ RepC(M).

Let such a representation ρ be given. Let PC act on ρ(C) via its quotient MC, consider the vector
bundle

GLn+m(C)×
PC ρ(C)

on X̌= GLn+m(C)/PC, and denote by Ẽρ its restriction to X. Since left multiplication by 0 commutes
with right multiplication by PC, this vector bundle descends to a vector bundle Eρ on S0

C
= 0 \X. Using

the complex analytic description of the universal abelian variety over 0 \X one checks that the standard
representations of the two blocks in M yield the vector bundles Q and P∨. Easy group theory shows
then that this complex analytic construction gives, for any ρ ∈ RepC(M), a vector bundle which may be
canonically identified with the Eρ obtained by twisting ρ by the pair of vector bundles Q and P∨, as in
the preceding paragraph.

This suggests to adopt the construction outlined on page 1841 as an algebraic construction of automor-
phic vector bundles that works equally well over the arithmetic scheme S, hence also over its special
fiber S.

For the purpose of studying p-adic vector-valued modular forms this is however not always sufficient.
In the classical complex setting, a great advantage of the construction is that Ẽρ becomes trivial on X,
hence may be described by matrix-valued factors of automorphy. In the mod-p or p-adic theory we
need an analogous covering of Sord (or Sord

s ), over which our basic building blocks, hence all the Eρ , will
be trivialized. This is crucial both for Katz’s theory of p-adic modular forms, and for the construction
of Maass–Shimura-like differential operators below. This analogue of X is the (big) Igusa tower, to be
described in Section 2.1.
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At this point the µ-ordinary case becomes fundamentally different from the ordinary one. If p is split
in E , or if p is inert but m = n, then both P and Q are trivialized over the Igusa tower and everything
works well with the usual automorphic vector bundles. However, if p is inert and m < n then P can not
be trivialized over the Igusa tower, nor on any other proétale cover. The best we can do is to trivialize its
subquotients P0 and Pµ separately. This explains why we need to start with three basic bundles Q,Pµ
and P0 over Sord

s , and why our ρ will be an element of RepR(M) with

M = GLm ×GLm ×GLn−m

rather than GLm ×GLn as over C.
After this long discussion, we can finally make the following definition.

Definition 1.2.1. Let ρ ∈ RepR(M) where M = GLm ×GLm ×GLn−m , and define Eρ on Sord
s by (1.2.5)

with (Q,Pµ,P0) replacing the Fi . We call Eρ the p-adic automorphic vector bundle of weight ρ (mod ps),
and lim←s H 0(Sord

s , Eρ) the space of p-adic (vector-valued) modular forms of weight ρ.

Remarks. (i) Note that by our convention the standard representations of the second and third factors of M
correspond to Pµ and P0, while the complex analytic standard representation of GLn corresponded to P∨.

(ii) A p-adic modular form need not come from a global section over S. It is a rigid analytic object,
defined over the affinoid which is the generic fiber of the formal completion of S along Sord. In fact, if
Pµ and P0 are “involved” in Eρ (in the precise sense that ρ does not come from a representation of the
first simple factor of M) then it does not even make sense to ask whether the modular form extends to
a global section over S, because the p-adic automorphic vector bundle does not extend there. In order
to compare classical and p-adic modular forms we make the following definition.

Definition 1.2.2. Let ρ ∈ RepR(M). We say that the p-adic automorphic vector bundle Eρ is of classical
type if ρ factors through the first factor of M .

A p-adic automorphic vector bundle of classical type is the restriction to Sord
s of a classical automorphic

vector bundle. Note however that P , an honest automorphic vector bundle on Ss , is not a p-adic
automorphic vector bundle on Sord

s (if m < n), as it can not be reconstructed from its graded pieces P0

and Pµ.

2. Differential operators on p-adic modular forms

2.1. The big Igusa tower.

The p-divisible group G. Following a long-standing tradition going back to Katz in the ordinary case, we
want to describe a certain tower of (big) Igusa varieties Tt,s , for all t, s ≥ 1. The variety Tt,s will be an
Igusa variety of level pt over OE,(p)/psOE,(p). By “tower” we mean that the reduction of Tt,s+1 modulo
ps will be identified with Tt,s , and that for a fixed s there will be compatible morphisms from level pt ′ to
level pt for all t ′ ≥ t . This “big Igusa tower” has been defined and studied, in much greater generality, in
Mantovan’s work [2005].
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To describe it, we shall have to choose a model G over W =W (κ)=Op of the p-divisible group that
becomes, over κ , the group Gκ introduced on page 1835. This choice results in freedom, which grows
with t and s, and prevents the Tt,s (unlike the small Igusa varieties, see below) from being canonically
defined. This problem will nevertheless disappear over W (κ), so the reader interested in the construction
over W (κ)/ps W (κ) only, can happily ignore the issue.

The easiest way to fix our model is to choose an elliptic curve C defined over W , with complex
multiplication by OE and CM type 6. The theory of complex multiplication guarantees that such an
elliptic curve exists, and has supersingular reduction. We then let G= C[p∞] be its p-divisible group.
Its special fiber Gκ is of local-local type, height 2 and dimension 1. The canonical polarization of the
elliptic curve supplies an isomorphism of G with its Serre dual, hence a compatible system of perfect
alternating Weil pairings (for t ≥ 1)

〈 · , · 〉 :G[pt
]×G[pt

] → µpt .

The completion Op of OE maps isomorphically onto End(G/W )⊂ End(G/κ). Furthermore, for any
W -algebra R

EndOE (G[p
t
]/R)=Op/ptOp.

We have 〈ι(a)u, v〉 = 〈u, ι(a)v〉 for every a ∈OE .

The Igusa moduli problem. If R is a Ws(κ)-algebra and A/R is fiber-by-fiber µ-ordinary, then its p-
divisible group admits a filtration like (1.1.4) whose graded pieces we label gri A[p∞]. We choose the
indices in such a way that locally in the proétale topology on Spec(R) there exist isomorphisms

ε0
: (OE ⊗Qp/Zp)

m
R ' gr0, ε1

:Gn−m
R ' gr1, ε2

: (d−1
E ⊗µp∞)

m
R ' gr2, (2.1.1)

respecting the action of OE and the pairings. Note that gr1 is self-dual, while ε0 and ε2 determine each
other. For future reference we want to make the pairings on these “model group schemes” explicit. If

α = (x1, . . . , xm, y1, . . . , yn−m, z1, . . . , zm) ∈ (OE ⊗Qp/Zp)
m
R ×Gn−m

R × (d−1
E ⊗µp∞)

m
R ,

and similarly α′ = (x ′1, . . . , x ′m, y′1, . . . , y′n−m, z′1, . . . , z′m), we define

〈α, α′〉 =

m∏
i=1

〈xi , z′m+1−i 〉

n−m∏
j=1

〈y j , y′n−m+1− j 〉

m∏
i=1

〈zi , x ′m+1−i 〉. (2.1.2)

In matrix form, writing µp∞ additively, we take, tα Jn+mα
′ where Jl is the antidiagonal matrix of size l,

and not tα In,mα
′ where In,m is the matrix (1.1.1). As remarked on page 1833, these two pairings produce

isomorphic polarized OE -groups. Thus, there is no real difference which pairing we take at this point, but
for later book-keeping purposes, we prefer the one with Jn+m .

We call ε= (ε0, ε1, ε2) a graded symplectic trivialization of the p-divisible group. A graded symplectic
trivialization of A[pt

] is a similar system of isomorphisms of the pt -torsion in the p-divisible groups,
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defined over R, which is locally étale liftable to a graded symplectic trivialization of the whole p-divisible
group.

Definition 2.1.1. The big Igusa moduli problem of level pt over Ws(κ), denoted Tt,s , classifies tuples

(A, ε)/R/Ws ,

where A ∈ Sord
s (R) and ε is a graded symplectic trivialization of A[pt

] as in (2.1.1), up to isomorphism.

The representability of this moduli problem by a scheme, denoted also Tt,s , is standard. One only
has to check that it is relatively representable over Sord

s [Katz and Mazur 1985, Chapter 4]. The maps
between the levels are self-evident. The morphism

τ : Tt,s→ Sord
s

is a Galois étale covering of Sord
s [Mantovan 2005, Proposition 4].

The small Igusa variety of the same level classifies tuples (A, ε2) of the same nature. There is an
obvious morphism from the big tower to the small one: “forget ε1”. Since ε0 is determined by ε2 we do
not have to forget anything more.

The Galois group. The Galois group1t of the covering τ :Tt,s→ Sord
s is isomorphic to GLm(OE/ptOE)×

Un−m(OE/ptOE) under

1t 3 γ 7→ [γ ] = (γ 2, γ 1) ∈ GLm(OE/ptOE)×Un−m(OE/ptOE),

where

γ (A, ε)= (A, ε ◦ [γ ]−1). (2.1.3)

Here by Un−m(OE/ptOE) we mean the quasisplit unitary group, consisting of matrices g of size n−m
satisfying the relation t g Jn−m g = Jn−m . As explained before, it is isomorphic to the group of matrices
satisfying t gg = I . By ε ◦ [γ ]−1 we mean that we compose ε1 with γ−1

1 and ε2 with γ−1
2 (the action on

ε0 being determined by the one on ε2). As usual, the group 1t acts simply transitively on the geometric
fibers of the morphism τ .

Trivializing the three basic vector bundles over the Igusa tower. For simplicity write T = Tt,s , 1=1t ,
and assume that t ≥ s. There is enough level structure then to “see” the relative Lie algebra of A/Ss on
A[pt
]/Ss , as explained in the paragraph following (1.1.7).

As the cotangent space at the origin of d−1
E ⊗ µpt/Ws is canonically identified with OE ⊗ Ws =

Ws(6)⊕Ws(6), the isomorphism ε2 induces canonical trivializations of OE -vector bundles over T

ε2
= ((ε2)−1)∗ :OE ⊗Om

T 'Q⊕Pµ

(we write Q for τ ∗Q etc. as τ ∗Q is “the” Q of A/T ), or

ε2(6) :Om
T 'Q, ε2(6) :Om

T ' Pµ.
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Similarly fix, once and for all, an isomorphism of the cotangent space at the origin of G[pt
]/Ws (as an

OE -module) with Ws(6). The isomorphism ε1 induces then also a canonical trivialization over T

ε1
:On−m

T ' P0.

The action (2.1.3) of γ ∈1 on T induces the following action on the trivializations

γ (εi )= εi
◦

tγ i . (2.1.4)

(i = 1, 2). Let us check the last formula, dropping the index i :

γ (ε)= (γ (ε)−1)∗ = (γ ◦ ε−1)∗ = (ε−1)∗ ◦ γ ∗ = ε ◦ tγ,

because the matrix representing [γ ]∗ on the cotangent space is the transpose of the matrix representing
[γ ]∗ on the Lie algebra, which is simply [γ ].

2.2. The theta operator.

Pretheta. Let ρ be a representation of GLm ×GLm ×GLn−m over Ws , and let Eρ be the automorphic
vector bundle on Sord

s defined above. We define a connection

2̃ : Eρ→ Eρ ⊗�Ss/Ws

over Sord
s .

Let t≥ s. Denote by Oρ=ρ(OT ) the vector bundle over T =Tt,s obtained by twisting the representation
ρ by the trivial vector bundles Om

T , Om
T and On−m

T as in Definition 1.2.1. The trivial connection on the
structure sheaf OT induces, by the usual rules, a connection

dρ :Oρ→Oρ ⊗�T/Ws .

For example, if ρ = ρλ where λ= (λ1, . . . , λm) is a dominant weight depending only on the first GLm

factor, so that Oρ is given by (1.2.1), then dρ is given by the usual rules of differentiation of symmetric
powers, exterior powers and duals.

On the other hand the trivializations ε1 and ε2 constructed above yield a trivialization

ερ :Oρ ' τ ∗Eρ

over T . To get the action of

γ = (γ2, γ1) ∈1= GLm(OE/ptOE)×Un−m(OE/ptOE)

on ερ we first map γ to GLm(Ws)×GLm(Ws)×GLn−m(Ws) via

γ 7→ ι(γ )= (γ 2, γ2, γ1)

(well defined because t ≥ s) and let t
[γ ]ρ = ρ(

t ι(γ )). Then from (2.1.4) we get

γ (ερ)= ερ ◦
t
[γ ]ρ . (2.2.1)
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Let U ⊂ Sord
s be Zariski open. For f ∈ H 0(U, Eρ) define

2̃( f )= (ερ ⊗ 1) ◦ dρ ◦ ε−1
ρ (τ ∗ f ) ∈ H 0(τ−1(U ), τ ∗Eρ ⊗OT �T/Ws ). (2.2.2)

Since τ is étale, �T/Ws =OT ⊗OSs
�Ss/Ws , so

2̃( f ) ∈ H 0(τ−1(U ), τ ∗Eρ ⊗OSs
�Ss/Ws ).

We have to show that 2̃( f ) ∈ H 0(U, Eρ ⊗OSs
�Ss/Ws ), and for that it would suffice to show that it is

invariant under 1. Let γ ∈1. Then by (2.2.1)

γ (2̃( f ))= (ερ ⊗ 1) ◦ t
[γ ]ρ ◦ dρ ◦ t

[γ ]−1
ρ ◦ ε

−1
ρ (τ ∗ f )= 2̃( f ).

Here we used that (a) τ ∗ f is Galois invariant, (b) dρ is Galois invariant since τ is étale, and (c) dρ
commutes with the scalar matrices t

[γ ]ρ . We summarize our construction in the following theorem.

Theorem 2.2.1. Let U ⊂ Sord
s be an open set and f ∈ H 0(U, Eρ). Then

2̃( f )= (ερ ⊗ 1) ◦ dρ ◦ ε−1
ρ (τ ∗ f ) ∈ H 0(U, Eρ ⊗OSs

�Ss/Ws )

yields a well-defined connection on Eρ . The connection defined on E ⊗F , E∨ etc. is the tensor product,
dual etc. of the connections defined on the individual sheaves. If s = 1 (i.e., we are in characteristic p),
then the connection defined on E (p) is trivial. Hence, if f and g are sections of E and F , respectively, then
on E (p)⊗F we have 2̃( f (p)⊗ g)= f (p)⊗ 2̃(g).

Proof. The functoriality with respect to linear-algebra operations (including Frobenius twist in charac-
teristic p) is clear. The last remark is a general fact about modules with connection. For any vector
bundle E over a base S in characteristic p there is a canonical connection ∇can on E (p), characterized by
∇

can( f (p))= 0 for any section f of E , and if ∇ is any connection on E , then its pull-back ∇(p) to E (p) is
canonically identified with ∇can. �

Theta. Using the inverse of the Kodaira–Spencer isomorphism

KS : P ⊗Q'�Ss/Ws

we may view 2̃ as a map from Eρ to Eρ⊗P⊗Q. We emphasize that this map is not a sheaf homomorphism,
as it is only κ-linear and not OSs -linear. It is better, however, to consider the operator

2= (1⊗ prµ⊗1) ◦ (1⊗KS−1) ◦ 2̃ : Eρ→ Eρ ⊗Pµ⊗Q. (2.2.3)

Here prµ : P→ P/P0 = Pµ is the canonical projection.
If s = 1, in characteristic p over S, we may replace Pµ by Q(p) and prµ by V . From the point of

view of connections, dividing �S/κ by ker(V ⊗ 1)= P0⊗Q means that we restrict the connection to the
foliation TS+ ⊂ TS which has been introduced and studied in [de Shalit and Goren 2018], i.e., use it to
differentiate sections of Eρ only in the direction of TS+. Although this voluntarily gives up information
encoded in 2̃, when restricted to characteristic p, the operator 2 has four advantages over its predecessor:
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(1) While 2̃ has poles along the complement of Sord in S, we shall see that 2 may be analytically
continued everywhere, at least when applied to scalar modular forms.

(2) The effect of 2 on Fourier–Jacobi expansions is particularly nice, while the formulae for 2̃ contain
unpleasant terms.

(3) Restricting the connection to the foliation TS+ should also result in a nice expansion of 2 at a
µ-ordinary point in terms of Moonen’s generalized Serre–Tate coordinates [2004]. This is the
approach taken in [Eischen and Mantovan 2017]. For the relation between TS+ and Moonen’s
generalized Serre–Tate coordinates, see [de Shalit and Goren 2018, Section 3.3, Theorem 13].

(4) Unlike 2̃, the operator 2 lands back in a sheaf which is obtained “by linear algebra operations” from
Q,Pµ and P0. This will allow us to iterate 2, something which we were prohibited from doing with
2̃ due to the presence of P .

2.3. Higher order differential operators Dκ ′

κ . For the sake of completeness we indicate how one gets, by
iterating 2, a whole array of differential operators Dκ ′

κ . We follow, with minor modifications, Eischen’s
thesis [2012]. If κ = (a, b, c) is a dominant weight of M = GLm ×GLm ×GLn−m we denote the vector
bundle Eρ associated with the representation ρ = ρκ by Eκ .

Let st be the standard representation of GLm over W , let a′ be a positive dominant weight a′1 ≥ · · · ≥
a′m ≥ 0 and e=6m

i=1a′i . Then in RepW (GLm) there exists a distinguished homomorphism, unique up to a
W×-multiple,

πa′ : st⊗e
→ ρa′ .

One simply has to normalize the homomorphism resulting from the Young symmetrizer ca′ so that it is
integral, but not divisible by p. Whether πa′ can be further normalized to eliminate the W×-ambiguity
depends on which model we take for ρa′ , as two such models are canonically isomorphic only up to
multiplication by a scalar. Since we agreed to take the models given by the Borel–Weil theorem over W ,
we do not know how to normalize πa′ any further or whether it is surjective before inverting p.

Let κ ′ = (a′, b′, 0) be a dominant weight with a′ and b′ positive, such that

e =
m∑

i=1

a′i =
m∑

i=1

b′i .

In [Eischen et al. 2018] such a κ ′ is called sum-symmetric.
We twist ρκ ′ = ρa′⊗ρb′⊗1 by the vector bundles Q and Pµ. Recall that Q is used to twist ρa′ and Pµ

is used for ρb′ , while twisting by P0 is not needed, as the representation associated with GLn−m is the
trivial one. We get

πκ ′ = πb′ ⊗πa′ : (Pµ⊗Q)⊗e
→ Eκ ′ .

Let κ = (a, b, c) be a dominant weight of M . Consider the e-th iteration of the derivation 2. It maps
the sheaf Eκ to Eκ ⊗ (Pµ⊗Q)⊗e. We may now use πκ ′ to map (Pµ⊗Q)⊗e to Eκ ′ and finally apply the



Theta operators on unitary Shimura varieties 1849

homomorphism mκ,κ ′ : Eκ ⊗ Eκ ′→ Eκ+κ ′ of (1.2.4) to get the differential operator

Dκ ′

κ = mκ,κ ′ ◦ (1⊗πκ ′) ◦2e
: Eκ→ Eκ+κ ′ . (2.3.1)

As mκ,κ ′ ◦(1⊗πκ ′) is a sheaf homomorphism this Dκ ′

κ is a differential operator of order e. It is well-defined
only up to a scalar from W×. The operators Dκ ′

κ allow us to increase the weight by any κ ′ as long as

κ ′ = (a′, b′, 0), a′1 ≥ · · · ≥ a′m ≥ 0, b′1 ≥ · · · ≥ b′m ≥ 0,
m∑

i=1

a′i =
m∑

i=1

b′i .

Example. Scalar-valued modular forms. If κ = (k, . . . , k; 0, . . . , 0; 0, . . . , 0) then

Eκ = det(Q)k = Lk .

In this case, global sections of Eκ are scalar-valued modular forms on G of weight k. If we take
κ ′ = (k ′, . . . , k ′; k ′, . . . , k ′; 0, . . . , 0) then Dκ ′

κ maps Lk to Lk+k′
⊗det(Pµ)k

′

. If s = 1, in characteristic p,
we may identify det(Pµ) with Lp (1.1.6), so Dκ ′

κ maps Lk to Lk+(p+1)k′ . In these cases Dκ ′

κ is obtained
by applying 2 iteratively mk times and projecting. If m = 1 then Dκ ′

κ is simply 2k′ .

3. Toroidal compactifications and Fourier–Jacobi expansions

3.1. Toroidal compactifications and logarithmic differentials.

Generalities. Our goal in this section is to show that the operator 2, defined so far on Sord
s , extends

to a partial compactification Sord
s , obtained by fixing a smooth toroidal compactification Ss of Ss , and

removing from it the closure of Sno
s = Ss \ Sord

s . Thus

Sord
s = Ss \ {Zariski closure of Sno

s }

is an open subset of Ss . Note that in general the closure of Sno
s may meet the boundary of Ss , although in

some special cases, e.g., whenever m=1, Sno
s is proper and does not reach the cusps. For a characterization

of Sord
s as the nonvanishing locus of the Hasse invariant see page 1859. Once we extend 2, we shall

calculate its effect on Fourier–Jacobi expansions and show that, as in the classical case of GL2, it is
morally given by “q · d/dq”.

The toroidal compactifications S of S considered below are smooth over OE,(p) and their boundary
∂S = S \ S is a divisor with normal crossing. However, they depend on auxiliary combinatorial data,
and are not unique. As such, one can not expect S to solve a moduli problem anymore. The universal
abelian scheme A nevertheless extends canonically to a semiabelian scheme G with OE -action over S.
We say that a geometric point x of ∂S is of rank 1≤ r ≤ m if the toric part of Gx has dimension 2r , i.e.,
OE -rank r . Skinner and Urban [2014] call such a point “a point of genus n+m− 2r”, referring to the
dimension of the abelian part of Gx instead.

Constructing the toroidal compactifications, even if all proofs are omitted, requires several pages of
definitions and notation. Lan’s book [2013] is an exhaustive, extremely careful and precise reference.
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Unfortunately, some notation introduced there is too long to fit in a single line. Following Faltings and
Chai [1990], Skinner and Urban [2014, Section 5.4] gave a very readable account of the compactification,
which we will follow closely. It is set for signature (n, n), but the modifications needed to treat an arbitrary
signature (n,m) are minor. Yet, this forces us to review everything from scratch, rather than use [Skinner
and Urban 2014] blindly.

We shall content ourselves with the arithmetical compactification of ShK/W (several copies of which
comprise S/W ). In Section 3.1 only we will write S for ShK/W or for its base-change to Ws (rather than
to κ =W1 as before). As smaller Shimura varieties will show up in the process, we shall write

S = SG = SG,K

whenever we need to emphasize the dependence on G or K .
Let {ei } denote the standard basis of V = En+m and consider, for 0≤ r ≤ m,

0⊂ Vr = SpanE {e1, . . . , er } ⊂ V⊥r = SpanE {e1, . . . , en, en+r+1, . . . , en+m} ⊂ V .

If we regard V =ResE
Q An+m as a Q-vector group, whose Q-rational points are En+m , this is a Q-rational

filtration. The quotient V (r)= V⊥r /Vr becomes a hermitian space of signature (n− r,m− r) at infinity,
and 3∩ V⊥r projects to a self-dual lattice 3(r)⊂ V (r), defining a smaller general unitary group Gr . If
n = m = r we understand by Gr the group Gm (accounting for the similitude factor, which is present
even if V (r)= 0).

The subgroup

Pr = StabG(Vr )

stabilizes also V⊥r , and is a maximal Q-rational parabolic subgroup of G. Its unipotent radical is

Ur = {g ∈ Pr | g acts trivially on Vr , V (r), and V/V⊥r }.

Its Levi quotient, Lr = Pr/Ur , is identified with ResE
Q GLr ×Gr under the map g 7→ (g|Vr , g|V (r)). The

center Zr = Z(Ur ) of Ur turns out to be

Zr = {g ∈Ur | (g− 1)(V⊥r )= 0, (g− 1)(V )⊂ Vr }.

In matrix block form

Pr =

g =

A C B
D C ′

ν t A−1

 ∈ G

 , (3.1.1)

where A is a square matrix of size r and D is a square matrix of size (n +m − 2r). The group Ur is
characterized by ν = 1, A = 1, D = 1, and Zr by the additional properties C = 0, C ′ = 0. When this
is the case, B =−t B. We regard Lr also as a subgroup of Pr , mapping (g, h) to the matrix which in a
diagonal block form is (g, h, ν(h)t g−1). Thus Pr = LrUr .

Every maximal Q-rational parabolic subgroup of G is conjugate to Pr for some r .
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Cusp labels, the minimal compactification and the toroidal compactifications. Let 1≤ r ≤ m. The set of
cusp labels of level K and rank r [Skinner and Urban 2014, Section 5.4.2] is the finite set

Cr = [GLr (E) · Gr (A f )] ·Ur (A f )\G(A f )/K .

As before, the rank r will be the OE -rank of the toric part of the universal semiabelian variety over
the corresponding cuspidal component. If g ∈ G(A f ) we denote by [g] = [g]r = [g]r,K ∈ Cr the
corresponding double coset. The minimal (Baily–Borel) compactification S∗ of S is discussed in [Lan
2013, Section 7.2.4] and, when n = m, in [Skinner and Urban 2014, Section 5.4.4]. It is a singular
compactification admitting a stratification by finitely many locally closed strata

S∗ =
m⊔

r=0

⊔
[g]r∈Cr

SGr ,Kr,g ,

where Kr,g = Gr (A f )∩gK g−1. Each SGr ,Kr,g is an (n−r)(m−r)-dimensional Shimura variety, so when
r attains its maximal value m, it is 0-dimensional. When r = 0 we get one stratum, which is the open
dense S. The closure of SGr ,Kr,g is the union of SGr ′ ,Kr ′,g′

for r ≤ r ′ and g′ such that the cusp label [g′]r ′
is a specialization of [g]r in an appropriate sense [Lan 2013, Definition 5.4.2.13]. We call each SGr ,Kr,g a
rank r cuspidal component of S∗.

Any toroidal compactification that we consider will be a smooth scheme S/W endowed with a proper
morphism

π : S→ S∗.

Moreover, it will come equipped with a stratification

S =
m⊔

r=0

⊔
[g]r∈Cr

⊔
σ∈6H++g,R

/0g

Z([g]r , σ )

by finitely many smooth, locally closed W -subschemes Z([g]r , σ ). The indexing set 6H++g,R
/0g will

become clear shortly. The morphism π will respect the stratifications.
Every Z([g]r ,σ ) is constructed in three steps, related to the structure of the semiabelian scheme G over

it, as follows:

• First, SGr ,Kr,g is the moduli space of the abelian part of G (with the associated PEL structure), which
is of signature (n−r,m−r), hence is a smooth Shimura variety of dimension (n−r)(m−r) over W .
Let Ar denote the universal abelian scheme over it. In contrast to the abelian part, the toric part of G
is fixed by the cusp label [g]r , and is given by

TX = HomOE (X, d
−1
E ⊗Gm)

where X = Xg is a rank-r projective OE -module determined by g. Thus dim(TX ) = 2r and
dim(Ar )=n+m−2r . For example, if g=1 (the “standard cusp of rank r”) then X =Hom(3∩Vr ,Z).
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• The second step in the construction of Z([g]r , σ ) is the construction of an abelian scheme C which
classifies the extensions of Ar by TX . Let X∗ = HomOE (X,OE) and

C = C([g]r ) := Ext1OE
(Ar , TX ).

This can be written also as

C = X∗⊗OE Ext1OE
(Ar , d

−1
E ⊗Gm)= X∗⊗OE At

r = HomOE (X,A
t
r ),

using the fact that TrE/Q⊗1 : d−1
E ⊗Gm→ Gm induces an isomorphism

Ext1OE
(Ar , d

−1
E ⊗Gm)' Ext1(Ar ,Gm)=At

r .

The relative dimension of C over SGr ,Kr,g is r(n+m− 2r), so its total dimension is

(n− r)(m− r)+ r(n+m− 2r)= nm− r2.

• In the last and final step one uses auxiliary combinatorial data and the theory of toroidal embeddings
[Fulton 1993] to construct the Z([g]r , σ ). Each of them is a torus torsor over C([g]r ). For details,
see the next subsection.

The stratification by disjoint locally closed strata does not shed any light on the way these strata are
glued together, even if the closure relations between them are given. However, each stratum Z = Z([g]r , σ )
is actually the underlying reduced scheme (the “support”) of a formal scheme Z= Z([g]r , σ ) whose
over-all dimension (counting the “formal parameters” too) is mn. The semiabelian scheme together
with the PEL structure extend from Z to Z “in the infinitesimal directions” to give a structure called
degeneration data. As described originally in [Mumford 1972] in the totally degenerate setting, and later
on in [Ash et al. 1975; Faltings and Chai 1990; Lan 2013], this allows one to use Mumford’s construction
to glue all the pieces together. We do not reproduce this construction, but remark that the key to it is the
presence of a polarization, which allows, at a crucial step, to use Grothendieck’s algebraization theorem.

The torsor 4. As our purpose is to establish just enough notation to be able to study 2 at the cusps,
and as this will be done only at the standard cusps, we shall explain now the third and final step in
the construction of Z([g]r , σ ) under the assumption that g = 1. The general case can be treated in a
similar manner, transporting all structures by g. While necessary for applications, it does not add much
conceptually.

Assume therefore that the cusp label is [g]r = [1]r and drop the g from the notation. Let

X = Hom(3∩ Vr ,Z), Y =3/(3∩ V⊥r ).

Let φX : Y ' X be the isomorphism given by φX (u)(v)= 〈u, v〉. It satisfies φX (au)= aφX (u). If c ∈C =
HomOE (X,At

r ) we denote by ct
∈ HomOE (Y,Ar ) the unique homomorphism satisfying φr ◦ ct

= c ◦φX ,



Theta operators on unitary Shimura varieties 1853

where φr :Ar 'At
r is the tautological principal polarization of the abelian scheme Ar over SGr ,Kr,g .

X c
// At

r

Y ct
//

φX

OO

Ar

φr

OO

We construct a torus TH and use it to define a TH -torsor 4 over C which will be basic for the
construction of the local charts below. Let

H = Zr (Q)∩ K

where Zr , as before, is the center of the unipotent radical of Pr , and K the level subgroup. Let Ȟ =
HomZ(H,Z) and

TH = H ⊗Gm/W = Spec(W [Ȟ ]),

the split torus over the Witt vectors with character group Ȟ and cocharacter group H .3 There is another
useful way to think of H , as a rank-r2 lattice of hermitian bilinear forms on Y (the lattice shrinking as
the level increases) [Skinner and Urban 2014, Section 5.4.1]. Simply attach to h ∈ H the hermitian form
bh : Y × Y → d−1

E defined by
bh(y, y′)= δ−1

E ((h− 1)y, y′). (3.1.2)

Here ( · , · ) is the pairing on Vr × (V/V⊥r ) induced from (1.1.2). Using the description of Zr in (3.1.1)
we may regard h 7→ bh as assigning to h ∈ H the matrix δ−1

E B.
We denote by 4 the TH -torsor over C = HomOE (X,At

r ) constructed in [Skinner and Urban 2014],
smooth of total dimension mn. Recall that given such a torsor, every character χ ∈ Ȟ of TH determines,
by push-out, a Gm-torsor 4χ over C , and the resulting map

χ 7→ [4χ ]

from Ȟ to the group of Gm-torsors over C is a homomorphism. Conversely, 4 is uniquely determined by
giving such a homomorphism. We proceed to describe 4 in this way.

If y, y′ ∈ Y let χ = [y⊗ y′] denote the element of Ȟ which sends

H 3 h 7→ TrE/Q bh(y, y′)= 〈(h− 1)y, y′〉 ∈ Z.

Then we require 4χ |c, the fiber at c ∈ C of 4χ , to be

P|×c(φX (y))×ct (y′),

where P is the Poincaré bundle over At
r ×Ar . The superscript × means “the associated Gm-bundle”,

obtained by removing the zero section. It can be checked that this extends to a homomorphism from Ȟ
to the group of Gm-torsors over C . For any χ ∈ Ȟ we let L(χ) be the line bundle on C whose associated

3Skinner and Urban [2014] denote Ȟ by S.
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Gm-bundle is 4χ . Over the complex numbers, sections of L(χ) are classical theta functions on the
abelian scheme C . We shall often denote elements of Ȟ also by ȟ. We have a canonical identification
L(ȟ1+ ȟ2)= L(ȟ1)⊗L(ȟ2).

Having constructed 4 we proceed to study its equivariance properties under the group

0 = GL(Vr )(Q)∩ K .

Using (3.1.1), this is the group of rational matrices A that also lie in K . Since the action of Pr on Zr by
conjugation factors through Pr/Ur = Lr , the group 0 ⊂ Lr acts on Zr . Using (3.1.1) again, A sends B
to AB t A. In particular 0 acts on H , hence it acts on TH by automorphisms of the torus.

We also have an action of 0 on C = HomOE (X,At
r ) induced from its action on X . Any γ ∈ 0 maps

L(ȟ)|c to L(γ (ȟ))|γ (c). If 0(ȟ) is the stabilizer of ȟ ∈ Ȟ then [Skinner and Urban 2014, Lemma 5.1]
0(ȟ) acts trivially on the global sections of L(ȟ) over C .

Finally, as the push-out of 4|γ (c) by [γ (y)⊗ γ (y′)] is identically the same as the push out of 4|c by
[y⊗ y′], or equivalently

4|γ (c) = (4×
TH ,γ TH )|c

the isomorphism 1× γ : 4 = 4×TH TH → 4×TH ,γ TH of torsors over C , yields an action of 0 on 4
which covers its action on C , and is compatible with the 0-action on TH . In short, all the constructions
so far are equivariant under 0.

The local charts. Now comes the choice of the auxiliary data involved in the toroidal compactification.
Let

H+R ⊂ HR

be the cone of positive semidefinite hermitian bilinear forms on YR whose radical is a subspace defined
over Q (i.e., the R-span of a subspace of YQ). Let 6= {σ } be a 0-admissible (infinite) rational polyhedral
cone decomposition of H+R [Lan 2013, Definition 6.1.1.10]. Admissibility means that the action of 0 on
HR permutes the σ ’s, and that modulo 0 there are only finitely many cones in 6. By convention, the
cones σ do not contain their proper faces, and every face of a cone in 6 also belongs to 6. In particular,
6 contains the origin as its unique 0-dimensional cone. When we treat all cusp labels, and not only
one at a time, an additional assumption has to be imposed about the compatibility of the polyhedral
cone decompositions associated with a cusp ξ and with a higher rank cusp to which ξ specializes. It
is a nontrivial fact that such polyhedral cone decompositions exist, see Chapter 2 of [Ash et al. 1975].
Moreover, every two 0-admissible rational polyhedral cone decompositions of H+R have a common
refinement of the same sort. One can even find such a polyhedral cone decomposition in which every σ is
spanned by a part of a basis of H . The TH,σ defined below will then be smooth over W , and from now
on we assume that this is the case. Lan [2013] calls such a 6 a 0-admissible smooth rational polyhedral
cone decomposition of H+R . If K is small enough so that 0 is neat, refinements exist such that, in addition,
the closures of σ and γ (σ ), for σ ∈6 and 1 6= γ ∈ 0, meet only at the origin.
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Each cone σ ∈6 defines a torus embedding

TH ↪→ TH,σ = Spec(W [Ȟ ∩ σ∨])

where σ∨ ⊂ ȞR is the dual cone and W =W (κ) as before. By definition

σ∨ = {v ∈ ȞR | v(u)≥ 0,∀u ∈ σ },

so, unlike σ , σ∨ contains its faces. Observe that TH naturally acts on TH,σ . Since σ does not contain a
line, σ∨ has a nonempty interior.

Let

σ⊥ = {v ∈ ȞR | v(u)= 0,∀u ∈ σ }.

When dσ =dim(σ )< r2, σ∨⊃σ⊥ 6= 0. Then Z H,σ =Spec(W [Ȟ∩σ⊥]) is a torus, dim Z H,σ = r2
−dσ . In

fact, Z H,σ is the unique minimal orbit of TH in its action on TH,σ , an orbit which lies in the closure of any
other orbit. There is an obvious surjection TH,σ � Z H,σ . This surjection admits a section Z H,σ ↪→ TH,σ ,
corresponding to W [Ȟ ∩ σ⊥] ' W [Ȟ ∩ σ∨]/Iσ , where Iσ is the ideal generated by Ȟ ∩ σ∨ \ Ȟ ∩ σ⊥.
Another way to think of Z H,σ is as

Z H,σ = TH,σ \
⋃
τ<σ

TH,τ

where τ runs over all the proper faces of σ .
The TH,σ glue to form a toric variety (locally of finite type, but not of finite type in general) TH,6 , in

which each TH,σ is open and dense:

TH,6 =
⋃
σ∈6

TH,σ .

This TH,6 is stratified by the disjoint union of the Z H,σ . The actions of 0 on H and 6 induce an action
of 0 on TH and a compatible action on TH,6 . By our assumption on 6, TH,6 is smooth over W .

We “spread” this construction over C =HomOE (X,At
r ), twisting it by the torsor4, namely we consider

46 =4×
TH TH,6. (3.1.3)

The group 0 acts on each of the three symbols on the right in a compatible way, so we get an action of 0
on 46 .

Let us bring back the reference to the cusp label [g]r , although in the above we tacitly assumed [g]r = 1
and dropped g from the notation. See [Skinner and Urban 2014, Section 5.4.1] for the precise definition
of Hg, 6g etc. Denote by H++g,R the set of positive-definite hermitian bilinear forms in H+g,R. For σ ∈6g

such that σ ⊂ H++g,R we let

Z([g]r , σ )=4×TH Z H,σ ,

and let

Z([g]r , σ )
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be the formal completion of 46 or, what amounts to be the same, of its open subset 4×TH TH,σ , along
Z([g]r , σ ). These are the local charts at the cuspidal component labeled by [g]r . There is a smooth
morphism

Z([g]r , σ )→ C([g]r )

whose fibers are isomorphic to the completion of TH,σ along Z H.σ . The Z([g]r , σ ) are nm-dimensional and
smooth over W . Each such local chart has nm− dσ “algebraic dimensions” and dσ “formal dimensions”.
Specializing the formal variables to 0, one gets the support Z([g]r , σ ) of Z([g]r , σ ), whose dimension is
nm− dσ . The action of γ ∈ 0 on 46 induces an isomorphism γ∗ between Z([g]r , σ ) and Z([g]r , γ (σ )).
For comparison, we remark that in [Lan 2013, Section 6.2.5] the Z([g]r , σ ) are denoted X8H,δH,σ and
Z([g]r , σ ) are denoted 48H,δH,σ . Also, under our assumptions the stabilizers denoted in [Lan 2013] by
08H,σ are trivial.

Once we have described the local charts, it remains to construct on each of them the degeneration
data which allows one to carry on the Mumford construction. This results in gluing the various charts
together, and at the same time constructing G with the accompanying PEL structure over the glued scheme.
Care has to be taken not only to glue pieces labeled by the same cusp label [g]r , but also to respect the
way cusp labels specialize. In the process of gluing, one has to divide by the action of 0 on the formal
completion of (3.1.3) along the complement of 4=4×TH TH . Note that it does not make sense to divide
46 by 0, just as it did not make sense to divide 4, or the abelian scheme C over which it lies, by the
action of 0. For the gluing of the local charts, that we do not review here, see [Lan 2013, Section 6.3].
The final result is [loc. cit., Theorem 6.4.1.1].

Logarithmic differentials. We construct certain formal differentials on the local chart Z([g]r , σ ), relative
to C([g]r ), with logarithmic poles along Z([g]r , σ ). We shall denote the module of these differentials

�Z/C [d log∞].

They will play an important role in our formulae for 2.
Notation as above, consider a cone σ ⊂ H++g,R and let h1, . . . , hdσ be positive semidefinite, part of a

basis of H = Hg, such that
σ = Cone(h1, . . . , hdσ ).

Complete the hi to a basis h1, . . . , hr2 of H , let {ȟi } be the dual basis of Ȟ = Hom(H,Z) and introduce
formal variables qi = q ȟi (to be able to write the group structure on Ȟ multiplicatively rather than
additively). Then

TH,σ = Spec(W [q1, . . . , qdσ , q±1
dσ+1, . . . , q±1

r2 ])

and
Z H,σ = Spec(W [q±1

dσ+1, . . . , q±1
r2 ]).

Locally on Z([g]r , σ ) we use as coordinates the pull-back of any system of nm− r2 local coordinates on
the base C = HomOE (X,At

r ), together with the “algebraic” coordinates qdσ+1, . . . , qr2 , and the “formal”
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coordinates q1, . . . , qdσ . We emphasize that because of the twist by the torsor 4 in the construction of
the local charts, the qi are not global coordinates. The correct way to think of them is as local sections of
the line bundles L(−ȟi ) on C . If the hi are positive definite, these line bundles will be antiample, and the
qi will not globalize.

If ȟ ∈ Ȟ is of the form ȟ =
∑

ni ȟi we write q ȟ
=
∏

qni
i and define

ω(ȟ)=
dq ȟ

q ȟ
=

r2∑
i=1

ni
dqi

qi
∈�Z/C [d log∞].

This ω(ȟ) is invariant under the action of TH , essentially since d log(q0q)= d log q . Hence, despite the
fact that the qi were only local coordinates, ω(ȟ) defines a relative differential on all of4×TH TH,σ , as well
as on its completion Z([g]r , σ ) along Z([g]r , σ )=4×TH Z H,σ , with logarithmic poles along Z([g]r , σ ).
The following proposition is an immediate by-product of the theory of toroidal compactifications.

Proposition 3.1.1. (i) The differentials ω(ȟ) are well-defined formal differentials on Z([g]r , σ ), relative
to C([g]r ), with logarithmic poles along Z([g]r , σ ). They are independent of the choice of bases and
depend only on ȟ.

(ii) ω(ȟ1+ ȟ2)= ω(ȟ1)+ω(ȟ2).

(iii) The differentials ω(ȟ) are compatible with gluing of the local charts. If γ ∈ 0 then the induced
isomorphism between the local charts Z([g]r , σ ) and Z([g]r , γ (σ )) carries ω(ȟ) to ω(γ (ȟ)).

(iv) The differentials ω(ȟ) are compatible with the maps between toroidal compactifications obtained
from refinements of the admissible smooth rational polyhedral cone decompositions [Lan 2013,
Section 6.4.2].

Fourier–Jacobi expansions. Let S be a fixed smooth toroidal compactification of S over Ws (1≤ s) as
a base ring. Let G be the universal semiabelian scheme over S and eG : S→ G its zero section. Then
ω = e∗G�

1
G/S

defines an extension of the Hodge bundle to a rank n+m vector bundle with OE -action
on S. We continue to denote by P and Q its subbundles of type 6 and 6, of ranks n and m respectively.

Let Sord denote the complement in S of the Zariski closure of S \ Sord. Over this open subset of S the
semiabelian variety G is µ-ordinary in the sense that the connected part of its p-divisible group at every
geometric point x : Spec(k)→ Sord satisfies

Gx [p∞]0 ' (d−1
E ⊗µp∞)

m
×Gn−m

k .

To see this, assume that x lies on a rank r cuspidal component, but that the abelian part Ax of Gx is not
µ-ordinary, i.e., the multiplicative part of Ax [p∞] has height strictly less than 2(m − r). Mumford’s
construction shows that we may deform G into an abelian variety Ay (y signifying a point on the base of
the deformation “near” x) so that the multiplicative part of Ay[p∞] has height strictly less than 2m. But
such a point y being not µ-ordinary, we conclude that x lies in the closure of S \ Sord, contrary to our
assumption.
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It follows that the filtration

0→ P0→ P→ Pµ→ 0

extends to a filtration by a subvector bundle over Sord. Thus the automorphic vector bundles Eρ defined
on page 1842 extend to Sord too. In the following discussion fix the representation ρ.

Let [g]r ∈ Cr be a cusp label of rank 0< r ≤ m and let Z = Z([g]r ) be the corresponding cuspidal
component of ∂S obtained by “gluing” the Z([g]r , σ ) for σ ∈ 6g, σ ⊂ H++g,R , and dividing by 0. Let
Z([g]r ) be the formal completion of S along Z([g]r ). Let ξ ∈ SGr ,Kr,g be a geometric point, and let Zξ be
the preimage of ξ in Z . Then Zξ is obtained by “gluing” the preimage Z([g]r , σ )ξ of ξ in Z([g]r , σ ) for
all σ as above, dividing by the action of 0. Observe that the toric part TX and the abelian part Ar,ξ of G
are constant over each Z([g]r , σ )ξ . Thus P0,Pµ and Q are trivialized over the preimage Z([g]r , σ )ξ of
ξ in the local chart Z([g]r , σ ), hence so is Eρ . In general, however, Eρ will not be trivial over Z([g]r )ξ .

Our ξ is a point of the minimal compactification S∗ (over Ws). The completed local ring ÔS∗,ξ is
described in [Skinner and Urban 2014, Theorem 5.3; Lan 2013, Proposition 7.2.3.16]. In the following,
let Ȟ+ be the set of elements of Ȟ which are nonnegative on H+R .

Proposition 3.1.2. There is a canonical isomorphism between ÔS∗,ξ and the ring FJ ξ of all formal
power series

f =
∑

ȟ∈Ȟ+

a(ȟ)q ȟ

which are invariant under 0. Here a(ȟ) ∈ H 0(Cξ ,L(ȟ)) where Cξ = HomOE (X,At
r,ξ ) is the abelian

variety which is the fiber of C over ξ .

Recall that π : S → S∗ was the map between the toroidal compactification and the minimal one.
There is a similar description of the completion of the stalk of π∗Eρ at ξ [Skinner and Urban 2014,
Proposition 5.5].

Proposition 3.1.3. The completion of (π∗Eρ)ξ is canonically isomorphic to the ÔS∗,ξ -module of formal
power series

f =
∑

ȟ∈Ȟ+

a(ȟ)q ȟ

which are invariant under 0. Here a(ȟ) ∈ H 0(Cξ ,L(ȟ)⊗ Eρ).

The action of 0 on a(ȟ) demands an explanation, and for that we must bring back the dependence on
[g]r ∈ Cr and even on g itself. Still assuming that we are at the standard cusp, i.e., [g]r = [1]r , we may
replace the representative g= 1 by g= γ ∈0=GL(Vr )∩K =GLr (E)∩K . The following changes then
take place. The lattice 3∩ Vr is replaced by γ (3∩ Vr )=3∩ Vr , so does not change. The subgroups X
and Y therefore remain the same, but γ acts on them nontrivially. This induces an action of γ on the
abelian variety Cξ =HomOE (X,At

r,ξ ) classifying the extensions G of Ar,ξ by TX , as well as an action on
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the torus TX . Thus γ induces an isomorphism

γ∗ : Gc ' Gγ (c)

(c ∈ Cξ ), which on the toric part is the given automorphism of TX , and on the abelian part induces the
identity. This induces isomorphisms γ∗= (γ ∗)−1 from the fibers of P0,Pµ and Q at c to the corresponding
fibers at γ (c). As P0 depends only on the abelian part, the action of γ∗ on it is trivial. Assume, for
simplicity, that Eρ = Pµ. Then a(ȟ) is a section (over Cξ ) of L(ȟ)⊗Pµ and γ (a(ȟ)) will be the section
of L(γ ȟ)⊗Pµ satisfying

γ (a(ȟ))|γ (c) = γ∗(a(ȟ)|c).

We also remark that in [Skinner and Urban 2014, Proposition 5.5] the automorphic vector bundle
is incorrectly assumed to be constant along Cξ . We thank one of the referees for pointing this out to
us. However, in one important case, that will be needed below, this is true. If ξ is a rank m cusp, the
three basic automorphic vector bundles Q,Pµ and P0 depend only on the toric part and the abelian part
of the universal semiabelian scheme separately, and (unlike P) do not depend on the extension class
parametrized by Cξ . This implies that they are constant along Cξ and so is every p-adic automorphic
vector bundle generated by them.

In the sequel we shall only need the case of the maximally degenerate cusps, i.e., r = m. Now the
Shimura variety SGm ,Km,g is 0-dimensional, and ξ is one of its (schematic) points. The abelian variety Cξ
is m(n−m)-dimensional. In this case Pµ is the 6-part of the cotangent space at the origin to

TX = HomOE (X, d
−1
E ⊗Gm)

(if r <m it also captures part of the cotangent space at the origin of Ar,ξ ). In other words, we may identify

Pµ 'OCξ ⊗6,OE X

and γ∗ : Pµ|c→ Pµ|γ (c) with γ∗⊗ γ∗. Similarly we may identify Q'OCξ ⊗6,OE
X . As the action of γ

on X is via the contragredient st∨ of the standard representation, it follows that to obtain the action of
γ ∈0 on ρ(W ) in general, we have first to embed γ as ι∨(γ ) := (tγ−1, tγ−1, 1) in GLm ×GLm ×GLn−m .
(Recall that these three factors correspond to Q,Pµ and P0 in this order, see Section 1.2.) The action of
γ on a(ȟ) ∈ H 0(Cξ ,L(ȟ))⊗W ρ(W ) will then be via γ∗⊗ ρ(ι∨(γ )).

We remark that when n = m the Fourier–Jacobi expansions are in fact Fourier expansions in the naive
sense, and the a(ȟ) are scalars.

The Fourier–Jacobi expansion of the Hasse invariant. Assume now that s = 1, i.e., we are again over
the special fiber in characteristic p, and the automorphic vector bundle is the line bundle Lp2

−1 where
L= det(Q). Let h ∈ H 0(S,Lp2

−1) be the Hasse invariant, previously denoted h (1.1.5).

Proposition 3.1.4. The Fourier–Jacobi expansion of h at a rank-m cusp is 1.

Proof. Let us check the claim at the standard cusp. Fix a local chart Z([1]m, σ ) as above. As we have
seen, Q, hence also L, are trivialized there. The trivialization is obtained from a similar trivialization
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of the p-divisible group of the toric part TX of the semiabelian variety G. As the isogeny Ver acts like
the identity on TX [p∞], the Hasse invariant maps a trivializing section ` of L over Z([1]m, σ ) to `(p

2). It
follows that in terms of the basis `p2

−1 of Lp2
−1, its Fourier–Jacobi expansion is simply 1. Note that a

choice of another κ-rational section ` will result in the same value for h. �

Corollary 3.1.5. The open set Sord
⊂ S is the nonvanishing locus of h.

Proof. By definition, Sord is the complement of the Zariski closure of Sno, which is the vanishing locus of
h in Sord. It is therefore clear that h vanishes on its complement, and to prove the corollary it is enough
to check that h does not vanish on any irreducible component of ∂S = S \ S. But by [Lan 2015] any such
irreducible component contains a rank m cusp, so the claim follows from the previous proposition. �

3.2. Analytic continuation of 2 to the boundary and its effect on Fourier–Jacobi expansions.

The partial toroidal compactification of the Igusa scheme. Fix s ≥ 1 and work over Ws as a base ring.
Since the semiabelian scheme G over Sord

s is µ-ordinary, the relative moduli problem defining the big
Igusa scheme of level pt makes sense over Sord

s . More precisely, for an R-valued point of Sord
s denote by

GR the pull-back of G to Spec(R). Then GR[p∞]0 is still isomorphic, locally in the proétale topology on
Spec(R), to an extension of Gn−m by (d−1

E ⊗µp∞)
m . The relative moduli problem T t,s classifies Igusa

structures (ε1, ε2) on GR as in (2.1.1). The compatibility with Weil pairings is imposed on ε1 only, as
there is no ε0 to pair with ε2. This makes sense even if GR is not an abelian scheme, while when it is, ε0

is determined by ε2. We call the resulting scheme T t,s . The following proposition is then obvious.

Proposition 3.2.1. (1) The partially compactified Igusa scheme T t,s is a finite étale Galois cover of Sord
s

with Galois group 1t .

(2) If t ≥ s then the basic vector bundles P0,Pµ and Q are canonically trivialized over T t,s .

We continue to denote by τ : T t,s→ Sord
s the covering map and by ε1, ε2 the resulting trivializations

over T t,s . The definition of 2̃ over Sord
s is then precisely the same as over the open ordinary stratum Sord

s ,
see (2.2.2).

The extended 2 operator. To extend the definition of 2 we need to recall how the Kodaira–Spencer
isomorphism extends to the toroidal compactification. The answer is given by [Lan 2013, Theorem 6.4.1.1,
part 4]. See also [Faltings and Chai 1990, Chapter III, Corollary 9.8]. In our case [Lan 2013, Defini-
tion 6.3.1] it translates into the following.

Proposition 3.2.2. The Kodaira Spencer isomorphism extends to an isomorphism

KS : P ⊗Q'�1
S/W [d log∞]

over S.

The inverse isomorphism KS−1 therefore maps �1
S/W

to sections of P ⊗ Q vanishing along the
boundary ∂S. We deduce the following.
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Proposition 3.2.3. The formula

2= (1⊗ prµ⊗1) ◦ (1⊗KS−1) ◦ 2̃ : Eρ→ Eρ ⊗Pµ⊗Q

defines an extension of 2 over Sord. For any section f of Eρ , 2( f ) vanishes along ∂Sord.

The isomorphism between Pµ⊗Q and Ȟ ⊗OS when r = m. We now turn to determining the effect of
2 on Fourier–Jacobi expansions. This will be done at maximally degenerate cusps only. We therefore
take r = m and denote by ξ ∈ S∗ a cusp of rank m. Note that there are only finitely many such cusps.
Nevertheless, there are sufficiently many of them to lie in every irreducible component of S [Lan 2015].
This will allow us to apply the q-expansion principle with these cusps only, not having to worry about
expansions at lower rank cusps, where the formulae are not as nice.

Lemma 3.2.4. Let x ∈ S be any point lying above ξ . Let g be a representative of the cusp label [g]m to
which ξ belongs, H = Hg the rank-m2 lattice of hermitian bilinear forms on Y = Yg as on page 1854, and
Ȟ its Z-dual. Then there is a canonical identification of the completed stalk (Pµ⊗Q)∧x with Ȟ ⊗ ÔS,x ,

(Pµ⊗Q)∧x ' Ȟ ⊗ ÔS,x . (3.2.1)

This identification is compatible with the natural action of 0 on both sides.

Proof. Let R = ÔS,x . It is enough to deal with the standard cusp. When r = m the stalks of the vector
bundles Pµ and Q are the 6 and 6-parts of ωTX , the cotangent bundle of the toric part of G. Since
TX = HomOE (X, d

−1
E ⊗Gm), it follows that there are canonical identifications

P∧µ,x = X ⊗OE ,6 R, Q∧x = X ⊗OE ,6
R.

The map Y ⊗ Y → Ȟ described in the course of the construction of the torsor 4 on page 1854 yields an
isomorphism

(Y ⊗OE ,6 R)⊗R (Y ⊗OE ,6
R)' Ȟ ⊗ R = Hom(H, R).

Explicitly, (y⊗ 1)⊗ (y′⊗ 1) goes to the map sending h ∈ H to ((h− 1)y′, y). Using the isomorphism
φX : Y ' X we get the isomorphism (3.2.1).

Let us verify that the isomorphism given in the lemma is compatible with the natural actions of our
group 0 on Pµ⊗Q and Ȟ . On page 1857 we computed the action of γ ∈ 0 on (Pµ⊗Q)∧x to be through
tγ−1
×

tγ−1
∈ GLm ×GLm . On the other hand, γ acts on h ∈ H via h 7→ γ h tγ . As Ȟ is the Z-dual of

H , these actions match each other. �

The main theorem.

Theorem 3.2.5. Let ξ be a rank-m cusp. Let f be a section of Eρ and

f =
∑

ȟ∈Ȟ+

a(ȟ) · q ȟ
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its Fourier–Jacobi expansion at ξ , as in Proposition 3.1.3. Then the section 2( f ) of Eρ ⊗Pµ⊗Q has the
Fourier–Jacobi expansion

2( f )=
∑

ȟ∈Ȟ+

a(ȟ)⊗ ȟ · q ȟ,

using the identification from Lemma 3.2.4.

Proof. We may work over Ws as a base ring. Fix any t ≥ s and let T = T t,s . We assume that ξ is
the standard cusp of rank m (regarded as a k-valued point of S∗, where k is algebraically closed and
contains κ), and fix a geometric point x in the toroidal compactification lying above it. Fix a local chart
Z([g]m, σ ) containing x (where [g]m =[1]m by our assumptions) and let Z([g]m, σ )ξ be the preimage of ξ
in it. As the abelian and toric parts of G are constant over Z([g]m, σ )ξ we may fix admissible trivializations
ε1 and ε2 of the graded pieces gr1 and gr2 of G[pt

]
0, over the complete local ring at x . Indeed, the point

ξ on the 0-dimensional Shimura variety SGm ,Km,g corresponds to an n−m dimensional abelian variety
Am over the algebraically closed field k, with associated PEL structure of signature (n−m, 0). Fix a
symplectic trivialization

ε1
:G[pt

]
n−m
'Am[pt

] = gr1 .

Similarly, using the standard basis of 3∩Vm we get a standard basis on X , which gives us a trivialization

ε2
: (d−1

E ⊗µpt )m ' TX [pt
] = gr2 .

As usual, since t ≥ s, these trivializations induce trivializations of P0,Pµ and Q, hence of Eρ . They
also determine a choice of a point x in T above x . (If σ is replaced by a 0-equivalent cone γ (σ ) the
trivialization ε2 is twisted by the action of γ on X , and this results in a different x . The choice of ε1 was
also arbitrary, and effects the point x in a similar way.)

We use R= ÔT ,x ' ÔS,x as the ring in which we compute2. Recall that the Fourier–Jacobi coefficient
a(ȟ) is a section of the vector bundle L(ȟ)⊗Eρ over the abelian scheme C of relative dimension m(n−m)
and that Eρ has already been trivialized by our choices. Trivializing also the pull-back of the line bundles
L(ȟ) to Spec(R), we may write the ring R as

R =Ws(κ)[[u1, . . . , um(n−m), q1, . . . , qm2]],

where the ui are pull-backs of local coordinates on C at the image of x , and we may assume that the
a(ȟ) are (vector-valued) functions of the ui . We now have

d(τ ∗ f )=
∑

ȟ∈Ȟ+

da(ȟ) · q ȟ
+

∑
h∈Ȟ+

a(ȟ) ·
dq ȟ

q ȟ
· q ȟ .

Recall that the image of dq ȟ/q ȟ modulo �C/Ws is ω(ȟ) ∈�Z/C [d log∞]. To complete the proof of the
theorem we shall show the following two claims:

(1) For any η ∈�C/W , we have η ∈ KS(P0⊗Q).
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(2) The resulting isomorphism KS−1
:�Z/C [d log∞] ' Pµ⊗Q' Ȟ ⊗ R (see Lemma 3.2.4) carries

ω(ȟ) to ȟ⊗ 1.

Indeed, by (1), when we follow the definition of 2 and mod out by P0⊗Q, the first sum, containing the
da(ȟ)’s, disappears. The second sum provides the desired formula, by (2).

Proof of (1). This follows from the discussion of the Kodaira–Spencer map for semiabelian schemes
in [Lan 2013, Section 4.6.1]. Let C assume the role of the base-scheme denoted there by S, and G the
semiabelian scheme denoted there by G\. Then Lan constructs a Kodaira–Spencer map for semiabelian
schemes KSG/C , which in our case is an isomorphism

KSG/C : P0⊗Q'�C/Ws .

Note that Lan allows the abelian part to deform as well, but in our case A = Am is constant. This
implies that the Kodaira–Spencer map, which is a priori defined on ωA⊗ωG , factors through its quotient
ωA ⊗ ωT . In addition, because of the constraints imposed by the endomorphisms, we may restrict it
to ωA(6)⊗ωT (6)= P0⊗Q without losing any information. Finally, [Lan 2013, Remark 4.6.2.7 and
Theorem 4.6.3.16] imply that the diagram

P0⊗Q
KSG/C

// �C/Ws

∩ ∩

P ⊗Q KS
// �S/Ws

[d log∞]

is commutative, and this proves (1). �

Proof of (2). The second claim goes to the root of how KS is defined on S. See [Lan 2013, Section 4.6.2],
especially the discussion on page 269, preceding Definition 4.6.2.10. Fix a basis y1, . . . , ym of Y and
let χi = φX (yi ) be the corresponding basis of X . Then as a basis of Ȟ we may take the elements
ȟi j = [yi ⊗ y j ] (see the proof of Lemma 3.2.4). The corresponding element of the stalk of Pµ⊗Q at x is
χi ⊗χ j . The variable qi j = q ȟi j is then a generator of the invertible R-module denoted in [loc. cit.] by
I (yi , χ j ), and the extended Kodaira–Spencer homomorphism is defined in [loc. cit., Definition 4.6.2.12]
so that it takes χi ⊗χ j to d log(qi j )= ω(ȟi j ). The base schemes S and S1 in [loc. cit.] are in our case
Spec(R) and its generic point. �

Corollary 3.2.6. Let f ∈ H 0(Sord
s , Eρ) and let h be the Hasse invariant (1.1.5). Then 2(h f )= h2( f ).

Proof. Obvious. �

Corollary 3.2.7. (i) Let f ∈ H 0(Sord, Eρ). Then 2( f )= 0 if and only if the Fourier–Jacobi expansion
of f at every rank m cusp is constant.

(ii) f ∈ ker(2) if and only if its Fourier–Jacobi expansion at every rank m cusp is supported on ȟ ∈ pȞ+.

Proof. (i) This follows from our theorem and the FJ-expansion principle: a p-adic modular form vanishes
if and only if its Fourier–Jacobi expansion at every rank m cusp vanishes. This principle was proved in
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[Lan 2013, Proposition 7.1.2.14], under the assumption that every irreducible component of S contains
at least one rank m cuspidal stratum Z([g]m, σ ). This assumption was later verified, for our Shimura
variety among others, in Corollary A.2.3 of [Lan 2015].

(ii) Follows by the same argument, noticing that for a(ȟ)⊗ ȟ to vanish, it is necessary and sufficient that
either a(ȟ)= 0 or ȟ ∈ pȞ+. �

4. Analytic continuation of 2 to the nonordinary locus

4.1. The almost ordinary locus.

The stratum Sao. In this section we assume that n > m, as the question we are about to discuss requires
different considerations when n =m, which will be handled separately. Let S denote, as in the beginning,
the special fiber of the Shimura variety S. Thus S is nm-dimensional, smooth over κ = Fp2 , and is
stratified by the Ekedahl–Oort strata [Oort 2001; Moonen 2001; Viehmann and Wedhorn 2013]. The
(µ-)ordinary stratum Sord is open and dense, and the operator 2 acts on sections of the automorphic
vector bundle Eρ over it, sending them to sections of Eρ ⊗Pµ⊗Q' Eρ ⊗Q(p)

⊗Q,

2 : H 0(Sord, Eρ)→ H 0(Sord, Eρ ⊗Q(p)
⊗Q).

Here we have used the fact that in characteristic p the vector bundle homomorphism VP : P→Q(p) is
surjective with kernel P0, so induces an isomorphism Pµ = P/P0 'Q(p). Our goal in this section is to
study the analytic continuation of 2 to all of S. This is reminiscent of the fact that the theta operator
on GL2 (denoted by Aθ in [Katz 1977]) extends holomorphically across the supersingular points of the
modular curve.

Proposition 4.1.1. There exists a unique EO stratum Sao of dimension nm−1. The homomorphism VP is
still surjective in every geometric fiber over Sao, so P0 = P[VP ] extends to a rank n−m vector bundle
over Sord

∪ Sao. The same applies to Pµ and of course to Q, hence every p-adic automorphic vector
bundle Eρ extends canonically to the open set Sord

∪ Sao.

We call Sao the almost-ordinary locus. It is the divisor of the Hasse invariant h on Sord
∪ Sao, and, like

any other EO stratum, is nonsingular.

Proof. The uniqueness of the EO stratum in codimension 1 is proved in [Wooding 2016, Corollary 3.4.5],
where it is deduced from the classification of the EO strata by Weyl group elements and the calculation
of their dimensions in [Moonen 2001]. The assertion on VP being surjective in every geometric fiber
follows from the computation of the Dieudonné space at geometric points of Sno [Wooding 2016,
Proposition 3.5.6], reviewed below. Since the base scheme is a nonsingular variety, constancy of the fibral
rank of VP suffices to conclude that P0 and Pµ are locally free sheaves. Finally, Eρ is constructed by
twisting the representation ρ of GLm ×GLm ×GLn−m (with values in κ) by the vector bundles Q,Pµ
and P0 as on page 1841. �
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Dieudonné spaces. Let k be a perfect field of characteristic p. For the following see [Oda 1969; Bültel and
Wedhorn 2006; Wedhorn 2001, (5.3)]. A polarized Dieudonné space over k is a finite dimensional k-vector
space D equipped with a nondegenerate skew-symmetric pairing 〈 · , · 〉 and two linear maps F : D(p)

→ D
and V : D→ D(p) such that Im(F)= ker(V ) and Im(V )= ker(F), and such that 〈Fx, y〉 = 〈x, V y〉(p)

for every x ∈ D(p) and y ∈ D. It follows immediately from the definition that dim D = 2g and F and V
have rank g. If M is a principally polarized Dieudonné module over W (k) then D=M/pM is a polarized
Dieudonné space. If A is a principally polarized abelian variety over k then its de Rham cohomology
D= H 1

d R(A/k) is equipped with a canonical structure of a Dieudonné space, which may also be identified
with the (contravariant) Dieudonné module of A[p]. The Hodge filtration is then related to F via

ω = H 0(A, �1)= (D(p)
[F])(p

−1).

It is essential for this that we work over a perfect base.
A polarized OE -Dieudonné space is a polarized Dieudonné space admitting, in addition, endomorphisms

by OE , for which F and V are OE -linear and 〈ax, y〉 = 〈x, ay〉 (a ∈ OE ). Assume that k contains κ .
Then D(6) and D(6) are set in duality by the pairing, hence are each of dimension g, V maps D(6) to
D(6)(p) and D(6) to D(6)(p) and a similar statement, going backwards, holds for F . The type (n,m)
of ω (n = dimω(6), m = dimω(6)) is called the type, or signature, of D.

Over a nonperfect base Spec(R) (in characteristic p, say, as this is all that we need) one can still
associate to a principally polarized abelian scheme A/R, or to its p-divisible group, a Dieudonné
crystal as in [Grothendieck 1974], and when evaluated at (Spec(R) ⊂ Spec(R)) it yields a polarized
R-module D(A/R) with an F and a V as before, which may be identified with H 1

d R(A/R). If R is
an equicharacteristic PD-thickening of k then in fact D(A/R) = R⊗k D(Ak/k) with the polarization,
F and V extended R-linearly. The Hodge filtration can not be read from D(A/R) any more. In fact,
Grothendieck’s theorem asserts that giving (D(A/R), ω) is tantamount to giving the deformation of A
from Spec(k) to Spec(R). We shall apply these remarks later on when k is algebraically closed, x ∈ S(k)
is a geometric point, and R =OS,x/m

2
S,x is its first infinitesimal neighborhood.

Let k be an algebraically closed field containing κ . Consider the following polarized OE -Dieudonné
spaces. We use the convention that OE acts on the ei via 6 and on the fi via 6. Write G6 for the
p-divisible group Gk equipped with the OE -action inducing 6 on the tangent space, and likewise G6 .

(i) D(G6[p])= Spank{e1, f1}, 〈e1, f1〉 = 1, F f (p)1 = e1, Fe(p)1 = 0, V f1 = e(p)1 , V e1 = 0. Here ω= ke1

and the signature is (1, 0).

(i)’ D(G6[p]) = Spank{e2, f2}, 〈 f2, e2〉 = 1, Fe(p)2 = f2, F f (p)2 = 0, V e2 = f (p)2 , V f2 = 0. Note that
D(G6[p])= D(G6[p])(p), ω = k f2 and the signature is (0, 1).

(ii) AO(2, 1)= Spank{ei , fi | 1≤ i ≤ 3}, 〈e1, f3〉 = 〈 f2, e2〉 = 〈 f1, e3〉 = 1 (and 〈ei , f j 〉 = 0 if i+ j 6= 4);
F and V are given by the following table, where to ease notation the (p) is left out:
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e1 e2 e3 f1 f2 f3

F 0 f1 0 e1 0 e2

V 0 0 f2 0 e1 e3

This is the Dieudonné space denoted by B(3) in [Bültel and Wedhorn 2006]. Here ω=Spank{e1, e3, f2}

and P0 = ω(6)[V ] = ke1.

(iii) AO(3, 1)= Spank{ei , fi | 1≤ i ≤ 4}, 〈e1, f4〉 = 〈e2, f3〉 = 〈 f2, e3〉 = 〈 f1, e4〉 = 1 (and 〈ei , f j 〉 = 0
if i + j 6= 5); F and V are given by the following table, where to ease notation the (p) is left out:

e1 e2 e3 e4 f1 f2 f3 f4

F 0 f1 0 0 e1 e2 0 e3

V 0 0 0 f3 0 e1 e3 e4

This is the Dieudonné space denoted by B(4) in [Bültel and Wedhorn 2006]. Here ω is equal to
Spank{e1, e3, e4, f3} and P0 = ω(6)[V ] = Spank{e1, e3}.

Proposition 4.1.2 [Wooding 2016, Proposition 3.5.6]. Let x ∈ Sao(k) be an almost-ordinary geometric
point. Then Dx = D(Ax/k) is isomorphic to the following:

(i) n = m+ 1:

D = AO(2, 1)⊕
m−1⊕
i=1

Spank{e
µ
i , eet

i , f µi , f et
i }

where 〈eµi , f et
i 〉 = 〈 f

µ
i , eet

i 〉 = 1 (and 〈eµi , f µi 〉 = 〈e
et
i , f et

i 〉 = 0), and F and V are given by the
following table:

eµi eet
i f µi f et

i

F 0 f et
i 0 eet

i
V f µi 0 eµi 0

(ii) n ≥ m+ 2:

D = AO(3, 1)⊕
m−1⊕
i=1

Spank{e
µ
i , eet

i , f µi , f et
i }⊕ D(G6[p])n−m−2.

The Kodaira–Spencer isomorphism along the almost ordinary stratum. The following result is the key to
the analytic continuation of the theta operator, which will be proved in the next section.

Theorem 4.1.3. Let
ψ = (prµ⊗1) ◦KS−1

:�S/κ→ Pµ⊗Q

be the composition of the inverse of the Kodaira–Spencer isomorphism and the projection from P to
Pµ = P/P0 (well-defined over Sord

∪ Sao). Let u = 0 be a local equation of the divisor Sao in a Zariski
open set U ⊂ Sord

∪ Sao. Then ψ(du) vanishes along Sao
∩U.
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Remark. Compare with [de Shalit and Goren 2016, Proposition 3.11]. In terms of the foliation T S+

introduced in [de Shalit and Goren 2018] the theorem asserts that at any point x ∈ Sao this foliation is
tangential to Sao, i.e T S+|x ⊂ T Sao

|x . In [de Shalit and Goren 2018] we studied a certain open subset
S] ⊂ S which was a union of Ekedahl–Oort strata, including Sord, Sao and a unique minimal EO stratum
denoted there Sfol, of dimension m2. The subset S] and the foliation TS+ are related to the geometry
of auxiliary Shimura varieties of parahoric level structure at p, and seem to play an important role. In
[loc. cit., Theorem 25], it was proved that T S+ is tangential to Sfol. In view of these two results, claiming
tangentiality to Sao and Sfol, it is reasonable to expect that T S+ is tangential to every EO strata in S]. The
proofs of the known cases, whether in [loc. cit.] or here, invoke delicate computations with Dieudonné
modules, and at present we see no conceptual reason justifying our expectation, which could avoid such
computations.

Proof. Let k be an algebraically closed field containing κ , x ∈ Sao(k) a geometric point and Dx = D(Ax/k).
Let R=OS,x/m

2
S,x and d : R→�S/k |x =mS,x/m

2
S,x the canonical derivation d f = ( f − f (x)) mod m2

S,x .
Let D = H 1

d R(A/R). The Gauss–Manin connection on H 1
d R(A/S) induces a map

∇ : D→ Dx ⊗k �S/k |x

satisfying ∇(rα)= r(x)∇(α)+α⊗dr , which by abuse of language we call the Gauss–Manin connection
on D. It is easy to see that every α ∈ Dx has a unique extension to a horizontal section α ∈ D, i.e., a
section satisfying ∇(α)= 0. Thus, we may identify D with R⊗k Dx , the horizontal sections being Dx .
Since the Gauss–Manin connection commutes with isogenies, V : D→ D(p) and F : D(p)

→ D map
horizontal sections to horizontal sections. For the same reason, if x, y are horizontal sections of D, their
pairing 〈x, y〉 is horizontal for d , i.e., lies in k.

We now distinguish between two cases:

I. Assume that n = m+ 1. Then

Dx = Spank{e1, e2, e3, f1, f 2, f3, eµi , eet
i , f µi , f et

i }1≤i≤m−1

where the first six vectors span AO(2, 1), as in Proposition 4.1.2(i). For the convenience of the reader we
have underlined the vectors spanning ωx . The module D is spanned by the same vectors over R, and the
pairings and the tables giving F and V remain the same over R.

We now write the most general deformation of ωx to a projective submodule of D which is invariant
under the endomorphisms and isotropic. An easy check yields that it is given by

ω = SpanR{ẽ1, ẽ3, f̃2, ẽµi , f̃ µi }1≤i≤m−1,

where

• ẽ1 = e1+ ue2+
∑m−1

i=1 ui eet
i ,

• ẽ3 = e3+ ve2+
∑m−1

i=1 vi eet
i ,

• f̃2 = f2− v f1+ u f3+
∑m−1

i=1 wi f et
i ,
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• ẽµi = eµi +wi e2+
∑m−1

j=1 wi j eet
j ,

• f̃ µi = f µi − vi f1+ ui f3+
∑m−1

j=1 w j i f et
j .

The mn parameters u, ui , v, vi , wi , wi j are, according to Grothendieck, the local parameters of R,
serving as a basis of mR over k. It follows that P0 is indeed of rank 1, as claimed before, spanned over R
by ẽ1, while Q is spanned over R by the m vectors f̃2, f̃ µi . Furthermore, computing the Hasse matrix
H = V (p)

P ◦ VQ in the bases ( f̃2, f̃ µi ) and ( f̃ (p
2)

2 , f̃ µ(p
2)

i ) of Q and Q(p2) we get

H =


u u1 u2 · · · um−1

0 1 0 0
0 0 1 0
...

. . .
...

0 · · · · · · 1

 ,

so the (trivialized) Hasse invariant h is simply u. Since we know that Sao is the zero divisor of h,
Sao
∩Spec(R) is given by the equation u = 0. Note, in passing, that this proves that the zero divisor of

the Hasse invariant is reduced and equal to the nonordinary locus.
To compute KS(P0 ⊗ Q) recall how it is defined. From the Gauss–Manin connection we get a

homomorphism of sheaves
∇ : ω→�S/κ ⊗ (H 1

d R(A/S)/ω)

which induces a homomorphism P→�S/κ ⊗Q∨. This induces the map

KS : P ⊗Q→�S/κ

which happens to be an isomorphism. We begin by computing the Gauss–Manin connection on P0:

∇(ẽ1)= e2⊗ du+
m−1∑
i=1

eet
i ⊗ dui .

Projecting Dx to Dx/ωx = H 1(Ax ,O) and noting that e2, eet
i modulo ωx are a basis for the dual Q∨ of

Q, equipped with the conjugate action of OE via 6, we find out that

KS(P0⊗Q)|x = Spank{du, dui }.

From the definition of ψ it follows that ψ(du)|x = 0. Now assume that u is a global generator of the
ideal of Sao in a Zariski open set U . Then we conclude that ψ(du)= 0 along Sao

∩U as claimed.

II. The proof of the theorem in the case n−m ≥ 2 is similar, using Proposition 4.1.2(ii). Here

Dx = Spank{e1, e2, e3, e4, f1, f2, f 3, f4, eµi , eet
i , f µi , f et

i , e]j , f ]j }1≤i≤m−1,1≤ j≤n−m−2

where the first eight vectors span AO(3, 1) and for every j the vectors e]j , f ]j span a copy of D(G6[p]).
For convenience we have again underlined the vectors spanning ωx . The most general deformation of ωx

in D = R⊗k Dx is spanned by the following vectors:
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• ẽ1 = e1− ue2+
∑m−1

i=1 ui eet
i .

• ẽ3 = e3+ ve2+
∑m−1

i=1 vi eet
i .

• ẽ4 = e4+we2+
∑m−1

i=1 wi eet
i .

• f̃3 = f3+w f1+ v f2+ u f4−
∑m−1

l=1 xl f et
l −

∑n−m−2
k=1 yk f ]k .

• ẽµi = eµi + xi e2+
∑m−1

l=1 xileet
l .

• f̃ µi = f µi −wi f1− vi f2+ ui f4+
∑m−1

l=1 xli f et
l +

∑n−m−2
k=1 yki f ]k .

• ẽ]j = e]j + y j e2+
∑m−1

l=1 y jleet
l .

The nm parameters u, v, w, ui , vi , wi , xi , xil, yk, yk j form a basis of mR over k. Calculating the Hasse
matrix H yields exactly the same m ×m matrix as above, hence u = 0 is again the local infinitesimal
equation of Sao. The submodule P0 is n−m dimensional, and is spanned by ẽ1, ẽ3 and the ẽ]j . Calculating
KS we find that

KS(P0⊗Q)|x = Spank{du, dui , dv, dvi , dy j , dy jl}

(1 ≤ i, l ≤ m − 1, 1 ≤ j ≤ n−m − 2) so as before ψ(du)|x = 0. We conclude the proof as in the first
case. �

4.2. Analytic continuation of 2 (m < n).

Compactification of a certain intermediate Igusa cover. Recall the Igusa tower Tt,s over Sord
s that has

been constructed in Section 2.1. Let

11
t = SLm(OE/ptOE)×Un−m(OE/ptOE)C1t

and denote by T 1
t,s the intermediate covering of Sord

s fixed by 11
t . It is a Galois étale cover of Sord

s with
Galois group (OE/ptOE)

×. In this section let T = T 1
1,1, and let τ : T → Sord be the covering map, whose

Galois group is identified with κ×.
Let L= det(Q) and recall that the Hasse invariant h ∈ H 0(S,Lp2

−1) (1.1.5).

Lemma 4.2.1. (i) The line bundle L is canonically trivialized over T , i.e., there is a canonical isomor-
phism ε :OT ' τ

∗L.

(ii) Denoting by a the global section of τ ∗L corresponding to the section “1” under the trivialization,
we have a p2

−1
= τ ∗h.

Proof. (i) The canonical trivialization ε2(6) : Om
T1,1
' τ ∗1,1Q over the big Igusa variety T1,1 induces a

canonical trivialization on the determinants ε : OT1,1 ' τ
∗

1,1L. The latter descends to T because it is
invariant under 11

1.

(ii) Since Ver is the identity on µp, the trivialization ε2 of gr2 A[p] satisfies

Ver ◦Ver(p) ◦(ε2)(p
2)
= ε2.
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Passing to cohomology (recall ε2
= ((ε2)−1)∗) yields the relation (ε2(6))(p

2)
= H ◦ ε2(6) where H ,

recall, is V (p)
P ◦ VQ. Taking determinants we get

ε(p
2)
= h ◦ ε

and evaluating at “1” gives the desired relation. �

The following Kummer-type result was proved in [de Shalit and Goren 2016, Section 2.4.2] for
signature (2,1) and the proof easily generalizes. See also [Goren 2001]. Let

S′ = Sord
∪ Sao.

Consider the fiber product

T ′ = L×Lp2−1 S′ (4.2.1)

where the two maps to Lp2
−1 are λ 7→ λp2

−1 and h. Note that the pull-back of L from S′ to T ′ admits
a tautological p2

− 1 root of h extending a, which we still call a. Then T ′→ S′ is finite flat of degree
p2
−1, is Galois étale with Galois group κ× over Sord, and totally (tamely) ramified along Sao. It satisfies

a universal property with respect to extracting a p2
− 1 root from the section h; see [loc. cit.]. From part

(ii) of the last proposition it follows that there is a canonical map

T → T ′.

Since both source and target are κ×-torsors over Sord and the map respects the κ× action, this map is
an isomorphism of T with the preimage of Sord in T ′. In this way we may identify T ′ with a (partial)
compactification of T . We then have the following.

Proposition 4.2.2. (i) The morphism τ ′ : T ′→ S′ is finite flat of degree p2
−1, Galois étale with Galois

group κ× over Sord, and totally (tamely) ramified along Sao.

(ii) T ′ is everywhere nonsingular.

(iii) Let x ∈ Sao(k) be a geometric point, and y ∈ T ′(k) the unique geometric point mapping to it. Then
there are formal parameters u, vi (1≤ i ≤ nm− 1) at x such that u = 0 is the infinitesimal equation
of Sao, and such that as formal parameters on T ′ at y we can take w, vi where w p2

−1
= u.

(iv) T ′ and T = T 1
1,1 are irreducible.

Proof. The proof is the same as in the case of signature (2, 1) [de Shalit and Goren 2016, Section 2.4.3,
Proposition 2.16]. �

The main theorem for scalar-valued modular forms. We can now prove the analytic continuation of 2 in
characteristic p, when applied to scalar-valued p-adic modular forms. Recall that L= det(Q).

Theorem 4.2.3. Assume that m < n. Consider the operator

2 : H 0(Sord,Lk)→ H 0(Sord,Lk
⊗Q(p)

⊗Q).
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Then 2 extends holomorphically to an operator

2 : H 0(S,Lk)→ H 0(S,Lk
⊗Q(p)

⊗Q).

Remark. The analytic continuation of 2 to global modular forms is a characteristic p phenomenon and
does not seem to extend to Ss (i.e., modulo ps) for s > 1. Had it extended for all s, we would have
obtained, for any algebraic modular form f of weight k, a well-defined rigid analytic “2( f )”, of weight
k+ p+ 1, on the whole rigid analytic space associated to S. By GAGA (and the Köcher principle) this
2( f ) would have been algebraic. However, the Maass–Shimura operators in characteristic 0 do not
preserve the space of classical modular forms.

Proof. Let f ∈ H 0(S,Lk). Then 2( f ) is a section of Lk
⊗Q(p)

⊗Q over Sord and we have to show that it
extends holomorphically to S. Since S is nonsingular, it is enough to show that it extends holomorphically
to S′ = Sord

∪ Sao, an open set whose complement is of codimension 2. Indeed, Zariski locally we may
trivialize the vector bundles, and then any coordinate of 2( f ) becomes a meromorphic function, whose
polar set, if nonempty, should have codimension 1.

Let τ ′ : T ′→ S′ be the intermediate Igusa variety constructed above. Over T (the preimage of Sord)
we can write the trivialization ε of L as f 7→ f/ak . This introduces a pole of order k, at most, along
T ao
= τ ′−1(Sao). Let y ∈ T ao be a geometric point and x = τ ′(y). Let u, vi be formal parameters at x

and w, vi formal parameters at y as in Proposition 4.2.2. Let

f/ak
=

∞∑
r=−k

gr (v)w
r

be the Taylor expansion of f/ak in ÔT ′,y , where the gr (v) are power series in the vi . Note that du =
d(w p2

−1)=−w p2
−2dw. Thus,

d( f/ak)=

∞∑
r=−k

wr dgr (v)+

∞∑
r=−k

rgr (v)w
r−1dw

=

∞∑
r=−k

wr dgr (v)−

∞∑
r=−k

rgr (v)w
r−(p2

−1)du

=

∞∑
r=−k

wr dgr (v)−

∞∑
r=−k

rgr (v)w
r u−1du.

When we compute

2̃( f )= ak
( ∞∑

r=−k

wr dgr (v)−

∞∑
r=−k

rgr (v)w
r u−1du

)
,

which we know descends to S′, we see that the first sum becomes holomorphic (a vanishes along T ao),
while the second sum retains a simple pole along Sao. However, to get 2( f ) we must still apply the
vector-bundle homomorphism ψ . Theorem 4.1.3 says that ψ(du) vanishes along Sao, hence the simple
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pole disappears and 2( f ) is holomorphic at x . This being true at every x ∈ Sao, we conclude that 2( f )
is everywhere holomorphic. �

4.3. Analytic continuation of 2 (m = n). We briefly indicate the modifications in the proof which are
necessary to deal with the case m = n. In this case rk(ker(VP)) changes when we move from Sord to Sao,
so P0 and Pµ do not extend, with the same definitions, to vector bundles over S′ = Sord

∪ Sao. As such,
we cannot extend 2 beyond Sord using prµ. Instead, we apply (VP ⊗ 1) ◦KS−1 to �S/κ , a map that gives
the same result as (prµ⊗1) ◦KS−1 over Sord in characteristic p, but does not make sense over Sord

s for
s > 1. Let L= det(Q) as before.

Preliminary results on the Igusa variety when m = n. Let T = T 1
1,1 as before. Let T ′ be defined by (4.2.1).

As before, it is a partial compactification of T . Since the divisor of the Hasse invariant is not reduced
when n = m (see page 1836 and Lemma 1.1.4), the proof of the irreducibility of T as in [de Shalit and
Goren 2016, Proposition 2.16] breaks down.

Proposition 4.3.1. (i) The morphism T ′→ S′ is finite flat of degree p2
− 1, with Galois group κ×.

(ii) T ′ is nonsingular.

(iii) T ′ and the Igusa variety T decompose into p+ 1 irreducible components T ′ζ (resp. Tζ ) labeled by ζ
such that ζ p+1

= 1. More canonically,

π0(T )= π0(T ′)' κ×/F×p .

(iv) The map T ′ζ → S′ is totally (tamely) ramified over Sao of degree p− 1.

Proof. The proof of (i) is the same as when n > m. Our T ′ is still obtained from S′ by extracting
a p2
− 1 root of h. However, this time h = h p+1

Q where hQ is in H 0(S′,Lp−1) so T ′ =
⊔

T ′ζ where
T ′ζ = S′[ p−1

√
ζhQ]. As the divisor of hQ is reduced and equal to Sao, the rest of the proof is similar to the

case n > m. �

The main theorem when m = n.

Theorem 4.3.2. Assume that m = n. The operator

2= (1⊗ VP ⊗ 1) ◦ (1⊗KS−1) ◦ 2̃ : H 0(Sord,Lk)→ H 0(Sord,Lk
⊗Q(p)

⊗Q)

extends holomorphically to an operator

2 : H 0(S,Lk)→ H 0(S,Lk
⊗Q(p)

⊗Q).

Proof. As before, let
ψ = (VP ⊗ 1) ◦KS−1

:�S/κ→Q(p)
⊗Q.

Let x ∈ Sao(k) be a geometric point. The Dieudonné module Dx is now given by

Dx = Spank{e
µ
i , f µi , eet

i , f et
i , e], f ], e[, f [}1≤i≤m−1
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where Spank{e
], f ]} is isomorphic to D(G6[p]) and Spank{e

[, f [} to D(G6[p]) [Wooding 2016, Propo-
sition 3.5.6]. The underlined vectors span ωx . As before, we let R =OS,x/m

2
S,x and D = R⊗k Dx . The

most general deformation of ωx to ω ⊂ D compatible with the endomorphisms and the polarization is
spanned by

• ẽµi = eµi +wi e[+
∑m−1

j=1 wi j eet
j ,

• ẽ] = e]+ ue[+
∑m−1

j=1 u j eet
j ,

• f̃ µi = f µi + ui f ]+
∑m−1

j=1 w j i f et
j ,

• f̃ [ = f [+ u f ]+
∑m−1

j=1 w j f et
j .

The m2 quantities wi , wi j , u, ui then form a system of local (infinitesimal) parameters at x . The matrix
of VQ in the bases { f̃ [, f̃ µi } of Q and {(ẽ])(p), (ẽµi )

(p)
} of P(p) is

u u1 · · · um−1

1
. . .

1

 .
The infinitesimal equation of Sao

∩ Spec(R) is u = 0. As before we compute the Kodaira–Spencer
homomorphism and find out that

KS(e])= du ∧ e[+
m−1∑
j=1

du j ∧ eet
j ,

which means that
KS(e]⊗Q|x)= Spank{du, du j } ⊂�S|x .

This implies that KS−1(du) ∈ e]⊗Q|x . However, VP is expressible in the same bases as above by the
matrix 

u w1 · · · wm−1

1
. . .

1

 ,
which means that ker(VP) is 1-dimensional at x , and spanned by e]. Thus if u = 0 is a local equation of
Sao, ψ(du) vanishes along Sao. This yields Theorem 4.1.3 when m = n.

Let f ∈ H 0(S,Lk). Then 2( f ) is a section of Lk
⊗Q(p)

⊗Q over Sord and we have to show that it
extends holomorphically to S. Since S is nonsingular, as in the case n > m, it is enough to show that it
extends holomorphically to S′ = Sord

∪ Sao.
Let τ ′ : T ′→ S′ be the intermediate Igusa variety constructed above. Let a be, as before, the tautological

p2
− 1 root of h over T ′; it vanishes to order 1 along T ao

= τ ′−1(Sao). Over T (the preimage of Sord),
where a does not vanish, we can write the trivialization ε of L as f 7→ f/ak . This introduces a pole of
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order k, at most, along T ao. Let y ∈ T ao be a geometric point and x = τ ′(y). Let ζ be the p+ 1 root of 1
such that y ∈ T ′ζ . Let u, vi be formal parameters at x and w, vi formal parameters at y so that u = 0 is a
local equation of Sao and

u = w p−1.

Let

f/ak
=

∞∑
r=−k

gr (v)w
r

be the Taylor expansion of f/ak in ÔT ′,y , where the gr (v) are power series in the vi . Note that du =
d(w p−1)=−w p−2dw. Thus, similarly to the case n > m

d( f/ak)=

∞∑
r=−k

wr dgr (v)+

∞∑
r=−k

rgr (v)w
r−1dw

=

∞∑
r=−k

wr dgr (v)−

∞∑
r=−k

rgr (v)w
r−(p−1)du

=

∞∑
r=−k

wr dgr (v)−

∞∑
r=−k

rgr (v)w
r u−1du.

We conclude the proof as in the case n > m. �

5. Theta cycles

For the group GL2, the application of the theta operator to mod p modular forms was linked to twisting
Galois representations by the cyclotomic character (see [Serre 1973a] over Q and [Andreatta and Goren
2005] over a totally real base field). The variation of the weight filtration upon iteration of 2 was of
much interest in this context. While the connection to Galois representations in the unitary case requires
further study, our goal here is to present a similar behavior on the level of q-expansions. We consider
only signature (n, 1), n > 1, as signature (1, 1) is essentially the case of modular curves.

In this section, let S be a connected component of the special fiber of a unitary Shimura variety of
signature (n, 1), so that Pµ⊗Q ' Q(p)

⊗Q ' Lp+1. The theta operator maps Lk to Lk+p+1 and may
be iterated. The index set Ȟ for the Fourier–Jacobi expansions at a given level and a given rank-1 cusp
may be identified with Z so that Ȟ+ is identified with the nonnegative integers. The effect of 2 on
Fourier–Jacobi expansions is

2

(∑
n≥0

a(n) · qn
)
=

∑
n≥0

a(n)n · qn. (5.0.1)

Given the q-expansion principle and the irreducibility of the Igusa variety T 1
1,1 (see Proposition 4.2.2),

the proofs of the following results are verbatim as for signature (2, 1), see [de Shalit and Goren 2016,
Sections 3.1–3.3].
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Lemma 5.0.1. Let ξ be a rank 1 cusp on S∗. Let ` be the nonzero section of L used to trivialize L at a
formal neighborhood of ξ as before. Consider the homomorphism

F Jξ :
∞⊕

k=0

H 0(S,Lk)→ FJ ξ ,

where FJ ξ is as in Proposition 3.1.2 and where we have identified formal sections of Lk near ξ with
elements of ÔS∗,ξ by dividing the sections by `k . Then the kernel of F Jξ is given by the ideal

ker(F Jξ )= (h− 1),

where h is the Hasse invariant.

Given an element f = f (q) ∈ FJ ξ of the form F Jξ (g), g ∈ H 0(S,Lk), we denote by ω( f ) the
minimal k ≥ 0 for which there exists such a g. We call ω( f ) the filtration of f . By the previous lemma,
if f arises from g of weight k then ω( f )≡ k mod (p2

− 1).

Proposition 5.0.2. Let f ∈ H 0(S,Lk) be in the image of 2, i.e., f =2(g).

(i) We have 2p−1( f )= f h where h is the Hasse invariant.

(ii) The sequence ω(2i ( f )) i = 0, 1, 2, . . . , p− 1 increases by p+ 1 at each step, except for a single
i = i0( f ) < p− 1 for which ω(2i+1( f ))= ω(2i ( f ))− p2

+ p+ 2.

The combinatorics of weights has some peculiarities not present in the case of elliptic modular forms,
see [de Shalit and Goren 2016].
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Infinitely generated symbolic Rees algebras
over finite fields

Akiyoshi Sannai and Hiromu Tanaka

For the polynomial ring over an arbitrary field with twelve variables, there exists a prime ideal whose
symbolic Rees algebra is not finitely generated.

1. Introduction

Let A be a polynomial ring over a field k with finitely many variables. For a field L satisfying k ⊂ L ⊂
Frac(A), Hilbert’s fourteenth problem asks whether or not the ring L ∩ A is finitely generated over k.
In 1958, Nagata [1960] found the first counterexample to this problem over arbitrary sufficiently large
fields. For more examples we refer to [Roberts 1990; Kuroda 2005; Totaro 2008]. On the other hand, this
problem is related to the following question raised by Cowsik [1984].

Question 1.1. Let A be a polynomial ring over a field with finitely many variables and let P be a prime
ideal of A. Set P (m) := Pm AP ∩ A. Then is the symbolic Rees algebra RS(P) :=

⊕
∞

m=0 P (m) a finitely
generated k-algebra?

Indeed, Roberts [1985] settled Question 1.1 negatively, using Nagata’s counterexample mentioned
above. Roberts’s construction is valid only over sufficiently large fields of characteristic zero, although
Nagata’s example is independent of the characteristic of the base field. This is because Roberts’s proof
requires a theorem of Bertini type that fails in positive characteristic (see [Roberts 1985, line 7 on
page 591]). On the other hand, it is known for experts that Roberts’s method works, after suitable
modifications, for the case where k is not algebraic over a finite field. Roughly speaking, counterexamples
over such fields can be found after replacing the theorem of Bertini type and Nagata’s counterexample
used in [Roberts 1985] by [Diaz and Harbater 1991, Theorem 2.1] and the blowup of P2 along general
nine points, respectively. In this sense, Question 1.1 is still open if k is algebraic over a finite field.

The purpose of this paper is to give the negative answer to Question 1.1 over an arbitrary base field.
More specifically, the main theorem is as follows.

Theorem 1.2 (see Theorem 3.7). Let k be a field. Let A be the polynomial ring over k with twelve
variables. Then there exists a prime ideal p of A whose symbolic Rees algebra

⊕
∞

m=0 p
(m) is not a

noetherian ring.

MSC2010: 13H10.
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Sketch of the proof. We overview some of the ideas used in the proof of Theorem 1.2. Let us treat the
case where k = Fp. Our method is based on a geometric description of symbolic Rees algebras that was
pointed out by Cutkosky [1991] in a certain special case. We start with a projective smooth surface V
over Fp, constructed by Totaro, that has a nef divisor M which is not semiample. We embed V into
the eleven-dimensional projective space P11

Fp
(see Lemma 3.5). Thanks to a theorem of Bertini type

over finite fields, we can find a smooth curve W on V that is linearly equivalent to st H |V − t M for a
hyperplane divisor H of P11

Fp
under the assumption that t � s� 0. Take a homogeneous prime ideal p on

A = Fp[x0, . . . , x11] that defines W . Let f : X→ P11
Fp

be the blowup along W . Set D := f ∗H and let E
be the f -exceptional prime divisor on X . Then

⊕
∞

m=0 p
(m) is not a noetherian ring if and only if the Cox

ring of X is not a noetherian ring (see Proposition 2.14). In particular it suffices to find a nef divisor on X
that is not semiample. By choosing s and t carefully, we can find such a divisor (see Proposition 3.3(3)).
For more details, see Section 3.

Related topics. It is worth mentioning that, concerning Question 1.1, many authors have studied the case
where P is the prime ideal of k[x, y, z] that defines a space monomial curve (ta, tb, tc) in A3

k . For instance,
Goto, Nishida and Watanabe [1994] proved that for some triples (a, b, c), the associated symbolic Rees
algebras are not finitely generated if k is of characteristic zero. It is remarkable that this result is applied
to study the compactified moduli space M0,n of pointed rational curves. More specifically, it turns out
that M0,n is not a Mori dream space if n ≥ 13 and the base field is of characteristic zero [Castravet 2009;
González and Karu 2016].

Since the case of characteristic zero has such an application, it is natural to consider also the case of
positive characteristic. However the situation seems to be subtler. Indeed, if the base field is of positive
characteristic, then it is known that the analogous rings of the examples given in [Goto et al. 1994] and
[Roberts 1990] are shown to be finitely generated by [Cutkosky 1991; Goto et al. 1994] and [Kurano
1993; 1994], respectively. Then Goto and Watanabe made the following conjecture, which remains to be
an open problem.

Conjecture 1.3. Let R be the polynomial ring over a field k with three valuables. Let P be the prime
ideal that defines a space monomial curve (ta, tb, tc) in A3

k . If the characteristic of k is positive, then the
symbolic Rees ring RS(P)=

⊕
∞

m=0 P (m) is finitely generated.

It is known that Conjecture 1.3 is reduced to the case where k = Fp. On the other hand, Theorem 1.2
indicates that a symbolic Rees algebra is not necessarily finitely generated in a higher dimensional case,
even if the base field is Fp. Thus if the Conjecture 1.3 holds true, then its proof depends on some facts
that hold only in a lower dimensional situation.

2. Preliminaries

Notation. In this subsection, we summarize notation used in the paper.
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We say that X is a variety over a field k (or a k-variety) if X is an integral scheme which is separated
and of finite type over k. We say that X is a curve over k or a k-curve (resp. a surface over k or a
k-surface) if X is a variety over k with dim X = 1 (resp. dim X = 2).

Given an invertible sheaf L on a proper scheme X over a field k, consider the natural homomorphism

H 0(X, L)⊗k OX → L . (2.0.1)

(1) We say that L is nef if L ·C ≥ 0 for any k-curve C on X .

(2) For a k-linear subspace V of H 0(X, L), the scheme-theoretic base locus B(V ) of V is the closed
subscheme of X defined by the image of the composite homomorphism

V ⊗k L−1 ↪→ H 0(X, L)⊗k L−1
→ OX ,

where the latter one is induced by (2.0.1). For the linear system 3 corresponding to V , we set
B(3) := B(V ).

(3) We say that L is globally generated if (2.0.1) is surjective, i.e., B(|L|)=∅.

(4) We say that L is semiample if there exists a positive integer n such that L⊗n is globally generated.

For a Q-Cartier Q-divisor D on a normal proper variety X over a field, we say that D is nef (resp.
semiample) if there exists a positive integer n such that nD is a Cartier divisor and OX (nD) is nef (resp.
semiample).

Cox rings. In this subsection, we recall the definition of Cox rings (Definition 2.2) and one of their basic
properties (Lemma 2.4).

Definition 2.1. Let k be a field. Let X be a normal variety over k. For a subsemigroup 0 of the group
WDiv(X) of Weil divisors, we set

R(X, 0) :=
⊕
D∈0

H 0(X,OX (D)),

which is called the multisection ring of 0.

Definition 2.2. Let k be a field. Let X be a proper normal variety over k whose divisor class group Cl(X)
is a finitely generated free abelian group. Fix a subgroup 0 of the group WDiv(X) of Weil divisors such
that the induced group homomorphism 0→ Cl(X) is bijective. We set

Cox(X) := R(X, 0)=
⊕
D∈0

H 0(X,OX (D)),

which is called the Cox ring of X .

Remark 2.3. If we take another subgroup 0′ satisfying the same property as 0, then it is known that
R(X, 0) and R(X, 0′) are isomorphic as k-algebras (see [Gongyo et al. 2015, Remark 2.17]).

Lemma 2.4. Let k be a field. Let X be a projective normal Q-factorial variety over k whose divisor class
group Cl(X) is a finitely generated free abelian group. Assume that
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(a) X is geometrically integral over k,

(b) X is geometrically normal over k,

(c) Cox(X) is a noetherian ring, and

(d) Pic0
X has dimension zero, where Pic0

X denotes the identity component of the Picard scheme of X
over k (see [Okawa 2016, Remark 2.4]).

Then, the following assertions hold:

(1) For any finitely generated subsemigroup 01 of WDiv(X), the multisection ring R(X, 01) of 01 is a
finitely generated k-algebra.

(2) An arbitrary nef Cartier divisor L on X is semiample.

Proof. By (a) and (b), X is a variety in the sense of [Okawa 2016, the end of Section 1]. Then the
conditions (c) and (d) enable us to apply [Okawa 2016, Theorem 2.19], hence X is a Mori dream space in
the sense of [Okawa 2016, Definition 2.3]. Then (2) follow from [Okawa 2016, Definition 2.3(2)]. Let us
prove (1). By standard arguments (see [Gongyo et al. 2015, discussion in Remark 2.17]), we may assume
that 01 is a subgroup of 0 for some subgroup 0 of WDiv(X). Then the assertion (2) holds by [Okawa
2016, Lemma 2.20]. �

Symbolic Rees algebras. The purpose of this subsection is to prove Proposition 2.14, which gives a
relation between symbolic Rees algebras of polynomial rings and Cox rings of blowups of projective
spaces. The materials treated in this subsection might be well-known for experts, however we give the
details of the proofs for the sake of completeness.

Notation 2.5. (i) Let k be a field and let A := k[x0, . . . , xn] be the polynomial ring equipped with
the standard structure of a graded ring. Let M be the homogenous maximal ideal of A. We have
Pn

k = Proj A.

(ii) Let W be an integral closed subscheme of Pn
k and let f : X → Pn

k be the blowup along W . For
D := f ∗OPn

k
(1) and the exceptional Cartier divisor E that is the inverse image of W , we set

R(X; D,−E) :=
⊕

d,e∈Z≥0

H 0(X, d D− eE).

(iii) There exists a homogeneous prime ideal p of A := k[x0, . . . , xn] that induces the ideal sheaf on Pn
k

corresponding to W . The symbolic Rees algebra of p is defined as
⊕
∞

d=0 p
(d), where p(d) := pd Ap∩A.

(iv) Let IW be the ideal sheaf on Pn
k corresponding to W .

Definition 2.6. We use Notation 2.5. For a homogenous ideal I of A, we define the saturation I sat of I by

I sat
:=

∞⋃
ν=1

{x ∈ A | Mνx ⊂ I }.
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Remark 2.7. We use the same notation as in Definition 2.6. By [Hartshorne 1977, Excercise 5.10 in
Chapter II], I sat is a homogeneous ideal of A such that both I and I sat define the same closed subscheme
on Pn

k and the equation

I sat
=

∞⊕
d=0

H 0(Pn
k ,I(d))

holds, where I is the ideal sheaf on Pn
k associated with I .

Definition 2.8. Let R be a noetherian ring and let J be an ideal of R. We define J̃ , called the Ratliff–Rush
ideal associated with J , by

J̃ :=
∞⋃

n=0

(J n+1
: J n).

The ideal J is said to be Rattlif–Rush if J = J̃ . It is well-known that J̃ is a Ratliff–Rush ideal (see
[Heinzer et al. 1992, Introduction]).

Lemma 2.9. We use Notation 2.5. Fix a positive integer e and let pe
=

⋂r
i=0 qi be a minimal primary

decomposition of pe such that
√
q0 = p (see [Atiyah and Macdonald 1969, Section 4]). Then the following

hold:

(1) The equation p(e) = q0 holds.

(2) The equation (pe)sat
=

⋂
i∈L qi holds, where

L := {i ∈ {0, . . . , r} |
√
qi 6= M}.

Proof. We show (1). Since p is a minimal prime ideal of pe, it follows from [Atiyah and Macdonald 1969,
Proposition 4.9] that pe Ap = q0 Ap. In particular we get equations

p(e) = pe Ap ∩ A = q0 Ap ∩ A = q0,

where the last equation follows from the fact that q0 is a p-primary ideal. Thus (1) holds.
We show (2). First, let us prove (pe)sat

⊂
⋂

i∈L qi . Take x ∈ (pe)sat and i ∈ L . By definition of the
saturation (pe)sat (see Definition 2.6), there is ν ∈ Z>0 such that Mνx ⊂ pe

⊂ qi . As
√
qi 6= M , there

is y ∈ M \
√
qi . Hence yνx ∈ qi . Since qi is a primary ideal, it holds that x ∈ qi . Thus the inclusion

(pe)sat
⊂

⋂
i∈L qi holds.

Second we prove the remaining inclusion: (pe)sat
⊃

⋂
i∈L qi . If L = {0, . . . , r}, then there is nothing

to show. We may assume that L 6= {0, . . . , r}. As the primary decomposition pe
=

⋂r
i=0 qi is minimal,

there exists a unique index i1 ∈ {1, . . . , r} such that
√
qi1 = M (see [Atiyah and Macdonald 1969,

Lemma 4.3]). In particular, L = {0, . . . , r} \ {i1}. Since A is a noetherian ring, there exists a positive
integer ν such that Mν

⊂ qi1 . It follows from definition of the saturation (pe)sat (see Definition 2.6) that⋂
i∈L qi =

⋂
i∈{0,...,r},i 6=i1

qi ⊂ (p
e)sat. �

Lemma 2.10. Let R be a noetherian ring and let I be an ideal of R generated by a regular sequence
a1, . . . , aµ of R. Then the following hold:
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(1) An (R/I )-algebra homomorphism

(R/I )[X1, . . . , Xµ] →
∞⊕

m=0

I m/I m+1, X i 7→ ai mod I 2

is an isomorphism, where I 0
:= R.

(2) If I is a prime ideal of R other than {0}, then I e is a Ratliff–Rush ideal for any positive integer e (see
Definition 2.8).

(3) If I is a prime ideal of R, then for any positive integer e, an arbitrary associated prime ideal of I e is
equal to I .

Proof. The assertion (1) holds by the fact that any regular sequence is quasiregular [Matsumura 1989,
Theorem 16.2(i)]. The assertion (2) follows from (1) and [Heinzer et al. 1992, (1.2)].

We show (3). By (1), I m/I m+1 is a free (R/I )-module for any m ∈ Z≥0. Consider an exact sequence

0→ I m/I m+1
→ R/I m+1

→ R/I m
→ 0.

We deduce from induction on e that for any e ∈ Z≥1, an arbitrary associated prime of I e is equal to I .
Thus (3) holds. �

Lemma 2.11. We use Notation 2.5. Assume that W is a local complete intersection scheme. Fix a positive
integer e. Then the equation f∗OX (−eE)= Je holds as subsheaves of OPn

k
.

Proof. Fix a point z ∈ Pn
k and set R := OPn

k ,z . Given a positive integer e, let

I := 0(Spec R,J|Spec R), R(I e) :=

∞⊕
d=0

I ed , ge : Ye = Proj R(I e)→ Spec R,

where I 0
:= R and ge is the blowup along I e. We set Y := Y1 and g := g1. Let Ee be the effective Cartier

divisor such that OYe(−Ee) := I eOYe . In particular, E = E1. Thanks to [Hartshorne 1977, Exercise 5.13
in Chpater II], we have that ρe : Y −→∼ Ye and (ρe)∗(eE)= Ee. We get equations

I e
= Ĩ e = H 0(Ye,OYe(−Ee))= H 0(Y,OY (−eE)),

where the first equation holds by Lemma 2.10(2), the second one follows from [Heinzer et al. 1992,
Fact 2.1] and the third one is obtained by ρe. Hence we are done. �

Lemma 2.12. We use Notation 2.5. Assume that W is locally complete intersection. Then R(X; D,−E)
and

⊕
∞

e=0 p
(e) are isomorphic as k-algebras.

Proof. Fix a nonnegative integer e. We show that
⊕
∞

d=0 H 0(X, d D − eE) is isomorphic to p(e). By
Lemma 2.11, we have f∗OX (−eE)' Je. By the projection formula, we get

f∗OX (d D− eE)' Je
⊗OPn

k
OPn

k
(d)= Je(d).
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Thanks to Remark 2.7, we obtain an isomorphism

(pe)sat
'

∞⊕
d=0

H 0(X, d D− eE).

Claim 2.13. Any associated prime ideal of pe is equal to either p or M.

Proof of Claim 2.13. Assume that there exists an associated prime ideal q of pe other than p or M . Let
us derive a contradiction. Since q 6= M = (x0, . . . , xn), there is x` that is not contained in q. Then qAx`

is an associated prime ideal of pe Ax` . Take a maximal ideal m of Ax` containing qAx` . Then qAm is an
associated prime ideal of pe Am other than pAm. Since W is a local complete intersection scheme, we
have that pAm is a prime ideal generated by a regular sequence, which contradicts Lemma 2.10(3). This
completes the proof of Claim 2.13. �

For a minimal primary decomposition (pe)sat
=

⋂r
i=0 qi satisfying

√
q0 = p, we have that

p(e) = q0 = (p
e)sat
'

∞⊕
d=0

H 0(X, d D− eE),

where the first equation holds by Lemma 2.9(1) and the second equation follows from Lemma 2.9(2) and
Claim 2.13. This completes the proof of Lemma 2.12 �

Proposition 2.14. We use Notation 2.5. Assume that W is smooth over k. Then the following are
equivalent:

(1) R(X; D,−E) is a noetherian ring.

(2)
⊕
∞

e=0 p
(e) is a noetherian ring.

(3) The Cox ring Cox(X) of X is a noetherian ring.

Proof. It follows from Lemma 2.12 that (1) is equivalent to (2). Since X is the blowup of Pn
k along a

smooth scheme W , the assumptions of Lemma 2.4 hold. Then, thanks to Lemma 2.4(1), we have that (3)
implies (1). Thus it suffices to show that (1) implies (3). Since it holds that H 0(X, d D− eE) = 0 for
d ∈ Z<0 and e ∈ Z, we get an isomorphism:⊕

d,e∈Z,d≥0

H 0(X, d D− eE)−→∼
⊕

d,e∈Z

H 0(X, d D− eE).

Thus we have a natural inclusion:

R(X; D,−E)=
⊕

d,e∈Z≥0

H 0(X, d D− eE) ↪→
⊕

d,e∈Z,d≥0

H 0(X, d D− eE).

The right-hand side is generated by H 0(X, E) as an R(X; D,−E)-algebra. Therefore, if R(X; D,−E)
is a noetherian ring, then so is

⊕
d,e∈Z H 0(X, d D− eE). Hence, also Cox(X) is a noetherian ring. Thus

(1) implies (3). �



1886 Akiyoshi Sannai and Hiromu Tanaka

3. The main theorem

Construction in a general setting. The purpose of this subsection is to give a sufficient condition under
which the blowup of a smooth subvariety in a projective space has a nef Cartier divisor that is not
semiample (Notation 3.1, Proposition 3.3).

Notation 3.1. We use notation as follows:

(i) Let k be a field. We work over k unless otherwise specified (e.g., a projective scheme means a
scheme that is projective over k).

(ii) Let V be a smooth projective variety. Set d := dim V .

(iii) Let M be a nef Cartier divisor on V which is not semiample.

(iv) Fix a closed immersion: V ⊂Pn
k . Let H be a very ample Cartier divisor such that OPn

k
(H)' OPn

k
(1).

We set HV to be the pullback of H to V .

(v) Assume that there exists a positive integer r satisfying the following property: if3 denotes the linear
system of H 0(Pn

k ,OPn
k
(r)) consisting of the effective divisors containing V , then the following

conditions hold:

(v-1) The base locus of |3| is set-theoretically equal to V , i.e., for any point y ∈ Pn
k \ V , there exists

a hypersurface S0 of Pn
k of degree r such that V ⊂ S0 and y 6∈ S0.

(v-2) For any closed point y ∈ V , there exist an open neighborhood U of y ∈ Pn
k and hypersurfaces

S1, . . . , Sn−dim V of Pn
k of degree r such that V is contained in S1∩ · · · ∩ Sn−dim V and that two

subschemes V ∩U and S1 ∩ · · · ∩ Sn−dim V ∩U of Pn
k are coincide.

(vi) Assume that there are a smooth prime divisor W on V and positive integers s and t satisfying the
following properties:

(vi-1) st > r .
(vi-2) W ∼ st HV − t M .

(vii) Let f : X→ Pn
k be the blowup along W . We set V ′ := f −1

∗
V , E := Ex( f ) and

S′ := r f ∗H − E .

Note that E is a smooth prime divisor on X . Let g : V ′ −→∼ V be the induced isomorphism.

(viii) Set

L := (st − r) f ∗H + S′.

Lemma 3.2. Let k be a field and let Y := An
k = Spec k[y1, . . . , yn] be the n-dimensional affine space.

For i ∈ {1, . . . , n}, set Ti := V (yi ) to be the coordinate hyperplane of Y = An
k . Let q be a positive

integer satisfying q ≤ n − 1. Set V := T1 ∩ · · · ∩ Tq and W := T1 ∩ · · · ∩ Tq+1. Let f : X → Y be the
blowup along W and let V ′ and T ′i be the proper transforms of V and Ti , respectively. Then an equation
V ′ = T ′1 ∩ · · · ∩ T ′q holds.
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Proof. Since blowups are commutative with flat base changes, we may assume that q = n− 1. Thus W
is the origin and V is a line passing through W . The inclusion V ′ ⊂ T ′1 ∩ · · · ∩ T ′n−1 is clear, hence it
suffices to prove that T ′1 ∩ · · · ∩ T ′n−1 ∩ E is one point, where E denotes the f -exceptional prime divisor.
To prove this, we may assume that k is algebraically closed. Then T ′1 ∩ · · · ∩ T ′n−1 ∩ E is one point, since
there is a canonical bijection between the set E(k) of the closed points of E and the set of the lines on
Pn

k passing through W . �

Proposition 3.3. We use Notation 3.1. Then the following hold:

(1) The base locus of the complete linear system |S′| is contained in V ′.

(2) L|V ′ ∼ tg∗M.

(3) L is a nef Cartier divisor which is not semiample.

Proof. We show (1). Take a closed point x ∈ X \ V ′. We set y := f (x). It suffices to show that the base
locus B(|S′|) of |S′| does not contain x . We separately treat the following two cases: y 6∈ V and y ∈ V .

Assume that y 6∈ V . By Notation 3.1(v-1), there exists a hypersurface S0 of Pn
k of degree r such that

V ⊂ S0 and y 6∈ S0. It holds that

r f ∗H ∼ f ∗S0 = S′0+ aE,

where a ∈ Z>0 and S′0 is the proper transform of S0. In particular, we have that

B(|S′|)⊂ Supp(S′0+ E)= f −1(S0).

It follows from y 6∈ S0 that x 6∈ f −1(S0). Hence, x 6∈ B(|S′|). This completes the proof for the case where
y 6∈ V .

Assume that y ∈ V . We have that x ∈ E \ V ′. By Notation 3.1(v-2), there exist an open neighborhood
U of y ∈ Pn

k and hypersurfaces S1, . . . , Sn−dim V of Pn
k of degree r such that V is contained in S1 ∩

· · · ∩ Sn−dim V and that two subschemes V ∩ U and S1 ∩ · · · ∩ Sn−dim V ∩ U of Pn
k are the same. In

particular, S1, . . . , Sn−dim V are smooth at y and form a part of a regular system of parameters of OPn
k ,y

(see [Matsumura 1989, Theorem 17.4]). Therefore, thanks to Cohen’s structure theorem, the situation
is the same, up to taking the formal completions, as in the statement of Lemma 3.2. It follows from
Lemma 3.2 and the faithfully flatness of completions (see [Matsumura 1989, Theorem 7.5(ii)]) that an
equation

V ′ ∩ f −1(U )= S′1 ∩ · · · ∩ S′n−dim V ∩ f −1(U )

holds, where each S′i denotes the proper transform of Si . In particular, it holds that x /∈ S′i0
for some

i0 ∈ {1, . . . , n− dim V }. Since S′i0
is smooth at a point y of W , we have that

S′ = f ∗(r H)− E ∼ f ∗Si0 − E = S′i0
.

Thus, in any case, the base locus B(|S′|) does not contain x . Hence, (1) holds.
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Assertion (2) holds by the following computation:

L|V ′ = ((st − r) f ∗H + S′)|V ′

∼ g∗((st − r)HV + (S|V −W ))

∼ g∗((st − r)HV + (r HV − (st HV − t M)))

∼ tg∗M.

We show (3). Since L|V ′ is not semiample by (2) and Notation 3.1(iii), neither is L . Thus it suffices to
show that L= (st−r) f ∗H+S′ is nef. Take a curve0 on X . If0 6⊂V ′, then we get ((st−r) f ∗H+S′)·0≥0
by (1). If 0 ⊂ V ′, then (2) implies that L ·0 ≥ 0. In any case, we obtain L ·0 ≥ 0, and hence L is nef.
Thus (3) holds. �

Proof of the main theorem. In this subsection, we prove the main theorem of this paper (Theorem 3.7).
Theorem 3.7 is a formal consequence of Theorem 3.6 and some results established before. The main part
of Theorem 3.6 is to find schemes and divisors satisfying Notation 3.1. To this end, we start with the
following lemma.

Lemma 3.4. Let k be a field. Let V be a smooth projective connected scheme over k such that dim V ≥ 2.
Let W be an ample effective Cartier divisor. Then W is connected.

Proof. Set k ′ := H 0(V,OV ). Note that k ⊂ k ′ is a field extension of finite degree. We have natural
morphisms:

α : V α′
−→ Spec k ′ β

−→ Spec k.

We obtain α′
∗
OV = OSpec k′ .

Let us prove that k ⊂ k ′ is a separable extension. It suffices to prove that A := k ′⊗k k is reduced for an
algebraic closure k of k. We have the induced morphism

α′′ = α′×k k : V ×k k→ Spec(k ′⊗k k)= Spec A.

Since k→ k is flat, we have that α′′
∗

OV×kk = OSpec A. As V ×k k is reduced, so is A. Therefore, k ⊂ k ′ is
a separable extension.

We have that α is smooth and β is étale. Then it holds that also α′ is smooth by [Fu 2011, Proposi-
tion 2.4.1]. Therefore, the problem is reduced to the case where k = H 0(V,OV ).

We are allowed to replace W by nW for a positive integer n. Hence, by Serre duality and the ampleness
of W , we may assume that H 1(V,OV (−W ))= 0. Then we obtain a surjective k-linear map

H 0(V,OV )→ H 0(W,OW ).

Since dimk H 0(V,OV )= 1, we get dimk H 0(W,OW )= 1. Therefore, W is connected. �
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Lemma 3.5. The following hold:

(1) Let n be an integer such that n ≥ 5. If k is an algebraically closed field, then there exist a smooth
projective surface V over k, a closed immersion j : V ↪→ Pn

k over k, and a nef Cartier divisor M on
V which is not semiample.

(2) Let n be an integer such that n≥ 11. If k is a field, then there exist a smooth projective surface V over
k, a closed immersion j : V ↪→ Pn

k over k, and a nef Cartier divisor M on V which is not semiample.

Proof. We show (1). We may assume that n = 5. The existence of j is automatic, since any smooth
projective surface over k can be embedded in P5

k . If k is the algebraic closure of a finite field, then the
assertion follows from [Totaro 2009, Theorem 6.1]. If k is not algebraic over any finite field, then V can
be taken as the direct product of an elliptic curve E and a smooth projective curve. Indeed, there is a
Cartier divisor N on E such that deg N = 0 and N is not torsion, i.e., r N � 0 for any positive integer r .
This implies that N is a nef Cartier divisor which is not semiample. Hence, its pullback M to V is again
a nef Cartier divisor which is not semiample. This completes the proof of (1).

We show (2). We may assume that n = 11. First we treat the case where k is a perfect field. By (1),
we can find a field extension k ⊂ k ′ of finite degree, a connected k ′-scheme V of dimension two which is
smooth and projective over k ′, a closed immersion j ′ : V ↪→ P5

k′ over k ′ and a nef Cartier divisor M on
V which is not semiample. Automatically V is projective over k. Since k is perfect, V is also smooth
over k. Thus it suffices to find a closed immersion j : V ↪→ P11

k over k. Since k ⊂ k ′ is a finite separable
extension, it is a simple extension. Therefore, there is a closed immersion i : Spec k ′ ↪→ P1

k over k. We
can find a required closed immersion j by using the Segre embedding:

j : V j ′
↪−→P5

k′ = P5
k ×k k ′ id×i

↪−−−→P5
k ×k P1

k
Segre

↪−−−→P11
k .

This completes the proof of the case where k is a perfect field.
Second we handle the general case. Let k0 be the prime field contained in k. Since k0 is perfect, there

exist a smooth projective connected k0-scheme V0 of dimension two, a closed immersion j0 : V0 ↪→ P11
k0

over k0, and a nef Cartier divisor M0 on V0 which is not semiample. Then V0×k0 k is a scheme which is
smooth and projective over k. Since any ring homomorphism between fields is faithfully flat, we can find a
connected component V of V0×k0 k such that M := (α∗M0)|V is not semiample, where α : V0×k0 k→ V0.
Since M0 is nef, so is M (see [Tanaka 2018, Lemma 2.3]). Clearly, V is a smooth projective surface over
k and there is a closed immersion j : V ↪→ P11

k over k. This completes the proof of (2). �

Theorem 3.6. The following hold:

(1) Let n be an integer such that n ≥ 5. If k is an algebraically closed field, then there exist a one-
dimensional connected closed subscheme W of Pn

k which is smooth over k and a Cartier divisor L
on the blowup X of Pn

k along W such that L is nef but not semiample.

(2) Let n be an integer such that n ≥ 11. If k is a field, then there exist a one-dimensional connected
closed subscheme W of Pn

k which is smooth over k and a Cartier divisor L on the blowup X of Pn
k

along W such that L is nef but not semiample.
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Proof. We only show (2), as the proof of (1) is easier. Fix a field k. We will find schemes and divisors
satisfying the properties of Notation 3.1. Thanks to Lemma 3.5, there exist a smooth projective connected
k-scheme V of dimension two, a closed immersion j : V ↪→ Pn

k over k, and a nef Cartier divisor M on V
which is not semiample. Set d := 2. Then k, V , M , d , n satisfy properties (i)–(iv) of Notation 3.1.

Since V =Proj k[x0, . . . , xn]/(h1, . . . , ha), it holds that the linear system3 appearing in Notation 3.1(v)
satisfies the property (v-1) of Notation 3.1 if r ≥ max1≤q≤a deg hq . As V is a locally completion
intersection scheme, the quasicompactness of V also implies that property (v-2) of Notation 3.1 holds
for r � 0. Therefore, we can find r ∈ Z>0 satisfying property (v) of Notation 3.1.

We now show that there exist s, t , W satisfying property (vi) of Notation 3.1. If k is an infinite field,
then the Bertini theorem enables us to find a positive integer s and a smooth effective divisor W on V such
that W ∼ s HV −M . Note that W is connected (Lemma 3.4). Thus, s, t := 1 and W satisfy property (vi) of
Notation 3.1. If k is a finite field, then it follows from [Poonen 2004, Theorem 1.1] that there are positive
integers t � s� 0 and a smooth effective divisor W satisfying property (vi) of Notation 3.1. Again by
Lemma 3.4, W is connected. In any case, we can find s, t , W satisfying property (vi) of Notation 3.1.

To summarize, we have found V , W , M , d, n, r , s, t over a field k satisfying properties (i)–(viii) of
Notation 3.1. By construction, V is a smooth projective surface. In particular, W is a smooth projective
curve in P11

k . Thanks to Proposition 3.3, the Cartier divisor

L = (st − r) f ∗H + S′

on X , defined in (viii) of Notation 3.1, is nef but not semiample. �

Theorem 3.7. The following hold:

(1) Let q be an integer such that q ≥ 6. If k is an algebraically closed field, then there exists a
homogeneous prime ideal p of the polynomial ring k[x1, . . . , xq ] with q variables whose symbolic
Rees algebra

⊕
∞

m=0 p
(m) is not a noetherian ring.

(2) Let q be an integer such that q ≥ 12. If k is a field, then there exists a homogeneous prime ideal p of
the polynomial ring k[x1, . . . , xq ] with q variables whose symbolic Rees algebra

⊕
∞

m=0 p
(m) is not a

noetherian ring.

Proof. The assertion follows from Lemma 2.4, Proposition 2.14 and Theorem 3.6. �
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Manin’s b-constant in families
Akash Kumar Sengupta

We show that the b-constant (appearing in Manin’s conjecture) is constant on very general fibers of a
family of algebraic varieties. If the fibers of the family are uniruled, then we show that the b-constant is
constant on general fibers.

1. Introduction

Let X be a smooth projective variety over a field of k of characteristic 0 and L a big Q-Cartier Q-divisor on
X . Let 3eff(X)⊂ NS(X)R be the cone of pseudoeffective divisors. The Fujita invariant or the a-constant
is defined as

a(X, L)=min{t ∈ R | [K X ] + t[L] ∈3eff(X)}.

The invariant κε(X, L)=−a(X, L) was introduced and studied by Fujita [1987; 1992] under the name
Kodaira energy. The a-constant was introduced in the context of Manin’s conjecture in [Franke et al. 1989].

The b-constant is defined as follows [Franke et al. 1989; Batyrev and Manin 1990]:

b(X, L)= codim of minimal supported face of 3eff(X)containing the class of K X + a(X, L)L .

For a singular variety X , the a- and b-constants of L are defined to be the a- and b-constants of π∗L on a
resolution π : X̃→ X .

Let f : X→ T be a family of projective varieties and L an f -big and f -nef Q-Cartier Q-divisor. By
semicontinuity the a-constant of the fibers a(X t , L|X t ) is constant on very general fiber (see [Lehmann
and Tanimoto 2017, Theorem 4.3]). It follows from invariance of log plurigenera that if the fibers are
uniruled then the a-constant is constant on general fibers.

In this paper we investigate the behavior of the b-constant in families and answer the questions posed
in [Lehmann and Tanimoto 2017]. We prove the following:

Theorem 1.1. Let f : X → T be a projective morphism of irreducible varieties over an algebraically
closed field k of characteristic 0, such that the generic fiber is geometrically integral. Let L be an f -big
Q-Cartier Q-divisor. Then there exists a countable union of proper closed subvarieties Z =

⋃
i Zi ( T ,

such that
b(X t , L|X t )= b(Xη, L|Xη)

MSC2010: primary 14E30; secondary 14G05.
Keywords: Manin’s conjecture, minimal model program, rational points, Néron–Severi group.
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for all t ∈ T \ Z , where η ∈ T is the generic point. In particular, the b-constant is constant on very general
fibers.

If the fibers of the family are uniruled, then we have the following:

Theorem 1.2. Let f : X → T be a projective morphism of irreducible varieties over an algebraically
closed field k of characteristic 0, such that the generic fiber is geometrically integral. Let L be an f -big
and f -nef Q-Cartier Q-divisor. Suppose a general fiber X t is uniruled. Then there exists a proper closed
subscheme W ( T such that

b(X t , L|X t )= b(Xη, L|Xη)

for t ∈ T \W and η ∈ T is the generic point. In particular, the b-constant is constant on general fibers in
a family of uniruled varieties.

One can not replace the very general condition in Theorem 1.1 by just general. For example, in a
family of K3-surfaces the b-constant of a fiber is the same as the Picard rank and there exist families
where the Picard rank jumps on infinitely many subvarieties. Invariance of the b-constant in general fiber
of a family of uniruled varieties was proved in [Lehmann and Tanimoto 2017] under the assumption
κ(K X̃ t

+ a(X t , L|X t )β
∗(L|X t )) = 0 for some resolution of singularities β : X̃ t → X t . Theorem 1.2

generalizes their result to get rid of this condition on fibers.
One of the motivations for studying the behavior of a- and b-constants is Manin’s conjecture about

asymptotic growth of rational points on Fano varieties proposed in [Franke et al. 1989; Batyrev and
Manin 1990]. The following version was suggested by Peyre [2003] and later stated in [Le Rudulier 2013;
Browning and Loughran 2017].

Manin’s conjecture. Let X be a Fano variety defined over a number field F and L= (L , ‖·‖) a big and
nef adelically metrized line bundle on X with associated height function HL. Then there exists a thin set
Z ⊂ X (F) such that one has

#{x ∈ X (F) \ Z | HL(x)≤ B} ∼ c(F, X (F) \ Z ,L)Ba(X,L) log Bb(X,L)−1

as B→∞.

For the geometric consistency of Manin’s conjecture, a necessary condition is that the a- and b-constants
achieve a maximum as we vary over subvarieties of X . The behavior of the a- and b-constants in families
was used in [Lehmann and Tanimoto 2017] to show this necessary condition. The a- and b-constants also
play a role in determining and counting the dominant components of the space Mor(P1, X) of morphisms
from P1 to a smooth Fano variety X (see [Lehmann and Tanimoto 2019] for details).

The ideas in proving our results are as follows. To prove Theorem 1.1, we analyze the behavior of the
b-constant under specialization and combine this with the constancy of the Picard rank and the a-constant
in very general fibers to obtain the desired conclusion. The key step for Theorem 1.2 is to prove constancy
on closed points when k = C. We run a (K X + aL)-MMP over the base T , to obtain a relative minimal
model X 99K X ′ where a = a(X t , L|X t ). We pass to a relative canonical model φ : X 99K Z over T and



Manin’s b-constant in families 1895

base change to t ∈ T , to obtain φt : X t 99K Z t as the canonical model for (X t , aL X t ). Using a version
of the global invariant cycles theorem (see Lemma 2.11), we observe that b(X t , L t) is same as the rank
of the monodromy invariant subspace of N 1(Y ′z)R, where Y ′z is a general fiber of X ′t → Z t . Then using
topological local triviality of algebraic morphisms we conclude that the monodromy invariant subspace
has constant rank.

The outline of the paper is as follows. In Section 2 we discuss the preliminaries. In Section 3 and 4 we
prove Theorems 1.1 and 1.2 respectively.

2. Preliminaries

In this paper we always work in characteristic 0.

Néron–Severi group. Let X be a smooth proper variety over a field k. The Néron–Severi group NS(X)
is defined as the quotient of the group of Weil divisors, Cl(X), modulo algebraic equivalence. We denote
N 1(X)= Div(X)/≡, the quotient of Cartier divisors by numerical equivalence. We denote NS(X)R =
NS(X)⊗R and similarly N 1(X)R. By [Néron 1952], NS(X)R is a finite-dimensional vector space and
its rank ρ(X) is called the Picard rank. If X is a smooth projective variety, then NS(X)R ∼= N 1(X)R.

Remark 2.1. Let X be a smooth variety over an algebraically closed field k. If k ⊂ k ′ is an extension of
algebraically closed fields, then the natural homomorphism NS(X)→ NS(Xk′) is an isomorphism. So
the Picard rank is unchanged under base extension of algebraically closed fields.

Let X→ T be a smooth proper morphism of irreducible varieties. Suppose s, t ∈ T such that s is a
specialization of t , i.e., s is in the closure of {t}. Let X t denote the base change to the algebraic closure
of the residue field k(t).

Proposition 2.2 [Maulik and Poonen 2012, Proposition 3.6]. In the situation above, it is possible to
choose a specialization homomorphism

spt,s : NS(X t)→ NS(Xs)

such that:

(a) spt,s is injective. In particular ρ(Xs)≥ ρ(X t).

(b) If spt,s maps a class [L] to an ample class, then L is ample.

If ρ(Xs)= ρ(X t), then the homomorphism NS(X t)R→ NS(Xs)R is an isomorphism.
Let X→ T be a smooth projective morphism of irreducible varieties over C. In Section 12 of [Kollár

and Mori 1992], the local system GN 1(X/T ) was introduced. This is a sheaf in the analytic topology
defined as

GN 1(X/T )(U )= {sections of N 1(X/T ) over U with open support}

for analytic open U ⊂ T , and the functor N 1(X/T ) is defined as N 1(X ×T T ′) for any T ′ → T . It
was shown in [Kollár and Mori 1992, 12.2] that GN 1(X/T ) is a local system with finite monodromy
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and GN 1(X/T )|t = N 1(X t) for very general t ∈ T . We can base change to a finite étale cover of
T ′→ T so that GN 1(X ′/T ′) has trivial monodromy. Then we have a natural identification of the fibers of
GN 1(X ′/T ′) and N 1(X ′/T ′). Therefore, for t ′ ∈ T ′ very general, the natural map N 1(X ′/T ′)→ N 1(X ′t ′)
is an isomorphism. One can prove the same results over any algebraically closed field of characteristic 0,
by using the Lefschetz principle.

Geometric invariants. The pseudoeffective cone 3eff(X) is the closure of the cone of effective divisor
classes in NS(X)R. The interior of 3eff(X) is the cone of big divisors Big1(X)R.

Definition 2.3. Let L be a big Q-Cartier Q divisor on X . The a-constant is

a(X, L)=min{t ∈ R | K X + t L ∈3eff(X)}.

For a singular projective variety we define a(X, L) := a(X̃ , π∗L) where π : X̃ → X is a resolution
of X . It is invariant under pull-back by a birational morphism of smooth varieties and hence independent
of the choice of the resolution. By [Boucksom et al. 2013] we know that a(X, L) > 0 if and only if X is
uniruled. We note that, by flat base change, the a-constant is independent of base change to another field.

It was shown in [Birkar et al. 2010] that, if X is uniruled with klt singularities and L is ample, then
a(X, L) is a rational number. If L is big and not ample, then a(X, L) can be irrational (see [Hassett
et al. 2015, Example 6]). For a smooth projective variety X , the function a(X, _) : Big1(X)R→ R is a
continuous function (see [Lehmann et al. 2018, Lemma 3.2]).

Definition 2.4. A morphism f : X → T of irreducible varieties is called a family of varieties if the
generic fiber is geometrically integral. A family of projective varieties is a projective morphism which is
a family of varieties.

We recall the following result about the a-constant in families:

Theorem 2.5 [Lehmann and Tanimoto 2017; Hacon et al. 2013]. Let f : X→ T be a smooth family of
uniruled projective varieties over an algebraically closed field. Let L be an f -big and f -nef Q-Cartier
divisor on X. Then there exists a nonempty subset U ⊂ T such that a(X t , L|X t ) is constant for t ∈U and
the Iitaka dimension κ(K X t + a(X t , L|X t )L|X t ) is constant for t ∈U.

Definition 2.6. Let X be a smooth projective variety over k and L a big Q-Cartier Q-divisor. The
b-constant is defined as

b(k, X, L)= codim of minimal supported face of 3eff(X) containing the class of K X + a(X, L)L .

It is invariant under pullback by a birational morphism of smooth varieties [Hassett et al. 2015]. For a
singular variety X we define b(k, X, L) := b(k, X̃ , π∗L), by pulling back to a resolution. By Remark 2.1,
if we have an extension k ⊂ k ′ of algebraically closed fields, the pull back map NS(X)→ NS(Xk′) is an
isomorphism and the pseudoeffective cones are isomorphic by flat base change. Also, K X + a(X, L)L
maps to K Xk′

+ a(Xk′, Lk′)Lk′ under this isomorphism. Therefore the b-constant is unchanged, i.e.,



Manin’s b-constant in families 1897

b(k ′, Xk′, Lk′)= b(k, X, L). From now on, when our base field is algebraically closed we write b(X, L)
instead of b(k, X, L).

Minimal and canonical models. Let (X,1) be a klt pair, with 1 a R-divisor and K X +1 is R-Cartier.
Let f : X→ T be a projective morphism. A pair (X ′,1′) sitting in a diagram

X X ′

T

φ

f f ′

is called a Q-factorial minimal model of (X,1) over T if:

(1) X ′ is Q-factorial.

(2) f ′ is projective.

(3) φ is a birational contraction.

(4) 1′ = φ∗1.

(5) K X ′ +1
′ is f ′-nef.

(6) a(E, X,1) < a(E, X ′,1′) for all φ-exceptional divisors E ⊂ X . Equivalently, if for a common
resolution p :W → X and q :W → X ′, we may write

p∗(K X +1)= q∗(K X ′ +1
′)+ E

where E ≥ 0 is q-exceptional and the support of E contains the strict transform of the φ-exceptional
divisors.

A canonical model over T is defined to be a projective morphism g : Z→ T with a surjective morphism
π : X ′→ Z with connected geometric fibers from a minimal model such that K X ′ +1

′
= π∗H for an

R-Cartier divisor H on Z which is ample over T .
Suppose K X +1 is f -pseudoeffective and 1 is f -big, then by [Birkar et al. 2010], we may run a

(K X +1)-MMP with scaling to obtain a Q-factorial minimal model (X ′,1′) over T . It follows that
(X ′,1′) is also klt. Then the basepoint freeness theorem implies that (K X ′+1

′) is f ′-semiample. Hence
there exists a relative canonical model g : Z→ T . In particular, if 1 is a Q-divisor, the OT -algebra

R(X ′,1′)=
⊕

m

f ′
∗
OX ′(bm(K X ′ +1

′)c)

is finitely generated. Let X ′→ Z→ ProjT (R(X
′,1′)) be the Stein factorization of the natural morphism.

Then Z is the relative canonical model over T .
The following result relates the relative MMP over a base to the MMP of the fibers (see [de Fernex

and Hacon 2011, Theorem 4.1; Kollár and Mori 1992, 12.3] for related statements).
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Lemma 2.7. Let f : X → T be a flat projective morphism of normal varieties. Suppose X is Q-
factorial and D be an effective R-divisor such that (X, D) is klt. Let ψ : X → Z be the contraction
of a K X + D-negative extremal ray of NE(X/T ). Suppose for t ∈ T very general, the restriction map
N 1(X/T )→ N 1(X t) is surjective and X t is Q-factorial.

Let t ∈ T be very general. If ψt : X t → Z t is not an isomorphism, then it is a contraction of a
K X t + Dt -negative extremal ray, and:

(a) If ψ is of fiber type, so is ψt .

(b) If ψ is a divisorial contraction of a divisor G, then ψt is a divisorial contraction of G t and
N 1(Z/T )→ N 1(Z t) is surjective.

(c) If ψ is a flipping contraction and ψ+ : X+→ Z is the flip, then ψt is a flipping contraction and X+t
is the flip of ψt : X t → Z t . Also, N 1(X+/T )→ N 1(X+t ) is surjective.

Proof. Since the natural restriction map N 1(X/T )→ N 1(X t) is surjective for very general t ∈ T , any
curve in X t that spans a K X + D-negative extremal ray R of NE(X/T ), also spans a K X t + Dt negative
extremal ray Rt of NE(X t). For t ∈ T general, the base change Z t is normal and the morphism X t → Z t

has connected fibers, hence ψt∗OX t =OZ t . Hence ψt is the contraction of the ray Rt for very general t ∈ T .
If ψ is of fiber type, then so is ψt for general t ∈ T . Let us assume that ψ is birational.
Suppose ψ is a divisorial contraction of a divisor G. Then all components of G t are contracted. By

the injectivity of N1(X t)→ N1(X/T ), we see that ψt is an extremal divisorial contraction of G t (and
G t is irreducible). Since X t is Q-factorial, we have the surjectivity of N 1(Z/T )→ N 1(Z t).

Suppose ψ is a flipping contraction and φ : X 99K X+ is the flip. For very general t ∈ T , X t → Z t is a
small birational contraction of the ray Rt . Also, X+t → Z t is also small birational and K X+t +(φ∗D)t is ψ+-
ample for t ∈ T general. Therefore φt : X t 99K X+t is the flip. The surjectivity of N 1(X+/T )→ N 1(X+t )
follows from ψt being an isomorphism in codimension one. �

The next proposition allows us to compare minimal and canonical models over a base to those of a
general fiber.

Proposition 2.8. Let f : X → T be a smooth morphism. Suppose X is smooth and 1 is an f -big and
f -nef R-divisor such that (X,1) is klt. Suppose the local system GN 1(X/T ) has trivial monodromy. Let
φ : X 99K X ′ be the relative minimal model obtained by running a (K X+1)-MMP over T and π : X ′→ Z
be the morphism to the canonical model over T . Then for a general t ∈ T :

(1) The base change φt : X t 99K X ′t is a Q-factorial minimal model of (X t ,1t).

(2) Also, πt : X ′t → Z t is the canonical model of (X t ,1t).

Proof. (1) Since GN 1(X/T ) has trivial monodromy, the natural restriction morphism N 1(X/T ) −→∼

N 1(X t) is an isomorphism for t ∈ T very general. Then Lemma 2.7 implies that, for very general t ∈ T ,
the base change φt : X t 99K X ′t is a composition of steps of the (K X t +1t)-MMP. In particular, X ′t is
Q-factorial for a very general t ∈ T . The fibers X ′t have terminal singularities, by [Lehmann et al. 2018,
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Lemma 2.4]. Hence [Kollár and Mori 1992, 12.1.10] implies that there is a nonempty open U ⊂ T such
that X ′t is Q-factorial for t ∈U . For a general t ∈ T , the conditions (2)–(6) in the definition of a minimal
model follows easily. Therefore, (X ′t ,1

′
t) is a Q-factorial minimal model of (X t ,1t) for general t ∈ T .

(2) Let g : Z→ T be the relative canonical model. Now Z is normal. Therefore, for a general t ∈ T , the
base change Z t is normal and X ′t → Z t has geometrically connected fibers. Also, K X ′ +1= g∗H where
H is a π-ample R-Cartier divisor on Z . By adjunction, K X ′t +1

′
t is pull-back of an ample R-Cartier

divisor on Z t . Hence, X ′t → Z t is the canonical model for general t ∈ T . �

Let X be a smooth uniruled projective variety over an algebraically closed field and L a big and nef
Q-divisor on X . The following result (contained in [Lehmann et al. 2018]) gives a geometric interpretation
of the b-constant.

Proposition 2.9. Let φ : X 99K X ′ be a K X + a(X, L)L-minimal model. Then:

(1) b(X, L)= b(X ′, φ∗L).

(2) If κ(K X + a(X, L)L)= 0 then b(X, L)= rk N 1(X ′)R.

(3) If κ(K X+a(X, L)L)> 0 and π : X ′→ Z is the morphism to the canonical model and Y ′ is a general
fiber of π . Then

b(X, L)= rk N 1(X ′)R− rk N 1
π (X

′)R = rk(im(N 1(X ′)R→ N 1(Y ′)R))

where N 1
π (X

′)R is the span of the π-vertical divisors and N 1(X ′)R → N 1(Y ′)R is the restriction
map.

Proof. Part (1) is the statement of Lemma 3.5 in [Lehmann et al. 2018]. Part (2) follows from part (1). By
abundance, K X+a(X, L)φ∗L is semiample. Then κ(K X+a(X, L)L)=0 implies that K X+a(X, L)φ∗L≡
0. Hence, b(X, L) = b(X ′, φ∗L) = rk N 1(X ′)R. Part (3) follows from the proof of Theorem 4.5 in
[Lehmann et al. 2018]. �

In the case when the fibers are adjoint-rigid, constancy of the b-constant was proved in [Lehmann and
Tanimoto 2017].

Proposition 2.10 [Lehmann and Tanimoto 2017, Proposition 4.4]. Let f : X→ T be a smooth family of
projective varieties. Suppose L is an f -big and f -nef Cartier divisor on X. Assume that for a general
member X t , we have κ(K X t + a(X t , L t)L t)= 0. Then b(X t , L t) is constant for general t ∈ T .

Global invariant cycles. Let π : X→ Z be a morphism of complex algebraic varieties. Then, by Verdier’s
generalization of Ehresmann’s theorem [Verdier 1976, Corolaire 5.1], there exists a Zariski open U ⊂ Z
such that π−1(U )→U is a topologically locally trivial fibration (in the analytic topology), i.e., every
point z ∈ U has a neighborhood N ⊂ U in the analytic topology, such that there is a fiber preserving



1900 Akash Kumar Sengupta

homeomorphism

π−1(N ) N × F

N

∼

where F = π−1(z). Consequently we have a monodromy action of π1(U, z) on the cohomology of the
fiber H i (Xz,R).

Let π : X→ Z be a morphism of normal projective varieties. Note that by generic smoothness and the
discussion above, given any resolution of singularities µ : X̃→ X , we may choose a Zariski open U ⊂ Z
such that π ◦µ is smooth over U and (π ◦µ)−1(U )→ U and π−1(U )→ U are topologically locally
trivial fibrations.

The following result is an adaptation of Deligne’s global invariant cycles theorem [1971] to the case of
singular varieties, which helps us to compute the b-constant.

Lemma 2.11. Let π : X→ Z be a morphism of normal projective varieties over C where X is Q-factorial.
Let µ : X̃ → X be a resolution of singularities. Let U ⊂ Z be a Zariski open subset such that π ◦µ is
smooth over U and (π ◦µ)−1(U )→U and π−1(U )→U are topologically locally trivial fibrations (in
the analytic topology). Suppose for general z ∈U , the fiber Xz := π

−1(z) is rationally connected with
rational singularities. Then

im(N 1(X)R→ N 1(Xz)R)' H 2(Xz,R)π1(U,z)

for general z ∈U , where H 2(Xz,R)π1(U,z) is the monodromy invariant subspace.

Proof. Let X̃z be the fiber of π ◦µ over z. For z ∈U general, µz : X̃z→ Xz is a resolution of singularities.
Since Xz is rationally connected, Q-linear equivalence and numerical equivalence of Q-Cartier divisors
coincide, i.e., Pic(Xz)Q ' N 1(Xz)Q. We know h1(X̃z,OX̃z

) = h2(X̃z,OX̃z
) = 0 since X̃z is smooth

rationally connected. We also have h1(Xz,OXz )= h2(Xz,OXz )= 0, because Xz has rational singularities.
Therefore H 2(X̃z,Q)' N 1(X̃z)Q and H 2(Xz,Q)' N 1(Xz)Q.

Consider the natural restriction map on cohomology groups H 2(X̃ ,Q)→ H 2(X̃z,Q). By Deligne’s
global invariant cycles theorem [1971] (or [Voisin 2003, 4.3.3]) we know that for z ∈U ,

im(H 2(X̃ ,Q)→ (H 2(X̃z,Q))= H 2(X̃z,Q)π1(U,z).

and if α ∈ H 2(X̃z,Q)π1(U,z) is a Hodge class then there is a Hodge class α̃ ∈ H 2(X̃ ,Q) such that α̃
restricts to α. Since H 2(X̃z,Q)' N 1(X̃z)Q, we see that

im(H 2(X̃ ,Q)→ H 2(X̃z,Q))' im(N 1(X̃)Q→ N 1(X̃z)Q)

for z ∈U . In particular
im(N 1(X̃)R→ N 1(X̃z)R)' H 2(X̃z,R)π1(U,z)

for z ∈U .
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Now the following diagram of pull-back morphisms commutes

N 1(X)R N 1(Xz)R

N 1(X̃)R N 1(X̃z)R

i∗

µ∗ µ∗z

ĩ∗

Since µ : X̃ → X and µz : X̃z → Xz are resolutions of singularities for general z ∈ U , the vertical
morphisms are injective. Therefore

im(i∗)' im(µ∗z ◦ i∗)= im(ĩ∗ ◦µ∗)

Since X is Q-factorial, we have N 1(X̃)R ' µ∗N 1(X)R⊕
⊕

j RE j where E j are the µ-exceptional
divisors. For z ∈ U general, the restriction of a µ-exceptional divisor E j to X̃z is µz-exceptional. In
N 1(X̃z)R, we have im(µ∗z )∩⊕ j RE z

j = 0 where E z
j are µz-exceptional. Therefore

im(ĩ∗ ◦µ∗)= im(ĩ∗)∩ im(µ∗z ).

Recall that we have the isomorphisms given by first Chern class N 1(X̃z)R ' H 2(X̃z,R) and N 1(Xz)R '

H 2(Xz,R). We know that im(ĩ∗) ' H 2(X̃z,R)π1(U,z) and the monodromy actions on H 2(Xz,R) and
H 2(X̃z,R) commute with the pullback map µ∗z . Hence

im(ĩ∗)∩ im(µ∗z )' H 2(Xz,R)π1(U,z).

Therefore
im(N 1(X)R→ N 1(Xz)R)= im(ĩ∗)∩ im(µ∗z )' H 2(Xz,R)π1(U,z)

for general z ∈U . �

3. Constancy on very general fibers

Let f : X→ T be a projective morphism and L is an f -big Q-Cartier divisor. We denote L t := L|X t , the
restriction to the geometric fiber of t .

Lemma 3.1. Let X → T be a smooth projective family of varieties and s, t ∈ T such that s is a
specialization of t :

(a) 3eff(X t) maps into 3eff(Xs) under the specialization morphism spt,s : NSR(X t)→ NSR(Xs).

(b) Suppose a(X t , L t)= a(Xs, Ls) and ρ(X t)= ρ(Xs). Then b(X t , L t)≥ b(Xs, Ls).

Proof. (a) Let D be an effective divisor in NS(X t)R. We may pick a discrete valuation ring R with a
morphism φ : Spec R = {s ′, t ′} → T where s ′ and t ′ map to s and t respectively and t ′ is the generic
point. By Remark 2.1 we have isomorphisms NS(X t)−→

∼ NS(X t ′) and NS(Xs)−→
∼ NS(Xs′). Therefore

we may assume T is the spectrum of a discrete valuation ring R and t is the generic point t ′. Now D is
defined over a finite extension L of k(t ′). We can replace R by a discrete valuation ring RL with quotient
field L . Then the image of D under Pic(X t ′) −→

∼ Pic(φ∗X)→ Pic(Xs′) is effective by semicontinuity.
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After passing to the algebraic closure and taking quotient by algebraic equivalence we conclude that, spt,s

maps D to an effective divisor class.

(b) Since ρ(X t)=ρ(Xs), we have an isomorphism NS(X t)R→NS(Xs)R. Let a :=a(Xs, Ls)=a(X t , L t).
Note that spt,s maps K X t+aL t to K Xs+aLs . Let F be a supporting hyperplane of3eff(Xs) corresponding
to the minimal supporting face containing K Xs + aLs . Since 3eff(X t) ⊂ 3eff(Xs), we see that F is a
supporting hyperplane of 3eff(X t) containing K X t + aL t . Therefore,

b(Xs, Ls)= codim(F ∩3eff(Xs))≤ codim(F ∩3eff(X t))≤ b(X t , L t). �

Lemma 3.2. Let X → T a smooth projective family. Let η ∈ T be the generic point. We denote
a = a(Xη, Lη), n = ρ(Xη) and b = b(Xη, Lη). For m ∈ N, define

Tm :=
{
t ∈ T | a(X t , L t)≤ a− 1

m

}
, T0 := {t ∈ T | ρ(X t) > n}

and

T∞ := {t ∈ T | a(X t , L t)= a, ρ(X t)= n, b(X t , L t) < b}.

We let ZT :=
⋃

m Tm ∪ T∞ ∪ T0. Then:

(a) ZT is closed under specialization.

(b) If we base change by a morphism of schemes g : T ′→ T , then ZT ′ = g−1(ZT ).

Proof. (a) Let t ∈ ZT and s a specialization of t in T . If t ∈ Tm for some m ∈ N, then Lemma 3.1(a)
implies that K Xs + a(X t , L t)Ls ∈ 3eff(Xs). Therefore, a(Xs, Ls) ≤ a(X t , L t) and hence s ∈ Tm . If
t ∈ T0, then by Proposition 2.2(a), ρ(Xs) ≥ ρ(X t) and s ∈ T0. If t /∈ T0 ∪

⋃
m Tm , then ρ(X t) = n and

a(X t , L t) = a. Then Lemma 3.1(b) implies b(Xs, Ls) ≤ b(X t , L t) < b. Therefore s ∈ T∞ and ZT is
closed under specialization.

(b) This follows from the fact that the Picard number and a- and b-constants are invariant under alge-
braically closed base extension. �

Proof of Theorem 1.1. By passing to a resolution of singularities and using generic smoothness, we may
exclude a closed subset of T to assume the family f : X→ T is smooth and T is affine. Since our base
field k is algebraically closed, we may find a subfield k ′ ⊂ k which is the algebraic closure of a field
finitely generated over Q, and there exists a finitely generated k ′-algebra A such that our family X→ T
and L are a base change of a family X A→ Spec A and a line bundle L A on X A. Now B = Spec A is
countable and hence Z B =

⋃
b∈B {b} is a countable union of closed subsets by Lemma 3.2(a). Now

Lemma 3.2(b) implies that ZT is a countable union of closed subsets. �

4. Family of uniruled varieties

In this section we prove Theorem 1.2 Let f : X→ T be a projective family of uniruled varieties over an
algebraically closed field k of characteristic 0 and L an f -nef and f -big Q-Cartier Q-divisor.
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By a standard argument using the Lefschetz principle, it is enough to prove the statement for k = C.
We will henceforth assume that k = C.

We can reduce to the statement for closed points only, as follows. Let us assume that there is an open
U ⊂ T such that b(X t , L t)= b is constant for all closed points t ∈U . Let s ∈U and Z = {s} ∩U . By
applying Theorem 1.1 to the family over Z , we may find F =

⋃
i Fi ⊂ Z a countable union of closed

subvarieties such that b(X t , L t) is constant on Z \ F . Since C is uncountable, there exists a closed point
t ∈ Z \ F . Now s ∈ Z \ F , since s is the generic point of Z . Therefore, b(Xs, Ls)= b(X t , L t)= b. Since
s ∈ U was arbitrary, we conclude that b(X t , L t) = b for all t ∈ U . Therefore it is enough to prove the
statement for closed points.

Proof of Theorem 1.2 for closed points when k = C. We may replace X by a resolution, and by generic
smoothness, we may exclude a closed subset of the base to assume that f : X→ T is a smooth family.
By Theorem 2.5, we can shrink T such that a(X t , L t)= a for all t ∈ T and κ(K X t +aL t) is independent
of t . We may assume that T is affine. Since L is f -big and f -nef, we can replace L by a Q-linearly
equivalent divisor to assume that (X, aL) is klt.

Since the local system GN 1(X/T ) has finite monodromy, we can base change to a finite étale cover of
T to assume that GN 1(X/T ) has trivial monodromy.

If κ(K X t+aL t)=0 then we can conclude by Proposition 2.10. Let us assume that κ(K X t+aL t)= k>0
for all t ∈ T .

Since K X + aL is f -pseudoeffective and aL is f -big, we may run a (K X + aL)-MMP over T to
obtain a relative minimal model φ : X 99K X ′. Let π : X ′→ Z be the morphism to the relative canonical
model over T . By Proposition 2.8, we may replace T by an open subset to assume that the base change
φt : X t 99K X ′t is a Q-factorial minimal model and πt : X ′t → Z t is the canonical model for (X t , aL t) for
all t ∈ T .

For z ∈ Z , we denote the image of z in T by t and let X ′z denote the fiber of π : X ′→ Z over z.

X ′z X ′t X ′

Spec k(z) Z t Z

Spec k(t) T

πt π

gt g

Let µ : X̃→ X ′ be a resolution of singularities. We may replace T by an open subset to assume that
X̃→ T is smooth. Let X̃z be the fiber of π̃ : X̃→ Z over z ∈ Z . By [Verdier 1976, Corrolaire 5.1] we
can find a Zariski open UZ ⊂ Z such that π̃ is smooth over UZ and π̃−1(UZ )→UZ and π−1(UZ )→UZ

both are topologically locally trivial fibrations (in the analytic topology). Again we may replace T by a
Zariski open V ⊂ T to assume that UZ → T is a topologically locally trivial fibration (in the analytic
topology). Let Ut ⊂ Z t denote the fiber of UZ over t ∈ T .
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For all z ∈UZ , there is a monodromy action of π1(Ut , z) on H 2(X ′z,Z) acting by an integral matrix Mz

on the free part. Now for any two points z and z′ in UZ , the fundamental groups π1(Ut , z) and π1(Ut ′, z′)
are isomorphic, since UZ → T is a locally trivial fibration. Also, the cohomology groups H 2(X ′z,Z) and
H 2(X ′z′,Z) are isomorphic, because π−1(UZ )→UZ is a locally trivial fibration. Since the monodromy
actions depend continuously on z ∈UZ , we see that Mz is constant. Therefore the monodromy invariant
subspaces have constant rank, i.e., rk H 2(X ′z,R)π1(Ut ,z) is constant for all z ∈UZ .

By [Hacon and McKernan 2007] we know that a general fiber X ′z is rationally connected and has
terminal singularities. Since X ′t is Q-factorial, Lemma 2.11 implies that

rk(im(N 1(X ′t)R→ N 1(X ′z)R)= rk H 2(X ′z,R)π1(Ut ,z).

for general z ∈Ut . Now using Proposition 2.9(3) we have

b(X t , L t)= rk H 2(X ′z,R)π1(Ut ,z)

for general z ∈UZ . Since rk H 2(X ′z,R)π1(Ut ,z) is constant for z ∈UZ , we may conclude that b(X t , L t) is
constant for general t ∈ T .
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Equidimensional adic eigenvarieties
for groups with discrete series

Daniel R. Gulotta

We extend Urban’s construction of eigenvarieties for reductive groups G such that G(R) has discrete series
to include characteristic p points at the boundary of weight space. In order to perform this construction,
we define a notion of “locally analytic” functions and distributions on a locally Qp-analytic manifold
taking values in a complete Tate Zp-algebra in which p is not necessarily invertible. Our definition agrees
with the definition of locally analytic distributions on p-adic Lie groups given by Johansson and Newton.
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1. Introduction

1.1. Statement of results. The study of p-adic families of automorphic forms began with the work of
Hida [1986; 1988; 1994]. Coleman and Mazur [1998] (see also Coleman [1996; 1997]) introduced
the eigencurve, which parametrizes overconvergent p-adic modular forms of finite slope. Coleman and
Mazur used a geometric definition of p-adic modular forms, based on the original definition of Katz
[1973]. It is also possible to define p-adic automorphic forms using a cohomological approach. Several
constructions of eigenvarieties are based on overconvergent cohomology, introduced by Stevens [1994]
and later generalized by Ash and Stevens [2008]. These include the constructions of Urban [2011]
and Hansen [2017]. Emerton [2006b] has also constructed eigenvarieties using a somewhat different
cohomological approach.

The eigenvarieties mentioned above are all rigid analytic spaces, so they parametrize forms that have
coefficients in Qp-algebras. Recently, there has been interest in studying forms with coefficients in
characteristic p. Liu, Wan, and Xiao [Liu et al. 2017] constructed Zp[[Z

×
p ]]-modules of automorphic forms
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for definite quaternion algebras. By taking quotients of this module, one can obtain both traditional p-adic
automorphic forms and forms with coefficients in Fp[[Z

×
p ]] whose existence had been conjectured by

Coleman. Using these modules, Liu, Wan, and Xiao proved certain cases of a conjecture of Coleman and
Mazur and Buzzard and Kilford [2005] concerning the eigenvalues of the Up operator near the boundary
of the weight space. Andreatta, Iovita, and Pilloni [Andreatta et al. 2018] constructed an eigencurve that
included characteristic p points by extending Katz’s definition of p-adic modular forms.

In this paper, we will show how Urban’s eigenvarieties can be extended to include the characteristic p
points at the boundary of weight space.

In order to explain our results in more detail, we will first describe the basic idea of overconvergent
cohomology. Let G be a connected reductive algebraic group over Q such that GQp is quasisplit. Let A

be the adeles over Q, let A
p
f be the finite adeles away from p, let G+

∞
be the identity component of G(R),

and let ZG be the center of G. Let T0 be a maximal compact torus of G(Qp), and let N−0 be an open
compact subgroup of a maximal unipotent subgroup of G(Qp). We may consider the space

X := G(A)/K pG+
∞

as a locally Qp-analytic manifold. Let F be a finite extension of Qp, and let λ : T0→ F× be a continuous
homomorphism. Let Dc,λ be the space of compactly supported F-valued locally analytic distributions
on X , modulo the relations that right translation by N−0 acts as the identity, right translation by T0

acts by λ, and translation by ZG(Q) acts by the identity. One may think of the cohomology groups
H i (G(Q)/ZG(Q),Dc,λ) as spaces of p-adic automorphic forms. One can also study families of p-adic
automorphic forms by replacing F with an affinoid Qp-algebra A.

We are interested in extending overconvergent cohomology to the case where A is a Zp-algebra. The
main challenge is to show that there is a suitable notion of locally analytic A-valued functions and
distributions on X . We will define these notions when A is a complete Tate Zp-algebra.

To see what the definition should be, we recall a fact from p-adic functional analysis: a function
f : Zp→ Qp is locally analytic if and only if it is of the form f (z) =

∑
∞

n=0 an
(z

n

)
, where an ∈ A and

|an|p go to zero exponentially as n → ∞. We will therefore define the space A(Zp, A) of “locally
analytic” functions Zp→ A to be the set of functions of the form

∑
∞

n=0 an
(z

n

)
, where an ∈ A and an to

zero exponentially (i.e., α−nan goes to zero for some topologically nilpotent unit α) as n→∞. If p
is invertible in A, then this definition is known to coincide with the usual one. We will make a similar
definition for locally analytic functions Zk

p→ A, and then extend the definition to locally Qp-analytic
manifolds by gluing.

If X is a locally Qp-analytic manifold, then we will define modules A(X, A), D(X, A), Ac(X, A),
Dc(X, A) of locally analytic functions, distributions, compactly supported functions, and compactly
supported distributions, respectively.

Theorem 1.1.1 (Theorem 3.4.2). The modules A(X, A), D(X, A), Ac(X, A), and Dc(X, A) satisfy the
following properties:
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(1) A(X, A) is ring.

(2) If g : X→ Y is a locally analytic map, then composition with g induces homomorphisms A(Y, A)→
A(X, A) and D(X, A)→ D(Y, A).

(3) The functors U 7→A(U, A) and U 7→ Dc(U, A) are sheaves on X.

(4) If X has the structure of a finitely generated Zp-module, then any continuous group homomorphism
X→ A× is in A(X, A).

Remark 1.1.2. Of course, modules of continuous functions and distributions also satisfy the above proper-
ties. What makes A(X, A) and D(X, A) more like modules of locally analytic functions and distributions
is that a map that multiplies all coordinates by p is “completely continuous”; see Proposition 3.3.5 and
Lemma 3.3.7 for the precise statement.

Urban [2011] constructed eigenvarieties for reductive groups G such that G(R) has discrete series.
We will show how to use the locally analytic distribution modules mentioned above to extend Urban’s
construction to include characteristic p points.

Theorem 1.1.3 (Theorem 7.4.2). The reduced eigenvariety (constructed in [Urban 2011]) extends to an
adic space E over the weight space W = Spa(Zp[[T ′]],Zp[[T ′]])an, where T ′ is a quotient of a compact
subgroup of a maximal torus in G(Qp). Furthermore, E is equidimensional and the projection from E to
the spectral variety Z is finite and surjective.

The spectral variety Z is flat over W , so the existence of characteristic p points of Z implies the
existence of nearby characteristic zero points. It seems to be a difficult problem to prove the existence
of boundary points in general; however, in many cases, one can check explicitly that they exist (see for
example [Liu et al. 2017; Birkbeck 2019; Johansson and Newton 2018; Ye 2019]).

As this work was being prepared, I became aware that Christian Johansson and James Newton were
independently pursuing similar work. In [Johansson and Newton 2019], they adapt Hansen’s construction
of eigenvarieties to include the boundary of weight space. Their definition of locally analytic distributions
on Zk

p is essentially the same as ours. To construct distributions on p-adic Lie groups, they use a particular
choice of coordinate charts previously studied by Schneider and Teitelbaum. Our definition of locally
analytic distributions therefore generalizes theirs.

1.2. Summary of Urban’s construction and outline of the paper. Urban’s construction of eigenvarieties
is based on the framework of overconvergent cohomology developed by Stevens and Ash and Stevens. In
this framework, one first defines a weight space W , as mentioned above. Over any affinoid subspace U of
the weight space W , one defines a complex C • of projective OW(U)-modules. The cohomology groups
of this complex are the groups H i (G(Q)/ZG(Q),Dc,λ) mentioned above, where λ is the composition of
the quotient T0→ T ′ with the tautological character T ′→OW(U)×.

We consider a weight space that is larger than the one considered by Ash and Stevens and Urban. In
particular, our weight space contains opens U such that the prime p is not invertible on OW(U). The
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main challenge in defining overconvergent cohomology over the larger weight space is to find a suitable
notion of “locally analytic” OW(U)-valued distributions. After recalling the necessary background in
Section 2, we define modules of locally analytic functions and distributions and prove some properties of
these modules in Section 3. We use these modules to define overconvergent cohomology in Section 4.

Ash and Stevens proposed constructing an eigenvariety whose points correspond to systems of Hecke
eigenvalues appearing in the cohomology of the complexes C •; Hansen’s construction uses this approach.
Urban took a more K -theoretic approach. Assume that G(R) has discrete series; then cuspidal automorphic
forms of regular weight contribute to a single degree q0 of the cohomology of C •. So the associated systems
of Hecke eigenvalues appear a net positive number of times in the formal sum

∑
i (−1)i−q0C i . Urban

showed that after removing the contributions from Eisenstein series, each system of Hecke eigenvalues
appears a net nonnegative number of times in the formal sum. The points in Urban’s eigenvariety
correspond to those systems of eigenvalues appearing a net positive number of times in the formal sum.

Unfortunately, Urban’s analysis of Eisenstein series contained an error. In order to argue that certain
character distributions are uniquely defined, Urban assumed that the region of convergence of an Eisenstein
series is (up to translation) a union of Weyl chambers. However, this assumption is not true. In Section 5,
we correct this error by giving a new argument for uniqueness.

Urban’s construction of eigenvarieties makes use of the theory of pseudocharacters. We will instead
use Chenevier’s theory of determinants [2014], which is equivalent to the theory of pseudocharacters in
characteristic zero but better behaved in our setting where the prime p may not be invertible. Section 6
recalls some basic facts about determinants and proves some criteria for establishing that a ratio of two
determinants is again a determinant.

Finally, in Section 7, we construct the eigenvariety. We adapt Urban’s construction from the setting of
rigid analytic spaces to the setting of adic spaces.

2. Modules over complete Tate rings

2.1. Definitions. We begin by recalling the framework necessary for defining modules of locally analytic
functions and distributions and for defining eigenvarieties. We will repeat the basic setup of [Buzzard
2007, Section 2; Andreatta et al. 2018, Appendice B]. First, we recall the definition of a Tate ring [Huber
1993, Section 1].

Definition 2.1.1. A Huber ring is a topological ring A such that there exists an open subring A0 ⊂ A
and a finitely generated ideal I ⊂ A0 such that A0 has the I -adic topology. We say that A0 is a ring of
definition of A and I is an ideal of definition of A0.

A Tate ring is a Huber ring A such that some (equivalently, any) ring of definition A0 has an ideal of
definition that is generated by a topologically nilpotent unit of A.

In Section 7, we will use the framework of adic spaces to construct the eigenvariety. Every analytic
adic space can be covered by open subsets of the form Spa(A, A+) with A complete Tate, so it is natural
to consider this class of rings.
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Throughout this section, A will denote a complete Tate ring.

Definition 2.1.2. Let X be a quasicompact topological space, and let M be a topological abelian group.
We define C(X,M) to be the space of continuous functions X → M , with the topology of uniform
convergence.

Definition 2.1.3. Let S be a set, and let M be a topological abelian group. We define c(S,M) to be
the space of functions f : S → M such that for any open neighborhood U of the identity in M , the
complement of f −1(U ) is finite. We give c(S,M) the topology of uniform convergence.

Definition 2.1.4. Let M be a topological A-module. We say that M is orthonormalizable if it is isomorphic
to c(S, A) for some set S. We say that M is projective if it is a direct summand of an orthonormalizable
A-module.

Definition 2.1.5. Let M be a topological A-module. We say that a set B ⊂ M is bounded if for all open
neighborhoods U of the identity in M , there exists α ∈ A× so that αB ⊆U .

Definition 2.1.6. Let M and N be topological A-modules. We define Lb(M, N ) to be the set of continuous
A-module homomorphisms M→ N , with the topology of convergence on bounded subsets.

Definition 2.1.7. Let M and N be topological A-modules. We say that an A-module homomorphism
M→ N has finite rank if its image is a finitely presented A-module. We say that an element of Lb(M, N )
is completely continuous if it is in the closure of the subspace of finite rank elements.

2.2. Spectral theory.

Definition 2.2.1. We define A{{X}} to be the set of power series P(X)=
∑
∞

n=0 an Xn , an ∈ A, such that
for any α ∈ A×, α−nan→ 0 as n→∞.

We say that P(X) ∈ A{{X}} is a Fredholm series if it has leading coefficient 1.

In Section 7, we will consider the adic space Spa(A, A+) for certain complete Tate Zp-algebras A. If
the adic space Spa(A, A+)×A1 exists, then A{{X}} is its ring of global sections.

Assume A is Noetherian. If M is a projective A-module and u : M→ M is completely continuous,
then we define the Fredholm series det(1− Xu) ∈ A{{X}} as in [Buzzard 2007, Section 2; Andreatta et al.
2018, Section B.2.4]. To define the series, we express M as a direct summand of an orthonormalizable
A-module c(S, A) and extend u to a map c(S, A)→ c(S, A) by having it act as zero on the orthogonal
complement of M . The module c(S, A) has a basis consisting of functions sending a single element of S
to 1 and the rest to 0. We consider the matrix of u in this basis. The series det(1− Xu) is defined to be
limit of the characteristic polynomials of finite dimensional submatrices of this matrix. The series does
not depend on the choice of embedding.

As in [Urban 2011], we will need to work with complexes. Let M • be a bounded complex of projective
A-modules. We will say that u• : M •

→ M • is completely continuous if each ui is completely continuous.
If u• is completely continuous, then we define

det(1− Xu•) :=
∏

i

det(1− Xui )(−1)i .
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Lemma 2.2.2. Let M • be a bounded complex of projective A-modules, and let u•, v• : M •
→ M • be

completely continuous maps that are homotopy equivalent. Then det(1− Xu•)= det(1− Xv•).

Proof. For each nonnegative integer k, define the complex SSymk M • so that (SSymk M)i is generated
by formal products of k homogeneous elements of M • of total degree i , subject to the relation a pair of
homogeneous elements anticommutes if both have odd degree and commutes otherwise. The differential
d : (SSymk M)i → (SSymk M)i+1 is defined by

d(m1m2 · · ·mk)= (dm1)m2 · · ·mk + (−1)deg m1m1(dm2) · · ·mk + · · ·+ (−1)i−deg mk m1m2 · · · (dmk).

The maps u•, v• induce endomorphisms SSymk u•, SSymk v• on SSymk M •, and these are completely
continuous and homotopy equivalent. We claim that the coefficient of X k in det(1−Xu•)−1 is tr SSymk u•.
Indeed, there is a decomposition

∞∑
k=0

X k tr SSymk u• =
∏

i≡0(2)

( ∞∑
k=0

X k tr Symk ui
) ∏

i≡1(2)

( ∞∑
k=0

(−X)k tr∧kui
)

=

∏
i≡0(2)

det(1− Xui )−1
∏

i≡1(2)

det(1− Xui ).

Therefore it suffices to show that for each k, SSymk u• and SSymk v• have the same trace. Then we
may use the argument of [Urban 2011, Lemma 2.2.8]. �

2.3. Norms. It is often convenient to work with norms on A and on A-modules.

Definition 2.3.1. Let α be a topologically nilpotent unit of A. We define an α-Banach norm on A to be a
continuous map |·| : A→ R≥0 satisfying the following conditions:

• |a+ b| ≤max(|a|, |b|) ∀a, b ∈ A.

• |ab| ≤ |a||b| ∀a, b ∈ A.

• |0| = 0, |1| = 1, |α||α−1
| = 1.

• The norm |·| induces the topology of A.

Definition 2.3.2. Let α be a topologically nilpotent unit of A, let |·| be an α-Banach norm on A, and let M
be a topological A-module. We define a |·|-compatible norm on M to be a continuous map ‖·‖ : M→R≥0

satisfying the following conditions:

• |m+ n| ≤max(|m|, ‖n‖) ∀m, n ∈ M .

• ‖am‖ ≤ |a|‖m‖ ∀a ∈ A,m ∈ M .

• ‖0‖ = 0.

If, in addition, ‖·‖ induces the topology of M , we say that ‖·‖ is a Banach norm.
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For any topologically nilpotent unit α ∈ A× and ring of definition A0 of A containing α, the function
|·| : A→ R≥0 defined by

|a| = inf
n∈Z|αna∈A0

pn

is an α-Banach norm.
Furthermore, if M is a topological A-module and M0 is an open neighborhood of zero in M that is an

A0-module, then the function ‖·‖ : M→ R≥0 defined by

‖m‖ = inf
n∈Z|αnm∈M0

pn

is a norm compatible with |·|. If the sets of the form αn M0 are a basis of open neighborhoods of zero,
then this norm is Banach.

3. Locally analytic functions and distributions

Now let A be a complete Tate Zp-algebra, and let X be a locally Qp-analytic manifold. In this section,
we will define modules A(X, A) and D(X, A) of “locally analytic” A-valued functions and distributions
on X .

The space X can be covered by coordinate patches isomorphic to Zk
p for some k. We will first define

locally analytic functions on these patches and then show that the construction can be glued.
Naively, one might try to define a function Zk

p → A to be locally analytic if it has a power series
expansion in a neighborhood of any point. However, this definition turns out not to be suitable for
applications to overconvergent cohomology. In Section 4.3, it will be important that any continuous
homomorphism Zk

p→ A× is in A(Zk
p, A). The homomorphism Zp→ Fp((T ))× that sends z 7→ (1+T )z

does not have a power series expansion on any open subset of Zp. Our criterion for local analyticity will
instead be based on Mahler expansions.

3.1. Preliminaries. We will recall some basic facts from p-adic functional analysis.
We will make use of the completed group ring Zp[[Z

k
p]] = lim

←−−n Zp[Z
k
p/pnZk

p].
For z ∈ Zk

p, let [z] denote the corresponding group-like element of Zp[[Z
k
p]], and let 1z = [z] − [0].

Let I1 denote the augmentation ideal of Zp[[Z
k
p]]; this is the ideal generated by the 1z . The ring Zp[[Z

k
p]]

is local with maximal ideal (p)+ I1.
We let Zk

p act on C(Zk
p,M) by translation: for g ∈ C(Zk

p,M), (zg)(y)= g(y+ z). This action extends
to an action of Zp[[Z

k
p]].

We adopt the convention that N is the set of nonnegative integers. To simplify notation, if z =
(z1, . . . , zk) ∈ Zk

p, and n = (n1, . . . , nk) ∈ Nk , we will write
(z

n

)
for

∏k
i=1

(zi
ni

)
, and we will write

∑
n

for
∑k

i=1 ni .

Lemma 3.1.1 (Mahler’s theorem, [Lazard 1965, Théorème II.1.2.4]). Let M be a complete topological
Zp-module. Suppose that M has a basis of open neighborhoods of zero that are subgroups of M. There is
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an isomorphism c(Nk,M)−→∼ C(Zk
p,M) that sends f ∈ c(Nk,M) to a function g ∈ C(Zk

p,M) defined by

g(z)=
∑
n∈Nk

f (n)
( z

n

)
.

We say that the right-hand side of the above equation is the Mahler expansion of g.

Lemma 3.1.2 (Amice’s theorem). Let F be a closed subfield of Cp, and let L Ah(Z
k
p, F) be the space of

functions Zk
p→ F that extend to an analytic function Zk

p + phOk
Cp
→ Cp. For f ∈ L Ah(Z

k
p, F), define

| f | := sup
z∈Zk

p+phOk
Cp

| f (z)|p.

Then the functions
⌊ n1

ph

⌋
! · · ·

⌊ nk
ph

⌋
!
(z

n

)
form an orthonormal basis for the Banach space L Ah(Z

k
p, F). In

other words, every f ∈ L Ah(Z
k
p, F) can be expressed uniquely in the form

f (z)=
∑
n∈Nk

an

⌊
n1

ph

⌋
! · · ·

⌊
nk

ph

⌋
!

( z
n

)
,

and | f | = supn∈Nk |an|p.

Proof. This follows from [Amice 1964, Chapitre 3] (see also [Colmez 2010, Théorème I.4.7]). �

The following formulas concerning the p-adic valuations of n!, where n is a nonnegative integer, are
well known:

vp(n!)=
∞∑

k=1

⌊
n
pk

⌋
and

n
p− 1

− logp(n+ 1)≤ vp(n!)≤
n

p− 1
.

Consequently, if F is a closed subfield of Cp, and f : Zk
p→ F is a continuous function with the Mahler ex-

pansion f (z)=
∑

n∈Nk an
(z

n

)
, then f is locally analytic if and only if |an|p go to zero exponentially in

∑
n.

3.2. Definitions. The above facts suggest that we should define a function Zk
p→ A to be “locally analytic”

if the coefficients of its Mahler expansion decrease to zero exponentially.
We choose a topologically nilpotent α ∈ A×.

Definition 3.2.1. Let r ∈ R+. We define A(α,r)(Zk
p, A) to be the space of functions f ∈ C(Zk

p, A) such
that for any open neighborhood U of zero in A, there exists N ∈ N so that for all integers n > N and all
δ ∈ I n

1, αb−rncδ f ∈ C(Zk
p,U ).

For any open neighborhood U of zero in A, we define Ur ⊂ A(α,r)(Zk
p, A) to be the set of all

f ∈A(α,r)(Zk
p, A) such that αb−rncδ f ∈ C(Zk

p,U ) for all n ∈ N and all δ ∈ I n
1. We define a topology on

A(α,r)(Zk
p, A) by making sets of the form Ur a basis of open neighborhoods of zero.

We define A(Zk
p, A) := lim

−−→r A
(α,r)(Zk

p, A).

We will not choose a topology on A(Zk
p, A).

The connection between this definition and Mahler expansions will be explained by Lemma 3.2.3.
The definition of A(α,r)(Zk

p, A) is invariant under affine changes of coordinates.
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For any topologically nilpotent unit α′ ∈ A× and sufficiently small r ′ ∈ R+, A(α′,r ′)(Zk
p, A) injects into

A(α,r)(Zk
p, A). So the directed systems (A(α,r)(Zk

p, A))r∈R+ and (A(α′,r)(Zk
p, A))r∈R+ are cofinal, and

A(Zk
p, A) does not depend on the choice of α. If F is a closed subfield of Cp, then by Lemma 3.1.2,

there are continuous injections with dense image

A(p,1/(p−1)ph)(Zk
p, F) ↪→ L Ah(Z

k
p, F) ↪→A(p,r)(Zk

p, F)

for any r < 1/((p− 1)ph), so the directed systems (A(p,r)(Zk
p, F))r∈R+ and (L Ah(Z

k
p, F))h∈N are also

cofinal.
The module A(α,r)(Zk

p, A) can also be defined (albeit less symmetrically) using α-Banach norms.
Choose a ring of definition A0 of A containing α, and define an α-Banach norm |·| : A→ R≥0 as in
Section 2.3. Define ‖·‖0 : C(Zk

p, A)→ R≥0 by

‖ f ‖0 = sup
z∈Zk

p

| f (z)|.

The sets { f ∈ A | ‖ f ‖0 ≤ s}, s ∈ R≥0, form a basis of open neighborhoods of the identity in A. Hence in
Definition 3.2.1, we can restrict our attention to neighborhoods of this form. Therefore

A(α,r)(Zk
p, A)= { f ∈ C(Zk

p, A) | lim sup
n→∞

sup
δ∈I n

1

‖αb−rncδ f ‖0 = 0},

and the topology on A(α,r)(Zk
p, A) is induced by the norm ‖·‖r : A(α,r)(Zk

p, A)→ R≥0 defined by

‖ f ‖r = sup
n∈N

sup
δ∈I n

1

‖αb−rncδ f ‖0.

The functions ‖·‖0 and ‖·‖r are Banach norms compatible with |·|.
Presumably, it would be reasonable to define A(α,r)(Zk

p,M) and A(Zk
p,M) for any topological A-

module M that is locally convex in the sense that for some (equivalently, any) ring of definition A0 of A,
M has a basis of open neighborhoods of the identity that are A0-modules. (We would just replace A with
M in the above definition.) However, we will not need this additional generality.

Definition 3.2.2. Let r ∈R+. We define D(α,r)(Zk
p, A) to be the closure of the image of Lb(C(Zk

p, A), A)
in Lb(A(α,r)(Zk

p, A), A).
We define D(Zk

p, A)= lim
←−−r D

(α,r)(Zk
p, A).

The definition of D(Zk
p, A) does not depend on the choice of α.

We chose the definitions of A(α,r)(Zk
p, A) and D(α,r)(Zk

p, A) so that these modules would be orthonor-
malizable, as we will now show.

Lemma 3.2.3. There is an isomorphism Ser : c(Nk, A) −→∼ A(α,r)(Zk
p, A) that sends f ∈ c(Nk, A) to a

function g ∈A(α,r)(Zk
p, A) defined by

g(z)=
∑
n∈Nk

αdr
∑ne f (n)

( z
n

)
. (3.2.4)
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Moreover, if c(Nk, A) is given the supremum norm and A(α,r)(Zk
p, A) is given the norm ‖·‖r , then Ser is

an isometry.
There is an isomorphism Ev : D(α,r)(Zk

p, A) −→∼ c(Nk, A) that sends φ ∈ D(α,r)(Zk
p, A) to a function

h ∈ c(Nk, A) defined by

h(n)= αdr
∑neφ

(( z
n

))
. (3.2.5)

Hence A(α,r)(Zk
p, A) and D(α,r)(Zk

p, A) are orthonormalizable.

Proof. Let f ∈ c(Nk, A), and let g be defined by (3.2.4). By Mahler’s theorem, g ∈ C(Zk
p, A). We observe

that for any h ∈ C(Zk
p, A) and δ ∈Zp[[Z

k
p]], ‖δh‖0≤‖h‖0. Furthermore, if δ ∈ I m

1 , then δ
(z

n

)
= 0 whenever∑

n < m. So

‖αb−rmcδg‖0 ≤ sup∑
n≥m
|αb−rmc+dr∑ne f (n)| ≤ sup∑

n≥m
| f (n)|.

It follows that g ∈A(α,r)(Zk
p, A), and Ser is has operator norm ≤ 1.

By Mahler’s theorem, we can recover f from g:

f (n)= αb−r∑nc(1n1
e1
· · ·1nk

ek
g)(0), (3.2.6)

where e1, . . . , ek are the standard basis for Zk
p. Since

| f (n)| ≤ sup
δ∈(I1)

∑
n
‖αb−r∑ncδg‖0,

the relation (3.2.6) determines a map Coeff : A(α,r)(Zk
p, A)→ c(Zk

p, A) that is a left-inverse of Ser, and
Coeff has operator norm ≤ 1. To see that Coeff is also a right-inverse of Ser, observe that (Ser ◦Coeff)(g)
and g agree on Nk , which is dense in Zk

p. Since Ser and Coeff both have operator norm ≤ 1, they must
be isometries.

The map Ser induces an isomorphism Ser∗ : Lb(A(α,r)(Zk
p, A), A)−→∼ Lb(c(Nk, A), A). The pairing

c(Nk, A)× c(Nk, A)→ A defined by ( f, h) 7→
∑

n∈Nk f (n)h(n) identifies c(Nk, A) isometrically with a
closed submodule of Lb(c(Nk, A), A). For any φ ∈Lb(C(Zk

p, A), A), the function n 7→φ
((z

n

))
is bounded,

so in particular αdr
∑neφ

((z
n

))
→ 0 as

∑
n →∞. Hence the image of Ser∗ is contained in c(Nk, A).

Furthermore, the image contains all elements of c(Nk, A) that are supported on a finite subset of Nk , and
these elements are dense in c(Nk, A). �

Lemma 3.2.3 makes it clear that for r ′ < r , there are natural injections

D(α,r
′)(Zk

p, A) ↪→ Lb(A(α,r
′)(Zk

p, A), A) ↪→ D(α,r)(Zk
p, A)

A(α,r)(Zk
p, A) ↪→ Lb(D(α,r)(Zk

p, A), A) ↪→A(α,r
′)(Zk

p, A).

3.3. Properties of locally analytic functions and distributions. In this section, we check that A(α,r)(Zk
p,A)

has some properties that one would expect of locally analytic functions.

Lemma 3.3.1. Multiplication induces a continuous map A(α,r)(Zk
p, A)×A(α,r)(Zk

p, A)→A(α,r)(Zk
p, A).
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Proof. This follows Lemma 3.2.3 and the fact that for m, n ∈N,
(z

n

)( z
m

)
is of the form

∑m+n
i=0 ai

(z
i

)
with

ai ∈ Z. �

Lemma 3.3.2. Let
f : C(Zk

p,Zp)→ C(Z j
p,Zp)

be a Zp-module homomorphism. For any r, s ∈ R+, there is at most one continuous A-linear homomor-
phism f̃ making the following diagram commute:

C(Zk
p,Zp) C(Zk

p, A) A(α,r)(Zk
p, A)

C(Z j
p,Zp) C(Z j

p, A) A(α,s)(Z j
p, A)

f f̃

and there is at most one continuous A-linear homomorphism f̃ ∗ making the following diagram commute:

HomZp(C(Z
j
p,Zp),Zp) Lb(C(Z

j
p, A), A) D(α,s)(Z j

p, A)

HomZp(C(Zk
p,Zp),Zp) Lb(C(Zk

p, A), A) D(α,r)(Zk
p, A)

f ∗ f̃ ∗

If either homomorphism exists, we say that it is induced by f .

Proof. If the maps f̃ and f̃ ∗ exist, then their matrices in the basis of Lemma 3.2.3 can be deduced from
the matrix of f in the basis of Mahler’s theorem. More specifically, if we write

f
(( z

n

))
=

∑
m∈N j

fnm

( z
m

)
with fnm ∈ Zp, then the matrix coefficients of f̃ must be

f̃nm = α
dr∑ne−ds∑me fnm,

and the matrix coefficients of f̃ ∗ must be

f̃ ∗nm = f̃mn = α
dr∑me−ds∑ne fmn. �

Lemma 3.3.3. There exists t0 ∈R+ so that for any r, s ∈R+, j, k ∈N, and any Zp-module homomorphism
f : C(Zk

p,Zp)→ C(Z j
p,Zp) that induces a continuous homomorphism

A(p,r)(Zk
p,Qp)→A(p,s)(Z j

p,Qp),

f also induces continuous homomorphisms

f̃ : A(α,r t)(Zk
p, A)→A(α,st)(Z j

p, A) and f̃ ∗ : D(α,st)(Z j
p, A)→ D(α,r t)(Zk

p, A)

for all t ∈ (0, t0).
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Proof. If the map f̃ : A(α,r t)(Zk
p, A)→A(α,st)(Z

j
p, A) exists, then in the notation of the previous lemma,

its matrix coefficients must be given by

f̃nm = α
dr t∑ne−dst∑me fnm .

Conversely, if there is a continuous map with these matrix coefficients, then it is the desired map f̃ .
The f̃nm are the matrix coefficients of a continuous map if and only if the following two conditions are

satisfied:

(1) f̃nm are bounded.

(2) For any fixed n, f̃nm→ 0 as
∑

m→∞.

The terms with r
∑

n − s
∑

m ≥ 0 are certainly bounded, so we only need to worry about terms
with r

∑
n − s

∑
m < 0. There exists a positive integer ` so that p`/α is power bounded. If the

pdr t`∑ne−dst`∑ne fnm (considered as elements of Qp) are bounded (resp. go to zero as
∑

m→∞), then
the same will be true of the αdr t∑ne−dst∑me fnm (considered as elements of A). So we may take t0 = `−1.

Similarly, if the map f̃ ∗ : D(α,st)(Z
j
p, A)→ D(α,r t)(Zk

p, A) exists, then its matrix coefficients satisfy
f̃ ∗mn = f̃nm . The f̃ ∗mn are the coefficients of a continuous map if and only if condition (1) above and the
following condition are satisfied:

(2′) For any fixed m, f̃nm→ 0 as
∑

n→∞.

Since fnm ∈ Zp and αdr t
∑

ne
→ 0 as

∑
n→∞, condition (2′) will always be satisfied. �

Proposition 3.3.4. Let g : Z
j
p→ Zk

p be a (globally) analytic function. For some r0 ∈ R+ depending on α
but not on g, j , k, composition with g induces continuous A-linear homomorphisms

A(α,r)(Zk
p, A)→A(α,s)(Z j

p, A) and D(α,s)(Z j
p, A)→ D(α,r)(Zk

p, A)

for all s < r < r0.

Proof. There are continuous maps

A(p,1/(p−1))(Zk
p,Qp)→ L A0(Z

k
p,Qp)

g∗
−→ L A0(Z

j
p,Qp)→A(p,1/(p−1)−ε)(Z j

p,Qp)

for any ε ∈ (0, 1/(p− 1)). Applying Lemma 3.3.3 then yields the desired result. �

If j = 1, then the maps exist even if r = s. We do not know if the same is true for j > 1. When j = 1,
one can prove existence by considering the norm on L A0 defined in Lemma 3.1.2 and using the fact that
vp(n!)−

∑k
i=1 vp(mi !)≥ b(n−

∑
m)/pc. (The same idea will be used in the proof of Proposition 3.3.5.)

However, for j > 1,
∑ j

i=1 vp(ni !)−
∑k

i=1 vp(mi !) can be zero for arbitrarily large values of
∑

n−
∑

m.

Proposition 3.3.5. Let S be a set of coset representatives of Zk
p/pZk

p. The homeomorphism Zk
p×S−→∼ Zk

p

defined by (z, s) 7→ pz+ s determines an isomorphism

C(Zk
p, A)∼= C(Zk

p, A)⊕pk
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which induces isomorphisms

A(α,r)(Zk
p, A)∼=A(α,pr)(Zk

p, A)⊕pk
and D(α,r)(Zk

p, A)∼= D(α,pr)(Zk
p, A)⊕pk

for all sufficiently small r ∈ R+.

Proof. First, consider the case k = 1. Applying Lemma 3.3.3 along with translation invariance, we see
that it is then enough to check that composition with the function

g(z)= pz

defines a continuous homomorphism

A(p,1/2p2)(Zp,Qp)→A(p,1/2p)(Zp,Qp)

and that composition with the function

h(z)=
{

z/p z ∈ pZp,

0 z ∈ Z×p ,

defines a continuous homomorphism

A(p,1/2p)(Zp,Qp)→A(p,1/2p2)(Zp,Qp).

Define gnm, hnm by

g
(( z

n

))
=

∞∑
m=0

gnm

( z
m

)
, h

(( z
n

))
=

∞∑
m=0

hnm

( z
m

)
.

By the same reasoning as in Lemma 3.3.3, we just need to verify that:

(1) vp(gnm)−
m
2p +

n
2p2 is bounded below for pm ≥ n.

(2) For any n, vp(gnm)−
m
2p +

n
2p2 →∞ as m→∞.

(3) vp(hnm)−
m

2p2 +
n

2p is bounded below for m ≥ pn.

(4) For any n, vp(hnm)−
m

2p2 +
n

2p →∞ as m→∞.

Applying Lemma 3.1.2 gives
vp(gnm)− vp(m!)≥−vp(bn/pc!).

For n ≥ pm this implies

vp(gnm)≥

∞∑
i=1

(bm/pi
c− bn/pi+1

c)≥ bm/p− n/p2
c.

Similarly, Lemma 3.1.2 implies

vp(hnm)≥

∞∑
i=1

(bm/pi+1
c− bn/pi

c)≥ bm/p2
− n/pc.

This proves the case k = 1.
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We reduce the general case to the case k = 1 as follows. Since the above modules are all preserved by
translation, if the proposition is true for one choice of S, it is true for any choice of S. In particular, we
may assume S is a product of k sets of coset representatives of Z/pZ. Then, since multiplication by p
does not mix coordinates, the argument is essentially the same as in the k = 1 case. �

Lemma 3.3.6. Any continuous homomorphism λ : Zk
p→ A× is in A(Zk

p, A).

Proof. Lemma 3.3.1 allows us to reduce to the one-dimensional case, and Proposition 3.3.5 allows us to
replace Zk

p with an open sublattice. So it suffices to consider the case where k = 1 and (λ(1)− 1)/α is
topologically nilpotent. In that case, since

λ(z)=
∞∑

n=0

( z
n

)
(λ(1)− 1)n,

λ ∈A(α,1)(Zp, A). �

Lemma 3.3.7. For any 0< s < r , the inclusions

A(α,r)(Zk
p, A) ↪→A(α,s)(Zk

p, A) and D(α,s) ↪→ D(α,r)(Zk
p, A)

are completely continuous.

Proof. In the orthonormal bases of Lemma 3.2.3, these inclusions are represented by diagonal matrices
with diagonal entries of the form αbr

∑nc−bs∑nc. As
∑

n→∞, the entries go to zero. �

3.4. Gluing. Propositions 3.3.4 and 3.3.5 show that it makes sense to define locally analytic functions
and distributions on arbitrary locally Qp-analytic manifolds by gluing.

Definition 3.4.1. Let k be a nonnegative integer, and let X be a locally Qp-analytic manifold of dimen-
sion k. Choose a decomposition X =

⊔
i∈I X i for some index set I , and choose an identification of each

X i with Zk
p. We define

A(X, A)=
∏
i∈I

A(X i , A)

Ac(X, A)=
⊕
i∈I

A(X i , A)

D(X, A)=
⊕
i∈I

D(X i , A)

Dc(X, A)=
∏
i∈I

D(X i , A).

By Propositions 3.3.4 and 3.3.5, the above definitions do not depend on the choice of decomposition.

Theorem 3.4.2. The modules A(X, A), D(X, A), Ac(X, A), and Dc(X, A) satisfy the following proper-
ties:
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(1) A(X, A) is ring.

(2) If g : X→ Y is a locally analytic map, then composition with g induces homomorphisms A(Y, A)→
A(X, A) and D(X, A)→ D(Y, A).

(3) The functors U 7→A(U, A) and U 7→ Dc(U, A) are sheaves on X.

(4) If X has the structure of a finitely generated Zp-module, then any continuous group homomorphism
X→ A× is in A(X, A).

Proof. The claims all follow immediately from the results of Section 3.3. �

3.5. Geometric interpretation of distributions. The modules of locally analytic distributions have an
alternative interpretation as rings of sections of adic spaces. This interpretation will not be used elsewhere
in the paper, but it gives further evidence that our definition of distributions is reasonable. For background
on adic spaces, see [Huber 1993; Huber 1994; Huber 1996] or [Scholze and Weinstein 2019, Sections 2–5].

Let D = Spa(Zp[[Z
k
p]],Zp[[Z

k
p]]). Suppose that the Tate algebra A〈T1, . . . , Tn〉 is sheafy for each

nonnegative integer n. Let A+ be an open and integrally closed subring of A. Let Y = D×Spa(Zp,Zp)

Spa(A, A+). We can construct Y as follows. There is an isomorphism Zp[[T1, . . . , Tk]] ∼= Zp[[Z
k
p]] that

sends Ti 7→1ei , where the ei form a basis of Zk
p; this isomorphism is known as the multivariable Amice

transform. For any positive rational r = m/n, let Br = A〈T1, . . . , Tk, T n
1 /α

m, . . . , T n
k /α

m
〉, and let B+r

be the normal closure of A+〈T1, . . . , Tn, T n
1 /α

m, . . . , T n
n /α

m
〉 in Br . Then Y is formed by gluing the

affinoids Yr := Spa(Br , B+r ).
There are canonical isomorphisms

HomZp(C(Z
k
p,Zp),Zp)∼=OD(D),

D(Zk
p, A)∼=OY (Y ),

D(α,r)(Zk
p, A)∼=OY (Yr ) ∀r ∈Q+.

4. Overconvergent cohomology

Now we use the modules constructed in Section 3 to define overconvergent cohomology. We mostly repeat
the setup of [Urban 2011, Sections 3–4]; see also [Ash and Stevens 2008; Hansen 2017, Sections 2–3].

4.1. Locally symmetric spaces. Let A (resp. A f , A
p
f ) be the ring of adeles (resp. finite adeles, finite

adeles away from p) of Q.
Let G be a connected reductive algebraic group over Q. We will assume that G(Qp) is quasisplit. Let

B, T, N , N− be compatible choices of a Borel subgroup, maximal torus, maximal unipotent subgroup,
and opposite unipotent subgroup, respectively, of G(Qp).

We will need some results from [Bruhat and Tits 1972]. Note that GQp admits a valued root datum
(“donnée radicielle valuée”) by [Bruhat and Tits 1984, 4.2.3 Théorème].

Let I be an Iwahori subgroup of G(Qp) compatible with B (see for example [Bruhat and Tits 1972,
Section 6.5]; note that this reference denotes the Iwahori by B). Then I admits a factorization I =N0T0 N−0 ,
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where N−0 = N− ∩ I , T0 = T ∩ I , N0 = N ∩ I . Let K p be an open compact subgroup of A
p
f , and let

K = K p I . We assume that K is neat; see Definition 4.1.1 below. Let G+
∞

be the identity component of
G(R), and let K∞ be a maximal compact modulo center subgroup of G+

∞
. Let ZG be the center of G.

The space

X := G(A)/K pG+
∞

may be considered as a locally Qp-analytic manifold. Let A be a complete Noetherian Tate Zp-algebra.
In Section 3, we defined the module Dc(X , A) of “locally analytic” compactly supported A-valued
distributions on X .

Let λ : T0→ A× be a continuous homomorphism. By Lemma 3.3.6, λ ∈A(T0, A). We will assume
that ker λ contains (ZG(Q)K pG+

∞
∩ T0). We define Dc,λ(X , A) to be the quotient of Dc(X , A) obtained

by constraining right-translation by N−0 to act by the identity, right-translation by T0 to act by λ, and
translation by ZG(Q) to act by the identity.

The group G(Q)/ZG(Q) acts on Dc,λ(X , A) by left-translation. Moreover, Dc,λ(X , A) is a direct sum
of modules induced from much smaller subgroups of G(Q)/ZG(Q). We can write G(A) as a finite union

G(A)=
⊔

i

G(Q)gi G+∞K .

Let 0i be the image of gi G+∞K g−1
i ∩G(Q) in G(Q)/ZG(Q). Then

Dc,λ(X , A)∼=
⊕

i

IndG(Q)/ZG(Q)
0i

Dλ(gi I, A)

where Dλ(gi I, A) is the quotient of D(gi I, A) obtained by constraining right-translation by N−0 to act as
the identity and right-translation by T0 to act as λ. Here 0i acts on Dλ(gi I, A) by left-translation.

The existence of the Iwahori factorization implies that the map N0→ gi I given by n 7→ gi n induces
an isomorphism of A-modules

D(N0, A)−→∼ Dλ(gi I, A).

This identification induces a 0i -action on D(N0, A), which can be described as follows. Any x ∈ I has
an Iwahori factorization x = n(x)t(x)n−(x) with n(x) ∈ N0, t(x) ∈ T0, n−(x) ∈ N−0 , and the functions
n, t , and n− are analytic. The action of 0i on D(N0, A) is given by

γ · [x] = λ(t(g−1
i γ gi x))[n(g−1

i γ gi x)]

for γ ∈ 0i , x ∈ N0. Here [x] denotes the Dirac delta distribution supported at x .
Now consider the locally symmetric space

SG(K ) := G(Q)\G(A)/K∞K .

Then SG(K )∼=
⊔

i Yi where

Yi := 0i\G+∞/K∞.
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Definition 4.1.1. We say that K is neat if all of the 0i are torsion-free.

As mentioned above, we assume that K p has been chosen so that K is neat. Then each Yi is a manifold
with fundamental group 0i .

The manifold SG(K ) has a Borel–Serre compactification SG(K ), which is homotopy equivalent to
SG(K ). Any finite triangulation of SG(K ) determines a resolution

0→ Cd(0i )→ · · · → C1(0i )→ C0(0i )→ Z→ 0

where the C j (0i ) are free Z[0i ]-modules of finite rank and d is the dimension of SG(K ). We define a
complex C •λ by

C j
λ :=

⊕
i

Hom0i (C j (0i ),Dλ(gi I, A)). (4.1.2)

Then
R0•(G(Q)/ZG(Q),Dc,λ(X , A))∼=

⊕
i

R0•(0i ,Dλ(gi I, A))∼= C •λ

in the derived category of A-modules.

4.2. Hecke action. We choose a projective resolution

· · · → C1(G(Q)/ZG(Q))→ C0(G(Q)/ZG(Q))→ Z→ 0

of Z as a G(Q)/ZG(Q)-module as well as maps of complexes of 0i -modules

C•(0i )→ C•(G(Q)/ZG(Q)) and C•(G(Q)/ZG(Q))→ C•(0i )

that are homotopy inverses of each other. Then any f ∈ EndG(Q)/ZG(Q)(Dc,λ(X , A)) defines an operator
[ f ] ∈ End(C •λ) by

C j
λ→

⊕
i

Hom0i (C j (G(Q)/ZG(Q)),Dλ(gi I, A))

−→∼ HomG(Q)/ZG(Q)(C j (G(Q)/ZG(Q)),Dc,λ(X , A))
f
−→HomG(Q)/ZG(Q)(C j (G(Q)/ZG(Q)),Dc,λ(X , A))

−→∼
⊕

i

Hom0i (C j (G(Q)/ZG(Q)),Dλ(gi I, A))

→ C j
λ .

For any f, g, [ f ][g] is homotopy equivalent to [ f g].
For any g ∈ G(Ap

f ), the double coset operator K pgK p acts on Dc,λ and determines a Hecke operator
[K pgK p

] on C •λ.
Let

T− := {t ∈ T | t−1 N−0 t ⊆ N−0 }.

For t ∈ T−, the double coset operator N−0 t N−0 acts on Dc,λ and determines an operator [N−0 t N−0 ] on C •λ.
We will sometimes denote this operator by ut .
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Remark 4.2.1. Our definition of the Hecke operators at p differs slightly from that of previous references
on overconvergent cohomology, which made use of a choice of “right ∗-action”. Our definition is instead
meant to be analogous to the one used in Emerton’s theory of completed cohomology [2006a; 2006b]. The
two approaches will yield the same eigenvariety. The only essential difference between the approaches is
that, to define a “right ∗-action”, one chooses a splitting of 0→ T0→ T → T/T0→ 0, and then uses
this splitting to twist the Hecke operators so that T0 acts trivially.

Let S be the set of finite places at which K p is not maximal hyperspecial. Let A
p,S
f be the adeles away

from p and S, and let K p,S be the image of K p in A
p,S
f . We define the Hecke algebra

HG := C∞c (K
p,S
\G(Ap,S

f )/K p,S
× N−0 \N

−

0 T−N−0 /N−0 ,Zp).

4.3. Topological properties of Hecke operators. In order to apply the spectral theory introduced in
Section 2.2, we will need to choose a particular description of C •λ as a limit of complexes of projective
modules. The logarithm induces a bijection between N0 and a finite free Zp-module; we use this bijection
to define a coordinate chart on N0. This chart allows us to define the projective modules D(α,r)(N0, A)
for some arbitrarily chosen topologically nilpotent unit α ∈ A. Define

C i
λ,α,r :=

⊕
j

Hom0 j (Ci (0 j ),D(α,r)(N0, A)).

Lemma 4.3.1. For all sufficiently small r and all ε > 0, the differential d : C i+1
λ → C i

λ extends to a map
C i+1
λ,α,r → C i

λ,α,r+ε .

Proof. It is enough to check that for sufficiently small r and all ε > 0, left translation by any γ ∈ 0i maps
D(α,r)(N0, A) into D(α,r+ε)(N0, A). This follows from the description of the action in Section 4.1 along
with Lemmas 3.3.1 and 3.3.6 and Proposition 3.3.4. �

If r = (r0, . . . , rd) is chosen such that the differentials C i+1
λ,α,ri+1

→ C i
λ,α,ri

are defined, then we denote
the corresponding complex by C •λ,α,r .

Choose some t ∈ T− such that t−1 N0t ⊂ N p
0 . Let H′G be the ideal of HG generated by ut .

Lemma 4.3.2. There exists r0 ∈ R+ so that for all r ∈ (0, r0), ε ∈ R+, and f ∈H′G , f determines a con-
tinuous map C i

λ,α,r → C i
λ,α,r/p+ε , and hence f determines a completely continuous map C i

λ,α,r → C i
λ,α,r .

Proof. We can show that Hecke operators away from p map C i
λ,α,r into C i

λ,α,r+ε using essentially the
same argument as in Lemma 4.3.1. It remains to show that ut maps C i

λ,α,r into C i
λ,α,r/p+ε . The action of

ut can be built from functions of the form

[x] 7→ λ(t(ι(x)))[n(ι(x))]

where ι(x) takes the form

ι(x)= ht−1n(n−x)t(n−x)t
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for some n− ∈ N−0 , h ∈ I . (See for example [Emerton 2006a, Lemma 4.2.19].) In particular, n(ι(x))
belongs to a single right coset of t−1 N0t ⊂ N p

0 . The argument proceeds as before, except that we also
need to use Proposition 3.3.5 and Lemma 3.3.7. �

4.4. Characteristic power series. For any f ∈H′G , we define the power series

det(1− X f | C •λ) := det(1− X f | C •λ,α,r )

for any α, r for which the complex C •λ,α,r is defined and the ut operator is completely continuous.
Choosing a different α and r conjugates the matrix of f by a diagonal matrix, so the power series does
not depend on them.

Similarly, we define det(1− X f | C i
λ) := det(1− X f | C i

λ,α,r ). Consider the Fredholm series

P+(X) :=
d∏

i=0

det(1− Xut | C i
λ).

Suppose that P+(X) factors as Q+(X)S+(X), with Q+(X) ∈ A[X ], S+(X) ∈ A{{X}}, that Q+(X)
and S+(X) are relatively prime, and that the leading coefficient of Q+(X) is invertible. Let Q∗

+
(X)=

Xdeg Q+Q+(X−1). By [Andreatta et al. 2018, Théorème B.2], there is a decomposition C •λ,α,r =N •α,r⊕F •α,r ,
where Q∗

+
(ut) annihilates N •α,r and acts invertibly on F •α,r , and the N i

α,r are finitely generated and
projective.

Lemma 4.4.1. For any α, α′ and r , r ′ such that N •α,r and N •α′,r ′ are defined, they are canonically isomor-
phic.

Proof. Choose r ′′ so that C •λ,α,r ′′ injects into C •λ,α,r and C •λ,α′,r ′ . The operator 1− Q∗
+
(ut)/Q∗

+
(0) acts as

the identity on N •α,r , and for sufficiently large n, (1− Q∗
+
(ut)/Q∗

+
(0))n factors through N •α,r ′′ . So we get

a canonical isomorphism N •α,r ∼= N •α,r ′′ , and similarly there is a canonical isomorphism N •α′,r ′ ∼= N •α,r ′′ . �

Corollary 4.4.2. There is a decomposition C •λ=N •⊕F •, where Q∗
+
(ut) annihilates N • and acts invertibly

on F •, and the N i are finitely generated and projective.

5. Eisenstein and cuspidal contributions to characteristic power series

5.1. Preliminaries. In this section, we will write C •G,K p,λ for C •λ to make it clear which group we are
considering. We will also assume that G(R) has discrete series (i.e., G(R) admits representations with
essentially square integrable matrix coefficients, or equivalently G(R) has a maximal torus that is compact
modulo ZG(R)), since otherwise Urban’s eigenvariety will be empty.

In order to construct Urban’s eigenvariety, we need the characteristic power series of the Hecke
operators to be Fredholm series. However, the power series det(1− X f | C •G,K p,λ) includes contributions
from both cusp forms and Eisenstein series, and the Eisenstein contribution is generally only a ratio
of Fredholm series. We will now define a complex C •G,K p,λ,cusp whose characteristic power series only
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includes contributions from cusp forms. (This complex will only be useful for defining characteristic
power series; we make no attempt to remove the Eisenstein series from the cohomology.)

We will mostly follow [Urban 2011, Section 4.6]. However, there is an error in the handling of the
Eisenstein series in [loc. cit.] that we will need to correct. The region of convergence of an Eisenstein series
is generally not a union of Weyl chambers. (For example, Sp(6) has two conjugacy classes of parabolic
subgroups whose Levis are isomorphic to GL(2)×GL(1). The region of convergence of Eisenstein series
coming from these parabolics contains one or two full Weyl chambers and fractions of three others.)
Consequently, the set WM

Eis defined in [loc. cit.] should depend on the weight of the Eisenstein series. A
more careful argument is therefore needed to show that character distribution I cl

G,0( f, µ) has a unique
p-adic interpolation. In fact, it appears that the character distribution of Eisenstein series coming from a
single parabolic subgroup will generally not have a unique interpolation. We will show, however, that
the sum of distributions coming from parabolic subgroups that have a common Levi will have a unique
interpolation.

Let WG denote the Weyl group of G. Let 8G , 8∨G denote the set of roots and coroots, respectively,
of the pair (GQp , T ), where T is the torus chosen in Section 4. Let 8+G and 8−G denote the subset of
roots that are positive and negative, respectively, with respect to B, and we make a similar definition for
coroots. Let ρ denote half the sum of the roots in 8+G .

Let F be a finite extension of Qp. We say that µ : T0→ F× is an algebraic weight if it can be extended
to a homomorphism of algebraic groups TF → (Gm)F . We say that an algebraic weight µ is dominant
(resp. regular dominant) if 〈α∨, µ〉 ≥ 0 (resp. > 0) for all α∨ ∈8∨+G .

Suppose that µ is dominant. Then Dµ(gi I, F) has a (nonzero) quotient that is a finite-dimensional
F-vector space. We will write LG

µ for the corresponding local system on either SG(K ) or SG(K ).

Lemma 5.1.1. Let f = ut ⊗ f p
∈H′G , and let µ : T0→ F× be an algebraic dominant weight. Then

det(1− X f | C •G,K p,µ)≡ det(1− X f | H •(SG(K ), LG
µ )) (mod OF [[N (µ, t)X ]])

where

N (µ, t) := inf
w∈WG\{id}

|t (w−1)(µ+ρ)
|p.

Proof. For the degree 1 term, this is [Urban 2011, Lemma 4.5.2]. The argument used there also works for
higher degree terms. �

In Section 7, we will consider a family of weights having the property that for any n∈N, the set of points
corresponding to regular dominant weights µ satisfying pn

| N (µ, t) is Zariski dense. The characteristic
power series for the whole family can then be determined from the det(1− X f | H •(SG(K ), LG

µ )).
If µ is regular dominant, then the cuspidal subspace of H i (SG(K ), LG

µ ) is the interior cohomology
H i
!
(SG(K ), LG

µ ) [Li and Schwermer 2004, Section 5.3], and furthermore (since we assume G(R) has
discrete series) the interior cohomology is nonzero only in the middle degree [Borel and Wallach 1980,
Theorem III.5.1]. Hence either det(1− X f | H •

!
(SG(K ), LG

µ )) or its reciprocal is a polynomial.
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Our goal is to prove a version of Lemma 5.1.1 in which C •G,K p,µ is replaced by a complex C •G,K p,µ,cusp

that we will define, and H •(SG(K ), LG
µ ) is replaced by H •

!
(SG(K ), LG

µ ).

5.2. Cohomology of the Borel–Serre boundary. Eisenstein series arise from the Borel–Serre boundary
∂SG(K ) := SG(K ) \ SG(K ) of SG(K ). The boundary has a stratification by locally symmetric spaces of
parabolic subgroups of G.

We warn the reader that the Borel–Serre compactification SG(K ) is slightly strange. When constructing
a locally symmetric space, one usually takes a quotient by the identity component of either ZG(R) or
AG(R), where AG is the Q-split part of ZG . In order to construct Urban’s eigenvariety, we need to
choose the former option, but the Borel–Serre compactification behaves better with respect to the latter.
Consequently, if M is a Levi subgroup of G, then the locally symmetric space for M should be constructed
by taking a quotient by the identity component of ZG(R)AM(R) rather than that of Z M(R). However, it
will turn out that we only need to consider Levi subgroups for which the two quotients are the same; see
Section 5.4 for more details.

Let P be a parabolic subgroup of G, let N be the maximal unipotent subgroup of P , and let M = P/N
be its Levi quotient. Let K p

P = K p
∩ P(Ap

f ), K P,p = I ∩ P(Qp), K P = K p
P K P,p. We can define a locally

symmetric space SP(K P), and there is a locally closed immersion

ι : SP(K P)→ SG(K ).

If P ′ is another parabolic subgroup of G, then SP(K P) and SP ′(K P ′) will have the same image in SG(K )
if and only if P(A f ) and P ′(A f ) are conjugate by an element of K p I .

Let K p
M , IM be the images of K p

P , K P,p in M(Ap
f ), M(Qp), respectively. The group IM is an Iwahori

subgroup of M . Let KM = IM K p
M . The locally symmetric space SP(K P) is a nilmanifold bundle over

SM(KM). Let

π : SP(K P)→ SM(KM)

denote the projection.
We can relate Rπ∗ι∗LG

µ to local systems on SM(KM) using the Kostant decomposition [Borel and
Wallach 1980, Theorem III.3.1]. To define the local systems on SM(KM), we first need to choose a
quasisplit torus TM of M . The parabolic subgroup PQp contains a conjugate of B. There is a decomposition
G(Qp) = I NG(S)(Qp)B(Qp), where NG(S) is the normalizer of the maximal split subtorus S of T ;
this follows from [Bruhat and Tits 1972, Section 4.2.5, Théorème 5.1.3] as well as from [loc. cit.,
Proposition 7.3.1]. So iwBw−1i−1

⊆ PQp for some i ∈ I , w ∈ NG(S)(Qp). We choose i and w to
minimize the length of the image of w in the Weyl group WG . Let TM be the image of iwTw−1i−1 in
MQp . The obvious isomorphism T −→∼ TM determines a length-preserving injection of Weyl groups
WM ↪→WG . Let W M denote a set of minimal length coset representatives of WM\WG .

We have the following isomorphism in the derived category of constructible sheaves on SM(KM).

Rπ∗ι∗LG
µ
∼=

⊕
w′∈W M

L M
w−1(w′(µ+ρ)−ρ)

[l(w′)− dim N ] (5.2.1)
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Here l(w′) denotes the length of w′. To see that the splitting exists in the derived category and not just at
the level of cohomology, we observe that the L M

w−1(w′(µ+ρ)−ρ)
have distinct central characters.

5.3. Hecke action. We will now define an action of HG on the cohomology of SM(KM) by constructing
a homomorphism HG→HM . The map Rπ∗ι∗ will be equivariant for this action.

As explained in [Urban 2011, Corollary 4.6.3], for any summand of (5.2.1) with w 6= w′, the Hecke
eigenvalues of ut ∈H′G acting on the cohomology of this summand will be divisible by N (µ, t). Since our
goal is to prove a cuspidal analogue of Lemma 5.1.1, we may ignore these summands and just consider
the one with w = w′. We are therefore only interested in the local system

L M
w−1(w(µ+ρ)−ρ)

= L M
µ+(1−w−1)ρ

.

Our definition of the homomorphism HG→HM will be the same as that of [Urban 2011, 4.1.8], except
that our convention for the Hecke operators makes some normalization factors disappear. The Hecke
algebra HG is generated by operators of the form ut for t ∈ T− and [KvgKv] for v /∈ S, g ∈ G(Qv). Let
ut ∈HG act as t (1−w

−1)ρut ∈HM . The double coset KvgKv decomposes as a finite union
⊔

j Kv p j Kv

with p j ∈ P(Qv). Let [KvgKv] act as
∑

j [KM,vm j KM,v], where m j is the image of p j in M(Qv).

Lemma 5.3.1. The homomorphism HG→HM defined above makes the map

Rπ∗ι∗ : H •(SG(K ), LG
µ )→ H •(SM(KM), L M

µ+(1−w−1)ρ
)[l(w)− dim N ]

HG-equivariant.

Proof. The argument is essentially the same as that of [Urban 2011, 4.1.8, 4.6.1–3]. �

5.4. Image of the map Rπ∗ι
∗. To simplify some of the analysis that follows, we will observe that

some Levis have H •(SM(KM), L M
µ )= 0 for a Zariski dense subset of weights µ, and hence they cannot

contribute to the characteristic power series. The Levi M can have a nonzero contribution only if the
following conditions hold (see [Urban 2011, Theorem 4.7.3(ii)′]):

(1) M(R) has discrete series.

(2) The center Z M of M is generated by its maximal split subgroup, its maximal compact subgroup,
and ZG .

Now assume that M satisfies the above two conditions. We will define an involution

θ : X∗(TM/ZG)→ X∗(TM/ZG).

To do this, we first decompose X∗(TM/ZG)⊗Q into several pieces. We have

X∗(TM/ZG)⊗Q∼= (X∗(Z M/ZG)⊕ X∗(TM ∩Mder))⊗Q.

There is an action of Gal(Q/Q) on X∗(Z M/ZG). This representation has open kernel, so it becomes
semisimple after tensoring with Q. We define θ to be the operator that acts as 1 on the isotypic component
of the trivial representation and as −1 on its orthogonal complement and on X∗(TM ∩Mder). Although it
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is not immediately obvious that θ preserves the lattice X∗(TM/ZG)⊂ X∗(TM/ZG)⊗Q, the following
alternative description of θ will show that it does.

Let T ′M be a maximal torus of MR that is compact modulo (Z M)R. Such a torus exists by assumption (1).
If C is an algebraically closed field equipped with inclusions R ↪→ C and Qp ↪→ C , then the tori (TM)C

and (T ′M)C are conjugate in MC . Each way of expressing (T ′M)C as a conjugate of (TM)C determines
an isomorphism X∗(TM/ZG) ' X∗(T ′M/ZG). We claim that under any such isomorphism, the action
of complex conjugation on X∗(T ′M/ZG) induces the involution θ on X∗(TM/ZG). Indeed, since T ′M
is compact modulo center, complex conjugation acts as −1 on X∗(T ′M ∩ Mder), and assumption (2)
guarantees that any element of X∗(Z M/ZG) that is fixed by complex conjugation is fixed by Gal(Q/Q).

By [Li and Schwermer 2004, Section 3.2], the image of

Rπ∗ι∗ : H •(SG(K ), LG
µ )→ H •(SM(KM), L M

µ+(1−w−1)ρ
)[l(w)− dim N ]

can have nonzero intersection with the cuspidal part

H •

!
(SM(KM), L M

µ+(1−w−1)ρ
)[l(w)− dim N ]

only if

〈α∨, w(1+ θ)(µ+ ρ))〉< 0 ∀α∨ ∈8∨+G \8
∨+

M . (5.4.1)

If the above equation holds and no Eisenstein series arising from M has a pole at −w(µ+ ρ), then the
image contains the cuspidal part. In particular, the image contains the cuspidal part if (5.4.1) is satisfied
and

|〈α∨, (1+ θ)µ〉| ≥ 4|〈α∨, ρ〉| ∀α∨ ∈8∨G \8
∨

M . (5.4.2)

The constraint (5.4.1) is archimedean in nature, and therefore appears to provide an obstacle to
interpolating Eisenstein series p-adically. To get around this issue, we will combine contributions from
parabolic subgroups having common Levis.

We will call a Levi subgroup “relevant” if it satisfies the two conditions listed at the beginning of this
section, and we will call a parabolic subgroup relevant if its Levi is relevant. Let P0 be the set of relevant
parabolic subgroups of G, modulo the relation that P1 and P2 are considered equivalent if P1(A f ) and
P2(A f ) are conjugate by an element of K p I . Let P be the set of relevant parabolic subgroups of G,
modulo the relation that P1 and P2 are considered equivalent if P1(Qp) and P2(Qp) are conjugate by an
element of I . Let M be the set of relevant Levi subgroups of G, modulo the relation that M1 and M2 are
considered equivalent if M1(Qp) and M2(Qp) are conjugate by an element of I . There are surjections
P0→ P→M.

Choose representatives of each element of P0 and M. If P is the representative of an element of P0

and M is the representative of its image in M, choose a g ∈ G(Q) so that M ⊂ g Pg−1 and the image of
g in G(Qp) is in I . This choice determines an identification of M with the Levi quotient of P . We will
sometimes identify elements of P0 and M with the chosen representatives.
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Let M ∈M. Assume µ is chosen so that (5.4.2) is satisfied. Then there is exactly one parabolic
subgroup Pµ containing M for which (5.4.1) will be satisfied: it is the parabolic determined by the set of
coroots α∨ satisfying

〈α∨, (1+ θ)µ〉< 0.

So µ determines a section M→ P of the projection P→M. Let Pµ be the image of this section, and
let P0,µ be the preimage of Pµ in P0. At the end of Section 5.2, we associated each parabolic subgroup
of G with an element of WG ; this association determines a map w : P→WG .

Lemma 5.4.3. We have

l(w(Pµ))= 1
2 |(8

−

G \8
−

M)∩ θ(8
+

G \8
+

M)|, (1− θ)(1−w(Pµ)−1)ρ =
∑

α∈(8−G\8
−

M )∩θ(8
+

G\8
+

M )

α.

In particular, l(w(Pµ)) and (1− θ)(1−w(Pµ)−1)ρ do not depend on µ.

Proof. By definition,

l(w(Pµ))= |{α ∈8G \8M | 〈α
∨, (1+ θ)µ〉> 0, 〈α∨, µ〉< 0}|

Observe that if 〈α∨, µ〉< 0< 〈α∨, θµ〉, then exactly one of the inequalities

〈α∨, µ〉< 0< 〈α∨, (1+ θ)µ〉, 〈(−α∨θ), µ〉< 0< 〈(−α∨θ), (1+ θ)µ〉

will be satisfied, and otherwise neither will be satisfied. So

|{α ∈8G \8M | 〈α
∨, µ〉< 0< 〈α∨, θµ〉}| = 2l(w(Pµ)).

This proves the first item. The same observation also proves the second item. �

We will write l(M) for l(w(Pµ)) and ρ(M, µ) for (1−w(Pµ)−1)ρ.
Now we are almost ready to write down an analogue of Lemma 5.1.1 for cusp forms. The boundary

components of SG(K ) whose Eisenstein series contribute to the characteristic power series det(1− X f |
H •(SG(K ), LG

µ )) mod OF [[N (µ, t)X ]] are in bijection with elements of P0,µ. Given M ∈M, a choice
of a preimage P of M in P0,µ determines an open compact subgroup K p

M of M(Ap
f ), as described in

Section 5.2. Let Kp
M be the collection of all such subgroups.

The analysis of the last few sections gives us the following identity.
Lemma 5.4.4. For any dominant algebraic weight µ : T → F× satisfying (5.4.2),

det(1− X f | H •(SG(K ), LG
µ ))

det(1− X f | H •

!
(SG(K ), LG

µ ))

≡

∏
M∈M

∏
KM∈K

p
M,µ

det(1− X f | H •

!
(SM(KM), L M

µ+ρ(M,µ)))
(−1)dim N−l(M)

(mod OF [[N (µ, t)X ]]).

In order to interpolate the local systems p-adically, we need to replace Kp
M,µ and ρ(M, µ) with

something independent of µ.
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Proposition 5.4.5. For any dominant algebraic weights µ : T → F× and µ0 : T → F×0 satisfying (5.4.2),

det(1− X f | H •(SG(K ), LG
µ ))

det(1− X f | H •

!
(SG(K ), LG

µ ))

≡

∏
M∈M

∏
KM∈KM,µ0

det(1− X f | H •

!
(SM(KM), L M

µ+ρ(M,µ0)
))(−1)dim N−l(M)

(mod OF [[N (µ, t)X ]]).

Proof. We claim that local systems L M
µ+ρ(M,µ), L M

µ+ρ(M,µ0)
are isomorphic. The isomorphism class of

each local system depends only the restriction of the weight to Mder. The operator (1− θ)/2 acts as
the identity on the character lattice of Mder, so the claim follows from Lemma 5.4.3. Furthermore, the
isomorphism of local systems induces an HG-equivariant isomorphism on cohomology. (The isomorphism
on cohomology is not HM -equivariant — the actions of ut differ by a factor of tρ(M,µ)−ρ(M,µ0). However,
the two homomorphisms HG→HM also differ by the same factor, and so the differences cancel each
other.)

It remains to explain why can replace KM,µ with KM,µ0 . Essentially, we need to show that if π =
π∞⊗πp⊗π

p
f is an automorphic representation of M , then∑

K p
M∈K

p
M,µ

tr(1K p
M
| π

p
f )= tr(1K p | Ind

G(A p
f )

Pµ(A
p
f )
π

p
f )

is independent of µ. By [Bernstein and Zelevinsky 1977, 2.9–2.10], for any place v, the composition
series of the local factor of IndG(A f )

Pµ(A f )
π

p
f at v is independent of µ. It follows that the trace of 1K p does

not depend on µ. �

5.5. The complex C•

G,K p,λ,cusp. Now we fix an algebraic dominant weight µ0 and let λ : T → A× be
any weight. We define C •G,K p,λ,cusp inductively, assuming that analogous complexes have already been
defined for M ∈M:

C •G,K p,λ,cusp := C •G,K p,λ⊕

⊕
M∈M

⊕
K p

M∈K
p
M,µ0

C •M,K p
M ,λ+ρ(M,µ0),cusp[l(M)− dim N − 1].

Proposition 5.5.1. Let F be a finite extension of Qp, let µ : T → F× be an algebraic dominant weight,
and let f = ut ⊗ f p

∈H′G . If µ is sufficiently general, then

det(1− X f | C •G,K p,µ,cusp)≡ det(1− X f | H •

!
(SG(K ), LG

µ )) (mod OF [[N (µ, t)X ]]).

Proof. By induction, we may assume that the proposition holds for all Levi subgroups of G.

det(1− X f | C •G,K p,µ,cusp)

≡ det(1− X f | H •(SG(K ), LG
µ ))

∏
M,KM

det(1− X f | H •

!
(SM(KM), L M

µ+ρ(M,µ0)
))(−1)l(M)−dim N+1

≡ det(1− X f | H •

!
(SG(K ), LG

µ )) (mod OF [[N (µ, t)X ]])
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where we used the induction hypothesis and Lemma 5.1.1 in the second line and Proposition 5.4.5 in
the third line. We also use the fact that ρ(M, µ0) is M-dominant, and so OF [[N (µ+ ρ(M, µ0), t)X ]] ⊆
OF [[N (µ, t)X ]]. �

The analysis of Section 4.4 applies equally well to C •G,K p,λ,cusp. For any f ∈H′G , we may define a
characteristic power series det(1− X f | C •G,K p,λ,cusp). If the Fredholm series P+(X)=

∏
i det(1− X f |

C i
G,K p,λ,cusp) has a factorization P+ = Q+S+ with Q+ a polynomial with invertible leading coefficient,

then this factorization induces a decomposition C •G,K p,λ,cusp = N •⊕ F •.

Remark 5.5.2. One can use Proposition 7.1.2 to show that for f ∈H′G , det(1− X f | C •G,K p,λ,cusp) is a
Fredholm series. We will not need to prove this fact for arbitrary A and λ, so we leave the details of the
argument as an exercise for the reader.

6. Theory of determinants

Urban’s eigenvariety construction makes use of pseudocharacters. Chenevier’s theory of determinants
[2014] is equivalent to the theory of pseudocharacters when the rings involved are Q-algebras [Chenevier
2014, Proposition 1.27], but is better behaved in general. Since we work with rings in which p is not
invertible, we will use determinants. (However, it is probably not strictly necessary to use determinants,
as we work with rings that are p-torsion-free. See Corollary 7.2.2 and the proof of Lemma 7.4.1.)

We will recall some basic definitions from [Chenevier 2014] and prove a lemma concerning the ratio
of two determinants.

Definition 6.1 [Chenevier 2014, Sections 1.1–1.5]. Let A be commutative ring, and let R be an A-module.
An A-valued polynomial law on R is a rule that assigns to any commutative A-algebra B a map of sets
DB : R⊗A B→ B that is functorial in the sense that for any A-algebra homomorphism f : B→ B ′,

DB ′ ◦ (idR ⊗ f )= f ◦ DB .

Let d be a nonnegative integer. We say that a polynomial law D is homogeneous of degree d if

DB(br)= bd DB(r) ∀B, b ∈ B, r ∈ R⊗A B.

Now assume that R is an A-algebra. We say that a polynomial law D is multiplicative if

DB(1)= 1, DB(rr ′)= DB(r)DB(r ′) ∀B, r, r ′ ∈ R⊗A B.

We say that a polynomial law D is a determinant of dimension d if it is homogeneous of degree d and
multiplicative.

Example 6.2. Let M be an R-module that is projective of rank d as an A-module. Then the rule that
sends r ∈ R⊗A B to det(r | M ⊗A B) is a determinant of dimension d .

Lemma 6.3 [Roby 1963, Proposition I.1]. Let A be a commutative ring, and let R be an A-module. Let
D be an A-valued polynomial law on R that is homogeneous of degree d , let n be a positive integer, and
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let r1, . . . , rn ∈ R. Then DA[X1,...,Xn](X1r1 + · · · + Xnrn) is a homogeneous polynomial of degree d in
X1, . . . , Xn .

Lemma 6.4. Let A be a commutative ring, let R be an A-algebra, and let D+, D− be A-valued deter-
minants on R of dimension d+, d−, respectively, with d+ ≥ d−. Let d = d+− d−. There is at most one
determinant D of dimension d satisfying D+B (r)= D−B (r)DB(r) for all A-algebras B and all r ∈ R⊗A B.

The following are equivalent:

(1) There exists a determinant D satisfying the above condition.

(2) For any commutative A-algebra B and r ∈ R⊗A B, the quotient

D+B[X ](1+ Xr)/D−B[X ](1+ Xr)

exists in B[X ] and has degree at most d.

(3) For any positive integer n and r1, . . . , rn ∈ R, the quotient

D+A[X1,...,Xn]
(1+ X1r1+ · · ·+ Xnrn)/D−A[X1,...,Xn]

(1+ X1r1+ · · ·+ Xnrn)

exists in A[X1, . . . , Xn] and has total degree at most d.

Proof. Let B be a commutative A-algebra, and let r ∈ R⊗A B. If D−B (r) is not a zero divisor and the
quotient D+B (r)/D−B (r) exists, then we will denote this quotient by FB(r). Note that D−B[X ](1+ Xr)
has constant term 1 by functoriality with respect to X 7→ 0, so it is not a zero divisor. Similarly,
D−A[X1,...,Xn]

(1+ X1r1+ · · ·+ Xnrn) has constant term 1 and is not a zero divisor.
First, we check that D is uniquely determined if it exists. Suppose D is a determinant satisfying the

conditions of the lemma. Let B be a commutative A-algebra, and let r ∈ R ⊗A B. We claim that the
following quantities are equal:

• DB(r).

• The coefficient of XdY 0 in DB[X,Y ](Y + Xr).

• The coefficient of Xd in DB[X ](1+ Xr).

To see that the first and second quantities are equal, apply functoriality with respect to X 7→ 1, Y 7→ 0,
using Lemma 6.3 to show that DB[X,Y ](Y + Xr) has no XnY 0 term for n 6= d. To see that the second
and third quantities are equal, apply functoriality with respect to Y 7→ 1, using Lemma 6.3 to show that
DB[X,Y ] has no XdY n term for n 6= 0. Finally, observe that FB[X ](1+ Xr) must exist and must equal
DB[X ](1+ Xr). So DB(r) must be equal to the coefficient of Xd in FB[X ](1+ Xr). Hence D is uniquely
determined if it exists.

Lemma 6.3 shows that (1)⇒ (3).
Now we prove (3)⇒ (2). Assume (3) holds. Choose a commutative A-algebra B and r ∈ B⊗A R.

Condition (3) implies that FA[X1,...,Xn](1+ X1r1+· · ·+ Xnrn) exists and has total degree at most d . Then
by functoriality with respect to X i 7→ Xbi , FB[X ](1+ Xr) exists and has degree at most d. This proves
(3)⇒ (2).
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Now we will show that (2)⇒ (1). Assume that condition (2) holds. Define DB(r) be the coefficient of
Xd in FB[X ](1+ Xr). We know that D+B[X ](1+ Xr) (resp. D−B[X ](1+ Xr), FB[X ](1+ Xr)) has degree at
most d+ (resp. d−, d), and we have already showed that the coefficient of Xd+ (resp. Xd− , Xd ) is D+B (r)
(resp. D−B (r), DB(r)). So D+B (r)= D−B (r)DB(r).

It remains to show that D is a determinant. Since D+ and D− are functorial, D is as well. To show
that D is homogeneous of degree d, observe that the map X 7→ bX multiplies the coefficient of Xd in
FB[X ](1+ Xr) by bd .

Finally, we check that D is multiplicative. We have FB[X ](1+ X)= (1+ X)d , so DB(1)= 1. Observe
that DB(r1)DB(r2) is the coefficient of (X1 X2)

d in FB[X1,X2](1+ X1r1+ X2r2+ X1 X2r1r2). This is the
same as the coefficient of X0

1 X0
2 Xd

3 in FB[X1,X2,X3](1+ X1r1 + X2r2 + X3r1r2), since Xd
3 is the only

monomial of total degree d in B[X1, X2, X3] that maps to (X1 X2)
d under X3 7→ X1 X2. Then applying

X1 7→ 0, X2 7→ 0, we find that DB(r1)DB(r2) is the coefficient of Xd
3 in FB[X3](1+ X3r1r2), which is

DB(r1r2). This concludes the proof that (2)⇒ (1). �

Corollary 6.5. Retain the notation of Lemma 6.4. Let A ↪→ A′ be an injective map of commutative rings.
Suppose that there exists an A′-valued determinant D′ on R ⊗A A′ satisfying D+B (r) = D−B (r)D

′

B(r)
for any A′-algebra B and r ∈ R ⊗A B. Then there exists an A-valued determinant D on R satisfying
D+B (r)= D−B (r)DB(r) for any A-algebra B and r ∈ R⊗A B.

Proof. Apply the equivalence (1)⇔ (3) of Lemma 6.4. Observe that FA[X1,...,Xn](1+ X1r1+· · ·+ Xnrn)

exists and has degree total degree ≤ d if and only if FA[[X1,...,Xn]](1+ X1r1+ · · ·+ Xnrn) is a polynomial
of total degree ≤ d. Since A ↪→ A′ is injective, if FA′[[X1,...,Xn]](1+ X1r1+ · · ·+ Xnrn) is a polynomial
of total degree ≤ d , then FA[[X1,...,Xn]](1+ X1r1+ · · ·+ Xnrn) is as well. �

Definition 6.6 [Chenevier 2014, Section 1.17, Lemma 1.19(i)]. Let D be an A-valued determinant on R.
We denote by ker(D) the set of r ∈ R such that for all B and all r ′ ∈ B⊗A R, DB(1+ r ′r)= 1.

Remark 6.7. Let M be projective A-module of rank d , let ρ : R→ End(M) be a homomorphism, and let
D be the determinant associated with ρ, as in Example 6.2. Then ker ρ ⊆ ker D. Conversely, if r ∈ ker D,
then DA[X ](X − r)= Xd , so rd

∈ ker ρ by the Cayley–Hamilton theorem.

Remark 6.8. Chenevier also defines the Cayley–Hamilton ideal CH(D). Assume D comes from a
homomorphism ρ : R→ End(M). Then CH(D)⊆ ker ρ. So we might think of ker D as an upper bound
for ker ρ and CH(D) as a lower bound. If A is Noetherian, then since ker ρ ⊆ ker D, R/ ker D is a finite
A-module. However, R/CH(D) need not be a finite A-module, making it more difficult to use CH(D) in
the construction of eigenvarieties.

For a concrete example, consider A = Q, M = Q2, R = Q[T1, T2, . . .], and let ρ be a map that
sends each Ti to a nilpotent upper triangular matrix. Then ker D = (T1, T2, . . .) (so R/ ker D ∼= Q),
ker CH(D)= (T1, T2, . . .)

2 (so R/CH(D) is not finite type over Q), and R/ ker ρ is isomorphic to either
Q or Q[ε]/(ε2).
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7. Construction of the eigenvariety

7.1. Weight space and Fredholm series. Now we are ready to define the eigenvariety following [Urban
2011, Section 5]. We will use Huber’s theory of adic spaces [1993; 1994; 1996]; see also [Scholze and
Weinstein 2019, Sections 2–5] for a modern introduction. Some aspects of our approach follow [Andreatta
et al. 2018, Appendice B].

We return to the setup of sections 4–5. We continue to assume that G(R) has discrete series. Let T ′ be
the quotient of T0 by the closure of ZG(Q)G+∞K p

∩ T0. We define the weight space

W := Spa(Zp[[T ′]],Zp[[T ′]])an.

Let U = Spa(A, A+) be an open affinoid subset of W with A a complete Tate Zp-algebra (which is
automatically Noetherian). Let λ : T0→ A× be the tautological character induced by the map T0→ T ′→
Zp[[T ′]].

For any f ∈H′G ⊗Zp A, let

P f (X) := det(1− X f | C •G,K p,λ,cusp)
(−1)d/2 .

Note that d = dim SG(K ) is even since G(R) has discrete series. If V is an open subspace of W , and
f ∈H′G ⊗Zp OW(V), then we define P f (X) by gluing.

Definition 7.1.1. Let V be an open subspace of W . A series f ∈OW(V)[[X ]] is called a Fredholm series
if it is the power series expansion of some global section of V ×A1 and its leading coefficient is 1.

This definition agrees with Definition 2.2.1 if V = Spa(A, A+) with A a complete Tate Zp-algebra.

Proposition 7.1.2. For f ∈H′G , the series P f (X) ∈OW(W)[[X ]] is a Fredholm series.

Proof. Observe that OW(W) = O+W(W) = Zp[[T ′]]. Let T ′tf be a maximal torsion-free subgroup of T ′.
The topology on Zp[[T ′tf]] is induced by any norm corresponding to a Gauss point of the wide open
polydisc Spa(Zp[[T ′tf]],Zp[[T ′tf]])×Spa(Zp,Zp) Spa(Qp,Zp). Similarly, the topology on Zp[[T ′]] is induced
by a supremum of a finite collection of norms corresponding to Gauss points of W×Spa(Zp,Zp)Spa(Qp,Zp).
So it suffices to check that the restrictions of P f (X) to Gauss points of W are Fredholm series. The Gauss
points are characteristic zero points, so we may apply the argument of [Urban 2011, Theorem 4.7.3(iii)]
along with Proposition 5.5.1. �

We will write P(X) for Put (X). We define the spectral variety Z ⊂W ×A1 to be the zero locus of
P(X), and we define w : Z→W to be the projection. We also define

P+(X) :=
∏

i

det(1− Xut | C i
G,K p,λ,cusp).

7.2. Weight space and its characteristic zero subspace. Before constructing the eigenvariety, we will
prove a result that will allow us to deduce information about the behavior of the eigenvariety at the
boundary from the characteristic zero part of the eigenvariety.
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Lemma 7.2.1. Let U = Spa(A, A+) by an affinoid adic space. Assume that A is finitely generated over a
Noetherian ring of definition. Let a ∈ A be an element that is not a zero divisor.

(1) For any open V ⊆ U , a is not a zero divisor in OU (V).

(2) Assume A is Tate. There exists rational subset V ⊆ U such that the restriction A→OU (V) is injective
and a ∈OU (V)×.

Proof. To prove the first item, it suffices to consider the case where V is a rational subset. Then
OU (U) is flat over A by [Huber 1993, Corollary 1.7(i)] and OU (V) is flat over OU (U) by [Huber 1996,
Proposition 1.6.7(i), Lemma 1.7.6]. Since the multiplication-by-a map is injective on A, it must be
injective on OU (V) as well.

To prove the second item, choose a Noetherian ring of definition A0 ⊂ A and a topologically nilpotent
α ∈ A× ∩ A0. After multiplying a by a power of α, we may assume a ∈ A0. By the Artin–Rees lemma,
there exists an integer k ≥ 1 so that αn A0 ∩ a A0 ⊆ α

n−ka A0 for all n ≥ k. Let V ⊂ U be the rational
subset defined by the inequality |a| ≥ |αk

|. We claim that A→OU (V) is injective.
The ring OU (V) is the α-adic completion of A0[1/a], and the completion of A0[α

k/a] is a ring of
definition. Let b ∈ A, and suppose the image of b in OU (V) is zero. Then for each n ∈N, b ∈ αn A0[α

k/a].
Then there exists m ∈N so that amb∈αn(a, αk)m A0. One can then show by induction on m that b∈αn A0.
Since A0 is α-adically separated, this implies b = 0. �

Corollary 7.2.2. Let U = Spa(A, A+) be an open affinoid subspace of W , with A complete Tate. Then p
is not a zero divisor of OW(U), and there exists a rational subset V ⊆ U such that A→OW(V) is injective
and p ∈OW(V)×.

7.3. Pieces of the eigenvariety. Now we construct the individual pieces of the eigenvariety. Let z ∈ Z.
By [Andreatta et al. 2018, Corollaire B.1], there exists an open affinoid neighborhood U = Spa(A, A+)
of w(z) and a factorization P+(X) = Q+(X)S+(X), with Q+(X) ∈ A[X ], S+(X) ∈ A{{X}}, such that
Q+(X) and S+(X) are relatively prime, Q+ vanishes at x , and the leading coefficient of Q+ is invertible.
The factorization of P+ induces a factorization P(X) = Q(X)S(X) satisfying similar properties. The
factorization also determines a subcomplex N • of C •G,K p,λ,cusp, as described in Sections 4.4 and 5.5.

Proposition 7.3.1. Let D+ be the determinant associated with the action of HG ⊗Zp A on
⊕

i≡d/2(2) N i ,
and let D− be the determinant associated with the action of HG ⊗Zp A on

⊕
i≡d/2+1(2) N i . Then there

exists a determinant D so that D+ = D−D.

Proof. Let R =HG ⊗Zp A. As in Lemma 6.4, if B is an A-algebra and r ∈ R⊗A B such that D−B (r) is
not a zero divisor and the ratio D+B (r)/D−B (r) exists in B, we write FB(r) for this ratio. Let d+ and d−
be the dimensions of D+ and D−, respectively, and let d = d+− d−.

By Corollary 7.2.2, we can find a rational subset V ⊂ U so that the restriction A→OW(V) is injective
and p is invertible on V . Since V is a reduced rigid space, the natural map OW(V)→

∏
x kx is injective,

where the product runs over rigid analytic points x ∈ V and kx is the residue field of x . For each x , write
D+|kx (resp. D−|kx ) for the base change of D+ (resp. D−) along A→ kx . By [Urban 2011, Lemma 4.1.12
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and Theorem 4.7.3iii], the difference of the pseudocharacters corresponding to D+|kx and D−|kx is again
a pseudocharacter. By the equivalence of pseudocharacters and determinants in characteristic zero
[Chenevier 2014, Proposition 1.27], there exists a determinant D|kx satisfying D+|kx = D−|kx D|kx . Then
by Corollary 6.5, there exists a determinant D satisfying D+ = D−D. �

Let

hU,Q+ := (HG ⊗Zp A)/ ker(D).

We will use the extension A→ hU,Q+ to construct an adic space EU,Q+ over U .

Lemma 7.3.2. The ring hU,Q+ is a finite A-module.

Proof. Since ker(D) contains any operator that annihilates N •, hU,Q+ can be identified with a subquotient
of
⊕

i End N i . In particular, hU,Q+ must be finitely generated as an A-module. �

We give hU,Q+ the “A-module topology” defined in [Huber 1994, Section 2].

Lemma 7.3.3. The ring hU,Q+ is Tate and has a Noetherian ring of definition.

Proof. Choose A-module generators a1, . . . , an of hU,Q+ . Choose mi jk ∈ hU,Q+ so that for each i, j ,
ai a j =

∑n
k=1 mi jkak . Let A0 be a ring of definition of A, and let α be a topologically nilpotent unit

of A contained in A0. There exists an integer ` so that α`mi jk ∈ A0 for all i, j, k. Let hU,Q+,0 be the
A0-submodule of hU,Q+ generated by 1, α`a1, . . . , α

`an; then hU,Q+,0 is an open subring of hU,Q+ . Then
hU,Q+,0 is Noetherian since A0 is Noetherian, and hU,Q+,0 inherits the α-adic topology from A0. So
hU,Q+ has a Noetherian ring of definition and is Tate. �

Let h+U,Q+ be the normal closure of A+ in hU,Q+ . Then (hU,Q+, h+U,Q+) is a Huber pair. We define
EU,Q+ := Spa(hU,Q+, h+U,Q+).

Since Q∗(X) is the characteristic polynomial of u acting on N •, it follows from [Chenevier 2014,
Lemma 1.12(iv)] that Q∗(u) is in ker(D), and so there is a canonical map EU,Q+→ Z .

7.4. Gluing. We will glue the EU,Q+ as in [Buzzard 2007, Section 5]. We need the following lemma to
verify that the pieces can be glued.

Lemma 7.4.1. If U ′ ⊂ U are affinoid subspaces of W , then there is a canonical isomorphism EU ′,Q+ ∼=
EU,Q+ ×U U ′.

Proof. By Corollary 7.2.2, p is not a zero divisor in OW(U) and OW(U ′). Hence OW(U) and OW(U ′) are
torsion-free Z-modules. The map OW(U)→OW(U ′) is flat by [Huber 1996, Lemma 1.7.6]. By the argu-
ment of [Rydh 2008, Proposition I.2.2.4], if A is a ring that is a torsion-free Z-module, then the kernel of an
A-valued determinant is the same as the kernel of the associated pseudocharacter. By [Rydh 2008, Propo-
sition I.2.2.8], the formation of the kernel of a pseudocharacter commutes with flat base change. So the for-
mation of the kernel of a determinant commutes with the base change OW(U)→OW(U ′). Then hU ′,Q+

∼=

hU,Q+ ⊗OW (U)OW(U ′). Since hU,Q+ is finite over OW(U ′), it follows that EU ′,Q+ ∼= EU,Q+ ×U U ′. �
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One can also show, using essentially the same proof as [Urban 2011, Proposition 5.3.5], that if Q+
and Q′

+
are relatively prime, then there is a canonical isomorphism EU,Q+Q′+

∼= EU,Q+ t EU,Q′+ .

Theorem 7.4.2. The EU,Q+ can be glued to form an adic space E . Furthermore, E is equidimensional in
the sense of [Huber 1996, Definition 1.8.1] and the morphism E→ Z is finite and surjective.

Proof. To show that the morphism E→ Z is finite, we observe that Z can be covered by open sets whose
preimage in E is contained in some EU,Q+ . The finiteness of the morphism E→ Z then follows from the
finiteness of the maps EU,Q+→ U .

Now we check that the morphism is surjective. Let z ∈ Z , and let k be the residue field of z. Observe
that SpecHG→ Spec Zp[ut ] is surjective, so HG ⊗Zp[ut ] k cannot be the zero ring. The image of ker(D)
in HG ⊗Zp[ut ] k is contained in the kernel of the base change of D to HG ⊗Zp[ut ] k. Therefore the image
of ker(D) cannot be the unit ideal, and so there must be a point of E lying above z.

Finally, we show that E is equidimensional. The weight space W has the same dimension as its charac-
teristic zero part. By [Urban 2011, Theorem 5.3.7(iii)], the characteristic zero part of E is equidimensional
of dimension dimW . By Lemma 7.2.1(2), any nonempty open U ⊆ E has nonempty characteristic zero
part, so it has dimension at least dimW . Conversely, since E is locally finite over W , E has dimension at
most dimW by [Huber 1996, Example 1.8.9(ii)]. �
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Cohomological and numerical dynamical degrees
on abelian varieties

Fei Hu

We show that for a self-morphism of an abelian variety defined over an algebraically closed field of
arbitrary characteristic, the second cohomological dynamical degree coincides with the first numerical
dynamical degree.

A list of symbols can be found on page 1957.

1. Introduction

Let X be a smooth projective variety defined over an algebraically closed field k, and f a surjective
morphism of X to itself. Inspired by Esnault and Srinivas [2013] and Truong [2016], we associate to
this map two dynamical degrees as follows. Let ` be a prime different from the characteristic of k. As
a consequence of Deligne [1974] and Katz and Messing [1974], the characteristic polynomial of f on
the `-adic étale cohomology group H i

ét(X,Q`) is independent of `, and has integer coefficients, and
algebraic integer roots (see [Esnault and Srinivas 2013, Proposition 2.3]; see also [Kleiman 1968]). The
i -th cohomological dynamical degree χi ( f ) of f is then defined as the spectral radius of the pullback
action f ∗ on H i

ét(X,Q`), i.e.,

χi ( f )= ρ( f ∗|H i
ét(X,Q`)

).

Alternatively, one can also define dynamical degrees using algebraic cycles. Indeed, let N k(X) denote the
group of algebraic cycles of codimension k modulo numerical equivalence. Note that N k(X) is a finitely
generated free abelian group [Kleiman 1968, Theorem 3.5], and hence the characteristic polynomial of f
on N k(X) has integer coefficients and algebraic integer roots. We define the k-th numerical dynamical
degree λk( f ) of f as the spectral radius of the pullback action f ∗ on N k(X)R := N k(X)⊗Z R, i.e.,

λk( f )= ρ( f ∗|N k(X)R).

When k ⊆ C, we may associate to (X, f ) a projective (and hence compact Kähler) manifold XC and a
surjective holomorphic map fC. Then by the comparison theorem and Hodge theory, it is not hard to show
that χ2k( f )= λk( f ); both of them also agree with the usual dynamical degree defined by the Dolbeault
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MSC2010: primary 14G17; secondary 14K05, 16K20.
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cohomology group H k,k(XC,C) in the context of complex dynamics (see e.g., [Dinh and Sibony 2017,
Section 4]).

For an arbitrary algebraically closed field k (in particular, of positive characteristic), Esnault and
Srinivas [2013] proved that for an automorphism of a smooth projective surface, the second cohomological
dynamical degree coincides with the first numerical dynamical degree. Their proof relies on the Enriques–
Bombieri–Mumford classification of surfaces in arbitrary characteristic. In general, Truong [2016] raised
the following question (among many others):

Question 1.1 (cf. [Truong 2016, Question 2]). Let X be a smooth projective variety defined over an
algebraically closed field k, and f a surjective morphism of X to itself. Then is χ2k( f )= λk( f ) for any
1≤ k ≤ dim X?

The above question turns out to be related to Weil’s Riemann hypothesis (proved by Deligne in the
early 1970s). More precisely, when X0 is a smooth projective variety defined over a finite field Fq , we
let X denote the base change of X0 to the algebraic closure Fq of Fq and let F denote the Frobenius
endomorphism of X (with respect to Fq ). Then Deligne’s celebrated theorem asserts that all eigenvalues
of F∗|H i

ét(X,Q`)
are algebraic integers of modulus q i/2 [Deligne 1974, Théorème 1.6]. In particular, we

have χi (F)= q i/2. On the other hand, the k-th numerical dynamical degree λk(F) of F is equal to qk .
See [Truong 2016, Section 4] for more details.

Truong [2016] proved a slightly weaker statement that

hét( f ) :=max
i

logχi ( f )=max
k

log λk( f )=: halg( f ),

which is enough to conclude that the (étale) entropy hét( f ) coincides with the algebraic entropy halg( f )
in the sense of [Esnault and Srinivas 2013, Section 6.3]. As a consequence, the spectral radius of the
action f ∗ on the even degree étale cohomology H 2•

ét (X,Q`) is the same as the spectral radius of f ∗ on the
total cohomology H •

ét(X,Q`).1 Note that when k ⊆ C, by the fundamental work of Gromov [2003] and
Yomdin [1987], the algebraic entropy is also equal to the topological entropy htop( fC) of the topological
dynamical system (XC, fC); see [Dinh and Sibony 2017, Section 4] for more details.

In this article, we give an affirmative answer to Question 1.1 in the case that X is an abelian variety
and k = 1.

Theorem 1.2. Let X be an abelian variety defined over an algebraically closed field k, and f a surjective
self-morphism of X. Then χ2( f )= λ1( f ).

Remark 1.3. (1) When f is an automorphism of an abelian surface X , the theorem was already known
by Esnault and Srinivas [2013, Section 4]. Even in this two-dimensional case, their proof is quite involved.
Actually, after a standard specialization argument, they applied the celebrated Tate theorem [1966]
(see also [Mumford 1970, Appendix I, Theorem 3]), which asserts that the minimal polynomial of the
geometric Frobenius endomorphism is a product of distinct monic irreducible polynomials. Then they

1Recently, this was reproved by Shuddhodan [2019] using a number-theoretic method, where the author introduced a zeta
function Z(X, f, t) for a dynamical system (X, f ) defined over a finite field.
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had four cases to analyze according to its irreducibility and degree. Our proof is more explicit in the
sense that we will eventually determine all eigenvalues of f ∗|N 1(X)R .

(2) Because of the lack of an explicit characterization of higher-codimensional cycles (up to numerical
equivalence) like the Néron–Severi group NS(X) sitting inside the endomorphism algebra End0(X), it
would be very interesting to consider the case k ≥ 2 next.

2. Preliminaries on abelian varieties

We refer to [Mumford 1970; Milne 1986] for standard notation and terminologies on abelian varieties
and to page 1957 for a list of symbols.

For the convenience of the reader, we include several important structure theorems on the étale
cohomology groups, the endomorphism algebras and the Néron–Severi groups of abelian varieties. We
refer to [Mumford 1970, Sections 19–21] for more details.

First, the étale cohomology groups of abelian varieties are simple to describe.

Theorem 2.1 [Milne 1986, Theorem 15.1]. Let X be an abelian variety of dimension g defined over k,
and let ` be a prime different from char k. Let T`X := lim

←−−n X`n (k) be the Tate module of X , which is a
free Z`-module of rank 2g.

(a) There is a canonical isomorphism

H 1
ét(X,Z`)' HomZ`(T`X,Z`).

(b) The cup-product pairing induces isomorphisms∧i
H 1

ét(X,Z`)' H i
ét(X,Z`),

for all i . In particular, H i
ét(X,Z`) is a free Z`-module of rank

(2g
i

)
.

Furthermore, the functor T` induces an `-adic representation of the endomorphism algebra. In general,
we have:

Theorem 2.2 [Mumford 1970, Section 19, Theorem 3]. For any two abelian varieties X and Y , the group
Hom(X, Y ) of homomorphisms of X into Y is a finitely generated free abelian group, and the natural
homomorphism of Z`-modules

Hom(X, Y )⊗Z Z`→ HomZ`(T`X, T`Y )

induced by T` : Hom(X, Y )→ HomZ`(T`X, T`Y ) is injective.

For a homomorphism f : X→Y of abelian varieties, its degree deg f is defined to be the order of the ker-
nel ker f , if it is finite, and 0 otherwise. In particular, the degree of an isogeny is always a positive integer.

Theorem 2.3 [Mumford 1970, Section 19, Theorem 4]. For any α ∈ End(X), there is a unique monic
polynomial Pα(t) ∈ Z[t] of degree 2g such that Pα(n)= deg(nX −α) for all integers n. Moreover, Pα(t)
is the characteristic polynomial of α acting on T`X , i.e., Pα(t) = det(t − T`α), and Pα(α) = 0 as an
endomorphism of X.
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We call Pα(t) as in Theorem 2.3 the characteristic polynomial of α. On the other hand, we can assign
to each α the characteristic polynomial χα(t) of α as an element of the semisimple Q-algebra End0(X).
Namely, we define χα(t) to be the characteristic polynomial of the left multiplication αL : β 7→ αβ for
β ∈ End0(X) which is a Q-linear transformation on End0(X). Note that the above definition of χα(t)
makes no use of the fact that End0(X) is semisimple. Actually, for semisimple Q-algebras, it is much
more useful to consider the so-called reduced characteristic polynomials.

We recall some basic definitions on semisimple algebras (see [Reiner 2003, Section 9] for more details).

Definition 2.4. Let R be a finite-dimensional semisimple algebra over a field F with char F = 0, and
write

R =
k⊕

i=1

Ri ,

where each Ri is a simple F-algebra. For any element r ∈ R, as above, we denote by χr (t) the characteristic
polynomial of r . Namely, χr (t) is the characteristic polynomial of the left multiplication rL : r ′ 7→ rr ′ for
r ′ ∈ R. Let Ki be the center of Ri . Then there exists a finite field extension Ei/Ki splitting Ri [Reiner
2003, Section 7b], i.e., we have

hi : Ri ⊗Ki Ei −→
∼ Mdi (Ei ), where [Ri : Ki ] = d2

i .

Write r = r1+· · ·+ rk with each ri ∈ Ri . We first define the reduced characteristic polynomial χ red
ri
(t) of

ri as follows [Reiner 2003, Definition 9.13]:

χ red
ri
(t) := NKi/F (det(t Idi − hi (ri ⊗Ki 1Ei ))) ∈ F[t].

It turns out that det(t Idi − hi (ri ⊗Ki 1Ei )) lies in Ki [t], and is independent of the choice of the splitting
field Ei of Ri [Reiner 2003, Theorem 9.3]. The reduced norm of ri is defined by

Nred
Ri/F (ri ) := NKi/F (det(hi (ri ⊗Ki 1Ei ))) ∈ F.

Finally, as one expects, the reduced characteristic polynomial χ red
r (t) and the reduced norm Nred

R/F (r) of r
are defined by the products

χ red
r (t) :=

k∏
i=1

χ red
ri
(t) and Nred

R/F (r) :=
k∏

i=1

Nred
Ri/F (ri ).

Remark 2.5. (1) It follows from [Reiner 2003, Theorem 9.14] that

χr (t)=
k∏

i=1

χri (t)=
k∏

i=1

χ red
ri
(t)di . (2-1)

(2) Note that reduced characteristic polynomials and norms are not affected by change of ground field
[Reiner 2003, Theorem 9.27].
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We now apply the above algebraic setting to R = End0(X). For any α ∈ End(X), let χ red
α (t) denote

the reduced characteristic polynomial of α as an element of the semisimple Q-algebra End0(X). For
simplicity, let us first consider the case when X = A is a simple abelian variety and hence D := End0(A)
is a division ring. Let K denote the center of D which is a field, and K0 the maximal totally real subfield
of K . Set

d2
= [D : K ], e = [K :Q] and e0 = [K0 :Q].

Then the equality (2-1) reads as

χα(t)= χ red
α (t)d .

The lemma below shows that the two polynomials Pα(t) and χα(t) are closely related. Its proof relies on
a characterization of normal forms of D over Q.

For convenience, we include the following definition. Let R be a finite-dimensional associative algebra
over an infinite field F . A norm form on R over F is a nonzero polynomial function

NR/F : R→ F

(i.e., in terms of a basis of R over F , NR/F (r) can be written as a polynomial over F in the components
of r ) such that NR/F (rr ′)= NR/F (r)NR/F (r ′) for all r, r ′ ∈ R.

Lemma 2.6. Using notation as above, for any α ∈ End(A), we have

Pα(t)= χ red
α (t)m,

where m = 2g/(ed) is a positive integer. In particular, the two polynomials Pα(t) and χα(t) have the
same complex roots (apart from multiplicities).2

Proof. By the lemma in [Mumford 1970, Section 19] (located between Corollary 3 and Theorem 4,
page 179), any norm form of D over Q is of the following type

(NK/Q ◦Nred
D/K )

k
: D→Q

for a suitable nonnegative integer k, where Nred
D/K is the reduced norm (aka canonical norm form in the

sense of Mumford) of D over K . Now for each n ∈ Z, we have

χ red
α (n)= NK/Q ◦Nred

D/K (n A−α).

On the other hand, the action of D on V`A := T`A⊗Z` Q` defines the determinant map

det : D→Q`,

which actually takes on values in Q and is a norm form of degree 2g. Indeed, let V`α denote the induced
map of α on V`A, then Pα(n) = deg(n A − α) = det(n A − α) = det(n − V`α) for all integers n (see

2I would like to thank Yuri Zarhin for showing me an argument using the canonical norm form to prove this Lemma 2.6.
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Theorem 2.3). Applying the aforementioned lemma in [Mumford 1970, Section 19] to this det, we obtain
that for a suitable m,

det(ψ)= (NK/Q ◦Nred
D/K (ψ))

m

for allψ ∈D. It is easy to see that m is 2g/(ed). Then by takingψ=n A−α, we have that Pα(n)=χ red
α (n)m

for all integers n. This yields that Pα(t)= χ red
α (t)m . �

It is straightforward to generalize Lemma 2.6 to the case that X is the n-th power An of a simple
abelian variety A since End0(An)=Mn(End0(A)) is still a simple Q-algebra.

Lemma 2.7. Let A be a simple abelian variety and X = An . Let χ red
α (t) denote the reduced characteristic

polynomial of α as an element of the simple Q-algebra End0(X)=Mn(D) with D = End0(A). Then

χα(t)= χ red
α (t)dn and Pα(t)= χ red

α (t)m,

where m = 2g/(edn) is a positive integer. In particular, these two polynomials Pα(t) and χα(t) have the
same complex roots (apart from multiplicities).

We recall the following useful structure theorems on NS0(X) which play a crucial role in the proof of
our main theorem.

Theorem 2.8 [Mumford 1970, Section 21, Application III]. Fix a polarization φ : X → X̂ that is an
isogeny from X to its dual X̂ induced from some ample line bundle L0 (we suppress this L0 since it does
not make an appearance here henceforth). Then the natural map

NS0(X)→ End0(X) via L 7→ φ−1
◦φL

is injective and its image is precisely the subspace {ψ ∈ End0(X) | ψ†
= ψ} of symmetric elements of

End0(X) under the Rosati involution † which maps ψ to ψ†
:= φ−1

◦ ψ̂ ◦φ.

Theorem 2.9 [Mumford 1970, Section 21, Theorems 2 and 6]. The endomorphism R-algebra End(X)R :=
End0(X)⊗Q R is isomorphic to a product of copies of Mr (R), Mr (C) and Mr (H). Moreover, one can fix
an isomorphism so that it carries the Rosati involution into the standard involution A 7→ AT. In particular,
NS(X)R := NS0(X)⊗Q R is isomorphic to a product of Jordan algebras of the following types:

Hr (R)= r × r symmetric real matrices,

Hr (C)= r × r Hermitian complex matrices,

Hr (H)= r × r Hermitian quaternionic matrices.

3. Proof of Theorem 1.2

3.1. Some results on dynamical degrees. We first prepare some results used later to prove our main
theorem. Recall that in complex dynamics, the dynamical degrees are bimeromorphic invariants of the
dynamics system (see e.g., [Dinh and Sibony 2017, Theorem 4.2]). We have also shown the birational
invariance of numerical dynamical degrees in arbitrary characteristic [Hu 2019, Lemma 2.8]. Below is a
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similar consideration which should be of interest in its own right. Note, however, that we have not shown
the birational invariance of cohomological dynamical degrees, which is actually one of the questions
raised by Truong [2016, Question 5].

Lemma 3.1. Let π : X→ Y be a surjective morphism of smooth projective varieties defined over k. Let f
and g be surjective self-morphisms of X and Y , respectively, such that π ◦ f = g ◦π . Then χi ( f )≥ χi (g)
for any 0≤ i ≤ 2 dim Y and λk( f )≥ λk(g) for any 0≤ k ≤ dim Y .

Proof. We have the following commutative diagram of Q`-vector spaces:

H i
ét(Y,Q`) H i

ét(X,Q`)

H i
ét(Y,Q`) H i

ét(X,Q`).

π∗

g∗ f ∗

π∗

The first part follows readily from [Kleiman 1968, Proposition 1.2.4] which asserts that the pullback
map π∗ on `-adic étale cohomology is injective and hence π∗H i

ét(Y,Q`) is an f ∗-invariant subspace of
H i

ét(X,Q`). The second part is similar; see also [Hu 2019, Lemma 2.8] for a stronger version. �

The following useful inequality was already noticed by Truong [2016]. We provide a proof for the
sake of completeness.

Lemma 3.2. Let X be a smooth projective varieties defined over k, and f a surjective self-morphism
of X. Then we have λk( f )≤ χ2k( f ) for any 0≤ k ≤ dim X.

Proof. Note that the `-adic étale cohomology H •

ét(X,Q`) is a Weil cohomology after the noncanonical
choice of an isomorphism Z`(1)' Z` [Kleiman 1968, Example 1.2.5]. So we have the following cycle
map

γ k
X : CHk(X)→ H 2k

ét (X,Q`),

where the k-th Chow group CHk(X) of X denotes the group of algebraic cycles of codimension k
modulo linear equivalence, i.e., CHk(X) := Z k(X)/∼. Recall that a cycle Z ∈ Z k(X) is homologically
equivalent to zero if γ k

X (Z)= 0. Also, it is well-known that homological equivalence ∼hom is finer than
numerical equivalence ≡ [Kleiman 1968, Proposition 1.2.3]. Hence we have the following diagram of
finite-dimensional Q`-vector spaces (respecting the natural pullback action f ∗ by the functoriality of the
cycle map):

(CHk(X)/∼hom)⊗Z Q` H 2k
ét (X,Q`)

(CHk(X)/≡)⊗Z Q` = N k(X)⊗Z Q`.

(3-1)

Thus Lemma 3.2 follows. �

Remark 3.3. When k = 1, by a theorem of Matsusaka [1957], homological equivalence coincides with
numerical equivalence (in general, Grothendieck’s standard conjecture D predicts that they are equal for
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all k). Furthermore, after tensoring with Q, both of them are also equivalent to algebraic equivalence ≈.
Namely, we have

NS(X)Q = (CH1(X)/≈)⊗Z Q' (CH1(X)/∼hom)⊗Z Q' N 1(X)⊗Z Q.

In particular, the cycle map γ 1
X induces an injection

N 1(X)⊗Z Q` ↪→ H 2
ét(X,Q`).

3.2. Extension of the pullback action to endomorphism algebras. For an endomorphism α of an abelian
variety X , the following easy lemma sheds the light on the connection between the first numerical
dynamical degree λ1(α) of α and the induced action α∗ on the endomorphism Q-algebra End0(X), while
the latter is closely related to the matrix representation of α in End(X)R or End(X)C (see e.g., Lemma 3.5).

Lemma 3.4. Fix a polarization φ : X → X̂ as in Theorem 2.8. For any endomorphism α of X , we can
extend the pullback action α∗ on NS0(X) to End0(X) as follows:

α∗ : End0(X)→ End0(X) via ψ 7→ α∗ψ := α†
◦ψ ◦α.3

Proof. We shall identify NS0(X) 3 L with the subspace of symmetric elements φ−1
◦ φL of the

endomorphism Q-algebra End0(X) in virtue of Theorem 2.8. Then the natural pullback action α∗ on
NS0(X) could be reinterpreted in the following way:

α∗ : NS0(X)→ NS0(X)

φ−1
◦φL 7→ φ−1

◦φα∗L .

Note that φ−1
◦φα∗L =φ

−1
◦ α̂◦φL ◦α=α

†
◦φ−1

◦φL ◦α, where α̂ is the induced dual endomorphism of
X̂ and α†

= φ−1
◦ α̂ ◦φ is the Rosati involution of α; for the first equality, see [Mumford 1970, Section 15,

Theorem 1]. This gives rise to an action of α on the whole endomorphism algebra End0(X) by sending
ψ ∈ End0(X) to α†

◦ψ ◦α. It is easy to see that the restriction of α∗|End0(X) to NS0(X) is just the natural
pullback action α∗ on NS0(X). �

The lemma below plays a crucial role in the proof of our main theorem by giving a characterization of
the above induced action α∗ on certain endomorphism algebras of abelian varieties. Here we consider a
more general version from the aspect of linear algebra.

Lemma 3.5. (1) If A ∈Mn(R), then the linear transformation

f A : Mn(R)→Mn(R) via B 7→ ATB A

of n2-dimensional R-vector space Mn(R) could be represented by A⊗ A, the Kronecker product of
A and itself.

3Here by abuse of notation, we still denote this action by α∗. We would always write α∗|End0(X) to emphasize the acting
space in practice.
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(2) If A ∈Mn(C), then the following linear transformation

f A : Mn(C)→Mn(C) via B 7→ ATB A

of n2-dimensional C-vector space Mn(C) could be represented by A⊗ A, the Kronecker product of
A and its complex conjugate A.

(3) If A ∈Mn(C), then the following linear transformation

f A : Mn(C)→Mn(C) via B 7→ ATB A

of 2n2-dimensional R-vector space Mn(C) could be represented by the block diagonal matrix
(A⊗ A)⊕ (A⊗ A).

Proof. We first prove the assertion (2) since the proof of the first one is essentially the same. Choose
the standard C-basis {ei j } of Mn(C), where ei j denotes the n× n complex matrix whose (i, j)-entry is 1,
and 0 elsewhere. We also adopt the standard vectorization

vec : Mn(C)−→
∼ Cn2

of Mn(C), which converts n× n matrices into column vectors so that

{vec(e11), vec(e21), . . . , vec(en1), vec(e12), . . . , vec(en2), . . . , vec(e1n), . . . , vec(enn)} (3-2)

forms the standard C-basis of Cn2
. Write A= (ai j )n×n with ai j ∈ C. Then we have

AT
· ei j = ai1e1 j + ai2e2 j + · · ·+ ainenj .

Hence under the basis (3-2), it is easy to verify that the left multiplication by AT on the C-vector space
Mn(C)' Cn2

is represented by the block diagonal matrix A⊕ A⊕ · · ·⊕ A= In ⊗ A. Similarly, since
ei j · A= a j1ei1+ a j2ei2+ · · ·+ a jnein , one can check that under the basis (3-2), the right multiplication
by A is represented by A⊗ In . Therefore, our linear map f A is represented by the matrix product
(In ⊗ A) · (A⊗ In)= A⊗ A. Thus the assertion (2) follows.

For the last assertion, we just need to combine the assertion (2) with the following general fact: if
M ∈Mn(C), then the associated 2n× 2n real matrix(

Re M − Im M
Im M Re M

)
is similar to the block diagonal matrix M ⊕M. Indeed, one can easily verify that(

In −i In

−i In In

)−1

·

(
Re M − Im M
Im M Re M

)
·

(
In −i In

−i In In

)
=

(
M 0
0 M

)
.

Applying the above fact to the complex matrix A⊗ A coming from the assertion (2), one gets the assertion
(3) and hence Lemma 3.5 follows. �
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3.3. Several standard reductions towards the proof. Before proving our main Theorem 1.2, we start
with some standard reductions. The lemma below reduces the general case to the splitting product case.

Lemma 3.6. In order to prove Theorem 1.2, it suffices to consider the following case:

• the abelian variety X = An1
1 × · · · × Ans

s , where the A j are mutually nonisogenous simple abelian
varieties, and

• the surjective self-morphism f of X is a surjective endomorphism α which can be written as
α1× · · ·×αs with α j ∈ End(An j

j ).

Proof. We claim that it suffices to consider the case when f = α is a surjective endomorphism. Indeed,
any morphism (i.e., regular map) of abelian varieties is a composite of a homomorphism with a translation
[Milne 1986, Corollary 2.2]. Hence we can write f as tx ◦α for a surjective endomorphism α ∈ End(X)
and x ∈ X (k). Note however that tx ∈ Aut0(X) ' X acts as identity on H 1

ét(X,Q`) and hence on
H i

ét(X,Q`) for all i . It follows from the functoriality of the pullback map on `-adic étale cohomology
that χi ( f )= χi (α). Similarly, we also get λk( f )= λk(α) for all k. So the claim follows, and from now
on our f = α is an isogeny.

We then make another claim as follows.

Claim 3.7. Towards the proof of Theorem 1.2, we are free to replace our pair (X, α) by any of the
following pairs:

(1) (X, αm), for any positive integer m.

(2) (X,mα), for any positive integer m.

(3) (X ′, α′ := g ◦ α ◦ h), where g : X → X ′ and h : X ′→ X are isogenies such that h ◦ g = m X and
g ◦ h = m X ′ with m = deg g.

Proof of Claim 3.7. The first part follows from the functoriality of the pullback map. For the second one,
we note that mα = m X ◦α = α ◦m X , where m X is the multiplication by m map. Using the isomorphism
H 1

ét(X,Z`)'HomZ`(T`X,Z`), one can easily see that the induced pullback map m∗X on H 1
ét(X,Q`) is also

the multiplication by m map, and hence m∗X |H i
ét(X,Q`)

is represented by the diagonal matrix mi
· idH i

ét(X,Q`)
;

see e.g., Theorem 2.1. It follows from the diagram (3-1) in the proof of Lemma 3.2 that the pullback map
m∗X on each N k(X)R is also represented by the diagonal matrix m2k

· idN k(X)R . In particular, we have
χi (mα)= miχi (α) and λk(mα)= m2kλk(α), which yields the part (2).

For the last part, it is easy to verify that α′◦g= g◦(mα) and h◦α′= (mα)◦h. By applying Lemma 3.1
to the isogenies g and h, we have χi (α

′) = χi (mα) and λk(α
′) = λk(mα). Then combining with the

second part, the third one follows. So we have proved Claim 3.7. �

Let us go back to the proof of Lemma 3.6. By Poincaré’s complete reducibility theorem [Mumford
1970, Section 19, Theorem 1], we know that X is isogenous to the product An1

1 ×· · ·× Ans
s , where the A j
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are mutually nonisogenous simple abelian varieties. Then

End0(X)'
s⊕

j=1

End0(An j
j ),

so that we can write α as α1×· · ·×αs with α j ∈End0(An j
j ). Using the reductions (2) and (3) in Claim 3.7,

we only need to consider the case when X itself is the product variety and each α j belongs to End(An j
j ),

as stated in the lemma. �

Remark 3.8. We are keen to further reduce the situation of Lemma 3.6 to the case when X = An is a
power of some simple abelian variety A, as Esnault and Srinivas did [2013, proof of Proposition 6.2].
However, to the best of our knowledge, it does not seem to be straightforward. More precisely, let X
and α be as in Lemma 3.6. Suppose that Theorem 1.2 holds for every An j

j and surjective endomorphism
α j ∈ End(An j

j ), i.e., λ1(α j )= χ2(α j ) for all j . We wish to show that Theorem 1.2 also holds for X and α.
Note that

NS(X)'
s⊕

j=1

NS(An j
j ).

4

It follows that

λ1(α)=max
j
{λ1(α j )} =max

j
{χ2(α j )}. (3-3)

On the other hand, by the Künneth formula, we have

H 1
ét(X,Q`)'

⊕
j

H 1
ét(A

n j
j ,Q`), and

H 2
ét(X,Q`)'

⊕
j

H 2
ét(A

n j
j ,Q`)⊕

⊕
j<k

(H 1
ét(A

n j
j ,Q`)⊗ H 1

ét(A
nk
k ,Q`)).

However, we are not able to deduce that χ2(α) = max j {χ2(α j )} due to the appearance of the tensor
product of the H 1

ét.
For the sake of completeness, let us explain this obstruction in a more precise way. We denote by

Pα j (t)∈Z[t] the characteristic polynomial of α j (or equivalently T`α j , by Theorem 2.3). Set g j =dim An j
j .

Denote all complex roots of Pα j (t) by ω j,1, . . . , ω j,2g j . Without loss of generality, we may assume that

|ω j,1| ≥ · · · ≥ |ω j,2g j | for all 1≤ j ≤ s, and |ω1,1| ≥ · · · ≥ |ωs,1|. (3-4)

It follows from Theorem 2.1 that χ2(α j )= |ω j,1| · |ω j,2| for all j . Suppose that

max
j
{χ2(α j )} = χ2(α j0)= |ω j0,1| · |ω j0,2| for some j0. (3-5)

4In general, one has NS(X×k Y )'NS(X)⊕NS(Y )⊕Homk(Alb(X),Pic0(Y )); see e.g., [Tate 1966, the proof of Theorem 3].
See also [Bost and Charles 2016, Section 3.2] and references therein for more details about the divisorial correspondences.
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Note that j0 may not be 1. If |ω2,1| ≤ |ω1,2| (in particular, j0 is 1), then

χ2(α)= |ω1,1| · |ω1,2| = χ2(α1)=max
j
{χ2(α j )} = λ1(α).

So we are done in this case. However, if |ω2,1|> |ω1,2|, then

χ2(α)= |ω1,1| · |ω2,1| ≥ |ω j0,1| · |ω j0,2| = χ2(α j0)=max
j
{χ2(α j )} = λ1(α).

There is no obvious reason to exclude the worst case j0 = 1 which yields that

χ2(α)= |ω1,1| · |ω2,1|> |ω1,1| · |ω1,2| = χ2(α1)=max
j
{χ2(α j )} = λ1(α).

To proceed, we observe that over complex number field C, the above pathology does not happen
because each eigenvalue ω j,2 turns out to be the complex conjugate of ω j,1. This fact follows from the
Hodge decomposition H 1(X,C)= H 1,0(X)⊕H 1,0(X), which does not seem to exist in étale cohomology
as far as we know. But we still believe that ω j,2 = ω j,1 for all j . (As a consequence of our main theorem,
we will see that this is actually true; see Remark 3.10.) The following lemma makes use of this observation
to reduce the splitting product case as in Lemma 3.6 to the case when X = An for some simple abelian
variety A.

Lemma 3.9. In order to prove Theorem 1.2, it suffices to show that if An is a power of a simple abelian
variety A and α ∈ End(An) is a surjective endomorphism of An , then λ1(α)= |ω1|

2, where ω1 is one of
the complex roots of the characteristic polynomial Pα(t) of α with the maximal absolute value.

Proof. Thanks to Lemma 3.6, let us consider the case when the abelian variety X = An1
1 × · · · × Ans

s ,
where the A j are mutually nonisogenous simple abelian varieties, and α = α1× · · ·×αs is a surjective
endomorphism of X with α j ∈ End(An j

j ). We assume that the reader has been familiar with the notation
introduced in Remark 3.8, in particular, (3-3)–(3-5). Applying the hypothesis of Lemma 3.9 to each An j

j

and α j , we have λ1(α j )= |ω j,1|
2. It follows from Lemma 3.2 and Theorem 2.1 that λ1(α j )≤ χ2(α j )=

|ω j,1| · |ω j,2|. Hence λ1(α j )= χ2(α j ) and |ω j,1| = |ω j,2| for all j which tells us j0 = 1. This yields that

χ2(α)= |ω1,1| · |ω1,2| = χ2(α1)=max
j
{χ2(α j )} =max

j
{λ1(α j )} = λ1(α).

The first and second equalities follow again from Theorem 2.1, the third one holds because j0 = 1, (3-3)
gives the last one. �

3.4. Proof of Theorem 1.2. We are now ready to prove the main theorem.

Proof of Theorem 1.2. By Lemma 3.9, we can assume that X = An for some simple abelian variety A and
α ∈ End(X) is a surjective endomorphism of X . Let Pα(t) ∈ Z[t] be the characteristic polynomial of α
(see Theorem 2.3). Set g = dim X . Denote all complex roots of Pα(t) by ω1, . . . , ω2g. Without loss of
generality, we may assume that

|ω1| ≥ · · · ≥ |ω2g|.
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We shall prove that

λ1(α)= |ω1|
2, (3-6)

which will conclude the proof of the theorem by Lemma 3.9.
Under the above assumption, the endomorphism algebra End0(X) is the simple Q-algebra Mn(D) of

all n× n matrices with entries in the division ring D := End0(A). Let K denote the center of D, and K0

the maximal totally real subfield of K . As usual, we set

d2
= [D : K ], e = [K :Q] and e0 = [K0 :Q].

Note that by Lemma 3.4, the natural pullback action α∗ on NS0 can be extended to an action α∗ on the
whole endomorphism Q-algebra End0(X) as follows:

α∗ : End0(X)→ End0(X) via ψ 7→ α†
◦ψ ◦α.

On the other hand, by tensoring with R, we know that

End(X)R = End0(X)⊗Q R'Mn(D)⊗Q R'Mn(D⊗Q R)

is either a product of Mr (R), Mr (C) or Mr (H) with NS(X)R being a product of Hr (R), Hr (C) or Hr (H),
the corresponding subspace of symmetric/Hermitian matrices (see Theorem 2.9). When there is no risk
of confusion, for simplicity, we still denote the induced action α∗⊗Q 1R by α∗. In particular, we would
write α∗|End(X)R and α∗|NS(X)R to emphasize the acting spaces.

According to Albert’s classification of the endomorphism Q-algebra D of a simple abelian variety A
[Mumford 1970, Section 21, Theorem 2], we have the following four cases.

Case 1. D is of Type I(e): d = 1, e = e0 and D = K = K0 is a totally real algebraic number field and
the involution (on D) is the identity. In this case,

End(X)R '
e0⊕

i=1

Mn(R) and NS(X)R '
e0⊕

i=1

Hn(R).

For our α ∈ End(X), let us denote its image α⊗Z 1R in End(X)R by the block diagonal matrix Aα =
Aα,1⊕ · · ·⊕ Aα,e0 with each Aα,i ∈Mn(R). Then the Rosati involution α† of α could be represented by
the transpose AT

α = AT
α,1⊕ · · ·⊕ AT

α,e0
(see Theorem 2.9). Hence we can rewrite the induced action α∗

on End(X)R in the following matrix form:

B = B1⊕ · · ·⊕ Be0 7→ AT
α B Aα = AT

α,1 B1 Aα,1⊕ · · ·⊕ AT
α,e0

Be0 Aα,e0 .

Thanks to Lemma 3.5(1), for each i , the linear transformation defined by the mapping

Bi ∈Mn(R) 7→ AT
α,i Bi Aα,i ∈Mn(R),
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can be represented by the Kronecker product Aα,i⊗Aα,i . Hence the above linear transformation α∗|End(X)R

on the e0n2-dimensional R-vector space End(X)R is represented by the block diagonal matrix

(Aα,1⊗ Aα,1)⊕ · · ·⊕ (Aα,e0 ⊗ Aα,e0).

For each 1≤ i ≤ e0, denote all eigenvalues of Aα,i by πi,1, . . . , πi,n . It thus follows from the above
discussion that all eigenvalues of the linear transformation α∗|End(X)R are exactly πi, jπi,k with 1≤ j, k ≤ n
and 1≤ i ≤ e0. In particular, if vi, j and vi,k denote eigenvectors of Aα,i corresponding to πi, j and πi,k ,
respectively, then

vi, j ⊗ vi,k = vec(vT
i, j ⊗ vi,k)= vec(vi,k ⊗ vT

i, j )= vec(vi,k · v
T
i, j )

is the eigenvector of Aα,i ⊗ Aα,i corresponding to πi, jπi,k .5 Now, according to Remark 2.5, the reduced
characteristic polynomial χ red

α (t) of α is independent of the change of the ground field, and hence equal to
the reduced characteristic polynomial χ red

α⊗Z1R
(t) of α⊗Z 1R ∈ End(X)R, while the latter by Definition 2.4

is just the characteristic polynomial det(t Ie0n − Aα) of Aα. Hence, without loss of generality, we may
assume that ω1 = π1,1 by Lemma 2.7.

We now have two subcases to consider. If π1,1 ∈R so that v1,1 is also a real eigenvector, then v1,1⊗v1,1

is a real eigenvector of α∗|End(X)R corresponding to the eigenvalue π2
1,1. This eigenvector is the associated

column vector of the real symmetric matrix v1,1⊗vT
1,1 = vT

1,1⊗v1,1. Next, let us assume that π1,1 ∈C\R.
Then π1,1 is another eigenvalue of Aα,1 with the corresponding eigenvector v1,1, since Aα,1 is defined
over R. It follows that v1,1⊗ v1,1+ v1,1⊗ v1,1 is a real eigenvector of α∗|End(X)R corresponding to the
eigenvalue π1,1π1,1 = |π1,1|

2; moreover, it is the associated column vector of the real symmetric matrix

vT
1,1⊗ v1,1+ vT

1,1⊗ v1,1 = v1,1⊗ vT
1,1+ vT

1,1⊗ v1,1.

In either case, we have shown that the spectral radii of α∗|End(X)R and α∗|NS(X)R coincide, both equal to
|π1,1|

2. In summary, we have

|ω1|
2
= |π1,1|

2
= ρ(α∗|End(X)R)= ρ(α

∗
|NS(X)R)= λ1(α).

For the last equality, see Remark 3.3. So we conclude the proof of the equality (3-6) in this case.

Case 2. D is of Type II(e): d = 2, e = e0, K = K0 is a totally real algebraic number field and D is an
indefinite quaternion division algebra over K . Hence

End(X)R '
e0⊕

i=1

M2n(R) and NS(X)R '
e0⊕

i=1

H2n(R).

The rest is exactly the same as Case 1.

5Note that due to multiplicities of eigenvalues, Aα,i does not necessarily have n distinct eigenvalues. Thus, vi, j and vi,k
may be the same for different j and k. Also, not all eigenvectors of Aα,i ⊗ Aα,i have to arise in this way, namely, being
the tensor products vi, j ⊗ vi,k . For instance, one could consider a Jordan block Jλ,2 ∈ M2(R) with the eigenvalue λ, but
Jλ,2⊗ Jλ,2 ∼ Jλ2,1⊕ Jλ2,3.



Cohomological and numerical dynamical degrees on abelian varieties 1955

Case 3. D is of Type III(e): d = 2, e = e0, K = K0 is a totally real algebraic number field and D is a
definite quaternion division algebra over K . In this case,

End(X)R '
e0⊕

i=1

Mn(H) and NS(X)R '
e0⊕

i=1

Hn(H),

where H =
(
−1,−1

R

)
is the standard quaternion algebra over R. Clearly, H can be embedded, in a standard

way (see e.g., [Reiner 2003, Example 9.4]), into M2(C)' H ⊗R C. This induces a natural embedding of
Mn(H) into M2n(C)'Mn(H)⊗R C as follows [Lee 1949, Section 4]:

ι : Mn(H) ↪→M2n(C) via A= A1+ A2 j 7→ ι(A) :=
(

A1 A2

−A2 A1

)
.

In particular, a quaternionic matrix A is Hermitian if and only if its image ι(A) is a Hermitian complex
matrix.

For brevity, we only consider the case e0= 1 (to deal with the general case, the only cost is to introduce
an index i as we have done in Case 1 since the matrices involved are block diagonal matrices). Denote
the image α⊗Z 1R of α in Mn(H) by Aα = A1+ A2 j with A1, A2 ∈Mn(C). Then the Rosati involution
α† of α could be represented by the quaternionic conjugate transpose A∗α = AT

α (see Theorem 2.9), whose
image under ι is just the complex conjugate transpose ι(Aα)∗ (aka Hermitian transpose) of ι(Aα). Similar
as in Lemma 3.4, the action α∗ on End(X)R 'Mn(H) can be extended to

End(X)C := End(X)R⊗R C'M2n(C).

By abuse of notation, we still denote this induced action by α∗ : M2n(C)→M2n(C), which maps B to
ι(Aα)∗ · B · ι(Aα). It follows from Lemma 3.5(2) that α∗|M2n(C) could be represented by the Kronecker
product ι(Aα)⊗ ι(Aα).

Note that our End(X)C'M2n(C) is a central simple C-algebra. Then by Definition 2.4 and Remark 2.5,
the reduced characteristic polynomial χ red

α (t) of α is equal to the characteristic polynomial det(t I2n−ι(Aα))
of the complex matrix ι(Aα). Thanks to [Lee 1949, Theorem 5], the 2n eigenvalues of ι(Aα) fall into
n pairs, each pair consisting of two conjugate complex numbers; denote them by π1, . . . , πn, πn+1 =

π1, . . . , π2n = πn . In fact, it is easy to verify that if πi ∈ C is an eigenvalue of ι(Aα) so that

ι(Aα)
(

ui

vi

)
= πi

(
ui

vi

)
, then ι(Aα)

(
−vi

ui

)
= π i

(
−vi

ui

)
,

i.e., π i is also an eigenvalue of ι(Aα) corresponding to the eigenvector (−vT
i , uT

i )
T. Therefore, without

loss of generality, we may assume that ω1 = π1 by Lemma 2.7.
Let (uT

1 , v
T
1 )

T denote an eigenvector of ι(Aα) corresponding to the eigenvalue π1. Then (−vT
1 , uT

1 )
T

is an eigenvector of ι(Aα) corresponding to the eigenvalue π1. Since the linear transformation α∗|End(X)C

can be represented by ι(Aα)⊗ ι(Aα) (see Lemma 3.5(2)), we see that both (uT
1 , v

T
1 )

T
⊗ (uT

1 , v
T
1 )

T and
(−vT

1 , uT
1 )

T
⊗ (−vT

1 , uT
1 )

T are eigenvectors of α∗|End(X)C , corresponding to the same eigenvalue π1π1.
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Recall that these two eigenvectors are the associated column vectors of the Hermitian complex matrices(
u1

v1

)
⊗ (uT

1 , v
T
1 )=

(
u1

v1

)
· (uT

1 , v
T
1 ) and

(
−v1

u1

)
⊗ (−vT

1 , uT
1 )=

(
−v1

u1

)
· (−vT

1 , uT
1 ),

respectively. It is then easy to verify that(
u1

v1

)
· (uT

1 , v
T
1 )+

(
−v1

u1

)
· (−vT

1 , uT
1 )=

(
u1uT

1 + v1v
T
1 u1v

T
1 − v1uT

1
v1uT

1 − u1v
T
1 v1v

T
1 + u1uT

1

)
is a Hermitian complex matrix lying in the image of ι. In other words, this sum belongs to NS(X)C.
Hence, similar as in Case 1, the spectral radii of α∗|NS(X)C and α∗|End(X)C coincide, both equal to |π1|

2.
Overall, we have

|ω1|
2
= |π1|

2
= ρ(α∗|End(X)C)= ρ(α

∗
|NS(X)C)= ρ(α

∗
|NS(X)R)= λ1(α).

We thus conclude the proof of the equality (3-6) in this case.

Case 4. D is of Type IV(e0, d): e = 2e0 and D is a division algebra over the CM-field K ) K0 (i.e., K
is a totally imaginary quadratic extension of a totally real algebraic number field K0). Then

End(X)R '
e0⊕

i=1

Mdn(C) and NS(X)R '
e0⊕

i=1

Hdn(C).

For simplicity, we just deal with the case e0 = 1. Denote the image of α in End(X)R by the matrix
Aα ∈ Mdn(C). Again, the Rosati involution α† of α could be represented by the complex conjugate
transpose A∗α = AT

α (see Theorem 2.9). It follows from Lemma 3.5(2) that the induced linear map
α∗|Mdn(C) on the d2n2-dimensional C-vector space Mdn(C) is represented by the Kronecker product
Aα⊗ Aα; however, the induced linear map α∗|End(X)R on the 2d2n2-dimensional R-vector space End(X)R
is represented by the block diagonal matrix (Aα⊗ Aα)⊕ (Aα⊗ Aα) by Lemma 3.5(3), though we do not
need this fact later.

Note that the center of our R-algebra End(X)R'Mdn(C) is C. Then by Definition 2.4 and Remark 2.5,
the reduced characteristic polynomial χ red

α (t) of α is equal to the product of the characteristic poly-
nomial det(t Idn − Aα) of Aα and its complex conjugate. We denote all of its complex roots by
π1, . . . , πdn, π1, . . . , πdn . Without loss of generality, we may assume that ω1 = π1 by Lemma 2.7.
Let v1 be a complex eigenvector of Aα corresponding to the eigenvalue π1. Then v1⊗v1 is an eigenvector
of Aα ⊗ Aα corresponding to the eigenvalue π1π1 = |π1|

2. Note that v1⊗ v1 is the associated column
vector of the Hermitian complex matrix v1⊗vT

1 = vT
1 ⊗v1 ∈NS(X)R. Hence, in this last case, we also have

|ω1|
2
= |π1|

2
= ρ(α∗|Mdn(C))= ρ(α

∗
|NS(X)R)= λ1(α).

We thus finally complete the proof of Theorem 1.2. �
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Remark 3.10. (1) It follows from our proof, in particular from the key equality (3-6), as well as Birkhoff’s
generalization of the Perron–Frobenius theorem, that either ω2 = ω1 ∈ R or ω2 = ω1 6= ω1. This is true
for any complex torus X because by the Hodge decomposition we have H 1(X,C)= H 1,0(X)⊕H 1,0(X),
where H 1,0(X) = H 0(X, �1

X ). A natural question is whether it is true for all ωi in general, i.e., either
ω2i = ω2i−1 ∈ R or ω2i = ω2i−1 6= ω2i−1 for any 2≤ i ≤ g = dim X .
(2) If our self-morphism f is not surjective or α is not an isogeny, one can also proceed by replacing X
by the image α(X), which is still an abelian variety of dimension less than dim X .

List of symbols

k an algebraically closed field of arbitrary characteristic
` a prime different from char k
X an abelian variety of dimension g defined over k
X̂ the dual abelian variety Pic0(X) of X
α,ψ endomorphisms of X

α̂, ψ̂ the induced dual endomorphisms of X̂
End(X) the endomorphism ring of X
End0(X) End(X)⊗Z Q, the endomorphism Q-algebra of X
End(X)R End(X)⊗Z R= End0(X)⊗Q R, the endomorphism R-algebra of X
Mn(R) the ring of all n× n matrices with entries in a ring R
φL the induced homomorphism of a line bundle L on X :

φL : X→ X̂ , x 7→ t∗x L ⊗L −1

φ = φL0 a fixed polarization of X induced from some ample line bundle L0
† the Rosati involution on End0(X) defined in the following way:

ψ 7→ ψ†
:= φ−1

◦ ψ̂ ◦φ, for any ψ ∈ End0(X)
NS(X) Pic(X)/Pic0(X), the Néron–Severi group of X
NS0(X) NS(X)⊗Z Q= N 1(X)Q = NS(X)Q (see Remark 3.3)
NS(X)R NS(X)⊗Z R= NS0(X)⊗Q R= N 1(X)R
N k(X)R N k(X)⊗Z R, the R-vector space of numerical equivalent classes of

codimension-k cycles (with 0≤ k ≤ g = dim X )
H i

ét(X,Q`) H i
ét(X,Z`)⊗Z` Q`, the `-adic étale cohomology group of degree i

T`X the Tate module lim
←−−n X`n (k) of X , a free Z`-module of rank 2g

T`α the induced endomorphism on T`X
A a simple abelian variety defined over k
D End0(A), the endomorphism Q-algebra of A
K the center of the division ring D = End0(A)
K0 the maximal totally real subfield of K
H the standard quaternion algebra over R



1958 Fei Hu

Acknowledgments

I would like to thank Dragos Ghioca and Zinovy Reichstein for their constant support, Yuri Zarhin and
Yishu Zeng for helpful discussions, Tuyen Trung Truong for reading an earlier draft of this article and for
his inspiring comments. Special thanks go to the referees of my other paper [Hu 2019] since one of their
comments motivates this article initially. Finally, I am grateful to the referee for his/her many helpful and
invaluable suggestions which significantly improve the exposition of the paper.

References

[Bost and Charles 2016] J.-B. Bost and F. Charles, “Some remarks concerning the Grothendieck period conjecture”, J. Reine
Angew. Math. 714 (2016), 175–208. MR Zbl

[Deligne 1974] P. Deligne, “La conjecture de Weil, I”, Inst. Hautes Études Sci. Publ. Math. 43 (1974), 273–307. MR Zbl

[Dinh and Sibony 2017] T.-C. Dinh and N. Sibony, “Equidistribution problems in complex dynamics of higher dimension”, Int.
J. Math. 28:7 (2017), art. id. 1750057. MR Zbl

[Esnault and Srinivas 2013] H. Esnault and V. Srinivas, “Algebraic versus topological entropy for surfaces over finite fields”,
Osaka J. Math. 50:3 (2013), 827–846. MR Zbl

[Gromov 2003] M. Gromov, “On the entropy of holomorphic maps”, Enseign. Math. (2) 49:3-4 (2003), 217–235. MR Zbl

[Hu 2019] F. Hu, “A theorem of Tits type for automorphism groups of projective varieties in arbitrary characteristic”, Math. Ann.
(online publication February 2019).

[Katz and Messing 1974] N. M. Katz and W. Messing, “Some consequences of the Riemann hypothesis for varieties over finite
fields”, Invent. Math. 23 (1974), 73–77. MR Zbl

[Kleiman 1968] S. L. Kleiman, “Algebraic cycles and the Weil conjectures”, pp. 359–386 in Dix exposés sur la cohomologie des
schémas, Adv. Stud. Pure Math. 3, North-Holland, Amsterdam, 1968. MR Zbl

[Lee 1949] H. C. Lee, “Eigenvalues and canonical forms of matrices with quaternion coefficients”, Proc. Roy. Irish Acad. Sect.
A. 52 (1949), 253–260. MR Zbl

[Matsusaka 1957] T. Matsusaka, “The criteria for algebraic equivalence and the torsion group”, Amer. J. Math. 79 (1957), 53–66.
MR Zbl

[Milne 1986] J. S. Milne, “Abelian varieties”, pp. 103–150 in Arithmetic geometry (Storrs, CT, 1984), edited by G. Cornell and
J. H. Silverman, Springer, 1986. MR Zbl

[Mumford 1970] D. Mumford, Abelian varieties, Tata Inst. Fundam. Res. Stud. Math. 5, Oxford Univ. Press, 1970. MR Zbl

[Reiner 2003] I. Reiner, Maximal orders, London Mathematical Society Monographs. New Series 28, Clarendon, Oxford, 2003.
MR Zbl

[Shuddhodan 2019] K. V. Shuddhodan, “Constraints on the cohomological correspondence associated to a self map”, Compos.
Math. 155:6 (2019), 1047–1056. MR Zbl

[Tate 1966] J. Tate, “Endomorphisms of abelian varieties over finite fields”, Invent. Math. 2 (1966), 134–144. MR Zbl

[Truong 2016] T. T. Truong, “Relations between dynamical degrees, Weil’s Riemann hypothesis and the standard conjectures”,
preprint, 2016. arXiv

[Yomdin 1987] Y. Yomdin, “Volume growth and entropy”, Israel J. Math. 57:3 (1987), 285–300. MR Zbl

Communicated by Hélène Esnault
Received 2018-10-23 Revised 2019-04-17 Accepted 2019-07-15

hf@u.nus.edu Department of Mathematics, University of British Columbia, Vancouver BC,
Canada

mathematical sciences publishers msp

http://dx.doi.org/10.1515/crelle-2014-0025
http://msp.org/idx/mr/3491887
http://msp.org/idx/zbl/1337.14009
http://www.numdam.org/item?id=PMIHES_1974__43__273_0
http://msp.org/idx/mr/0340258
http://msp.org/idx/zbl/0314.14007
http://dx.doi.org/10.1142/S0129167X17500574
http://msp.org/idx/mr/3667901
http://msp.org/idx/zbl/1386.32019
http://projecteuclid.org/euclid.ojm/1380287436
http://msp.org/idx/mr/3129006
http://msp.org/idx/zbl/1299.14024
http://dx.doi.org/10.5169/seals-66687
http://msp.org/idx/mr/2026895
http://msp.org/idx/zbl/1080.37051
http://dx.doi.org/10.1007/s00208-019-01812-9
http://dx.doi.org/10.1007/BF01405203
http://dx.doi.org/10.1007/BF01405203
http://msp.org/idx/mr/0332791
http://msp.org/idx/zbl/0275.14011
http://msp.org/idx/mr/292838
http://msp.org/idx/zbl/0198.25902
https://www.jstor.org/stable/20488503
http://msp.org/idx/mr/0036738
http://msp.org/idx/zbl/0036.29802
http://dx.doi.org/10.2307/2372383
http://msp.org/idx/mr/82730
http://msp.org/idx/zbl/0077.34303
http://dx.doi.org/10.1007/978-1-4613-8655-1_5
http://msp.org/idx/mr/861974
http://msp.org/idx/zbl/0604.14028
http://msp.org/idx/mr/0282985
http://msp.org/idx/zbl/0223.14022
http://msp.org/idx/mr/2004c:16026
http://msp.org/idx/zbl/1024.16008
http://dx.doi.org/10.1112/s0010437x19007188
http://msp.org/idx/mr/3949925
http://msp.org/idx/zbl/07058337
http://dx.doi.org/10.1007/BF01404549
http://msp.org/idx/mr/0206004
http://msp.org/idx/zbl/0147.20303
http://msp.org/idx/arx/1611.01124
http://dx.doi.org/10.1007/BF02766215
http://msp.org/idx/mr/889979
http://msp.org/idx/zbl/0641.54036
mailto:hf@u.nus.edu
http://msp.org


msp
ALGEBRA AND NUMBER THEORY 13:8 (2019)

dx.doi.org/10.2140/ant.2019.13.1959

A comparison between pro-p Iwahori–Hecke modules
and mod p representations

Noriyuki Abe

We give an equivalence of categories between certain subcategories of modules of pro-p Iwahori–Hecke
algebras and modulo p representations.

1. Introduction

Let G be a connected reductive p-adic group and K a compact open subgroup of G. Then one can attach
the Hecke algebra H to this pair (G, K ) and we have a functor π 7→ πK

= {v ∈ π | π(k)v = v (k ∈ K )}
from the category of smooth representations of G to the category of H-modules. These algebras and
functors are powerful tools to study the representation theory of G. In a classical case, namely for
smooth representations over the field of complex numbers, this functor gives a bijection between the
set of isomorphism classes of irreducible smooth representations of G such that πK

6= 0 and the set of
isomorphism classes of simple H-modules. Moreover, the famous theorem of Borel [1976] says that the
functor gives an equivalence of categories between the category of smooth representations π of G which
is generated by πK and the category of H-modules when K is an Iwahori subgroup.

In this paper, we study modulo p representation theory of G. In this case, it is natural to consider
a pro-p Iwahori subgroup I (1) which is the pro-p radical of an Iwahori subgroup since any nonzero
modulo p representation has a nonzero vector fixed by the pro-p Iwahori subgroup. The corresponding
Hecke algebra is called a pro-p Iwahori–Hecke algebra. The aim of this paper is to give a relation between
H-modules and modulo p representations.

Such a relation was first discovered by Vignéras [2007] when G =GL2(Qp). Based on a classification
result due to Barthel and Livné [1995; 1994] and Breuil [2003], she proved that the functor π 7→ π I (1)

gives a bijection between simple objects. This was enhanced to the level of categories by Ollivier
[2009]. Namely she proved that the category of H-modules is equivalent to the category of modulo p
representations of G which are generated by π I (1). The quasiinverse of this equivalence is given by
M 7→ M⊗H c-IndG

I (1) 1 where c-IndG
I (1) 1 is the compact induction from the trivial representation of I (1).

However, Ollivier also showed that we cannot expect such correspondence in general. When G =
GL2(F) where F is a p-adic field such that the number of the residue field is greater than p, for a
supersingular simple module M (we do not recall the definition of supersingular modules since we do not

MSC2010: primary 22E50; secondary 20C08.
Keywords: pro-p Iwahori–Hecke algebra, mod p representations.
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use it in this paper), Ollivier showed that (M ⊗H c-IndG
I (1) 1)I (1) is not finite-dimensional. Since simple

modules of H are finite-dimensional, it says that we have no equivalence of categories in this case.
Still we can expect that there is such a correspondence if we avoid supersingular representations/modules.

It was proved by Ollivier and Schneider [2018, Theorem 3.33] that this expectation is true when G =
SL2(F) when p 6= 2 or F 6=Q2. The aim of this paper is to extend this for any G. We remark that our
result is not a generalization of their result since we assume that modules have finite-length which they
do not assume.

Let G be a (general) connected reductive p-adic group. In this case, as a consequence of classification
theorems [Abe et al. 2017; Abe 2019a] and the calculation of the invariant part of irreducible representations
[Abe et al. 2018a], the functor π 7→ π I (1) gives a bijection between irreducible modulo p representations
of G and simple H-modules which are far from supersingular representations/modules. The aim of
this paper is to generalize this correspondence to the level of categories. More precisely, we prove the
equivalence of the following two categories:

• The category of H-modules M such that dim(M) <∞ and a certain element of the center of H is
invertible on M (see Definition 3.1).

• The category of modulo p representations π of G such that:

– π is generated by π I (1).
– π has a finite length.
– Any irreducible subquotient of π is isomorphic to a subquotient of IndG

B σ where B is a minimal
parabolic subgroup and σ is an irreducible representation of the Levi quotient of B.

Note that an H-module M is supersingular if and only if certain elements in the center of H act by
zero and a modulo p irreducible admissible representation π of G is supersingular if and only if it is
supercuspidal, namely it does not appear as a subquotient of a parabolically induced representation from
an irreducible admissible representation of a proper Levi subgroup. Therefore some conditions as above
says that M (resp. π ) is far from supersingular modules (resp. representations).

We give an outline of the proof. Since the correspondence is true for irreducible representations, by
induction on the length, it is sufficient to prove the following (Theorem 3.5): Let M be an H-module
which we are considering. Then M→ M ⊗H IndG

I (1) 1 is injective. This theorem is proved in Section 3.
In fact, we prove the injectivity for any M ∈ C where the category C is introduced in Section 3. Here are
some reductions:

• Let A be the Bernstein subalgebra introduced in [Vignéras 2016]. Since we have an embedding
M ↪→ HomA(H,M), it is sufficient to prove the theorem for HomA(H,M). Note that we have
HomA(H,M) ∈ C if M ∈ C.

• We have a decomposition of M |A along the support (Definition 3.8). We may assume that the support
of M |A is contained in a Weyl chamber.
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• Using a result in [Abe 2019a], parabolic inductions and a result of Ollivier and Vignéras [2018], we
may assume that the support is the dominant Weyl chamber.

• We prove there exists an A-module M ′ such that HomA(H,M)' M ′⊗A H. Hence it is sufficient
to prove that M ′⊗A H→ M ′⊗A c-IndG

I (1) 1 is injective.

By a result in [Abe 2017], both M ⊗A H and M ⊗A c-IndG
I (1) 1 relate to c-IndG

K V where K is a special
parahoric subgroup and V a certain representation of K . The structure of this representations is studied
in [Abe et al. 2017] and using such result we prove the injectivity.

It is almost immediate to prove our main theorem from the above injectivity. This is done in Section 4.

2. Notation and preliminaries

Let F be a nonarchimedean local field of residue characteristic p and G a connected reductive group
over F . Let C be an algebraically closed field of characteristic p. This is the coefficient field of
representations in this paper. All representations in this paper are smooth representations over C.

In general, for any algebraic group H over F , we denote the group of valued points H(F) by the
same letter H . Fix a maximal split torus S of G and minimal parabolic subgroup B containing S. The
centralizer Z of S in G is a Levi subgroup of B. We denote the unipotent radical of B by U and the
opposite of B containing Z by B. The unipotent radical of B is denoted by U .

Consider the reduced apartment corresponding to S and take an alcove A0 and a special point x0

from the closure of A0. Let K be the special parahoric subgroup corresponding to x0 and I the Iwahori
subgroup determined by A0. Let I (1) be the pro-p Iwahori subgroup attached to A0, namely the pro-p
radical of I . The space of C-valued compactly supported I (1)-biinvariant functions H has a structure
of a C-algebra via the convolution product. The algebra H is called pro-p Iwahori–Hecke algebra. The
structure of this algebra is studied by Vignéras [2016].

Let NG(S) be the normalizer of S in G and put W0 = NG(S)/Z , W = NG(S)/(Z ∩ K ) and W (1)=
NG(S)/(Z ∩ I (1)). Let G ′ be the subgroup of G generated by U and U . Note that this is not a group of
the valued points of an algebraic group in general. Let Waff be the image of G ′∩NG(S) in W . The action
of Waff on the apartment is faithful and therefore it is a subgroup of the group of affine transformations
of the apartment. Let Saff be the set of reflections along the walls of A0. Then (Waff, Saff) is a Coxeter
system. Denote its length function by `. Let NW (A0) be the stabilizer of A0 in W . Then the group W is
the semidirect product of Waff and NW (A0). The function ` is extended to W , trivially on NW (A0). We
also inflate ` to W (1) via W (1)→W . We have the Bruhat order on (Waff, Saff) and we extend it to W
by w1ω1 < w2ω2 if and only if w1 < w2 and ω1 = ω2 where w1, w2 ∈ Waff and ω1, ω2 ∈ NW (A0). For
w1, w2 ∈W (1), we say w1 <w2 if w1 <w2 where wi is the image of wi in W (i = 1, 2). As usual we
say w1 ≤ w2 if and only if w1 <w2 or w1 = w2.

We give some of structure theorems of H. For w ∈ W (1), let Tw be the characteristic function on
I (1)w̃ I (1) where w̃ ∈ NG(S) is a lift of w. Then Tw does not depend on the choice of a lift and, since
we have the bijection I (1)\G/I (1) ' W (1), {Tw | w ∈ W (1)} is a basis of H. This basis is called
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Iwahori–Matsumoto basis. This basis satisfies the following braid relations:

Tw1 Tw2 = Tw1w2 if `(w1w2)= `(w1)+ `(w2)

wherew1, w2 ∈W (1). Let Zκ = (Z∩K )/(Z∩ I (1)). Then this is a subgroup of W (1). Since any elements
in Zκ has the length 0 (since it is in the kernel of W (1)→W ), from the braid relations, we have Tt1 Tt2=Tt1t2

for t1, t2 ∈ Zκ . In other words, the embedding C[Zκ ] ↪→ H defined by
∑

t∈Zκ ct t 7→
∑

t∈Zκ ct Tt is an
algebra homomorphism where C[Zκ ] is the group ring of Zκ . Using this embedding, we regard C[Zκ ] as
a subalgebra of H.

Let Saff(1) be the inverse image of Saff in W (1). Then for s ∈ Saff(1), we have

T 2
s = cs Ts

for some cs ∈ C[Zκ ]. An element cs is given in [Vignéras 2016, 4.2].
Define T ∗w as in [loc. cit., 4.3] for w ∈ W (1). This is also a basis of H and it satisfies the following:

T ∗w ∈ Tw +
∑

v<w CTv and T ∗w1
T ∗w2
= T ∗w1w2

if `(w1w2)= `(w1)+ `(w2).
Let o be a spherical orientation [loc. cit., 5.2]. Note that the set of spherical orientations are canonically

bijective with the set of Weyl chambers. For each o, we have another basis {Eo(w) |w ∈W (1)} defined in
[loc. cit., 5.3]. The orientations correspond to the Weyl chambers. Let o− be the orientation corresponding
to the antidominant Weyl chamber and set E(w)= Eo−(w).

Set 3(1) = Z/(Z ∩ I (1)). This is a subgroup of W (1). For λ1, λ2 ∈ 3(1), the multiplication
E(λ1)E(λ2) is simple. Before giving it, we introduce some notation. The pair (G, S) gives a root datum
(X∗(S),6, X∗(S),6∨) and since we have fixed a Borel subgroup we also have a positive system 6+⊂6

and the set of simple roots 1 ⊂ 6+. An element v ∈ X∗(S)⊗Z R is called dominant if and only if
〈v, α〉 ≥ 0 for any α ∈6+. A W0-orbit of the set of dominant elements is called a closed Weyl chamber.
We also say that v ∈ X∗(S)⊗Z R is regular if 〈v, α〉 6= 0 for any α ∈ 6. We have a homomorphism
ν : Z→ X∗(S)⊗Z R=HomZ(X∗(S),R) characterized by ν(z)(χ)=− val(χ(z)) where z ∈ S, χ ∈ X∗(S)
and val : F×→ Z is the normalized valuation. This homomorphism factors through Z→3(1) and the
induced homomorphism 3(1)→ X∗(S)⊗Z R is denoted by the same letter ν. We let 3+(1) the set
of λ ∈ 3(1) such that ν(λ) is dominant. For w ∈ W0, let w(3+(1)) be the set of λ ∈ 3(1) such that
w−1(ν(λ)) is dominant.

The multiplication E(λ1)E(λ2) is E(λ1λ2) if ν(λ1) and ν(λ2) are in the same closed Weyl chamber
(in other words, λ1, λ2 ∈ w(3

+(1)) for some w ∈ W0) and otherwise it is zero. In particular, A =⊕
λ∈3(1) C E(λ) is a subalgebra of H. If we fix a closed Weyl chamber C, then

⊕
ν(λ)∈C C E(λ) is a

subalgebra of A and the linear map ⊕
ν(λ)∈C

C E(λ)→ C[3(1)]

defined by E(λ) 7→ τλ is an algebra embedding. Here C[3(1)] is the group ring of 3(1) and we denote
the element in C[3(1)] corresponding to λ ∈3(1) by τλ, namely C[3(1)] =

⊕
λ∈3(1) Cτλ.
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Remark 2.1. (1) If 〈ν(λ), α〉 = 0 for any α ∈ 6, then ν(λ) and ν(λ−1) are in the same closed Weyl
chamber. (In fact, ν(λ) and ν(λ−1) are in any closed Weyl chamber.) Hence E(λ)E(λ−1)= 1. In
particular, E(λ) is invertible.

(2) If λ ∈ 3(1) is in the center of 3(1), then E(λ) is also in the center of A. This follows from the
above description of the multiplication.

Let J be a subset of 1 and denote the corresponding standard parabolic subgroup by PJ . Let L J be
the Levi part of PJ containing Z . Then K ∩ L J is a special parahoric subgroup and I (1)J = I (1)∩ L J

a pro-p Iwahori subgroup. Attached to these, we have many objects. For such objects we add a suffix
J , for example, the pro-p Iwahori–Hecke algebra attached to (L J , I (1)J ) is denoted by HJ . There
are two exceptions: base Tw and E(w) for HJ is denoted by T J

w and E J (w), respectively. For each
J ⊂1, we have two subalgebras H+J , H−J of HJ and four algebra homomorphisms j+J , j+∗J : H

+

J →H
and j−J , j−∗J : H

−

J →H. See [Abe 2019b, 2.8] for the definitions. (Here H+J is denoted by H+PJ
in [Abe

2019b].)

3. The category C and a proof of the injectivity

3A. The category C. The modules in this paper are right modules unless otherwise stated. In this paper,
we focus on the full subcategory C of the category of H-modules defined using the center Z of H. The
center Z is described using the basis {E(w)}. Since 3(1) is normal in W (1), the group W (1) acts
on 3(1) by the conjugate action. For λ ∈ 3(1) denote the orbit through λ by Oλ. For λ ∈ 3(1), put
zλ =

∑
λ′∈Oλ

E(λ′). Then {zλ | z ∈3(1)/W (1)} gives a basis of Z [Vignéras 2014, Theorem 1.2]. Fix a
uniformizer $ of F and let 3S(1) be the image of {ξ($) | ξ ∈ X∗(S)}.

Definition 3.1. An H-module M is in C if and only if zλ is invertible on M for any λ ∈3S(1).

Lemma 3.2. Let λ ∈3S(1). Then we have the following:

(1) For w ∈W (1), w stabilizes λ if and only if the image of w in W0 stabilizes ν(λ).

(2) Let {w1, . . . , wr } ⊂ W (1) be a subset of W (1) such that the image in W0 gives a set of complete
representatives of W0/StabW0(ν(λ)). Then we have zλ =

∑r
i=1 E(wiλw

−1
i ). (Note that wiλw

−1
i

depends only on the image of wi in W0/StabW0(λ) by (1).)

Proof. Take ξ ∈ X∗(S) such that λ= ξ($)−1. We have ν(λ)= ξ . Let w ∈W (1) and denote the image
of w in W0 by w0. Then we have wλw−1

= (w0ξ)($)
−1. Hence if w0 stabilizes ξ = ν(λ), then w

stabilizes λ. Obviously if w stabilizes λ then w0 stabilizes ν(λ).
By (1), StabW (1)(λ) is the inverse image of StabW0(λ). Therefore we have W (1)/StabW (1)(λ) '

W0/StabW0(λ). By the definition, we have zλ =
∑

w∈W (1)/StabW (1)(λ)
E(wλw−1). Hence we get (2). �

Lemma 3.3. Let λ,µ ∈3S(1) and assume that ν(λ) and ν(µ) are in the same closed Weyl chamber. We
also assume that ν(λ) is regular. Then we have zλzµ = zλµ.
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Proof. Take w1, . . . , wr ∈W (1) such that the images of them in W0 gives a set of complete representatives
of W0/StabW0(ν(µ)). Then we have zµ =

∑
i E(wiµw

−1
i ) by the above lemma. Let v1, . . . , vs be a set

of complete representatives of W0 =W (1)/3(1). Then we have zλ =
∑

j E(viλv
−1
i ). (Note that ν(λ) is

assumed to be regular.) Since ν(λ) is regular, for each i , there exists only one ji = 1, . . . , r such that
vi (ν(λ)) and w ji (ν(µ)) is in the same closed Weyl chamber. Hence we get

E(viλv
−1
i )E(w jµw

−1
j )=

{
0 j 6= ji ,
E(viλv

−1
i w jµw

−1
j ) j = ji .

Moreover, ν(λ) and v−1
i w ji (ν(µ)) is in the same closed Weyl chamber. Since ν(λ) and ν(µ) are in

the same closed Weyl chamber by the assumption, we get v−1
i w ji (ν(µ)) = ν(µ). Therefore v−1

i w ji

stabilizes ν(µ). As in the previous lemma, v−1
i w ji also stabilizes µ. Hence w jiµw

−1
ji = viµv

−1
i . We get

E(viλv
−1
i )E(w jµw

−1
j )=

{
0 j 6= ji ,
E(viλµv

−1
i ) j = ji .

Now we get

zλzµ =
∑

i

∑
j

E(viλv
−1
i )E(w jµw

−1
j )=

∑
i

E(viλµv
−1
i ).

By the assumption, ν(λµ) is regular and λµ ∈3S(1). Hence the last term is zλµ by the above lemma. �

Lemma 3.4. An H-module M is in C if and only if for some λ ∈ 3S(1) such that ν(λ) is regular, the
element zλ is invertible on M.

Proof. Assume that there exists λ0 ∈ 3S(1) such that ν(λ0) is regular and zλ0 is invertible on M . Let
λ∈3S(1) and we prove that λ is also invertible on M . Replacing λ with an element in the orbit through λ,
we may assume that ν(λ) and ν(λ0) are in the same closed Weyl chamber. Take a sufficiently large
n ∈ Z>0 such that ν(λn

0λ
−1) is also in the same closed Weyl chamber as ν(λ0). Set µ= λn

0λ
−1. Then by

the above lemma, we have zµzλ = zλn
0
= zn

λ0
. By the assumption, zn

λ0
is invertible on M . Hence zλ is

invertible, namely we have M ∈ C. �

3B. Theorem. In the rest of this section, we prove the following:

Theorem 3.5. If M ∈ C, then M→ M ⊗H c-IndG
I (1) 1 is injective.

3C. Reductions. Define a subalgebra A of H by A =
⊕

λ∈3(1) C E(λ). Let M ∈ C and set M ′ =
HomA(H,M).

Remark 3.6. The element zλ is in the center of H and zλ ∈ A. Therefore the action of zλ on M ′ =
HomA(H,M) is induced by that on M . Since M ∈ C, zλ is invertible on M for any λ ∈3S(1). Hence
the action of zλ on M ′ is also invertible. Namely M ′ ∈ C.

Defining the action of X ∈H on M ′ by (ϕX)(Y )= ϕ(XY ) for ϕ ∈ HomA(H,M) and Y ∈H, M ′ is a
right H-module. The map m 7→ (X 7→ m X) gives an H-module embedding M ↪→ M ′ and we have the
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following commutative diagram:

M M ⊗H c-IndG
I (1) 1

M ′ M ′⊗H c-IndG
I (1) 1

Therefore, to prove Theorem 3.5, it is sufficient to prove that the map M ′→M ′⊗H c-IndG
I (1) 1 is injective.

Lemma 3.7. Any module M ∈ C has a functorial decomposition M =
⊕

w∈W0
Mw as an A-module such

that E(µ) acts on Mw by:

• Zero if w−1ν(µ) is not dominant.

• Invertible if w−1ν(µ) is dominant.

Proof. Fix λ0 ∈3S(1) such that ν(λ0) is regular dominant. Put λw = nwλ0n−1
w and set Mw = ME(λw).

Since λw ∈3S(1) is central, E(λw) is also central in A. Hence Mw is an A-submodule.
We prove that λw is invertible on Mw. Since ν(λ0) is regular, ν(λv) and ν(λw) are not in the same

closed Weyl chamber if v 6=w. Therefore E(λv)E(λw)= 0. Hence MwE(λv)= 0 if v 6=w. Therefore for
m ∈Mw, we have mzλ0 =

∑
v∈W0

m E(λv)=m E(λw). Hence if m E(λw)= 0 then mzλ0 = 0, hence m = 0
since zλ0 is invertible. Therefore E(λw) is injective on Mw. We also have that mz2

λ0
= m E(λw)zλ0 =

mzλ0 E(λw)= m E(λw)2 since zλ0 commutes with E(λw). (Recall that zλ0 is in the center of H.) Hence
m = m0 E(λw) where m0 = mz−2

λ0
E(λw) ∈ Mw. Therefore E(λw) is surjective on Mw.

For µ ∈ 3(1) such that w−1(ν(µ)) is not dominant, ν(µ) and ν(λw) are not in the same closed
Weyl chamber. Hence E(µ)E(λw) = 0. Therefore E(µ) = 0 on Mw. On the other hand, assume that
w−1(ν(µ)) is dominant. Then ν(µ) and ν(λw) are in the same closed Weyl chamber. Take sufficiently
large n ∈ Z≥0 such that ν(λn

wµ
−1) is also in the same closed Weyl chamber as ν(µ). Then we have

E(λw)n = E(λn
w)= E(λn

wµ
−1)E(µ). Since E(λw) is invertible on Mw, E(µ) is also invertible on Mw.

We prove M =
⊕

w∈W0
Mw. Since zλ0 is invertible, any element in M can be written mzλ0 for some

m ∈ M . We have mzλ0 =
∑

w∈W0
m E(λw) ∈

∑
w∈W0

Mw. Hence M =
∑

w∈W0
Mw. Let mw ∈ Mw and

assume that
∑

w∈W0
mw = 0. Then for each v ∈W0 we have

∑
w∈W0

mwE(λv)= 0. Since mwE(λv)= 0
for v 6= w, we have mvE(λv)= 0. Since the action of E(λv) on Mv is invertible, mv = 0. �

Since HomA(H,M) =
⊕

w∈W0
HomA(H,Mw), to prove M ′→ M ′ ⊗H c-IndG

I (1) 1 is injective, it is
sufficient to prove that the homomorphism HomA(H,Mw)→ HomA(H,Mw)⊗H c-IndG

I (1) 1 is injective.

Definition 3.8. Let M be an A-module. We say that supp M = w(3+(1)) if and only if E(λ) is:

• Zero if w−1(ν(µ)) is not dominant.

• Invertible if w−1(ν(µ)) is dominant.

for any λ ∈3(1). (Note that we do not define supp M itself.)

From the above discussions, to prove Theorem 3.5, it is sufficient to prove the following lemma.
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Lemma 3.9. Let M be an A-module such that supp M=w(3+(1))wherew∈W0. Then HomA(H,M)→
HomA(H,M)⊗H c-IndG

I (1) 1 is injective.

We take a lift nw of each w ∈ W0 in W (1) such that nw1w2 = nw1nw2 if `(w1w2) = `(w1)+ `(w2).
Let M be an A-module and w ∈ W0. We define a new A-module nwM as follows. As a vector space,
nwM = M and the action of E(λ) ∈ A on nwM is the action of E(n−1

w λnw) on M . This defines an
auto-equivalence of the category of A-modules. If supp M = v(3+(1)), then supp nwM = wv(3+(1)).
With this notation, Lemma 3.9 is equivalent to the following.

Lemma 3.10. Let M be an A-module such that supp M = 3+(1). Then the map HomA(H, nwM)→
HomA(H, nwM)⊗H c-IndG

I (1) 1 is injective.

3D. Reduction to w = wJ for some J ⊂1. For a subset J ⊂1, let wJ be the longest element in W0,J .
We prove that we may assume w = wJ for some J in Lemma 3.10.

We relate our M with modules studied in [Abe 2019a]. Consider the homomorphism A→ C[3(1)]
defined by

E(λ) 7→
{
τλ λ ∈3+(1),
0 otherwise.

(3-1)

We regard C[3(1)] as a right A-module via this homomorphism. For w ∈W0, we also have the A-module
nwC[3(1)]. Then we consider the module

nwC[3(1)]⊗A H.

This is a (C[3(1)],H)-bimodule.
Let M be an A-module such that supp M = 3+(1). Then we define a structure of a right C[3(1)]-

module on M by

mτλ1λ
−1
2
= m E(λ1)E(λ2)

−1

where λ1, λ2 ∈3
+(1) and m ∈ M . (Since supp M =3+(1), E(λ2) is invertible on M .) It is easy to see

that this definition is well-defined and define a structure of C[3(1)]-module. Then we have

M ⊗C[3(1)] nwC[3(1)] ' nwM.

The isomorphisms are given by m⊗ f 7→m f from the left-hand side to the right-hand side and m 7→m⊗1
in the opposite direction. Therefore we have

nwM ⊗A H' M ⊗C[3(1)]⊗nwC[3(1)]⊗A H.

For each w ∈W0, set 1w = {α ∈1 | w(α) > 0}. Then by [Abe 2019a, Theorem 3.13], if 1w1 =1w2 ,
we have

nw1C[3(1)]⊗A H' nw2C[3(1)]⊗A H.

Therefore we get (1) of the next lemma.
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Lemma 3.11. Let M be as in Lemma 3.10. If w1, w2 ∈W0 satisfies 1w1 =1w2 , then we have:

(1) nw1 M ⊗A H' nw2 M ⊗A H.

(2) HomA(H, nw1 M)' HomA(H, nw2 M).

Proof. We have proved (1). We prove (2).
Let ι be an automorphism of H defined in [Vignéras 2016, Proposition 4.23] and ζ : H → H an

antiautomorphism defined by ζ(Tw)= Tw−1 . (The linear map ζ is an antihomomorphism by [Abe 2019a,
4.1].) Set f = ι◦ ζ . Since ζ(E(λ))= Eo+(λ

−1) [Abe 2019a, Lemma 4.3] and ι(Eo+(λ))= (−1)`(λ)E(λ)
[Vignéras 2016, Lemma 5.31], we have f (E(λ))= (−1)`(λ)E(λ−1). In particular, f preserves A. It is
easy to see f 2(Tw)= Tw for any w ∈W (1). Hence f 2 is identity.

For a left H-module N , we define a right H-module N f by N f
= N as a vector space and the

action of X ∈H on N f is the action of f (X) on N . Then m⊗ X 7→ f (X)⊗m gives an isomorphism
(N f
⊗A H) f

'H⊗A N .
For a right H-module or A-module L , set L∗ = HomC(L ,C). Then this is a left H-module or

A-module, respectively. Let M be as in the lemma. Since f (E(λ)) = (−1)`(λ)E(λ−1), we have
supp(nw1 M∗) f

=w1(3
+(1)−1)=w1w1(3

+(1)). Hence (nw1 M∗) f
= nw1w1M ′ for some A-module M ′

such that supp M ′ = 3+(1). Since 1w1w1 = 1 \ (−w1(1w1)), we also have 1w1w1 = 1w2w1 . Hence
by (1), we get nw1w1M ′⊗AH' nw2w1M ′⊗AH. Therefore we get (nw1 M∗) f

⊗AH' (nw2 M∗) f
⊗AH.

Applying (·) f to the both sides and using (N f
⊗AH) f

'H⊗A N , we get H⊗A nw1 M∗ 'H⊗A nw2 M∗.
Hence we have (H⊗A nw1 M∗)∗ ' (H⊗A nw2 M∗)∗.

Now we have

(H⊗A nw1 M∗)∗ = HomC(H⊗A nw1 M∗,C)' HomA(H, nw1 M∗∗).

Hence we have HomA(H, nw1 M∗∗)'HomA(H, nw2 M∗∗). We have an embedding M ↪→ M∗∗. Let L be
the cokernel. Then supp L =3+(1) and we have an embedding L ↪→ L∗∗. Therefore we have an exact
sequence 0→ M→ M∗∗→ L∗∗ and it gives 0→ nwi M→ nwi M∗∗→ nwi L∗∗ for i = 1, 2. Hence we
get the following commutative diagram with exact rows:

0 0

HomA(H, nw1 M) HomA(H, nw2 M)

HomA(H, nw1 M∗∗) HomA(H, nw2 M∗∗)

HomA(H, nw1 L∗∗) HomA(H, nw2 L∗∗).

∼

∼

We have HomA(H, nw1 M)' HomA(H, nw2 M). �
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For given w ∈W , set J =1\1w. Then we have 1wJ =1\ J =1w. Therefore, to prove Lemma 3.10,
we may assume that w = wJ for some J ⊂1.

3E. Reduction to w = w1. Set

Aw =
⊕

λ∈w(3+(1))

C E(λ)⊂A. (3-2)

Lemma 3.12. Let M be an A-module such that supp M = w(3+(1)). Then we have HomA(H,M)−→∼

HomAw
(H,M).

Proof. Let ϕ : H→ M be an Aw-module homomorphism and we prove that ϕ is A-equivariant. Fix
λ0 ∈3(1) such that w−1(ν(λ0)) is dominant and regular. Since supp M =w(3+(1)), E(λ0) is invertible
on M . For µ ∈3(1) such that w−1(ν(µ)) is not dominant, we have E(µ)E(λ0)= 0. Hence for X ∈H,
we have ϕ(X E(µ))= E(λ0)

−1ϕ(X E(µ)E(λ0))= 0. Since E(µ)= 0 on nwM , E(µ)ϕ(X)= 0. Hence
we get ϕ(X E(µ))= 0= E(µ)ϕ(X). Therefore ϕ is A-equivariant. �

For later use, we also prove the following.

Lemma 3.13. Let M be an A-module such that supp M = w(3+(1)). Then M ⊗Aw
H−→∼ M ⊗A H.

Proof. Let m ∈ M and X ∈H. We prove m E(λ)⊗ X =m⊗ E(λ)X in M ⊗Aw
H for any λ ∈3(1). This

is true if w−1(ν(λ)) is dominant.
Assume that w−1(ν(λ)) is not dominant and take λ0 ∈ 3(1) such that w−1(ν(λ0)) is dominant and

ν(λ), ν(λ0) are not in the same chamber. Then we have E(λ0)E(λ)= 0. Note that E(λ0) is invertible on
M since supp M = w(3+(1)). Hence m⊗ E(λ)X = m E(λ0)

−1
⊗ E(λ0)E(λ)X = 0. On the other hand,

E(λ)= 0 on M , again by supp M = w(3+(1)). Hence m E(λ)⊗ X = 0. We get the lemma. �

An element E(λ) belongs to:

• Aw if 〈ν(λ),w(α)〉 ≥ 0 for any α ∈6+.

• j−∗J (H−J ∩AJ ) if 〈ν(λ), α〉 ≥ 0 for any α ∈6+ \6+J .

(The second one follows from the following fact: a basis of H−J ∩AJ is given by {E J (λ)} where λ runs
through as above [Abe 2019a, Lemma 4.2] and j−∗J (E J (λ))= E(λ) for such λ [Abe 2019b, Lemma 2.6].)
Since wJ (6

+)=6−J ∪ (6
+
\6+J )⊃6

+
\6+J , we have AwJ ⊂ j−∗J (H−J ∩AJ ).

Let M be an A-module. From the above argument, we have

HomAwJ
(H, nwJ M)'HomAwJ

(H⊗ j−∗J (H−J )
j−∗J (H−J ), nwJ M)'Hom(H−J , j−∗J )(H,HomAwJ

(H−J , nwJ M)).

Since j−∗J (H−J ∩AJ ) contains AwJ , we have AwJ ↪→H−J ∩AJ ↪→AJ . More precisely, AwJ ↪→AJ,wJ

via E(λ) 7→ E J (λ). (If E(λ) ∈ AwJ , then w−1
J (ν(λ)) is dominant with respect to 1, hence it is also

dominant with respect to J . Therefore E J (λ) ∈AJ,wJ .)

Lemma 3.14. We regard AwJ as a subalgebra of AJ via the above embedding. Let M be an A-module
such that supp M = 3+(1). Then nwJ M is uniquely extended to AJ , namely there exists a unique
AJ -module MJ such that supp MJ =3

+(1)J and nwJ MJ |AwJ
= nwJ M |AwJ

.
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Proof. First we prove that nwJ M is uniquely extended to AJ,wJ . Take λ0 ∈3S(1) such that:

• 〈ν(λ0), α〉 = 0 for all α ∈6+J .

• 〈ν(λ0), α〉> 0 for all α ∈6+ \6+J .

Note that wJ (6
+

J ) = 6
−

J and wJ (6
+
\6+J ) = 6

+
\6+J . Hence we have λ0 ∈ wJ (3

+(1)), E J (λ0) is
central in AJ,wJ (since λ0 ∈ 3S(1) is central in 3(1)) and E J (λ0) is invertible by the first condition
and Remark 2.1. The embedding AwJ ↪→ AJ,wJ induces AwJ [E(λ0)

−1
] ↪→ AJ,wJ . We prove that this

is surjective. Let E J (µ) ∈ AJ,wJ . Then we have 〈wJ (ν(µ)), α〉 ≥ 0 for any α ∈ 6+J . Therefore, for
sufficiently large n ∈ Z>0, we have λn

0µ ∈ wJ (3
+(1)). The elements ν(λ0) and ν(µ) are in the same

closed Weyl chamber wJν(3
+(1)J ) with respect to J . Hence E J (λn

0)E
J (µ)= E J (λn

0µ) which is in the
image of AwJ ↪→AJ,wJ . Therefore AwJ [E(λ0)

−1
] ↪→AJ,wJ is surjective. Now we get the lemma since

E(λ0) is invertible on nwJ M . (Recall that supp nwJ M = wJ (3
+(1)) and λ0 ∈ wJ (3

+(1)).)
So we have the extension NJ of nwJ M to AJ,wJ . Define the action of E J (λ) on NJ by zero for

λ ∈3(1) \wJ (3
+(1)J ). Then NJ is an AJ -module such that supp NJ = wJ (3

+(1)J ) which is desired.
From the definition of the support, this is the only way to extend the module NJ to AJ . We get the
lemma. �

Take MJ as in the lemma. We have

HomAwJ
(H,nwJ M)'Hom(H−J , j−∗J )(H,HomAwJ

(H−J ,nwJ M))'Hom(H−J , j−∗J )(H,HomAwJ
(H−J ,nwJ MJ )).

Lemma 3.15. The homomorphisms

HomAJ (HJ , nwJ MJ )→ HomAwJ
(HJ , nwJ MJ )→ HomAwJ

(H−J , nwJ MJ )

are both isomorphisms.

Proof. The first is an isomorphism by an argument similar to the proof of Lemma 3.12.
Take λ0 ∈3(1) such that:

• λ0 ∈ Z(WJ (1)).

• 〈ν(λ0), α〉> 0 for any α ∈6+ \6+J .

Then HJ = H−J [E
J (λ0)

−1
] [Abe 2019b, Proposition 2.5]. Since E J (λ0) is invertible in AJ , it is also

invertible on nwJ MJ . (Note that nwJ MJ is an AJ -module.) Hence the second homomorphism is an
isomorphism. �

Therefore we get

HomA(H, nwJ M)' Hom(H−J , j−∗J )(H,HomAJ (HJ , nwJ MJ )).

Lemma 3.16. Let X be an HJ -module and assume that X → X ⊗HJ c-IndL J
I (1)J

1 is injective. Then
Y → Y ⊗H c-IndG

I (1) 1 is also injective for Y = Hom(H−J , j−∗J )(H, X).
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Therefore for the proof of Lemma 3.10, it is sufficient to prove that

HomAJ (HJ , nwJ MJ )→ HomAJ (HJ , nwJ MJ )⊗HJ c-IndL J
I (1)J

1

is injective, namely we may assume that w = w1.

Proof. Set J ′ = −w1(J ) and put n = nw1nwJ . Then l 7→ nln−1 gives an isomorphism L J → L J ′ and
sends I (1)J to I (1)J ′ . Therefore it induces an isomorphism HJ → HJ ′ . Define an HJ ′-module X ′

as the pull-back of X by this isomorphism (see [Abe 2019a]). Then X → X ⊗HJ c-IndL J
I (1)J

1 induces
X ′→ X ′⊗HJ ′

c-IndL J ′

I (1)J ′
1 and the latter map is also injective. By [Abe 2019a, Proposition 4.15], we have

Y ' X ′⊗(HJ ′ , j+J ′ )
H. By [Vignéras 2015, Proposition 4.1], the functor (·)⊗(H+J ′ , j+J ′ )

H is exact. Hence,
using the assumption in the lemma, the map

Y ' X ′⊗(H+J ′ , j+J ′ )
H→ (X ′⊗HJ ′

c-IndL J ′

I (1)J ′
1)I (1)J ′ ⊗(H+J ′ , j+J ′ )

H

is injective. By [Ollivier and Vignéras 2018, Proposition 4.4]

(X ′⊗HJ ′
c-IndL J ′

I (1)J ′
1)I (1)J ′ ⊗(H+J ′ , j+J ′ )

H' (IndPJ ′
(X ′⊗HJ ′

c-IndL J ′

I (1)J ′
1))I (1).

In particular,

(X ′⊗HJ ′
c-IndL J ′

I (1)J ′
1)I (1)J ′ ⊗(H+J ′ , j+J ′ )

H→ IndPJ ′
(X ′⊗HJ ′

c-IndL J ′

I (1)J ′
1)

is injective. Finally, by [Ollivier and Vignéras 2018, Corollary 4.7],

IndPJ ′
(X ′⊗HJ ′

c-IndL J ′

I (1)J ′
1)' Y ⊗H c-IndG

I (1) 1.

Combining all of these, we conclude the lemma. �

3F. Some more reductions. By the definition of H+∅, H−∅ and [Abe 2019b, Lemma 2.6], we have:

j+∅ (H
+

∅)=Aw1 and j−∗∅ (H−∅)=A1.

See the argument in Section 3E. By these identities, we regard A1 and Aw1 as a subalgebra of H∅ =A∅.
Let M be an A-module such that supp M =3+(1). By Lemma 3.12, we have HomA(H, nw1M) '

HomAw1
(H, nw1M). By Lemma 3.14, there exists an A∅-module M∅ such that M |A1 ' M∅|A1 . It is

easy to see that nw1M |Aw1
' nw1M∅|Aw1

. We have

HomA(H, nw1M)' Hom(H+∅, j+∅)
(H, nw1M∅)

' Hom(H−∅, j−∅)
(H,M∅) [Abe 2019b, Proposition 4.13]

' M∅⊗(H−∅, j−∗∅ )H [Abe 2019b, Corollary 4.19]

= M ⊗A1 H. ( j−∗∅ (H−∅)=A1)

By Lemma 3.13, we have M ⊗A1 H' M ⊗A H. Hence we get the following lemma:

Lemma 3.17. We have HomA(H, nw1M)' M ⊗A H for any A-module M such that supp M =3+(1)
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Therefore, to prove Lemma 3.10, hence Theorem 3.5, it is sufficient to prove the following.

Lemma 3.18. Let M be an A-module such that supp M =3+(1). Then M ⊗AH→ M ⊗A c-IndG
I (1) 1 is

injective.

The group algebra C[Zκ ] is a subalgebra of A via the map t 7→ Tt = E(t) for t ∈ Zκ . Let Ẑκ denote
the set of characters of Zκ . Since the order of Zκ is prime to p, M is semisimple as a C[Zκ ]-module. Let
ψ ∈ Zκ and set Mψ ={m ∈M |mTt =ψ(t)m (t ∈ Zκ)}. Since Zκ is normal in3(1), the conjugate action of
3(1) on Zκ induces the action on Ẑκ . The formula E(λ)Tt = Tλtλ−1 E(λ) implies that MψE(λ)⊂Mλ−1(ψ).
For an orbit ω of this action in Ẑκ , we put Mω =

⊕
ψ∈ω Mψ . Then Mω is stable under the A-action and

we have M =
⊕

ω Mω. Therefore we may assume that M = Mω for some ω to prove Lemma 3.18.
Let α ∈1 and consider the image of Z∩L ′

{α} in3(1). We denote this subgroup by3′α(1). Consider the
following condition: ψ is trivial on Zκ ∩3′α(1). Since Zκ ∩3′α(1) is normal in 3(1), for t ∈ Zκ ∩3′α(1)
and λ ∈3(1), we have (λψ)(t)= ψ(λ−1tλ)= 1 if ψ satisfies this condition. Hence this condition only
depends on 3(1)-orbit.

We start to prove Lemma 3.19 by induction on dim(G). Assume that ω is a 3(1)-orbit in Ẑκ . First
we assume that there exists α ∈1 such that ψ is not trivial on Zκ ∩3′α(1) for some (equivalently any)
ψ ∈ ω. Then by [Abe 2019a, Theorem 3.13], we have M ⊗A H' nsα M ⊗A H.

We prove that in this case the lemma follows from that for a Levi subgroup. The argument is similar to
that in Section 3E. Set J =1 \ {α}. Then we have nsα M ⊗A H ' nw1wJ M ⊗A H by Lemma 3.11. By
Lemma 3.13, we have nw1wJ M ⊗A H ' nw1wJ M ⊗Aw1wJ

H. As in the argument in Section 3E using
[Abe 2019b, Lemma 2.6], we have j+J (H

+

J )⊃Aw1wJ . Therefore we have

nw1wJ M ⊗Aw1wJ
H' (nw1wJ M ⊗Aw1wJ

H+J )⊗(H+J , j+J )
H.

By the same argument of the proof of Lemma 3.14, there exists an AJ -module MJ such that

nw1wJ MJ |Aw1wJ
= nw1wJ M |Aw1wJ

and supp MJ =3
+(1)J .

By a similar argument of the proof of Lemma 3.15, the homomorphisms

nw1wJ MJ ⊗Aw1wJ
H+J → nw1wJ MJ ⊗Aw1wJ

HJ → nw1wJ MJ ⊗AJ HJ

are isomorphisms. Now by inductive hypothesis, the homomorphism

nw1wJ MJ ⊗AJ HJ → (nw1wJ MJ ⊗AJ HJ )⊗HJ c-IndL J
I (1)J

1

is injective. By the argument in the proof of Lemma 3.16, this implies that for Y = (nw1wJ MJ ⊗AJ

HJ )⊗(H+J , j+J )
H' nw1wJ M ⊗Aw1wJ

H, the homomorphism

Y → Y ⊗H c-IndG
I (1) 1

is injective. Hence we get the lemma for M .
Therefore we may assume that there is no such α. Hence it is sufficient to prove the following to prove

Lemma 3.18.
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Lemma 3.19. Let M be an A-module such that supp(M)=3+(1) and Zκ ∩3′α(1) acts trivially on M
for all α ∈1. Then M ⊗A H→ M ⊗A c-IndG

I (1) 1 is injective.

We prove this lemma in Section 3J.

3G. Hecke modules. As discussed in 3D, we have the following

M ⊗A H' M ⊗C[3(1)] (C[3(1)]⊗A H),

We decompose this module along the action of Zκ .
Set C[3(1)]ψ = { f ∈ C[3(1)] | τt f = ψ(t) f (t ∈ Zκ)} and for a 3(1)-stable subset ω ⊂ Ẑκ we put

C[3(1)]ω =
⊕

ψ∈ω C[3(1)]ψ . From the definition, it is obvious that C[3(1)]ω is invariant under the
right action of C[3(1)].

Lemma 3.20. We have C[3(1)]ω =
⊕

ψ∈ω{ f ∈ C[3(1)] | f τt = ψ(t) f (t ∈ Zκ)}.

Proof. Let ψ ∈ ω, f ∈ C[3(1)]ψ and we write f =
∑

λ∈3(1) cλτλ where cλ ∈ C . Set

e = #Z−1
κ

∑
t∈Zκ

ψ(t)−1τt ∈ C[Zκ ].

Then e f = f and eτt = ψ(t)e for each t ∈ Zκ . We have eτλτt = eτλtλ−1τλ = (λ
−1ψ)(t)eτλ. Since

λ−1ψ ∈ ω, we get the lemma. �

Therefore C[3(1)]ω is a two-sided ideal of C[3(1)]. Using Zκ -action, some objects appearing here
are decomposed. Here is a list:

• C[3(1)] = C[3(1)]ω×C[3(1)]Ẑκ\ω as C-algebras.

• A=Aω×AẐκ\ω
as C-algebras with the obvious notation.

• The homomorphism (3-1) induces Aω→ C[3(1)]ω and AẐκ\ω
→ C[3(1)]Ẑκ\ω.

Let M be an A-module such that supp M =3+(1) and M = Mω (see Section 3F). Then as in Section 3D,
M is a C[3(1)]-module and this action factors through C[3(1)] → C[3(1)]ω. Hence we have

M ⊗A H' M ⊗C[3(1)]ω (C[3(1)]ω⊗A H) (3-3)

In [Abe 2019a, Section 3], it is proved that, for any w ∈W0, 1⊗1 7→ 1⊗T ∗n
w1w

−1
gives a (C[3(1)],H)-

bimodule homomorphism

nwC[3(1)]⊗A H→ nw1C[3(1)]⊗A H

which is injective [loc. cit., Proposition 3.12]. The homomorphism is compatible with the decomposition
nwC[3(1)]⊗AH'nwC[3(1)]ω⊗AH⊕nwC[3(1)]Ẑκ\ω⊗AH. Hence we get the (C[3(1)],H)-bimodule
homomorphism

nwC[3(1)]ω⊗A H→ nw1C[3(1)]ω⊗A H (3-4)
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which is again injective. By [loc. cit., Theorem 3.13], the image of this homomorphism only depends
on 1w. Let X J be the image of this homomorphism where J =1w. This is a (C[3(1)]ω,A)-module.
We have M ⊗A H' M ⊗C[3(1)]ω X1 by (3-3).

Lemma 3.21. If J ′ ⊃ J , then X J ′ ⊂ X J .

Proof. Note that1w1wJ = J . Hence, by definition, X J is a (C[3(1)],H)-submodule in nw1C[3(1)]⊗AH
generated by 1⊗ T ∗nw1wJw1

. If J ′ ⊃ J , then

`(w1wJwJ ′w1)= `(wJwJ ′)= `(wJ ′)− `(wJ )= `(w1wJ ′w1)− `(w1wJw1).

Hence T ∗nw1wJ ′w1
= T ∗nw1wJw1

T ∗nw1wJwJ ′w1
. Therefore 1 ⊗ T ∗nw1wJ ′w1

∈ X J . Since X J ′ is generated by
1⊗ T ∗nw1wJ ′w1

, we have X J ′ ⊂ X J . �

Lemma 3.22. X J ∈ C.

Proof. Take λ ∈ 3S(1) such that ν(λ) is regular dominant. Then we have zλ =
∑

v∈W0
E(nvλn−1

v )

by Lemma 3.2. Let f ⊗ X ∈ X J . Then, since zλ is in the center, we have ( f ⊗ X)zλ = f ⊗ zλX =
f ⊗

∑
v∈W0

E(nvλn−1
v )X = f τλ⊗X in nw1C[3(1)]ω⊗AH. Since f 7→ f τλ is invertible, zλ is invertible

on Xw. �

Note that nw1C[3(1)]ω ⊗A H ' nw1C[3(1)]ω ⊗Aw1
H [Abe 2019a, Proposition 3.12]. Hence

X∅ = nw1C[3(1)]ω⊗(H+∅, j+∅)
H. This is a parabolically induced module [Vignéras 2015]. By [loc. cit.,

Example 3.2, Lemma 3.6], we have nw1C[3(1)]ω ⊗A H =
⊕

w∈W0
nw1C[3(1)]ω ⊗ Tnw . Since T ∗nw ∈

Tnw +
∑

v<w C[Zκ ]Tnv , we have nw1C[3(1)]ω⊗A H=
⊕

w∈W0
nw1C[3(1)]ω⊗ T ∗nw .

Set Yw = nw1C[3(1)]ω⊗ T ∗nw ⊂ X∅. Then the subspace Yw is the image of nwC[3(1)]ω⊗ 1 by the
injective homomorphism (3-4). In particular, Yw is A-stable and isomorphic to nwC[3(1)]ω. We have
X∅ =

⊕
w∈W0

Yw. This is the decomposition in Lemma 3.7. By the functoriality of the decomposition,
we have X J =

⊕
w∈W0

(X J ∩ Yw).

3H. Representations of G. Let ω be a3(1)-orbit in Ẑκ such that for any α∈1, ψ is trivial on Zκ∩3′α(1)
for some (equivalently any) ψ ∈ ω. Recall that we have fixed a special parahoric subgroup K . Irreducible
representations V of K are parametrized by a pair (ψ, J ) where ψ is a character of Zκ and J a certain
subset of 1. Here for V , ψ and J are given by the following: ψ ' V I (1) and W0,J = StabW0(V

I (1)). Note
that by the assumption on ω, (ψ, J ) gives a parameter for any ψ ∈ ω and J ⊂1 [Abe et al. 2017, III.8].
Let Vψ,J be the irreducible representation of K which corresponds to (ψ, J ) and put VJ =

⊕
ψ∈ω Vψ−1,J .

In the rest of this paper, we fix a basis of V I (1)
ψ−1,J for each ψ and J .

Lemma 3.23. (1) The Hecke algebra EndZ (c-IndZ
Z∩K V I (1)

J ) is isomorphic to C[3(1)]ω.

(2) We have the Satake homomorphism

EndG(c-IndG
K VJ ) ↪→ EndZ (c-IndZ

Z∩K V I (1)
J )' C[3(1)]ω

and its image is C[3+(1)]ω.
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Proof. Let H(ψ−1
1 , ψ−1

2 ) is the space of functions ϕ : Z→ C such that suppϕ is compact and ϕ(t1zt2)=
ψ−1

1 (t1)ϕ(z)ψ−1
2 (t2) for any z ∈ Z and t1, t2 ∈ Z ∩ K . Since V I (1)

J '
⊕

ψ∈ω ψ
−1, a standard argument

for Hecke algebras implies

EndZ (IndZ
Z∩K V I (1)

J )'
⊕

ψ1,ψ2∈ω

HomZ (c-IndZ
Z∩K ψ

−1
1 , c-IndZ

Z∩K ψ
−1
2 )'

⊕
ψ1,ψ2∈ω

H(ψ−1
1 , ψ−1

2 ).

This space is a subalgebra of HZ where HZ is the functions ϕ on Z which is invariant under the left
(and equivalently right) multiplication by Z ∩ I (1) and whose support is compact. The homomorphism
ϕ 7→

∑
z∈Z/(Z∩K ) ϕ(z)τz gives an isomorphism HZ ' C[3(1)]. As a subspace of both sides, it is easy to

see that we get the desired isomorphism.
The Satake transform

HomG(c-IndG
K Vψ1,J , c-IndG

K Vψ2,J )→ HomZ (c-IndZ
Z∩K ψ

−1
1 , c-IndZ

Z∩K ψ
−1
2 )

is defined in [Henniart and Vignéras 2012, 2] and the image is described in [Abe et al. 2018b, Theorem 1.1].
�

Remark 3.24. In the identification (1) in the lemma, we need to fix an isomorphism V I (1)
J '

⊕
ψ∈ω ψ

−1.
We use our fixed basis of V I (1)

ψ−1,J for this isomorphism.

By the lemma, C[3+(1)]ω acts on c-IndG
K VJ . Define a representation πJ of G by

πJ = C[3(1)]ω⊗C[3+(1)]ω c-IndG
K VJ .

We prove π I (1)
J ' X J .

Recall that the H-module (c-IndG
K VJ )

I (1) is described as follows. Let Hf be the Hecke algebra attached
to the pair (K , I (1)). Then V I (1)

J is naturally a right Hf-module and the algebra Hf is a subalgebra of
H with a basis {Tw | w ∈W0(1)} where W0(1) is the inverse image of W0 ⊂W in W (1). Then we have
(c-IndG

K VJ )
I (1)
' V I (1)

J ⊗Hf H [Vignéras 2017, Proposition 7.2].

Remark 3.25. In the argument below, we will use results in [Abe 2017]. In [loc. cit.], we study an
Hf-module denoted by ηJ

=
⊕

ψ∈Ẑκ
V I (1)
ψ,J . Using a similar argument in [loc. cit.] (or taking a direct

summand of results), results are also true for an Hf-module V I (1)
J .

We have an action of C[3+(1)]ω on V I (1)
J ⊗Hf H [loc. cit., Proposition 3.4] and the above isomorphism

(c-IndG
K VJ )

I (1)
' V I (1)

J ⊗Hf H is C[3+(1)]ω-equivariant. (This can be proved by the same argument in
the proof of [loc. cit., Proposition 5.1].)

Lemma 3.26. Let A be a ring and S ⊂ A be a multiplicative subset of the center of A. Then for a smooth
A[G]-module π , we have (S−1π)I (1)

' S−1π I (1).

Proof. Both sides can be regarded as a subspace of S−1π . Any element in S−1π I (1) is I (1)-invariant, hence
S−1π I (1)

⊂ (S−1π)I (1). Let v/s ∈ (S−1π)I (1) where v ∈ π and s ∈ S. Let g1, . . . , gn be a representatives
of I (1)/StabI (1)(v). Since v/s is gi -invariant, there exists si ∈ S such that si (giv− v) = 0. Therefore
s1 · · · sn(giv − v) = 0. Set v′ = s1 · · · snv. Then for any g ∈ I (1) there exists i and g′ ∈ StabI (1)(v)
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such that g = gi g′. Hence gv′ = s1 · · · sn(gi g′v) = s1 · · · snv = v′. Therefore v′ ∈ π I (1). Hence
v/s = v′/(ss1 · · · sn) ∈ S−1π I (1). �

Therefore we have

π
I (1)
J ' C[3(1)]ω⊗C[3+(1)]ω V I (1)

J ⊗Hf H.

By [Abe 2017, Proposition 3.9], we have

V I (1)
J ⊗Hf H' Im(nw1wJ C[3+(1)]ω⊗A H→ nw1wJ C[3(1)]ω⊗A H).

Hence we have an isomorphism C[3(1)]ω⊗C[3+(1)]ω V I (1)
J ⊗Hf H' X J . Therefore π I (1)

J ' X J .
We get an embedding X J 'π

I (1)
J ↪→πJ . Hence there exists a homomorphism X J⊗Hc-IndG

I (1) 1→πJ .
Let J =1 and applying M⊗C[3(1)] to

X1→ X1⊗H c-IndG
I (1) 1→ π1

and using M ⊗C[3(1)] X1 ' M ⊗A H (3-3), we get

M ⊗C[3(1)] X1 ' M ⊗A H→ M ⊗A c-IndG
I (1) 1→ M ⊗C[3(1)] π1.

Hence for Lemma 3.19, it is sufficient to prove that M ⊗C[3(1)] X1→ M ⊗C[3(1)] π1 is injective.
We have an isomorphism π∅ ' IndG

B
(c-IndZ

Z∩K V I (1)
J ) [Henniart and Vignéras 2012, Theorem 1.2].

(To be precisely, the direct sum of a result in [loc. cit., Theorem 1.2].) An injective embedding
πJ → IndG

B
(c-IndZ

Z∩K V I (1)
J )' π∅ was given in [loc. cit., Definition 2.1]. Hence we have a diagram of

(C[3(1)],H)-bimodules
X J X∅

πJ π∅.

When J =∅, X J → X∅ and πJ → π∅ are both identities. Hence this diagram is commutative.

Lemma 3.27. This diagram is commutative for any J .

Proof. Fix ψ−1
∈ ω. It is sufficient to prove that the following diagram is commutative:

V I (1)
ψ,J ⊗Hf H nw1C[3(1)]ψ ⊗A H

(c-IndG
K Vψ,J )I (1) IndG

B
(c-IndZ

Z∩K V I (1)
ψ,∅ )

I (1).

(3-5)

Note that this diagram is commutative when J =∅.
Let v0 ∈ V I (1)

ψ,J be our fixed basis. Define ϕJ ∈ (c-IndG
K Vψ,J )I (1) by suppϕJ = K and ϕJ (1) = v0.

Then the H-module map V I (1)
ψ,J ⊗H f H → c-IndG

K (Vψ,J ) is given by v0 ⊗ 1 7→ ϕJ . Define f0 ∈

IndG
B
(c-IndZ

Z∩K V I (1)
ψ,∅ )

I (1) by supp f0 = Bnw1 I (1), supp f0(n−1
w1
) = Z ∩ K and f0(n−1

w1
)(1) = v0. Then
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the function corresponding to ϕ∅ under c-IndG
K V∅→ IndG

B
(c-IndZ

Z∩K V I (1)
∅ ) is f0Tnw1 [Abe et al. 2017,

IV.9 Proposition].
Setw=w1wJ . Then X J =nwC[3(1)]ω⊗AH. The homomorphism V I (1)

ψ,J ⊗HfH→nwC[3(1)]ψ⊗AH
is given by v0⊗ 1 7→ 1⊗ Tnw [Abe 2017, Lemmas 3.8 and 3.10].

Consider the case of J =∅. Then the image of v0⊗ 1 ∈ V I (1)
ψ,∅ ⊗Hf H under

V I (1)
ψ,∅ ⊗Hf H→ (c-IndG

K Vψ,∅)I (1)
→ IndG

B
(c-IndZ

Z∩K V I (1)
ψ,∅ )

I (1)

is

v0⊗ 1 7→ ϕ∅ 7→ f0Tnw1 .

On the other hand, the image of v0⊗ 1 ∈ V I (1)
ψ,∅ ⊗Hf H in nw1C[3(1)]ψ ⊗A H is 1⊗ Tnw1 . As remarked

before the lemma, (3-5) is commutative when J =∅. Hence the homomorphism nw1C[3(1)]ψ ⊗AH→
IndG

B
(c-IndZ

Z∩K V I (1)
ψ,∅ )

I (1) sends 1⊗Tnw1 to f0Tnw1 . Take λ from the center of3(1) such that 〈α, ν(λ)〉<0
for any α ∈ 6+. Then by [Abe 2019b, Lemma 2.17], `(nw1λ) = `(λ)− `(nw1). Hence by [Vignéras
2016, Theorem 5.25, Example 5.32], Tnw1 E(n−1

w1
λ)= E(λ). Therefore 1⊗ Tnw1 E(n−1

w1
λ)= 1⊗ E(λ)=

τn−1
w1
λnw1
⊗1. On the other hand, f0Tnw1 E(n−1

w1
λ)= f0 E(λ)=τn−1

w1
λnw1

f0 by [Abe et al. 2017, IV.10 Propo-
sition]. Hence the homomorphism nw1C[3(1)]ψ ⊗A H→ IndG

B
(c-IndZ

Z∩K V I (1)
ψ,∅ )

I (1) sends τn−1
w1
λnw1
⊗ 1

to τn−1
w1
λnw1

f0. Therefore 1⊗ 1 sends to f0.
Let a = v0⊗ 1 ∈ V I (1)

ψ,J ⊗Hf H and we consider the image of a in IndG
B
(c-IndZ

Z∩K V I (1)
ψ,∅ )

I (1) in the two
ways. The image of a in nw1C[3(1)]ψ ⊗A H is 1⊗ T ∗n

w1w
−1

Tnw by [Abe 2017, Proposition 3.11] and

the definition of X J → X∅. Therefore the image of a under V I (1)
ψ,J ⊗Hf H→ nw1C[3(1)]ψ ⊗A H→

IndG
B
(c-IndZ

Z∩K V I (1)
ψ,∅ ) is f0T ∗n

w1w
−1

Tnw .
By [Abe et al. 2017, IV.9 Proposition] (for J = 1), we have f0T ∗n

w1w
−1
=
∑

v≤w1w−1 f0Tnv . Since
w1w

−1
= w1wJw1, {v ∈W0 | v ≤ w1w

−1
} = w1W0,Jw1. Hence

f0T ∗n
w1w

−1
Tnw =

∑
v∈WJ,0

f0Tnw1vw1 Tnw1wJ
.

We have

`(w1vw1 ·w1wJ )= `(w1vwJ )= `(w1)−`(vwJ )= `(w1)−`(wJ )+`(v)= `(w1wJ )+`(w1vw1).

Hence Tnw1vw1 Tnw1wJ
=Tnw1vwJ

. Therefore, replacing v with vwJ , we get f0T ∗n
w1w

−1
Tnw=

∑
v∈WJ,0

f0Tnw1v .

This is the image of ϕJ in IndG
B
(c-IndZ

Z∩K V I (1)
ψ,∅ ) by [Abe et al. 2017, IV.7 Corollary]. Hence the diagram

(3-5) is commutative if we start with a. Since the element a generates V I (1)
ψ,J ⊗Hf H as an H-module, the

diagram (3-5) is commutative. �

Therefore we may regard πJ and X J as a subspace of π∅. We have π∅ ' IndG
B
(c-IndZ

Z∩K V I (1)
J ). By

the same argument in the proof of Lemma 3.23, we have c-IndZ
Z∩K V I (1)

J 'C[3(1)]ω. Here again we use
our fixed basis. Hence we have π∅ ' IndG

B
C[3(1)]ω. We identify πJ with the image in IndG

B
C[3(1)]ω.
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Remark 3.28. By [Abe et al. 2017, IV.7 Proposition] and the decomposition G =
⋃
w∈W0

Bnw I (1)
implies that (IndG

B
C[3(1)]ω)I (1)

=
⊕

w∈W0
C[3(1)]ω f0Tnw . Since X∅ =

⊕
w∈W0

C[3(1)]ω⊗ Tnw (see
after the proof of Lemma 3.22) and X∅→ π∅ sends 1⊗ 1 to f0 (see the proof of the previous lemma),
we have X∅ ' π

I (1)
∅ . Note that supp f0Tnw = Bnw1w I (1) [Abe et al. 2017, IV.7 Proposition].

3I. Filtrations. As in the previous subsection, letω be a3(1)-orbit in Ẑκ such that, for some (equivalently
any) ψ ∈ ω, ψ is trivial on Zκ ∩3′α(1) for any α ∈1. In this subsection, we use the following notation:
for A ⊂W0, B AB =

⋃
v∈A BnvB.

For a subset A ⊂W0 which is open (namely, if v1 ∈W0, v2 ∈ A and v1 ≥ v2 then v1 ∈ A), we put

π∅,A = { f ∈ IndG
B

C[3(1)]ψ | supp f ⊂ B AB}.

We also put
X∅,A =

⊕
v∈A

nw1C[3(1)]⊗ Tnw1v .

Lemma 3.29. Let h ∈ X∅. Then h ∈ X∅,A if and only if its image in π∅ is in π∅,A. Namely we have
X∅,A = X∅ ∩π∅,A.

Proof. Let H ∈ π∅ be the image of h. By the description of X∅→ π∅ (see Remark 3.28), h ∈ X∅,A if
and only if supp H ⊂ B AI (1). For each v ∈ A, we have

Bv I (1)= Bv(I (1)∩ v−1 Bv)(I (1)∩ v−1 Bv)= Bv(I (1)∩ v−1 Bv)⊂ B Bv ⊂
⋃
v′≥v

Bv′B ⊂ B AB.

Here we use [Abe 2012, Lemma 2.4]. Hence if h ∈ X∅,A then H ∈ π∅,A.
Assume that H ∈ π∅,A and supp(H)∩ Bv I (1) 6=∅ for v ∈W0. Since H is I (1)-invariant, we have

H(v) 6= 0. Therefore v ∈ A. Hence supp(H)⊂
⋃
v∈A Bv I (1). We get h ∈ X∅,A. �

Set X J,A = X J ∩ X∅,A and πJ,A = πJ ∩π∅,A. Let w ∈ A be a minimal element and put A′ = A \ {w}.
Then we have an embedding

X1,A/X1,A′ ↪→ π1,A/π1,A′ .

For each α ∈1, take a lift aα ∈3′α(1) of a generator of3′α(1)/(Zκ∩3
′
α(1)) such that 〈ν(aα), α〉> 0 [Abe

et al. 2017, III.4].
The element #Z−1

κ

∑
ψ∈ω

∑
t∈Zκ ψ(t)

−1τaα t is in C[3(1)]ω and does not depend on a choice of a lift
(recall that ψ is trivial on Zκ ∩3′α(1)). We denote it by τα . Set cw =

∏
w−1(α)>0(1−τα). Then as in [Abe

et al. 2017, V.8 Proposition], we have

π1,A/π1,A′ = cw(π∅,A/π∅,A′). (3-6)

The space π∅,A/π∅,A′ can be identified with the space of compactly supported functions on B\BwB
with values in C[3(1)]ω, which is isomorphic to C∞c (B\BwB)⊗C C[3(1)]ω where C∞c (B\BwB) is
the space of locally constant compact support functions on B\BwB with values in C . Hence it is free as
C[3(1)]ω-module. By the following lemma and (3-6), π1,A/π1,A′ is also free.
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Lemma 3.30. The element cw ∈ C[3(1)]ω is not a zero divisor.

Proof. The same proof in [Abe 2019a, Lemma 3.10] can apply. �

Lemma 3.31. We have X1,A/X1,A′ = cw(X∅,A/X∅,A′).

Proof. Since X1,A = π1,A ∩ X∅,A, we have

X1,A/X1,A′ = π1,A/π1,A′ ∩ X∅,A/X∅,A′

and the right-hand side is
cw(π∅,A/π∅,A′)∩ X∅,A/X∅,A′ .

Let H be in this set. Since π∅,A/π∅,A′ is a free C[3(1)]ω-module, the exact sequence 0→ π∅,A′ →

π∅,A → π∅,A/π∅,A′ → 0 splits. Hence π∅ ' π∅,A′ ⊕ (π∅,A/π∅,A′). Therefore cwπ∅,A ' cwπ∅,A′ ⊕
cw(π∅,A/π∅,A′). Hence cw(π∅,A/π∅,A′)' (cwπ∅,A)/(cwπ∅,A′). Hence there exists H ′ ∈ π∅,A such that
H is the image of cwH ′. Since H ∈ X1,A/X1,A′ , there exists h ∈ X1,A such that cwH ′− h is zero in
X1,A/X1,A′ . In particular it is zero in cw(π∅,A/π∅,A′) = (cwπ∅,A)/(cwπ∅,A′). Therefore there exists
H ′′∈π∅,A′ such that cwH ′−h=cwH ′′. Replacing H ′ with H ′−H ′′, we may assume cwH ′∈ X∅,A. Recall
that H ′ is a function with values in C[3(1)]ω. Since the element cw is not a zero divisor in C[3(1)]ω,
cwH ′ ∈ π∅,A implies H ′ ∈ π∅,A. Since cwH ′ ∈ X∅, cwH ′ is I (1)-invariant. Hence H ′ is also I (1)-
invariant, again since cw is not a zero divisor. Therefore H ′ ∈π I (1)

∅ = X∅. Hence H ′ ∈ X∅∩π∅,A= X∅,A.
Therefore H ∈cw(X∅,A/X∅,A′). The reverse inclusion cw(π∅,A/π∅,A′)∩X∅,A/X∅,A′⊃cw(X∅,A/X∅,A′)

is obvious. We get the lemma. �

3J. Proof of Lemma 3.19. Let A, A′, w be as in the previous subsection.

Lemma 3.32. The exact sequences of C[3(1)]ω-modules

0→ π1,A′→ π1,A→ π1,A/π1,A′→ 0 and 0→ X1,A′→ X1,A→ X1,A/X1,A′→ 0

split.

Proof. By (3-6) and from the fact that π∅,A/π∅,A′ is free, π1,A/π1,A′ is also free. Hence the first exact
sequence splits. Using Lemma 3.31, the same argument can apply for the second sequence. �

Lemma 3.33. The inclusion X1,A/X1,A′ ↪→ π1,A/π1,A′ has a section as C[3(1)]ω-modules.

Proof. First we construct a section of X∅,A/X∅,A′→ π∅,A/π∅,A′ . Recall that X∅,A = π
I (1)
∅,A . Note that

X∅,A/X∅,A′ ' C[3(1)]ω and the section is given by f 7→ f (w). For H ∈ π∅,A, consider H ′ ∈ π∅,A
which is I (1)-invariant, supp(H ′) = Bv I (1) and H ′(v) = H(v). Then H 7→ H ′ gives a section of
X∅,A/X∅,A′ → π∅,A/π∅,A′ . Multiplying cw and using (3-6), Lemma 3.31, we get a section of the
C[3(1)]ω-module homomorphism X1,A/X1,A′→ π1,A/π1,A′ . �

Proof of Lemma 3.19. Set πM
A = M ⊗C[3(1)]ω π1,A and X M

A = M ⊗C[3(1)]ω X1,A. Then by Lemma 3.32,
πM

A′ and X M
A′ are a subspaces of πM

A and X M
A , respectively. By Lemma 3.33, X M

A /X M
A′ → πM

A /π
M
A′ is

injective.
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We prove that X M
A → πM

A is injective by induction on #A. We have the following diagram

0 X M
A′ X M

A X M
A /X M

A′ 0

0 πM
A′ πM

A πM
A /π

M
A′ 0.

The homomorphism X M
A′→ πM

A′ is injective by inductive hypothesis and X M
A /X M

A′→ πM
A /π

M
A′ is injective

as we have seen. Hence X M
A → πM

A is injective. Setting A =W0, we get the lemma. �

4. Theorem

Let Cf be the full subcategory of C consisting of finite-dimensional modules. Note that this category is
closed under submodules, quotients and extensions.

Theorem 4.1. Let M ∈ Cf. Then (M ⊗H c-IndG
I (1) 1)I (1)

' M.

Proof. The theorem is true for simple M by [Abe 2019a, main theorem; Abe et al. 2018a, Theorem 4.17
and Theorem 5.11]. We prove the theorem by induction on dim(M).

Assume that M is not simple and let M ′ be a proper nonzero submodule of M . Let

π = Ker(M ′⊗H c-IndG
I (1) 1→ M ⊗H c-IndG

I (1) 1).

By Theorem 3.5, M→ (M ⊗H c-IndG
I (1) 1)I (1) is injective. Then we have

0 π I (1) (M ′⊗H c-IndG
I (1) 1)I (1) (M ⊗H c-IndG

I (1) 1)I (1)

M ′ M.

o

Hence π I (1)
= 0. Since I (1) is a pro-p group, π = 0. Hence M ′⊗H c-IndG

I (1) 1→ M ⊗H c-IndG
I (1) 1 is

injective. Set M ′′ = M/M ′. Then we have a commutative diagram

0 0

(M ′⊗H c-IndG
I (1) 1)I (1) M ′

(M ⊗H c-IndG
I (1) 1)I (1) M

(M ′′⊗H c-IndG
I (1) 1)I (1) M ′′

0

∼

∼

with exact columns. Therefore M→ (M ⊗H c-IndG
I (1) 1)I (1) is isomorphic. �
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Corollary 4.2. Let CG,f be the category of representations of G consisting of the following objects:

• Has a finite length.

• Any irreducible subquotient is a subquotient of IndG
B σ for a irreducible representation σ of Z.

• Is generated by I (1)-invariants.

Then Cf ' CG,f. The equivalence is given by π→ π I (1) and M 7→ M ⊗H c-IndG
I (1) M.

Proof. By the classification theorem in [Abe et al. 2017] and [Abe et al. 2018a, Theorem 5.11], if π ∈ CG,f

is irreducible, then π I (1)
∈ Cf. Hence, by induction on the length, if π ∈ CG,f then π I (1)

∈ Cf.
Let π ∈ CG,f and we prove that π I (1)

⊗H c-IndG
I (1) 1→ π is an isomorphism. The homomorphism is

surjective since π is generated by π I (1). Let π ′ be the kernel. Then we have an exact sequence

0→ (π ′)I (1)
→ (π I (1)

⊗H c-IndG
I (1) 1)I (1)

→ π I (1)

and the last map is isomorphism by the theorem. Hence (π ′)I (1)
= 0 and it implies π ′ = 0. Therefore

the homomorphism is also injective. Combining with the previous theorem, we have proved the desired
equivalence of categories. �
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