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Let VI be the category of finite dimensional Fq -vector spaces whose morphisms are injective linear
maps and let k be a noetherian ring. We study the category of functors from VI to k-modules in the
case when q is invertible in k. Our results include a structure theorem, finiteness of regularity, and a
description of the Hilbert series. These results are crucial in the classification of smooth irreducible
GL∞(Fq)-representations in nondescribing characteristic which is contained in Part II of this paper
(VI-modules in nondescribing characteristic, part II, arxiv:1810.04592).
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1. Introduction

Fix a commutative noetherian ring k. Set F = Fq , and let GLn be the n-th general linear group over F.
Roughly speaking, the aim of this paper is to study the behavior of sequences, whose n-th member is
a k[GLn]-module, as n approaches infinity (the “generic case”). As n varies, every prime appears as a
divisor of the size of GLn . But surprisingly, it is possible to avoid most of the complications of modular
representation theory in the generic case after inverting just one prime, namely the characteristic of F. We
assume throughout that q is invertible in k, and we call this the “nondescribing characteristic” assumption.

We obtain these sequences in the form of VI-modules. A VI-module M is a functor

M : VI→Modk,

where VI is the category of finite dimensional F-vector spaces with injective linear maps. Clearly,
GLn = AutVI(F

n) acts on M(Fn). Thus M can be thought of as a sequence whose n-th member is a
k[GLn]-module. This sequence could be arbitrary if we do not impose any finiteness conditions on M .
But there is a natural notion of “finite generation” in the category of VI-modules. This paper analyzes
finitely generated VI-modules. Here is a sample theorem that we prove (it extends [Gan and Watterlond
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2018, Theorem 1.7] away from characteristic zero, and also improves some cases of [Sam and Snowden
2017a, Corollary 8.3.4]):

Theorem 1.1 (q-polynomiality of dimension). Assume that k is a field in which q is invertible. Let M
be a finitely generated VI-module. Then there exists a polynomial P such that dimk M(Fn)= P(qn) for
large enough n.

The result above is a consequence of our main structural result that we prove about finitely generated
VI-modules. Given a VI-module M and a vector space X , we can define a new VI-module 6X M by

6X M(Z)= M(X + Z).

We call this new VI-module the shift of M by X . Our main result roughly says that the shift of a finitely
generated module by a vector space of large enough dimension has a very simple description. To make it
precise, note that there is a natural restriction functor

ModVI→
∏
n≥0

Modk[GLn] .

This functor admits a left adjoint I. We call a VI-module induced if it is of the form I(W ) for some W .
A VI-module that admits a finite filtration whose graded pieces are induced is called semiinduced. We
now state our main theorem.

Theorem 1.2 (the shift theorem). Assume that q is invertible in k. Let M be a finitely generated VI-module.
Then 6X M is semiinduced if the dimension of X is large enough.

Idea behind the shift theorem. The shift theorem is proven by induction on the degree of generation. To
make the induction hypothesis work, we construct a “categorical derivation” in the monoidal category of
Joyal and Street [1995]. To make it precise, let VB be the category of finite dimensional F-vector spaces
with bijective linear maps. Joyal and Street considered a monoidal structure1

⊗VB on ModVB given by

(M ⊗VB N )(Y )=
⊕
X≤Y

M(Y/X)⊗k N (X).

We construct a categorical derivation 6 on (ModVB,⊗VB). In other words, 6 satisfies

6(M ⊗ N )= (6M ⊗ N )
⊕

(M ⊗6N ).

As pointed out to us by Steven Sam, there is an algebra object A in (ModVB,⊗VB) such that the category
of VI-module is equivalent to the category of A-modules. Under this equivalence, induced modules
are A-modules of the form A⊗VB W . Our categorical derivation shows that if we apply the cokernel
of id→ 6 to an induced module then we obtain another induced module of strictly smaller degree of
generation. This is what makes our inductive proof work. But there is a caveat. Everything said and done

1It is shown in [Joyal and Street 1995] that this category is actually a braided monoidal category if k is a field of characteristic
zero. But we don’t need the braiding, and so we don’t need the characteristic zero assumption
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in this paragraph so far is true without any restrictions on the characteristic. On the other hand, the shift
theorem is false if we drop the nondescribing characteristic assumption.

The category ModVI naturally contains a localizing subcategory Modtors
VI whose members are called

torsion VI-modules. Given a VI-module M , we denote the maximal torsion submodule of M by 0(M).
The functor 0 is left exact, and its right derived functor is denoted R0. A crucial technical ingredient in
our proof of the shift theorem is the following criterion for semiinduced modules.

Theorem 1.3. Assume that q is invertible in k. Let M be a finitely generated VI-module. Then M is
semiinduced if and only if R0(M)= 0.

That a semiinduced M satisfies R0(M)= 0 is easy to prove and doesn’t require any assumptions on
the characteristic. But the converse requires the nondescribing characteristic assumption in two crucial
and separate places: (1) 6 is exact and (2) 6 commutes with 0. (1) is immediate from our construction
of 6 but (2) requires an interesting combinatorial identity (which appears in the proof of Lemma 4.26).

The last ingredient of our proof is a recent theorem proved independently by Putman and Sam [2017]
and Sam and Snowden [2017a] which resolved a long-standing conjecture of Lannes and Schwartz.

Theorem 1.4 [Putman and Sam 2017; Sam and Snowden 2017a]. Suppose k is an arbitrary noetherian
ring (the nondescribing characteristic assumption is not needed). Then the category of VI-modules is
locally noetherian.

We also need the following immediate corollary of this theorem, which provides us control over the
torsion part of a module.

Corollary 1.5 [Putman and Sam 2017; Sam and Snowden 2017a]. Suppose k is an arbitrary noetherian
ring (the nondescribing characteristic assumption is not needed). Let M be a finitely generated VI-module.
Then 0(M)(X)= 0 if the dimension of X is large enough.

All these ingredients above allow us to show by induction on the degree of generation that 6n M is
semiinduced if n is large enough. The shift theorem then follows from it.

Some consequences of the shift theorem. To start with, Theorem 1.1 is a consequence of the shift
theorem simply because induced modules can be easily seen to satisfy q-polynomiality of dimension. If
we drop the nondescribing characteristic assumption, and assume that k = F, then M(X)= X defines a
finitely generated VI-module. This implies that q-polynomiality fails in equal characteristic, and so the
shift theorem must also fail. Below we list some more consequences.

Theorem 1.6 (finiteness of local cohomology). Assume that q is invertible in k. Let M be a finitely
generated VI-module. Then we have the following:

(a) For each i , the module Ri0(M) is finitely generated. In particular, Ri0(M)(X)= 0 if the dimension
of X is large enough.

(b) Ri0(M)= 0 for i large enough.
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The theorem above extends Corollary 1.5 to the higher derived functors of 0. We use this theorem,
and an argument similar to the one for FI-modules as in [Nagpal et al. 2018], to bound the regularity. In
particular, we provide a bound on the regularity in terms of the degrees of the local cohomology.

Theorem 1.7 (finiteness of regularity). Assume that q is invertible in k. Let M be a finitely generated
VI-module. Then M has finite Castelnuovo–Mumford regularity.

Gan and Watterlond [2018] have shown that, when k is an algebraically closed field of characteristic
zero, then any finitely generated VI-module exhibits “representation stability”, a phenomenon described
by Church and Farb [2013]. Representation stability for VI-modules also follows from a recent result of
Gadish [2017, Corollary 1.13]. We prove representation stability in a more systematic way. We believe
that our method can be used to write down a virtual specht stability statement away from characteristic
zero as done for FI-modules by Harman [2017]. In contrast to this, the methods in [Gan and Watterlond
2018] or [Gadish 2017] use characteristic zero assumption in an essential way. Below, we only state a
part of the result to avoid giving a full definition of representation stability here (for full definition, see
page 2182).

Theorem 1.8 [Gan and Watterlond 2018, Theorem 1.6]. Assume that k is an algebraically closed field
of characteristic zero. Let M be a finitely generated VI-module. Then the length of the k[GLn]-module
M(Fn) stabilizes in n.

We also obtain the following new theorem in characteristic zero.

Theorem 1.9 (finiteness of injective dimension). Assume that k is a field of characteristic zero. Then the
following holds in ModVI:

(a) Every projective is injective.

(b) Every torsion-free injective is projective.

(c) Every finitely generated module has finite injective dimension.

Along the way, we classify all indecomposable injectives in characteristic zero, and we also classify
indecomposable torsion injectives when k is an arbitrary noetherian ring.

Relations to other works. Recently, Kuhn [2015] has analyzed a similar but simpler (of lower Krull
dimension) category of VA-modules, where VA is the category of finite dimensional F vector spaces.

Theorem 1.10 [Kuhn 2015, Theorem 1.1]. In the nondescribing characteristic, ModVA is equivalent to
the product category

∏
n≥0 Modk[GLn]. In particular, if k is a field then ModVA is of Krull dimension zero.

A folklore result says that one recovers the representation theory of the symmetric groups from
the representation theory of the finite general linear group over Fq by setting q = 1. We observe a
similar phenomenon between FI-modules and VI-modules: all the results we have for VI-modules in the
nondescribing characteristic are true for FI-modules in all characteristic (FI-modules encode sequences
of representations of the symmetric groups; see [Church et al. 2015]). In other words, the proofs for the
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results on FI-modules are degenerate cases of the proofs for the corresponding results on VI-modules
in the nondescribing characteristic. But we point out that (1) many of our ideas are copied from the
corresponding ideas on FI-modules and (2) we know a lot more about FI-modules, for example, all the
questions that we pose below have been solved for FI-modules. We have tried to summarize throughout
the text where each crucial idea has been borrowed from, but here is a list of references that contain
analogs of our results — [Church 2016; Church and Ellenberg 2017; Church et al. 2014; 2015; Djament
2016; Djament and Vespa 2019; Li 2016; Li and Ramos 2018; Nagpal 2015; Nagpal et al. 2018; Ramos
2018; Sam and Snowden 2016].

A higher dimension category of similar representation theoretic nature whose structure is well under-
stood is the category of FId -modules; see [Sam and Snowden 2017b; 2019].

Further comments and questions. Theorem 1.8 implies that every finitely generated object in the category

Modgen
VI :=ModVI /Modtors

VI

of generic VI-modules is of finite length, that is, the Krull dimension of Modgen
VI is zero. In a subsequent

paper [Nagpal 2018], we shall prove that the same holds in the nondescribing characteristic (where k is
still assumed to be a field) by providing a complete set of irreducibles of the generic category. Determining
Krull dimension in equal characteristic (k= F) is related to an old open problem called the strong artinian
conjecture [Powell 1998; 2000].

Sam and Snowden have proven that the categories of torsion and the generic FI-modules are equivalent
in characteristic zero [Sam and Snowden 2016, Theorem 3.2.1], and such a phenomenon seem to appear
in some other categories as well (for example, see [Sam and Snowden 2015] and [Nagpal et al. 2016] for
the category of Sym(Sym2)-modules). We have the following question along the same lines:

Question 1.11. Assume that k is of characteristic zero. Is there an equivalence of categories Modtors
VI
∼=

Modgen
VI ?

Remark 1.12. After the release of the first draft of this paper, Gan, Li and Xi have positively answered the
question above; see [Gan et al. 2017]. We note that they used the shift theorem (Theorem 1.2) nontrivially;
see [Gan et al. 2017, Lemma 4.1].

Our result provides bounds on the Castelnuovo–Mumford regularity in terms of the local cohomology.
But we have not been able to bound local cohomology in terms of the degrees of generation and relation. An
analogous question for FI-modules has already been answered [Church and Ellenberg 2017, Theorem A];
also see [Church 2016; Li 2016; Li and Ramos 2018, Theorem E] for more results on this. We also note
that, in characteristic zero, Miller and Wilson have provided bounds on the higher syzygies for a similar
category called VIC-modules; see [Miller and Wilson 2018, Theorem 2.26].

Question 1.13. Let M be a VI-module generated in degrees ≤ t0 and whose syzygies are generated in
degrees ≤ t1. Is there a number n depending only on t0 and t1 such that 0(M)(X)= 0 for every vector
space X of dimension larger than n.
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Remark 1.14. After the release of the first draft of this paper, Gan and Li have positively answered
the question above; see [Gan and Li 2017]. We note that they used the shift theorem (Theorem 1.2)
nontrivially. Along the way, they also made all the bounds in the current paper explicit in terms of t0 and
t1; see [Gan and Li 2017, Theorem 1.1]. Bounds in the current paper are in terms of degrees of the local
cohomology groups.

The question below is a VI-module analog of [Li and Ramos 2018, Conjecture 1.3] which has been
resolved for FI-modules in [Nagpal et al. 2018].

Question 1.15. Is the Castelnuovo–Mumford regularity of a VI-module exactly maxi (deg Ri0(M)+ i)
where i varies over the finitely many values for which Ri0(M) is nonzero?

Outline of the paper. In Section 2, we provide an overview of VI-modules. In particular, we sketch an
equivalence between ModVI and the module category of an algebra object A in the monoidal category
of Joyal and Street, and we recall some formalism of local cohomology and saturation from [Sam and
Snowden 2019]. In Section 3, we prove some formal properties of induced and semiinduced modules that
we need. These properties are formal in the sense that they have nothing much to do with VI-modules
and are true (with appropriate definitions) in several other categories (for example, ModFI, ModFId or
ModVIC). We decided to include a short section and collect these formal results at one place. The meat
of the paper is contained in Section 4 where we prove the shift theorem. The last section (Section 5)
contains all the consequences of the shift theorem.

2. Overview of VI-modules

Notation. We work over a unital commutative ring k. For a nonnegatively graded k-module M , we define
deg M to be the least integer n ≥−1 such that Mk = 0 for k > n, and deg M =∞ if no such n exists.

We fix a finite field F of cardinality q , and assume that all vector spaces are over F. For a vector space
X , we denote the group of automorphisms of X by Aut(X) or GL(X). When the dimension of X is n,
we also denote these groups by GLn . We denote the trivial vector space by 0, and we shall simply write
X � Y whenever dimF X ≤ dimF Y .

The monoidal category of Joyal and Street. We denote, by VB, the category of finite dimensional vector
spaces with isomorphisms. A VB-module is a functor from VB to Modk. VB-modules form a category
ModVB which is naturally equivalent to the product category

∏
n≥0 Modk[GLn]. In particular, a VB-module

is naturally a nonnegatively graded k-module. We denote, by Vd , the VB-module satisfying

Vd(X)=
{

V (X) if dimF X = d,
0 if dimF X 6= d.

If V = Vd , we say that V is supported in degree d. Given VB-modules M, N we define an external
product ⊗VB by

(M ⊗VB N )(Y )=
⊕
X≤Y

M(Y/X)⊗k N (X).
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Then ⊗VB turns ModVB into a monoidal category; see [Joyal and Street 1995, Section 2].

The algebra A. Let A be the VB-module such that An = k is the trivial representation of GLn for each n.
We have a map A⊗VB A→ A given by

a⊗ b ∈ A(Y/X)⊗k A(X) 7→ ab ∈ A(Y ).

This turns A into an algebra object in the monoidal category (ModVB,⊗VB). We denote the category
of A-modules by ModA. The VB-module k = A/A+ is naturally an A-module. As usual, the degree of
generation of an A-module M is defined to be deg k⊗A M . We shall denote deg TorA

i (k,M) by ti (M),
and so the degree of generation of M is t0(M). We say that an A-module is presented in finite degrees if
t0(M) and t1(M) are finite.

Definition of a VI-module. We denote, by VI, the category of finite dimensional vector spaces with
injective linear maps. A VI-module is a functor from VI to Modk. We denote the category of VI-modules
by ModVI. Let M be a VI-module. A VI morphism f : X → Y induces a map M(X)→ M(Y ) which
we denote by f?. The VI-module M restricts to a VB-module and admits a natural map A⊗VB M→ M
given by

a⊗ b ∈ A(Y/X)⊗k M(X) 7→ aι?(b) ∈ M(Y )

where ι : X → Y is the inclusion. Conversely, if M is an A-module and f : X → Y is a VI-morphism,
then we have a map f? : M(X)→ M(Y ) given by the composite

M(X)→ M( f (X)) 1⊗−
−−→ A(Y/ f (X))⊗k M( f (X))→ M(Y )

where the first map comes from VB-module structure on M and the last map comes from A-module
structure on M . It is easy to see that the above discussion describes an equivalence of categories.

Proposition 2.1. ModVI is equivalent to ModA.

We shall not distinguish between VI-modules and A-modules. In particular, notions like degree of
generation makes sense for VI-modules. We explain degree of generation from the VI perspective now.
Given a VB-module V , we can upgrade it to a VI-module by declaring that all VI-morphisms that are
not isomorphisms acts on V by 0. This defines a functor 9↑ : ModVB→ModVI. We define HVI

0 to be
the left adjoint to 9↑. Let M be a VI-module. Denote the smallest VI-submodule containing M(Y ) for
Y ≺ X by M≺X . Then HVI

0 (M) is given explicitly by

HVI
0 (M)(X)= (M/M≺X )(X).

The functor HVI
0 (called VI-homology) is same as the functor TorA

0 (k,−)= k⊗A− under the equivalence
above. We shall use the notation HVI

i (−) instead of TorA
i (k,−). Here are some basic results on VI-

homology.

Proposition 2.2. We have HVI
0 (M≺d) = HVI

0 (M)<d . In particular, if n < m then the natural map
HVI

0 (M≺n)→ HVI
0 (M≺m) is just the inclusion map HVI

0 (M)<n→ HVI
0 (M)<m .
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Proposition 2.3. Let M be a VI-module, and f : M→ N be a morphism of VI-modules. Then we have
the following:

(a) HVI
0 (M)= 0 if and only if M = 0.

(b) HVI
0 ( f ) is an epimorphism if and only if f is an epimorphism.

(c) Suppose t0(M)≤ d and N (X)= 0 for X ≺ Fd . Then HVI
0 ( f )= 0 if and only if f = 0.

Proof. Part (a) is just the Nakayama lemma and (b) follows from (a) and the right exactness of HVI
0 . For

part (c), suppose HVI
0 ( f )= 0. By part (a), it suffices to show that HVI

0 (im f )= 0. First suppose X is a
vector space of dimension at most d. Since N (Y ) = 0 for all Y ≺ X , the map f (X) : M(X)→ N (X)
factors through the projection M(X)→ HVI

0 (M)(X) and N (X) is naturally isomorphic to HVI
0 (N )(X).

This shows that
HVI

0 (im f )(X)= (im HVI
0 ( f ))(X)= 0.

Next suppose X is a vector space of dimension bigger than d . Since M→ im f is a surjection and HVI
0 is

right exact we see that t0(M)≤ d H⇒HVI
0 (im f )(X)= 0. Thus HVI

0 (im f )= 0, completing the proof. �

Local cohomology and saturation. Let M be a VI-module. We say that an element x ∈ M(X) is torsion
if there exists an injective linear map f : X → Y such that f?(x) = 0. A VI-module is torsion if
it consists entirely of torsion elements. We denote the maximal torsion submodule of M by 0(M),
the i-th right derived functor of 0 by Ri0, and the degree of Ri0(M) by hi (M). Let Modtors

VI be the
category of torsion VI-modules. It is easy to see that Modtors

VI ⊂ModVI is a localizing subcategory. Let
T : ModVI→ModVI /Modtors

VI be the corresponding localization functor and S be its right adjoint (the
section functor). We define saturation of M to be the composition S(M)= ST(M). We denote the i-th
right derived functor of S by Ri S.

We refer the readers to [Sam and Snowden 2019, Section 4] where the formalism of local cohomology
and saturation is discussed in quite generality. This formalism needed an assumption which in our case is
the following:

Injective objects of Modtors
VI remain injective in ModVI . (*)

We note here that both Modtors
VI and ModVI are Grothendieck abelian categories, and so both contain

enough injectives.

Lemma 2.4. The assumption (*), as above, holds. In particular, the injective hull (as VI-modules) of a
torsion module is torsion.

Proof. The first assertion follows immediately from Theorem 1.4 and [Sam and Snowden 2019, Proposi-
tion 4.18]. Now suppose that M is a torsion VI-module. Then we can embed M into an injective object
I in Modtors

VI . By (*), I is injective in ModVI, and so I contains the injective hull of M . The second
assertion is immediate from this. �

Lemma 2.5. If I is injective in ModVI, then 0(I ) is also injective in ModVI. In particular, if M is a
torsion VI-module, then Ri0(M)= 0 for i > 0.
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Proof. Since I is injective and contains 0(I ), it follows that I contains the injective hull of 0(I ). By the
previous lemma and the maximality of 0(I ), we conclude that 0(I ) is its own injective hull. This proves
the first assertion.

The first assertion implies that if M is a torsion module then it admits an injective resolution M→ I •

such that each I i is torsion. Since 0 is identity on torsion modules, we see that 0(I •)= I •. The second
assertion follows. �

Corollary 2.6. Let T be an object of the right derived category D+(ModVI) which can be represented by
a complex of torsion VI-modules. Then R0(T )∼= T , and RS(T )= 0.

We now state a result from [Sam and Snowden 2019] that we need.

Proposition 2.7 [Sam and Snowden 2019, Proposition 4.6]. Let M ∈D+(ModVI). Then we have an exact
triangle

R0(M)→ M→ RS(M)→

where the first two maps are the canonical ones.

We call a VI-module M derived saturated if M → RS(M) is an isomorphism in D+(ModVI), or
equivalently R0(M)= 0 (see the proposition above).

3. Induced and semiinduced VI-modules

The aim of this section is to prove some formal properties of induced and semiinduced modules. The
restriction map 9↓ : ModVI→ModVB admits a left adjoint ModVB→ModVI denoted I, which is exact.
By definition of I, we have the adjunction

HomModVI(I(V ),M)= HomModVB(V,M). (*)

We call VI-modules of the form I(V ) induced. If V is supported in degree d we say that I(V ) is induced
from degree d. Moreover, when Vd is a VB-module isomorphic to k[HomVB(F

d ,−)] then we denote
I(V ) by simply I(d). By Yoneda lemma, we have I(d) = k[HomVI(F

d ,−)]. We have the following
alternative descriptions for I(V ):

I(V )= A⊗VB V, and I(V )=
⊕
d≥0

I(d)⊗k[Aut(Fd )] V (F
d).

Proposition 3.1. The composite functor HVI
0 I is naturally isomorphic to the identity functor on VB-

modules. The counit I9↓→ id is an epimorphism on any VI-module.

Proof. The first assertion is clear because composing k⊗A− with A⊗VB− yields k⊗VB−, which is
naturally isomorphic to the identity functor. Alternatively, by adjointness of I and HVI

0 , we have

HomModVB(H
VI
0 I(M), N )= HomModVB(M, 9↓9

↑N )= HomModVB(M, N ),
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and so the result follows by the uniqueness of left adjoints. For the second assertion, it suffices to check
that 9↓ is faithful, which is trivial. �

A useful thing to note is that if M is a VI-module and f : V → M is a map of VB-modules then the
image of the corresponding map g : I(V )→ M is the smallest VI-submodule of M containing the image
of f . In particular, if V (X)→ M(X) is surjective then g(X) is surjective.

Proposition 3.2. I(V ) is a projective VI-module if and only if V is a projective VB-module. All projective
VI-modules are of the form I(V ).

Proof. Each of I and HVI
0 is left adjoint to an exact functor (9↓ and 9↑ respectively), so both of them

preserve projectives [Weibel 1994, Proposition 2.3.10]. Since HVI
0 I= id (Proposition 3.1), we conclude

that I(V ) is projective if and only if V is projective.
For the second assertion, let P be a projective VI-module. By Proposition 3.1, there is a natural

surjection φ : I9↓(P)→ P , and since P is projective it admits a section s. Let ψ : IHVI
0 (P)→ P be the

map given by ψ = φ ◦IHVI
0 (s). It suffices to show that ψ is an isomorphism. By Proposition 3.1, we have

HVI
0 (ψ)

∼= HVI
0 (φ ◦ s)= HVI

0 (id)= id .

Thus, by Proposition 2.3, ψ is surjective. Since P is projective we have a short exact sequence

0→ HVI
0 (kerψ)→ HVI

0 (IH
VI
0 (P))

HVI
0 (ψ)

∼=id
−−−−−→ HVI

0 (P)→ 0.

In particular, HVI
0 (kerψ) = 0. Thus, by Proposition 2.3, we conclude that ψ is an isomorphism. This

completes the proof. �

Corollary 3.3. ModVI has enough projectives.

Proof. Clearly, ModVB ∼=
∏

n≥0 Modk[GLn] has enough projectives. Now let M be a VI-module and let
P→9↓(M) be a surjection from a projective VB-module P . Then, the composite I(P)→ I9↓(M)→M
is a surjection (Proposition 3.1) and I(P) is projective (Proposition 3.2), completing the proof. �

Proposition 3.4. HVI
i (I(V ))=0 for i>0 and is isomorphic to V for i=0. In particular, t0(I(V ))=deg V ,

and I(V ) is presented in finite degrees if and only if deg(V ) <∞.

Proof. Let P•→ V be a projective resolution of V as a VB-module. Then I(P•) is a projective resolution
of I(V ) (Proposition 3.2). The assertion now follows by applying HVI

0 (−) and noting that HVI
0 I = id

(Proposition 3.1). �

Proposition 3.5. Let I(U ), I(V ) be VI-modules induced from d. Then HVI
0 induces an isomorphism

HomModVI(I(U ), I(V ))→ HomModVB(U, V ),

whose inverse is given by I.

Proof. By Proposition 3.1, HVI
0 I= id. Conversely, suppose f ∈ HomModVI(I(U ), I(V )). Then, again by

Proposition 3.1, HVI
0 ( f − IHVI

0 ( f ))= 0. Thus, by Proposition 2.3(3), we conclude that f − IHVI
0 ( f )= 0,

completing the proof. �
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Proposition 3.6. Kernel and cokernel of a map of VI-modules induced from d are induced from d. An
extension of VI-modules induced from d is induced from d.

Proof. Let f : I(U )→ I(V ) be a map of VI-modules. Then by the previous proposition, there is a
g : U → V such that f = I(g). Since I is exact, we have ker f = I(ker g) and coker f = I(coker g),
proving the first assertion. For the second assertion, let M be an extension of I(U ) and I(V ). Let P•→U
and Q•→ V be projective resolutions of U and V such that Pi and Qi are all supported in degree d.
By the horseshoe lemma and Proposition 3.2, I(P•+ Q•) is a projective resolution of M . By the first
assertion, M is induced from d. �

Proposition 3.7. Let I(W ) be a module induced from d. And let M be a submodule of I(W ) generated in
degrees ≤ d. Then M is isomorphic to I(Md). In particular, M is induced from d.

Proof. Since M is generated in degree d and Mk ⊂ I(W )k = 0 for k < d, we have HVI
0 (M) = Md .

It follows that the natural map f : I(Md)→ M is a surjection (Proposition 2.3). Composing it with
the inclusion M→ I(W ), we obtain a map g : I(Md)→ I(W ). By construction, HVI

0 (g) is the natural
inclusion Md →W . Thus by the Proposition 3.5, we have

ker(g)= ker(IHVI
0 (g))= I(ker(HVI

0 (g)))= I(0)= 0.

This implies that f is injective, completing the proof. �

Proposition 3.8. Let M be a VI-module. Then:

(a) M is generated in degrees ≤ d if and only if it admits a surjection I(V )→ M with deg V ≤ d.

(b) M is presented in finite degrees if and only if there is an exact sequence

I(W )→ I(V )→ M→ 0

such that deg V, deg W <∞.

Proof. (a) Suppose there is a surjection I(V )→ M . Since HVI
0 is right exact, we have a surjection

V → HVI
0 (M). This shows that deg V ≤ d H⇒ t0(M) ≤ d. Conversely, suppose t0 ≤ d. Let V be

the VB-module with deg V ≤ d satisfying V (X) = M(X) for dim X ≤ d. By construction, we have a
surjection V → HVI

0 (M). By Nakayama lemma, the natural map I(V )→ M is a surjection, completing
the proof.

(b) First suppose M is presented in finite degrees. Then by part (a), there is a surjection f : I(V )→ M
with deg V <∞. It suffices to show that the kernel of f is generated in finite degrees. But this follows
from the long exact sequence corresponding to HVI

0 . Conversely, if there is an exact sequence

I(W )→ I(V )→ M→ 0

such that deg V, deg W <∞. Then by part (a), M and the kernel of I(V )→ M are generated in finite
degrees. Again, the long exact sequence corresponding to HVI

0 finishes the proof (see Proposition 3.4). �
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Semiinduced modules. We call a module semiinduced if it admits a finite filtration whose graded pieces
(successive quotients) are induced modules that are generated in finite degrees.

Lemma 3.9. Suppose HVI
1 (Q) = 0 and assume that HVI

0 (Q) is concentrated in degree d. Then Q is
induced from d. In particular, Q is homology acyclic.

Proof. By the assumption, Qd = HVI
0 (Q). This implies that there is a natural surjection φ : M :=

I(HVI
0 (Q))→ Q which induces an isomorphism HVI

0 (M)→HVI
0 (Q). By the assumption that HVI

1 (Q)= 0
and Nakayama’s lemma, we see that the kernel of φ is trivial. This shows that Q is induced from d . The
statement that Q is homology acyclic follows from Proposition 3.4. �

The proof of the following proposition is motivated by a very similar theorem of Ramos for FI-modules
[2018, Theorem B].

Proposition 3.10. Let M be a module generated in finite degrees. Then M is homology acyclic if and
only if M is semiinduced. More generally, if HVI

1 (M)= 0 then the graded pieces (successive quotients
Qi := M�i/M≺i ) of the natural filtration

0⊂ M�0 ⊂ · · · ⊂ M�d = M

are induced (more precisely, Qi is induced from i).

Proof. By Proposition 3.4, if M is semiinduced then it satisfies HVI
i (M)= 0 for i > 0, and is thus acyclic.

The reverse inclusion follows from the second assertion which we now prove by induction on d := t0(M).
Note that HVI

0 (Q
i ) is concentrated in degree i , and HVI

0 (M≺d) injects into HVI
0 (M�d) (Proposition 2.2).

Thus applying HVI
0 (−) to the exact sequence

0→ M≺d → M→ Qd
→ 0

shows that HVI
1 (Q

d)= 0. By Lemma 3.9, Qd is induced from d , and hence acyclic. Thus HVI
1 (M≺d)= 0.

The rest follows by induction. �

Corollary 3.11. Suppose M is semiinduced module generated in degree ≤ d. Then the graded pieces
(successive quotients Qi := M�i/M≺i ) of the natural filtration

0⊂ M�0 ⊂ · · · ⊂ M�d = M

are induced (more precisely, Qi is induced from i).

4. The shift theorem

The aim of this section is to prove our main result — the shift theorem.
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The shift and the difference functors, I. The category of F-vector spaces (and in particular, VI) has a
symmetric monoidal structure + given by the direct sum of vector spaces. It allows us to define a shift
functor τ X on F-vector spaces (or on VI) by

τ X (Z)= X + Z .

Moreover, for any F-linear map ` : X → Y , we have a natural transformation τ ` : τ X
→ τY given by

τ `(Z)= `+ idZ .
We say that a morphism f : Fd

→ X + Z is of X-rank k if the dimension of (X + im f )/X is k
(clearly, X -rank of f is at most d). In other words, k is the least integer such that there are VI-morphisms
g : Fd

→ X + Fk and h : Fk
→ Z satisfying f = τ X (h)g. We call any decomposition of the form

f = τ X (h)g as above, an (X, k)-decomposition of f . The following lemma is immediate from basic
linear algebra.

Lemma 4.1. Let τ X (h1)g1 = τ
X (h2)g2 are two (X, k)-decompositions of f : Fd

→ X + Z. Then there is
a unique σ ∈ GLk such that g2 = τ

X (σ )g1 and h2 = h1σ
−1.

Let Dd
k (X, Z) be the free k-module on morphisms f : Fd

→ X + Z of X -rank k. Then Dd
k (X, Z) is a

VI-module in both of the arguments X and Z , and has a natural action of GLd on the right.

Lemma 4.2. We have the following:

(a) Dd
k (X, Fk) is a free k[GLk]-module.

(b) Dd
k (X, Z)= k[HomVI(F

k, Z)]⊗k[GLk ] Dd
k (X, Fk).

(c) Given a VI-morphism ` : X→ Y , the natural map

`? : Dd
k (X, Z)→ Dd

k (Y, Z)

given by f 7→ τ Z (`) f is a split injection of VI-modules in the variable Z.

Proof. The first two parts are immediate from the previous lemma. Since ` : X → Y is an injection, it
admits an F-linear section s : Y→ X (which may not be an injection). This defines a map ψ : Dd

k (Y, Z)→
Dd

k (X, Z) given by

f 7→
{
τ Z (s) f if τ Z (s) f is injective,
0 if τ Z (s) f is not injective.

This map is clearly functorial in Z and is a section to `?, finishing the proof. �

The functor τ X induces an exact functor 6X , which we again call the shift functor, on ModVI given by
(6X M)(Y )= M(τ X (Y ))= M(X +Y ). An element φ ∈Aut(Y ) acts on (6X M)(Y )= M(X +Y ) where
the action is induced by τ X (φ). Similarly, there is an action of Aut(X) on 6X M(Y ).

Proposition 4.3. We have the following:

(a) 6XI(d)=
⊕

0≤k≤d I(k)⊗k[GLk ] Dd
k (X, Fk).

(b) 6XI(W )=6XI(d)⊗k[GLd ]W =
⊕

0≤k≤d I(k)⊗k[GLk ] Dd
k (X, Fk)⊗k[GLd ]W .
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Where W is any k[GLd ]-module. In particular, shift of an induced module is induced, and shift of a
projective VI-module is projective.

Proof. Since every VI-morphism f : Fd
→ X + Z is of X -rank k at most d, we have an isomorphism

6XI(d)(Z) =
⊕

0≤k≤d Dd
k (X, Z). This isomorphism is clearly functorial in Z . The rest follows from

the previous lemma. �

Corollary 4.4. The shift of an induced (semiinduced) C-module is induced (respectively semiinduced).
The category of modules generated (presented) in finite degrees is stable under shift. In particular,
t0(6X M)≤ t0(M).

Proof. Exactness of the shift functor and the previous proposition yields the first assertion. The second
assertion follows from Proposition 3.8 and the previous proposition. �

Suppose ` ∈ HomVI(X, Y ), and τ ` : τ X
→ τY be the corresponding natural transformation. If M is a

VI-module, then τ ` naturally induces a map 6` : 6X M→6Y M which is functorial in M . We denote
the cokernel of this map by 1`M . When X = 0, we simply denote this cokernel by 1Y , or simply 1 if
we also have dimF Y = 1.

Proposition 4.5. Let W be a VB-module. Then 6` : 6XI(W )→6Y I(W ) is split injective and 1`I(W )

is an induced module.

Proof. If f : Fd
→ X + Z is of X -rank k then τ Z (`) f is clearly of Y -rank k. Thus `? takes the k-

th direct summand of 6XI(d)(Z) =
⊕

0≤k≤d Dd
k (X, Z) to the k-th direct summand of 6Y I(d)(Z) =⊕

0≤k≤d Dd
k (Y, Z), and is functorial in Z . Thus it suffices to show that the map `? : Dd

k (X, Z) →
Dd

k (Y, Z) is split and the cokernel is induced. That it is split is proven in Lemma 4.2(c), and that
the cokernel is induced follows from Lemma 4.2(b) and Proposition 3.6. This proves the result when
W = k[HomVB(F

d ,−)]. The general result follows by observing that tensoring preserves split injections.
�

The following basic result is easy to establish.

Proposition 4.6. Let ` ∈ HomVI(X, Y ) and M be a VI-module. Then:

(a) The shift commutes with 0. In particular, h0(6
X M)=max(h0(M)− dim X,−1).

(b) The kernel of 6` : 6X M → 6Y M is a torsion module of degree h0(6
X M). In particular,

6` : 6X M→6Y M is injective if dim X > h0(M).

The shift and the difference functors, II. We define another shift-like functor 6 which has better formal
properties than 6. We first set some notation. Let F be a flag on a vector space Z given by

0= Z0 ⊂ Z1 ⊂ · · · ⊂ Zn = Z .
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We call the stabilizer of F in GL(Z) the parabolic subgroup corresponding to F and denote it by P(F).
The unipotent radical of P(F) is the kernel of the natural map

P(F)→
n∏

i=1

GL(Zi/Zi−1)

and is denoted by U(F). Fix a maximal flag

0= X0 ⊂ X1 ⊂ · · · ⊂ Xn = X.

In particular, n is equal to the dimension of X . Set Z0 = 0 and Zi+1 = X i + Z for i ≥ 0. Denote the
unipotent radical corresponding to the flag

0= Z0 ⊂ Z1 ⊂ · · · ⊂ Zn+1 = X + Z

by UX (Z). Then UX given by Z 7→ UX (Z) ∼= Zdim X o UX (0) is clearly a VI-group, that is, UX is a
functor from VI to groups. This is in contrast with Z 7→ GL(Z), which does not define a VI-group. We
define 6X on ModVI (or ModVB) by 6X M = (6X M)UX , that is,

6X M(Z)= M(X + Z)UX (Z).

It is not hard to see that if M is a VI-module then 6X M is a VI-module. In fact, all we need to check is
that for every VI-morphism f : Z→ Z ′, a ∈ M(X + Z) and σ ∈ UX (Z) there exists a σ ′ ∈ UX (Z ′) such
that τ X ( f )?(σ?a−a)= σ ′?τ

X ( f )?a−τ X ( f )?a. But one can simply take σ ′ to be f?σ (the last expression
makes sense because UX is a VI-group) and check that the equation holds. Thus 6X

: ModVI→ModVI

is a functor. Here we have suppressed the choice of flag on X . We drop the superscript X from 6X (or
6X ) when X is of dimension 1.

Suppose we are given an ` ∈HomVI(X, Y ) and maximal flags of X and Y such that ` takes the flag on
X to an initial segment of the flag on Y . Any σ ∈ UY (Z) stabilizes `(X)+ Z and hence can be identified
with an element of UX (Z). This induces a surjection `? : UY → UX of VI-groups. If M is a VI-module
then we can make UY act on 6X M via `?. Moreover, the map 6` : 6X M→ 6Y M is UY -equivariant.
We define 6` =6`UY

and 1` =1`UY
. Clearly, we have (6X M)UY =6

X M . So 6` is a map from 6X M
to 6Y M . It is not hard to see that 6` is a map of VI-modules. When X = 0, there is a unique map
`∈HomVI(X, Y ), so in this case we drop the notation 6` and simply call the map M→6Y M the natural
map. We now note down some basic properties of 6 that we will use.

Lemma 4.7. In the nondescribing characteristic, if 6` is injective then so is 6`. In particular, 6` is
injective if dim X > h0(M).

Proof. This is clear because the size of the group UY (Z) is invertible in k for each Z , and 6` is UY -
equivariant. �

The lemma immediately implies the following proposition.
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Proposition 4.8. Let ` be the unique map from 0 to X. In the nondescribing characteristic, the kernel of
the map 6` : M→6X M is torsion. In particular, if M is torsion-free then 6` is injective.

Proposition 4.9. t0(6X M)≤ t0(6X M)≤ t0(M).

Proof. The first inequality follows from the surjection 6X M → 6X M . The second is proven in
Corollary 4.4. �

Remark 4.10. It is not true that 6X6Y
= 6Y6X . In general, we only have a surjection 6Y6X M →

6X6Y M . Since we have suppressed the data of the flag on X + Y from 6X+Y , we will be careful to
never interchange X and Y . We adopt the convention that an initial segment of the maximal flag on X+Y
forms an initial segment of a maximal flag on Y (and not X ).

Proposition 4.11. We have the following natural isomorphisms:

(a) 6X+Y
=6Y6X .

(b) 6X+Y
=6Y6X .

In particular, 6X is isomorphic to (dim X)-fold iterate of 6. The same holds for 6X .

Proof. Part (a) is trivial. Note that we have a short exact sequence of VI-groups

1→6Y UX → UX+Y → iX (UY )→ 1

where iX (Z) : GL(Y + Z)→ GL(X + Y + Z) is the natural map. Part (b) now follows from

6X+Y M = (6X+Y M)UX+Y = ((6
X+Y M)6Y UX )iX (UY ) = (6

Y6X M)iX (UY ) =6
Y6X M. �

The following proposition is the most crucial for our purpose.

Proposition 4.12. Let X be a vector space of dimension one. Then 6X is a categorical derivation, that is,
we have

6X (M ⊗ N )= (6X M ⊗ N )
⊕

(M ⊗6X N ).

In particular, 6I(V )= I(V )⊕ I(6V ) and 1I(V )= I(6V ).

Proof. Let V ≤ W + X . Then either V is contained in W and UX (W ) acts trivially on V , or there is
an element σ ∈ UX (W ) such that σV is of the form V ′+ X for some subspace V ′ of W . Moreover, if
τV = V ′′+ X for some V ′′ ≤W and τ ∈ UX (W ) then we must have V ′+ X = V ′′+ X . This shows that
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σ−1τ ∈ UX (V ′). Thus we have

6X (M⊗N )(W )

= (M⊗N )(W + X)UX (W )

=

( ⊕
V≤W+X

M((W + X)/V )⊗k N (V )
)

UX (W )

=

(⊕
V≤W

M((W + X)/V )⊗k N (V )
)

UX (W )

⊕( ⊕
V ′≤W

M((W + X)/(V ′+ X))⊗k N (V ′+ X)
)

UX (V ′)

=

(⊕
V≤W

M(W/V + X)UX (W/V )⊗k N (V )
)⊕( ⊕

V ′≤W

M(W/V ′)⊗k N (V ′+ X)UX (V ′)

)
= (6X M⊗N )(W )

⊕
(M⊗6X N )(W ).

This completes the proof of the first assertion. For the second assertion, just note that I(V )= A⊗ V and
apply the previous part. �

We have the following basic observations.

Lemma 4.13. Let A, B : C1→ C2 be two functors between Grothendieck categories. Suppose there is a
natural transformation 9 : A→ B such that 9(P) is an isomorphism for each projective object P ∈ C1.
If A, B are right exact then 9(M) is an isomorphism for each M ∈ C1.

Lemma 4.14. Let A, B,C be right exact functors between two Grothendieck categories C1,C2. Suppose
there are natural transformations

A 9
−→ B 8

−→ C

such that for each projective P ∈ C1, the composite A(P)→ B(P)→ C(P) vanishes. Then 8 factors
through coker(9).

Part (b) of the proposition below is motivated by the footnote in [Church 2016].

Proposition 4.15. Let X and Y be vector spaces of dimension one. We have the following equality of
functors:

(a) 6X1Y
=1Y6X .

(b) HVI
0 1=6HVI

0 .

Proof. (a) is identical to [Djament and Vespa 2019, Proposition 1.4(5)]. We provide a proof sketch here.
In the following natural commutative diagram the vertical arrows are isomorphisms and so the cokernel
of the horizontal maps are also isomorphic:

6Y 6Y6X

6Y 6X6Y
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This shows that

6Y1X
= coker(6Y

→6Y6X )= coker(6Y
→6X6Y )=1X6Y ,

completing the proof of (a).

(b) Composing the natural transformation id→ HVI
0 with 6 we obtain 6→6HVI

0 . Since HVI
0 6HVI

0 =

6HVI
0 , we obtain a transformation HVI

0 6→6HVI
0 . We shall now apply Lemma 4.14 to the composite

HVI
0 → HVI

0 6→6HVI
0 .

To check the hypothesis of the lemma, it is enough to assume that P = I(V ) where V is concentrated in
degree d (Proposition 3.2). Evaluating the composite above at P yields

V → V ⊕6V →6V .

From degree considerations, hypothesis of Lemma 4.14 is satisfied. Thus we conclude that there is a
natural transformation HVI

0 1→6HVI
0 . By Lemma 4.13 and Proposition 3.2, this transformation is an

isomorphism. This completes the proof. �

Remark 4.16. There does not seem to be an equivalence between 6X1Y and 1Y6X . This is in contrast
with the case of FI-modules.

We denote the kernel of the natural transformation id→6X by κ X .

Proposition 4.17. In the nondescribing characteristic, we have L11
X
= κ X , and Li1

X
= 0 for i > 1.

Proof. The proof is the same as that of [Church and Ellenberg 2017, Lemma 4.7], where 6X plays the
role of S. We provide a proof sketch here. Given a VI-module M , we can find a presentation

0→ K → F→ M→ 0,

where F is a projective VI-module, and K is torsion-free. The corresponding long exact sequence for the
right exact functor 1X implies that L11

X (M)= ker(1X K →1X F). Note that F→6X F is injective,
as F is torsion-free. By Lemma 4.7, we conclude that F→6X F is injective. Thus we have the following
commutative diagram:

K 6X K 1X K 0

0 F 6X F 1X F 0

Applying the snake lemma, we see that

ker(6X K →6X F)= 0→ L11
X (M)→ M→6X M→1X M→ 0.

This shows that L11
X (M)= κ X (M), finishing the proof of the first assertion. By dimension shifting, we

have L21
X (M)= L11

X (K )= κ X (K ). Since K is torsion-free, we see that L21
X (M)= 0. Since M is

arbitrary it follows that Li1
X
= 0 for i > 1. �
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The following lemma is proven in a similar way as [Djament and Vespa 2019, Proposition 1.4(7)].

Lemma 4.18. Let M be a VI-module, and X, Y be vector spaces. We have an exact sequence of the form

1Y M→1X+Y M→6Y1X M→ 0.

Moreover, in the nondescribing characteristic, this can be extended to

0→ κY M→ κ X+Y M→6Y κ X M→1Y M→1X+Y M→6Y1X M→ 0.

Proof. Let ` : 0→ Y , `′ : 0→ X and `′′ : 0→ X + Y be natural maps. Then we have composable maps
6` : M → 6Y M and 6Y6`

′

: 6Y M → 6Y6X M , where the composite is (6Y6`
′

) ◦6` = 6`
′′

. Two
composable morphisms u, v in an abelian category induce an exact sequence [Mac Lane 1963, Exercise 6,
Section II.5]

0→ ker(u)→ ker(v ◦ u)→ ker(v)→ coker(u)→ coker(v ◦ u)→ coker(v)→ 0.

Set u =6` and v=6Y6`
′

. Since 6Y is right exact we see that coker v=6Y1X M and the first assertion
follows. In nondescribing characteristic, 6Y is exact. Thus we have ker(v)=6Y κ X M . This finishes the
proof. �

Corollary 4.19. Let X and Y be vector spaces, and fix maximal flags on X and Y . Let ` ∈ HomVI(X, Y )
be a map that takes the maximal flag on X to an initial segment of the flag on Y . Then t0(1`M) < t0(M).

Proof. Choose a complement Z of `(X) in Y . Then the maximal flag on Y will induce a maximal flag
on Z . We can identify ` with τ X (`′) where `′ : 0→ Z . This shows that 6` = 6X1`

′

= 6X1Z . Thus
by Corollary 4.4, it is enough to show that t0(1Z M) < t0(M). By the previous lemma, it suffices to
prove it in the case when dim Z = 1. But in this case, we have t0(1Z M)= deg(6HVI

0 (M)) < t0(M) (see
Proposition 4.15). This completes the proof. �

Derived saturated objects. Our aim here is to show that the semiinduced modules are always derived
saturated, and that the converse holds in the nondescribing characteristic. We recall that a module M is
derived saturated if and only if R0(M)= 0 (Proposition 2.7).

Lemma 4.20. The natural map 6(Ri0)(M)→ (Ri0)6M is an isomorphism. Equivalently, 6 preserves
0-acyclic objects.

Proof. We follow the argument in [Djament 2016, Proposition A.3] to prove our assertion. The proof is
by induction on i . The base case i = 0 is immediate as 6 commutes with 0. Suppose that i > 0, and that
the result has been proven for j < i .

We first apply a dimension shifting argument to see that the natural map 6(Ri0)(M)→ (Ri0)6M is
injective. To see this, consider any exact sequence

0→ M→ I → N → 0
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where I is an injective. This yields a commutative diagram

6(Ri−10)I 6(Ri−10)(N ) 6(Ri0)(M) 0

(Ri−10)6 I (Ri−10)6N (Ri0)6M (Ri0)6 I

whose rows are exact. By induction, the first two vertical arrows are isomorphisms. Thus by the four
lemma, we see that the third vertical arrow is injective.

By Lemma 2.5, we see that Rk0N = 0 whenever k > 0 and N is a torsion module. Thus, for any i > 0,
Ri0(M/0(M))= Ri0M . Given a vector space X , we have the following natural exact sequence

0→ M/0(M)→6X M→1X M→ 0.

By the corresponding long exact sequence for 0, we obtain the following exact sequence

Ri−10(6X M)→ Ri−10(1X M)→ Ri0(M)→6X Ri0(M),

where the exactness comes from the injectivity of the map 6X (Ri0)(M)→ (Ri0)6X M proved in the
previous paragraph. We conclude that

ker(Ri0(M)→ (Ri0)6X M)= coker(Ri−10(6X M)→ Ri−10(1X M)).

Since 6 is exact, and commutes with 6X and 1X (Proposition 4.15), we see that

6 ker(Ri0(M)→ (Ri0)6X M)=6 coker(Ri−10(6X M)→ Ri−10(1X M))

= coker(Ri−10(6X6M)→ Ri−10(1X6M)) (by induction)

= ker(Ri0(6M)→ (Ri0)6X6M)

Thus 6 commutes with ker(id→ 6X ) ◦ (Ri0) for any X . Since X is arbitrary and 6 is cocontinuous,
we see that 6 commutes with Ri0. This finishes the proof. �

The following result is motivated by [Djament 2016, Proposition 1.1].

Proposition 4.21. If F is an induced VI-module, then Ri0(F)= 0 for i ≥ 0.

Proof. We have the following natural commutative diagram:

Ri0(F) 6X Ri0(F)

Ri0(6X F)

6`

Ri0(6`)

where ` is the map from 0 to X . Since 6`, applied to F , is split-injective (Proposition 4.5), we see
that Ri0(6`) is injective. By the previous lemma, the vertical map is an isomorphism. Thus the map
6` : Ri0(F)→6X Ri0(F) is injective as well. Since X is arbitrary, we see that Ri0(F) is torsion-free.
By definition, Ri0(F) is also a torsion VI-module. Hence Ri0(F)= 0. �
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Corollary 4.22. Semiinduced modules are derived saturated.

Corollary 4.23. In a short exact sequence, if two of the objects are semiinduced then so is the third.

Proof. Let 0→ L→ M→ N → 0 be an exact sequence of modules presented in finite degrees. Then
there exists a d such that L ,M, N are generated in degree ≤ d. We proceed by induction on d. First
suppose that N is semiinduced. In this case, HVI

1 (L)= 0 if and only if HVI
1 (M)= 0. So the result follows

from Proposition 3.10. Now suppose that L and M are semiinduced. By the previous corollary, N is
derived-saturated. In particular, N is torsion-free. We claim that

0→ L≺d → M≺d → N≺d → 0

is an exact sequence. To see this, first note that we have a natural exact sequence

0→ L ∩M≺d → M≺d → N≺d → 0,

and that L≺d ⊂ L ∩M≺d . Now suppose, if possible, x is in L ∩M≺d but not in L≺d . Then there exists
a y ∈ M(Fd−1) and a VI-morphism f such that f?(y) = x ∈ L . Since x is not in L≺d , we see that
y /∈ L(Fd−1). Let x, y be the images of x and y in N . Then y 6= 0, but f?(y)= x = 0. This contradicts
the fact that N is torsion-free, proving the claim.

By induction, N≺d is semiinduced. Thus it suffices to show that N/N≺d is induced from d . By applying
the snake lemma to the diagram,

0 L M N 0

0 L≺d M≺d N≺d 0

we obtain an exact sequence

0→ L�d/L≺d → M�d/M≺d → N�d/N≺d → 0.

Since the first two objects in this exact sequence are induced from d, so is the third (Proposition 3.6).
This completes the proof. �

Question 4.24. Let A, B, N be semiinduced modules and assume that A, B ⊂ N . Then is it true that
A∩ B is semiinduced?

The case of nondescribing characteristic. We now assume that we are in the nondescribing characteristic
and prove the converse of Corollary 4.22. Along the way, we show that 6 commutes with 0 which,
indeed, is a crucial step of our proof.

Lemma 4.25. Let V be a k[G]-module, and assume that the size of G is invertible in k. Let x be an
element of VG , and let x̃ be a lift of x in V . Then

(a) 1/|G|
∑

σ∈G σ x̃ in another lift of x.

(b) x = 0 if and only if
∑

σ∈G σ x̃ = 0.
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Proof. This is a standard result. �

Lemma 4.26. Let M be a torsion-free VI-module, and let X be a vector space. Then6X M is torsion-free.

Proof. We may assume that X is of dimension one (Proposition 4.11). Let Y be another vector space of
dimension one. It suffices to show that the map f? : 6X M(Z)→6X M(Z +Y ) induced by the inclusion
f : Z→ Z + Y is injective for every Z . Suppose f?(x)= 0 for some x . By the previous lemma, there is
a lift x̃ ∈ 6X M(Z) = M(X + Z) of x which is invariant with respect to UX (Z). Since f?(x) = 0 and
f?(x̃) ∈6X M(Z + Y )= M(X + Z + Y ) is a lift of f?(x), the previous lemma tells us that∑

σ∈UX (Y+Z)

σ f?(x̃)= 0.

But UX (Y + Z)= UX (Y )×UX (Z) and x̃ is invariant with respect to UX (Z), and so we conclude that∑
σ∈UX (Y )

σ f?(x̃)= 0.

Let W be the VB module given by k[HomVB(X ′⊕ Z ,−)] where X ′ is a one-dimensional space. Fix
an isomorphism α : X ′ + Z → X + Z . Then [α] is a generator of the VI-module I(W ). There is a
unique map ψ : I(W )→ M which takes [α] to x̃ . Let N be the VI-submodule of I(W ) generated by∑

σ∈UX (Y ) σ f?([α]). Then the equation at the end of the last paragraph shows that ψ factors through
the projection I(W )→ I(W )/N . We claim that ψ = 0. Since M is torsion-free and ψ factors through
I(W )/N , it suffices to show that I(W )/N is a torsion module. Fix an isomorphism h : Y → X . Let S be
the collection consisting of q−1 automorphisms of X +Y + Z that fix Z , send Y to X via h, and send X
to Y via a nonzero multiple of h−1. Then the following equation can be easily verified:( ∑

τ∈UY (X)

τ −
∑
τ∈S

τ

)( ∑
σ∈UX (Y )

σ f?([α])
)
= q f?([α]).

Since q is invertible, the above equation shows that f?([α]) ∈ N . This shows that I(W )/N is torsion, and
so ψ = 0. This implies that x = 0, completing the proof. �

Proposition 4.27. 6 commutes with 0.

Proof. Let M be a VI-module, and X be a vector space of dimension one so that 6 =6X . Since 6 is
exact and 0M ⊂ M , we see that 60M ⊂ 06M . For the reverse inclusion, first note that M/0M is
torsion-free. Thus by the previous lemma and the exactness of 6, we see that

6(M/0M)= (6M)/(60M)

is torsion-free, and so the torsion part 06M of 6M is contained in 60(M), completing the proof. �

We now focus on showing that 6 preserves 0-acyclic objects. We need a couple of lemma.

Lemma 4.28 [Djament 2016, Corollaire A.4]. Let M be a VI-module, and let n be a nonnegative integer.
Then the following are equivalent:
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(a) Rk0(M)= 0 for 0≤ k ≤ n.

(b) For each 0≤ k ≤ n and vector spaces X1, . . . , Xk , the VI-module 1X11X2 · · ·1Xk M is torsion-free.

Proof. We prove the assertion by induction on n. The base case n = 0 is trivial. Assume now that n > 0,
and that the assertion holds for smaller values of n.

Suppose first that (b) holds. Then, by induction, Rk0(M)= 0 for 0≤ k < n. In particular, M is torsion
free. So for any vector space X , we have a short exact sequence:

0→ M→6X M→1X M→ 0.

By induction, Rk0(1X M) = 0 for 0 ≤ k < n. Thus the long exact sequence corresponding to the
exact sequence above yields that Rn0(M)→ Rn0(6X M) is injective. We have the following natural
commutative diagram:

Rn0(M) 6X Rn0(M)

Rn0(6X M)

6`

Rn0(6`)

where ` is the map from 0 to X . Since the vertical map is an isomorphism (Lemma 4.20), we conclude
that the horizontal map is injective as well. Since this holds for each X and Rn0(M) is a torsion module,
we have Rn0(M)= 0. Thus (a) holds.

Conversely, suppose that (a) holds. Since n > 0, the module M is torsion-free. So for any vector space
X , we have a short exact sequence

0→ M→6X M→1X M→ 0.

The corresponding long exact sequence yields Rk0(6X M)∼=Rk0(1X M) for 0≤ k < n. By Lemma 4.20,
we conclude that Rk0(1X M) = 0 for 0 ≤ k < n. Now (b) follows immediately from the induction
hypothesis. This completes the proof. �

Lemma 4.29. Let M be a VI-module and let X, X1, . . . , Xk be vector spaces. Suppose that the VI-module
1X11X2 · · ·1Xk M is torsion-free. Then 1X11X2 · · ·1Xk6X M is torsion-free.

Proof. By Proposition 4.15, we see that 1X11X2 · · ·1Xk6X M = 6X1X11X2 · · ·1Xk M . Set N =
1X11X2 · · ·1Xk M , and note that

1X11X2 · · ·1Xk6X M(Z)=6X1X11X2 · · ·1Xk M(Z)
UX

(∑k
i=1 X i+Z

) = N (X + Z)
UX

(∑k
i=1 X i+Z

).
Set VX (−)= UX

(∑k
i=1 X i +−

)
. We now follow the proof of Lemma 4.26 closely.

We may assume without loss of generality that X is of dimension one. Let Y be another vector space
of dimension one. It suffices to show that the map f? : 6X N (Z)VX (Z)→6X N (Z +Y )VX (Z+Y ) induced
by the inclusion f : Z→ Z +Y is injective for every Z . Suppose f?(x)= 0 for some x . By Lemma 4.25,
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there is a lift x̃ ∈6X N (Z)= N (X + Z) of x which is invariant with respect to VX (Z). Since f?(x)= 0
and f?(x̃) ∈6X N (Z + Y )= N (X + Z + Y ) is a lift of f?(x), Lemma 4.25 tells us that∑

σ∈VX (Y+Z)

σ f?(x̃)= 0.

But VX (Y + Z)= UX (Y )× VX (Z) and x̃ is invariant with respect to VX (Z), and so we conclude that∑
σ∈UX (Y )

σ f?(x̃)= 0.

Let W be the VB module given by k[HomVB(X ′⊕ Z ,−)] where X ′ is a one-dimensional space. Fix
an isomorphism α : X ′ + Z → X + Z . Then [α] is a generator of the VI-module I(W ). There is a
unique map ψ : I(W )→ N which takes [α] to x̃ . Let N ′ be the VI-submodule of I(W ) generated by∑

σ∈UX (Y ) σ f?([α]). Then the equation at the end of the last paragraph shows that ψ factors through
the projection I(W )→ I(W )/N ′. We claim that ψ = 0. Since M is torsion-free and ψ factors through
I(W )/N ′, it suffices to show that I(W )/N ′ is a torsion module. This has already been established in the
proof of Lemma 4.26. So ψ = 0. This implies that x = 0, completing the proof. �

Proposition 4.30. The functor 6 preserves 0-acyclic objects.

Proof. Let M be a 0-acyclic object. By Proposition 2.7 and Lemma 2.5, the VI-module M/0(M)
is derived saturated. By Lemma 4.28, for each k ≥ 0 and vector spaces X1, . . . , Xk , the VI-module
1X11X2 · · ·1Xk (M/0(M)) is torsion-free. By the previous lemma, for each k ≥ 0 and vector spaces
X1, . . . , Xk , the VI-module 1X11X2 · · ·1Xk6(M/0(M)) is torsion-free. By Lemma 4.28 again,
6(M/0(M)) is derived saturated. Since0 commutes with6 (Proposition 4.27), we see that6M/0(6M)
is derived saturated. By Lemma 2.5, 6M is 0-acyclic, completing the proof. �

The following question is quite natural:

Question 4.31. Do either 6 or 6 preserve injective objects? Note, a positive answer is known in the
q = 1 (FI-modules) case; see [Gan 2017].

Lemma 4.32. If M is derived saturated, then so are 6M and 1M.

Proof. Since 6 commutes with 0 (Proposition 4.27) and preserves 0-acyclic objects (Proposition 4.30),
we have R06M = 6R0M = 0. Thus by Proposition 2.7, we see that 6M is derived saturated. The
result about 1M follows from the exact sequence (see Proposition 4.8)

0→ M→6M→1M→ 0. �

Lemma 4.33 (nonvanishing coinvariants). Suppose K ≤ H ≤ G are finite groups. Let W be a k[H ]-
module such that K acts trivially on W . Then for any k[G]-submodule V of IndG

H W , we have VK = 0⇐⇒
V = 0.
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Proof. Let T = {τ1, . . . , τn} be a full set of representatives in G of the left coset space G/H . We assume
that τ1 = 1G . Any element x ∈ IndG

H W can be thought of as a function x : T→ W , and the action of
σ ∈G on x is given by (σ x)(τni )= hi x(τi ) where hi ∈ H and ni are uniquely determined by the equation
στi = τni hi . As a special case, we note that if σ ∈ K , then we have σ = στ1 = τ1h1 = h1 ∈ K . Since K
acts trivially on W , we conclude that (σ x)(τ1)= σ(x(τ1))= x(τ1).

Assume now that V is nontrivial. Let x ∈ V be a nonzero element. As in the previous paragraph, we
think of x as a function from T to W . Since G acts transitively on G/H , there exists a σ ∈ G such that
σ x is nonzero on τ1. Now suppose, if possible, the image of σ x in VK is 0. Then σ x can be written as

σ x =
∑

j

(x j − σ j x j )

where x j are in IndG
H W , and σ j are in K . By the previous paragraph, (x j − σ j x j )(τ1)= 0 for each j . It

follows that (σ x)(τ1)= 0, which is a contradiction. This completes the proof. �

Lemma 4.34. Let M be a derived saturated submodule of a semiinduced module P. Then t0(M)≤ t0(P).

Proof. We proceed by induction on d = t0(P). Denote the induced module P/P≺d by I and its submodule
(M + P≺d)/P≺d by N . Suppose first that N is an induced submodule of I . In this case, we have
t0(N )≤ t0(I )= d . Using the exact sequence

0→ M ∩ P≺d → M→ N → 0

we see that M∩P≺d is a derived saturated submodule of P≺d . By induction, we have t0(M∩P≺d)≤ d−1,
and it follows that t0(M)≤ d = t0(P). Thus we can assume that N is not an induced module. In this case,
there exists an r > d such that HVI

0 (N )r is nonzero. Pick the least such r . We claim that HVI
0 (N )(F

r ) is a
k[GL(Fr )]-submodule of I(HVI

0 (I/N )d)(Fr ). To see this, let N ′ be the submodule of I(W ) generated by
Nd . By Proposition 3.7, we have N ′ = I(Nd). By minimality of r , we have N ′ = N≺r ⊂ N . The claim
now follows from the following:

HVI
0 (N )(F

r )= (N/N≺r )(F
r )

= (N/I(Nd))(F
r )

⊂ (I/I(Nd))(F
r )

= I((I/N )d)(Fr ) (By Proposition 3.6)

= I(HVI
0 (I/N )d)(Fr ).

Let A+ B+ X be a decomposition of Fr such that dim A= d and dim X = 1. Set W =HVI
0 (I/N )(A).

Clearly, W is a k[GL(A)]-module. Let H be the subgroup of GL(Fr ) that stabilizes A. There is a natural
surjection φ : H→GL(A). We let H act on W via this surjection. Since UX (A+ B) lies in the kernel of
φ, we see that UX (A+ B) acts trivially on W . We also have

I(HVI
0 (I/N )d)(Fr )= IndGL(Fr )

H W.
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By the previous lemma, we conclude that (6HVI
0 (N ))r−1 is nonzero. Since HVI

0 is right exact, it follows
that (6HVI

0 (M))r−1 is nonzero. By Proposition 4.15, we see that t0(1M) ≥ r − 1 > d − 1. But by
Lemma 4.32, 1M is a derived saturated submodule of 1P , which contradicts the inductive hypothesis.
This contradiction completes the proof. �

The following argument is motivated by [Nagpal and Snowden 2018, Proposition 2.9].

Proposition 4.35. Let M be a module generated in finite degrees. If M is derived saturated then it admits
a resolution F•→ M of length at most t0(M)+ 1 where each Fi is an induced module generated in finite
degrees.

Proof. Let d = t0(M), and let r be the least number such that HVI
0 (M) is nontrivial in degree r . We prove

by induction on d−r that there is a resolution F•→M of length at most d−r+1. Let F0=
⊕

0≤k≤d I(Vk)

where Vk = Mk . We note that HVI
0 (M)r = Vr = HVI

0 (F0)r and HVI
0 (M)k = 0 = HVI

0 (F0)k for k < r . By
construction, t0(F0)≤ d and there is a surjection ψ : F0→ M . Clearly, we have HVI

0 (ker(ψ))k = 0 for
k ≤ r . Since both M and F0 are derived saturated, we see that ker(ψ) is derived saturated as well. By the
previous lemma, t0(ker(ψ))≤ d. Thus by induction on d − r , ker(ψ) admits a resolution of the desired
format. We can append F0 to this resolution to get a resolution of M , completing the proof. �

Theorem 4.36. Assume that we are in the nondescribing characteristic. Let M be a module generated in
finite degrees. Then M is derived saturated if and only if it is semiinduced.

Proof. Corollary 4.22 shows that semiinduced modules are derived saturated. The other implication
follows from the previous proposition and Corollary 4.23. �

An FI-module analog of the result above has been proven in [Djament 2016, Theorem A.9].

The shift theorem. Here we assume that k is a noetherian ring.

Theorem 4.37 [Putman and Sam 2017; Sam and Snowden 2017a]. The category of VI-modules over a
noetherian ring is locally noetherian. In particular, if M is a finitely generated VI-module over k then
0(M) is supported in finitely many degrees.

We now state and prove our main theorem (an FI-module analog has been proven by the author in
[Nagpal 2015, Theorem A]).

Theorem 4.38 (the shift theorem). Assume that we are in the nondescribing characteristic, and let M be
a finitely generated VI-module. Then the following hold:

(a) 6n M and 6n M are semiinduced for large enough n.

(b) There exists a finite length complex I • supported in nonnegative degrees with the following properties:

• I 0
= M.

• I i is semiinduced for i > 0.
• I n
= 0 for n > t0(M)+ 1.

• Hi (I •) is supported in finitely many degrees for each i .
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We need a lemma.

Lemma 4.39. Let Y be fixed vector space, and N be a torsion VI-module. For a vector space X , let `X

denote the map from 0 to X. If 6Y6`X : 6Y N →6Y6X N is an injection for all X then 6Y N = 0.

Proof. Suppose, if possible, 6Y N (Z) is nontrivial for some vector space Z , and pick a nonzero element
x ∈6Y N (Z). Let x̃ be a lift of x in N (Y + Z). Since N is torsion, there is a vector space X such that
for every linear injection f : Y + Z → X + Y + Z the induced map f? : N (Y + Z)→ N (Y + X + Z)
takes x̃ to zero. But this shows that 6Y6`X takes x to zero, contradicting the injectivity hypothesis. This
completes the proof. �

Proof of Theorem 4.38. We first prove that 6n M is semiinduced for large enough n. We do this by
induction on t0(M). By Theorem 4.37, h0(M)<∞. Let X be a nontrivial vector space. Then the cokernel
1X M of M→6X M satisfies t0(1X M) < t0(M) (Corollary 4.19). Moreover, the kernel K = κ X (M) of
M→6X M is a torsion-module supported in degrees ≤ h0(M) (Lemma 4.7).

We claim that 6Y1X M is semiinduced for large enough Y which is independent of dim X . To see
this, suppose that X is of dimension g. Since t0(1X M) < t0(M), the induction hypothesis implies that
there exists a number kg such that 6Y1X M is semiinduced whenever the dimension of Y is larger
than kg. Pick a t larger than h0(M) and k1, and assume that the dimension of Y is at least t . Then
6Y K =6Y κ X (M)= 0, and so Lemma 4.18 yields the following exact sequence

0→1Y M→1X+Y M→6Y1X M→ 0.

Now suppose X is of dimension 1. Then the last term in this exact sequence is semiinduced as t > k1.
We conclude that 6Y ′1Y M is semiinduced if and only if 6Y ′1Y+X M is semiinduced (Corollary 4.23).
In other words, we may assume kt+1 = kt for any t >max(h0(M), k1). Thus if Y is of dimension larger
than h0(M) and ki for 1≤ i ≤max(h0(M), k1)+ 1, then 6Y1X M is semiinduced for all X . This proves
the claim.

Let Y be large enough such that 6Y1X M is semiinduced for all X , and assume that the dimension of
Y is larger than h0(M). Then 6Y K =6Y κ X (M)= 0, and so we have an exact sequence

0→6Y M→6Y6X M→6Y1X M→ 0.

By Corollary 4.22 and Proposition 2.7, we see that R0(6Y1X M)= 0. Thus by the exact sequence above,
we conclude that Ri0(6Y M)∼= Ri0(6Y6X M) where the isomorphism is given by Ri0(6Y6`) where
` : 0→ X is the unique map. By Proposition 4.27, we see that

Ri0(6Y6`−)=6Y6`Ri0(−).

This shows that the map

6Y6` : 6Y Ri0(M)→6Y6X Ri0(M)
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is an isomorphism for each X . The previous lemma implies that 6Y Ri0(M)= 0. Thus Ri0(6Y M)= 0
for all i (Proposition 4.27). By Proposition 2.7 and Theorem 4.36, 6Y M is semiinduced. Thus 6n M is
semiinduced for large n (see Proposition 4.11).

To prove that 6n M is semiinduced for large enough n we need part (b), which we now prove by
induction on t0(M). Let Y be a vector space such that 6Y M is semiinduced, and ` : 0→ Y be the unique
map. Set I 0

= M , I 1
=6Y M where the map I 0

→ I 1 is 6`. The cokernel of this map is 1`M . We have
t0(1`M) < t0(M) (Corollary 4.19). By induction, there is a complex J • of length at most t0(M) with
J 0
=1`M , J i semiinduces for i > 0, and Hi (J •) finitely supported for each i . Now set I i

= J i−1 for
i ≥ 2, and note that we can naturally append these to I 0

→ I 1 to get a complex I •. Clearly, this I • has all
the required properties. This proves part (b).

Finally, we show that 6n M is semiinduced for large enough n. For this let I • be the complex as in
part (b). Let n be large enough such that deg Hi (I •) < n for all i . By construction, 6n I • is exact and
6n I i are semiinduced for i > 0 (shift of a semiinduced module is semiinduced; Corollary 4.4). By
Corollary 4.23, 6n I 0

=6n M is semiinduced. This completes the proof. �

Remark 4.40. The proof of part (b) above shows that if M→ N is a map of finitely generated VI-modules
then we can find complexes I • and J • for M and N respectively (with all the properties as mentioned in
part (b)) and a natural map I •→ J • extending the map M→ N .

Remark 4.41. It is easy to see that the shift theorem together with Corollary 4.23 imply that ModVI is
locally noetherian. Since we have only used Corollary 1.5 in our proof, it follows that Theorem 1.4 is
equivalent to its corollary.

5. Some consequences of the shift theorem

Unless otherwise mentioned, we assume that we are in the nondescribing characteristic, and that k is
noetherian.

Stable degree and the q-polynomiality of dimension. We define the stable degree of a VI-module M ,
denoted δ(M), by

δ(M) := inf
n≥0

t0(6n M).

This is an invariant associated to VI-module with several useful properties that we prove below. An
invariant with the same name, but for FI-modules, is discussed in [Church et al. 2018, Section 2].

Proposition 5.1. Let M be a finitely generated module. We have the following:

(a) If M is semiinduced, then δ(M)= t0(M).

(b) δ(M) is the common value of t0(6n M) for n� 0.

(c) δ(M) is the common value of t0(6n M) for n� 0.

(d) δ(M)= δ(6n M)= δ(6n M) for any n ≥ 0.
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(e) δ(M)≤ t0(M) <∞.

(f) If 0→ L→ M→ N → 0 is a short exact sequence, δ(M)=max(δ(L), δ(N )).

(g) If K is a subquotient of M , δ(K )≤ δ(M).

(h) If T is a torsion submodule of M , then δ(M/T )= δ(M).

(i) The cokernel 1X M of the natural map M→6X M satisfies δ(1X M) <max(δ(M), 0).

Proof. (a) First suppose that M = I(V ) is induced. From the equalities 6I(V ) = I(V ) ⊕ I(6V )
(Proposition 4.12) and t0(I(V ))= deg V , we see that δ(M)= t0(6n M)= t0(M). Since induced modules
are acyclic with respect to HVI

0 (Proposition 3.10) and 6 is exact, we conclude that the result holds for
semiinduced modules as well.

(b)–(e) Since t0(6n M) is a decreasing function of n (Proposition 4.9), we see that δ(M) = δ(6n M)
for any n. By the shift theorem (Theorem 4.38) and part (a), we conclude that δ(M) is the common
value of t0(6n M) for n � 0. Let a be large such that 6a M is semiinduced and n be large such that
6n M is semiinduced (use the shift theorem again). Then we have an injection 6n M→ 6n6a M . By
Corollary 4.23, Proposition 3.10 and part (a), we see that t0(6n M)≤ t0(6n6a M)= δ(6a M)= δ(M).
Conversely, since we also have t0(6n M)≥ t0(6n M), we see that part (c) holds. Part (d) follows from (b)
and (c) once we note that t0(6n M) and t0(6n M) are decreasing functions of n (Proposition 4.9). Part (e)
is trivial from this discussion.

(f)–(h) Choose n large enough that 6n L , 6n M , and 6n N are semiinduced. Since semiinduced modules
are homology-acyclic, we have a short exact sequence

0→ HVI
0 (6

n L)→ HVI
0 (6

n M)→ HVI
0 (6

n N )→ 0.

Thus, t0(6n M) = max(t0(6n L), t0(6n L)), which implies the claim in light of part (c). Part (g) is a
consequence of part (f). For part (h), note that T is supported in finitely many degrees (Theorem 4.37).
By part (d), δ(T )= 0. Part (h) now follows from Part (f).

(i) First suppose that M is semiinduced. Then by Corollary 4.23,1X M is semiinduced. By Corollary 4.19,
we see that t0(1X M) < t0(M). By part (a), we conclude that δ(1X M) < δ(M). Thus the result holds
for semiinduced modules. Now suppose that M is not semiinduced. Let Y be large so that 6Y M is
semiinduced. We have an exact sequence

0→ M/κY (M)→6Y M→1Y M→ 0.

Applying 1X , we obtain the following exact sequence:

(L11
X )(1Y M)→1X (M/κY (M))→1X6Y M→1X1Y M→ 0.

The first term of this sequence is torsion (Proposition 4.17). Thus by parts (g) and (h), we see that

δ(1X (M/κY (M)))≤ δ(1X6Y M) < δ(6Y M)= δ(M).

Now consider the exact sequence

1XκY (M)→1X M→1X (M/κY (M))→ 0.
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Since the first term is torsion, we conclude that δ(1X M)= δ(1X (M/κY (M))) < δ(M). This completes
the proof. �

Corollary 5.2. Let I • be the complex as in Theorem 4.38. Then we may assume that t0(I 1)= δ(M), and
t0(I i )≤ δ(M)− i ≤ t0(M)− i for i > 1.

Proof. This follows from the construction of I • and the properties of the stable degree. �

Lemma 5.3. Assume that k is a field. Let I(V ) be a module induced from d. Then

dimk I(V )(Fn)=
(qn
− 1)(qn

− q) · · · (qn
− qd−1)

(qd − 1)(qd − q) · · · (qd − qd−1)
dimk V (Fd)

for every n ≥ 0. In particular, there is a polynomial P ∈ Q[X ] such that dimk I(V )(Fn) = P(qn) for
every n ≥ 0.

Proof. This easily follows from the equality I(V )(Fn)= k[HomVI(F
d , Fn)]⊗k[GLd ] V (F

d). �

Theorem 5.4 (q-polynomiality of dimension). Assume that k is a field. Let M be a finitely generated
VI-module. Then there exists a polynomial P of degree δ(M) such that dimk M(Fn)= P(qn) for n� 0.

Proof. Let a be large enough such that N := 6a M is semiinduced. By Proposition 5.1, we have
t0(N )= δ(M). Set d = δ(M). By Corollary 3.11, N�i/N≺i is induced from i , and N�d/N≺d is nonzero.
By the previous lemma, there exists a polynomial P such that dimk N (Fn)= P(qn) for every n ≥ 0. This
shows that dimk M(Fn)= P(qn−a) for n ≥ a, completing the proof. �

Remark 5.5. The least a such that 6a M is semiinduced is exactly equal to hmax(M)+ 1 where

hmax(M)=max
i≥0

hi (M)

is the maximum of all local cohomology degrees. This follows easily from Theorem 4.36, and the fact
that 0 commutes with 6. We shall prove in the next section that hi (M)= 0 for i > δ(M)+ 1. Thus in
the proof above, we have dimk M(Fn)= P(qn) for n >max0≤i≤δ(M)+1 hi (M)= hmax(M).

Finiteness of local cohomology and regularity. Let D be the full triangulated subcategory of the bounded
derived category Db(ModVI) consisting of those objects that are represented by finite complexes with
finitely generated cohomologies.

Proposition 5.6. Let M be an object of D. Then:

(a) R0(M) is in D and can be represented by a finite complex of finitely generated torsion modules.

(b) RS(M) is in D and can be represented by a finite complex of finitely generated induced modules.

(c) Ri0(M) is finitely generated for each i and vanishes if i � 0.

(d) There is an exact triangle

R0(M)→ M→ RS(M)→ .
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Proof. By the shift theorem (Theorem 4.38) and Remark 4.40, we have an exact triangle of the form

T → M→ F→

in D such that T is represented by a finite complex of finitely generated torsion modules and F is
represented by a finite complex of finitely generated semiinduced modules (see [Nagpal et al. 2018,
Lemma 2.3] for more details). By Proposition 4.35, F is quasiisomorphic to a finite complex of finitely
generated induced modules. By Corollary 2.6 and Proposition 4.21, we have R0(T )∼= T and R0(F)= 0.
Thus by applying R0 to the triangle above yields T ∼= R0(M). By Corollary 2.6, Theorem 4.36, we see
that RS(T ) = 0 and RS(F) ∼= F . Thus by applying RS to the triangle above yields RS(M) ∼= F . The
proof is now complete by Proposition 2.7. �

The FI-module analog of the theorem below has been studied in [Sam and Snowden 2016].

Theorem 5.7 (finiteness of local cohomology). Let M be a finitely generated VI-module. Then R0(M)
and RS(M) are objects of D and are supported in nonnegative degrees. Moreover, we have the following

(a) Ri0(M)= 0 if i > δ(M)+ 1.

(b) Ri S(M)= 0 if i > δ(M).

(c) We have an exact sequence 0→ 0(M)→ M→ S(M)→ R10(M)→ 0.

(d) Ri+10(M)∼= Ri S(M) for i ≥ 1.

Proof. Let I = I • be the complex as in the shift theorem (Theorem 4.38). Then I is supported in
nonnegative degrees and I i

= 0 if i > δ(M)+ 1 (see Proposition 5.1 part (i) and the construction of I •).
We may take T , as in the proof of Proposition 5.6, to be equal (or quasiisomorphic; see [Nagpal et al.
2018, Lemma 2.3]) to I . This shows that part (a) holds. The rest is immediate from Proposition 2.7. �

Corollary 5.8. Let I • be the complex as in Theorem 4.38. Then Ri0(M)= Hi (I •).

Lemma 5.9. There is a resolution of the VI-module k = A/A+ of the form I(St•)→ k→ 0, where Std
denote the Steinberg representation of GLd .

Proof. We refer the reader to [Charney 1984, page 7] where an argument for split Steinberg representation
is given. The argument for the Steinberg representation is similar. �

Lemma 5.10. Let M be a finitely generated torsion module, and suppose deg M = d. Then ti (M)− i ≤ d
for all i ≥ 0.

Proof. Since induced modules are homology-acyclic (Proposition 3.10), the previous lemma implies that
HVI

i (M)= TorA
i (k,M)= Hi (I(St•)⊗A M). Clearly, I(Sti )⊗A M = Sti ⊗VB M is supported in degrees

≤ d + i . The result follows. �

For a finitely generated VI-module M , let r(M)=max0≤i≤δ(M)+1(hi (M)+i). The following argument
is based on [Nagpal et al. 2018, Corollary 2.5].
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Theorem 5.11 (finiteness of regularity). Let M be a finitely generated VI-module. Then ti (M)−i ≤ r(M)
for all i > 0. In particular, M has finite Castelnuovo–Mumford regularity.

Proof. By Theorem 5.7 and the previous lemma, we see that ti (R0(M))− i ≤ r(M). Since RS(M) is
supported in nonnegative cohomological degrees (which we think of as nonpositive homological degrees),
we conclude that ti (RS(M)) = 0 for i > 0 (Proposition 3.10). The exact triangle R0(M)→ M →
RS(M)→ of Proposition 5.6 implies that ti (M) ≤ max(ti (R0(M)), ti (RS(M))). Thus for i > 0, we
obtain ti (M)− i ≤ r(M). This completes the proof. �

Representation stability in characteristic zero. In this section, we assume that k is an algebraically
closed field of characteristic 0. We first recall a parametrization of irreducible representations of GLn over
k, we follow [Zelevinsky 1981, Section 9]. Let Cn be the isomorphism classes of cuspidal representations
(irreducible representations which cannot be obtained via a parabolic induction) of GLn and set C=tn≥1Cn .
If ρ ∈ Cn , we set |ρ| = n. Let P be the set of partitions. Given a partition λ, we set |λ| = n if λ is a
partition of n. Given a function µ : C→ P, we set |µ| =

∑
x∈C|x ||µ(x)|. The isomorphism classes of

irreducible representations of GLn are in bijection with the set of functions µ satisfying |µ| = n. We fix
an irreducible representation Mµ corresponding to each partition function µ.

Let ι ∈ C1 be the trivial representation of GL1. For a partition function µ with µ(ι) = λ, we define
another partition function µ[n] by

µ[n](ρ)=
{
(n− |µ|, λ1, λ2, . . .) if ρ = ι,
µ(ρ) if ρ 6= ι.

This definition makes sense only if n ≥ |µ| + λ1.
Let

M0
φ0
−→ M1

φ1
−→ M2

φ2
−→ · · ·

be a sequence such that each Mn is a k[GLn]-module and each φn is GLn-equivariant. Following [Gan
and Watterlond 2018] which, in turn, is based on [Church and Farb 2013], we call such a sequence
representation stable of degree d starting at N if the following three conditions are satisfied for every
n ≥ N :

(RS1) Injectivity: The map φn : Mn→ Mn+1 is injective.

(RS2) Surjectivity: The GLn+1 orbits of φn(Mn) span all of Mn+1.

(RS3) Multiplicities: There is a decomposition

Mn =
⊕

µ

M⊕c(µ)
µ[n]

where the multiplicities 0≤ c(µ) <∞ do not depend on n, and c(µ)= 0 if |µ|> d.

We now prove and improve [Gan and Watterlond 2018, Theorem 1.6].
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Theorem 5.12 (representation stability). Let M be a finitely generated VI-module. Denote M(Fn) by Mn ,
and let φn : Mn→ Mn+1 be the map induced by the natural inclusion Fn ↪→ Fn+1. Then the sequence

M0
φ0
−→ M1

φ1
−→ M2

φ2
−→ · · ·

is representation stable of degree δ(M) starting at N :=max(hmax(M)+ 1, 2t0(M)).

Proof. Since h0(M) < N , we see that (RS1) holds. Similarly, t0(M) ≤ N implies that (RS2) holds.
Now we prove (RS3). Let I • be the complex as in Theorem 4.38. Then I •(Fn) is exact if n > hmax(M)
(Corollary 5.8). Since I 0

= M , it suffices to prove (RS3) for I i for each i > 0. We may also assume that
t0(I 1)= δ(M), and t0(I i )≤ δ(M)− i ≤ t0(M)− i for i > 1 (Corollary 5.2). Thus it suffices to show (RS3)
for a semiinduced module generated in degrees ≤ δ(M). By Proposition 3.2, every semiinduced module
is induced in characteristic zero. Thus we are reduced to showing (RS3) for a finitely generated induced
module generated in degrees ≤ δ(M). This follows from Pieri’s formula (see [Gan and Watterlond 2018,
Lemma 2.8]), completing the proof. �

Classification of indecomposable injectives in characteristic zero. We first classify torsion-free injec-
tives in the proposition below. We repeatedly use the fact that in characteristic zero, every induced module
is projective (Proposition 3.2), and so every semiinduced module is, in fact, induced.

Proposition 5.13. Every induced (and hence semiinduced) VI-module is injective in ModVI. A torsion-
free injective VI-module is induced.

Proof. Let I(W ) be a finitely generated induced module. Note that VI-modules form a locally noetherian
category (Theorem 4.37), and so any direct sum of injective modules is injective. Since any induced
module is a direct sum of finitely generated induced modules, it suffices to show that I(W ) is injective.

We start by showing that Ext1(Q, I(W ))= 0 for any finitely generated module Q. This is equivalent
to showing that any short exact sequence of the form

0→ I(W )→ M→ Q→ 0

splits. Thus it suffices to show that any injection f : I(W ) → M admits a section whenever M is
finitely generated. Let X be a vector space of large enough dimension so that 6X M is semiinduced
(Theorem 4.38). Let ` : 0→ X be the unique map. Exactness of 6X and the commutativity of the diagram

6XI(W ) 6X M

I(W ) M

6X ( f )

6`

f

6`

shows that 6` f : I(W )→ 6X M is injective. By Corollary 4.23, the cokernel of 6` f is semiinduced.
By Proposition 3.2 and the characteristic 0 hypothesis, every semiinduced module is projective. Hence
6` f admits a section s. Then s6` is a section of f , as required.
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Next, let M ⊂ N be arbitrary VI-modules, and 8 : M→ I(W ) be an arbitrary map. We will show that
8 extends to N which finishes the proof of the first assertion. We follow the proof of Baer’s criterion
as in [Stacks 2005–, Tag 0AVF]. By Zorn’s lemma, it suffices to show that if M ( N then 8 extends
to a submodule M ′ ⊂ N which properly contains M . For this, pick an x ∈ N \ M , and let M ′ be the
submodule of N generated by M and x . Then x ∈ N (Fd) for some d . Note that

Q := { f ∈ I(d) : f x ∈ M}

is a VI-submodule of I(d). By the previous paragraph, we have Ext1(I(d)/Q, I(W )) = 0. Thus the
map ψ : Q→ I(W ) given by f 7→8( f x) extends to a map ψ̃ : I(d)→ I(W ). Now consider the map
9̃ : M ⊕ I(d)→ I(W ) given by

(y, f ) 7→8(y)− ψ̃( f ).

The kernel of this map contains the kernel of the natural map M ⊕ I(d)→ N given by (y, f ) 7→ y+ f x .
Thus 9̃ factors through a map9 : M ′→ I(W ). It is easy to check that this map extends8. This concludes
the proof of the first assertion.

Let I be an arbitrary torsion-free injective module. Then by the shift theorem, I embeds into a direct
sum J of induced modules. Since I is injective, the embedding I→ J splits. This shows that the injection
I�d → J�d is split as well, and so I�d is injective and torsion-free. It follows that R0(I�d) = 0, and
so I�d must be derived saturated. Thus I�d is induced (Theorem 4.36). since colimits are exact and
I = lim

−−→d I�d , we see that I is a direct sum of induced modules, concluding the proof of the second
assertion. �

We now classify torsion injectives. For this we do not need any assumption on k (noetherianity is still
needed but the nondescribing characteristic assumption is not needed). So assume that k is an arbitrary
noetherian ring. Let V be a monoidal category. Given two functors F1 : C→ V and F2 : C

op
→ V there

is a natural notion of a tensor product F1⊗C F2 (we refer the readers to [Palmquist and Newell 1971]
for details). More explicitly, if C= VI and V= (Modk,⊗k), then F1⊗VI F2 is given by the following
k-module( ⊕

X∈Obj(VI)

F1(X)⊗k F2(X)
)
/〈 f?(v)⊗w− v⊗ f ?(w) : f ∈ HomVI(X, Y ), v ∈ F1(X), w ∈ F2(Y )〉.

The following lemma is elementary.

Lemma 5.14. k[HomVI(−, Fd)] is a projective VIop-module. Moreover, for any VI-module N , we have

k[HomVI(−, Fd)]⊗VI N = N (Fd).

Let E be a k[GLd ]-module. We denote by Ǐ(E) the VI-module given by

Homk[GLd ](k[HomVI(−, Fd)], E).

Ǐ(E) is clearly a torsion VI-module (note that Ǐ(E)(Y )= 0 for Y � Fd ).

http://stacks.math.columbia.edu/tag/0AVF
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Proposition 5.15. For any k[GLd ]-module, we have

HomModVI(M, Ǐ(E))= Homk[GLd ](M(F
d), E).

In particular, if E is an injective k[GLd ]-module then Ǐ(E) is an injective VI-module.

Proof. By the tensor-hom adjunction, we have

HomModVI(M, Ǐ(E))= HomModVI(M,Homk[GLd ](k[HomVI(−, Fd)], E))

= Homk[GLd ](k[HomVI(−, Fd)]⊗VI M, E)

= Homk[GLd ](M(F
d), E)

where the last equality follows from the previous lemma. If E is injective, the functor given by

M 7→ Homk[GLd ](M(F
d), E)

is exact, and hence Ǐ(E) is injective. �

For a VI-module M , we denote the maximal submodule supported in degrees ≤ d by M�d .

Proposition 5.16. Suppose I = Ǐ(E). Then I (Fd)∼= E. Moreover, I≺d
= 0 and I�d

= I .

Proof. Clearly, I (Fd)= Homk[GLd ](k[GLd ], E)∼= E . For the second statement, it suffices to show that if
9 is a nonzero element of I (X), then g?(9) is nonzero for any g ∈HomVI(X, Y ) with Y �Fd . So suppose
9 ∈ I (X) = Homk[GLd ](k[HomVI(X, Fd)], E). If 9 is nonzero then there exists an h ∈ HomVI(X, Fd)

such that 9(h) 6= 0. Let f ∈HomVI(X, Fd) be such that f g= h. Now (g?(9))( f )=9( f g)=9(h) 6= 0.
Thus g?(9) is nonzero completing the proof. �

A principal injective of type d is a VI-module of the form Ǐ(E) where E is an injective k[GLd ]-module.
By Proposition 5.16, the degree d part of a principal injective of type d is an injective k[GLd ]-module.

Lemma 5.17. Let M be a VI-module. Then M�d/M≺d injects into a principal injective I of type d. In
fact, if E is the injective hull of M�d(Fd) as a k[GLd ]-module, then we may take I = Ǐ(E).

Proof. Let N = M�d/M≺d . Then N is supported in degree ≤ d, and by definition of N , `? : N (X)→
N (Fd) is injective for any X and any `∈HomVI(X, Fd). Thus if f : N→ I is a map, then f is injective if
and only if f (Fd) : N (Fd)→ I (Fd) is injective. Now let ι : N (Fd)→ E be the injective-hull of N (Fd)=

M�d(Fd) as a k[GLd ]-module. Then by Proposition 5.15, ι induces a map ι? : N→ Ǐ(E). By our previous
argument, it suffices to show that it is injective in degree d . But in degree d , this map is given by the image
of ι under the natural adjunction isomorphism Homk[GLd ](N (F

d), E)→ Homk[GLd ](N (F
d), Ǐ(E)(Fd))

(see Proposition 5.16) and hence is injective. �

Proposition 5.18. Suppose M is supported in degrees ≤ d. Let Ek be the injective-hull of M�k(Fk) as a
k[GLk]-module. Then M embeds into the injective module

⊕
k≤d Ǐ(Ek).

Proof. If a module is supported in degree ≤ d, then it admits a filtration with modules of the form
M�k/M≺k with k ≤ d. The proposition now follows from Lemma 5.17 and the horseshoe lemma. �
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Proposition 5.19. A direct sum of injectives is injective. If M is any torsion module and Ek is the
injective-hull of M�k(Fk) as a k[GLd ]-module, then M embeds into the injective module

⊕
k≥0 Ǐ(Ek).

Proof. It is a standard fact that in a locally noetherian category a direct sum of injectives is an injective.
Thus the first statement follows (Theorem 4.37). Now let M be a torsion module. Then M = lim

−−→d M�d is
a filtered colimit of modules supported in finitely many degrees. Since ModVI is a Grothendieck category,
filtered colimits are exact. Hence the result follows from Proposition 5.18. �

Proposition 5.20. A torsion module is injective in Modtors
VI if and only if it is isomorphic to a direct sum

of principal injectives. In particular, a torsion module is injective in Modtors
VI if and only if it is injective in

ModVI.

Proof. By the previous proposition, a direct sum of principal injectives is injective. Let I be a torsion
injective. Then by the previous proposition again, I admits an embedding f : I→ J :=

⊕
k≥0 Ǐ(Ek) where

Ek is the injective-hull of I�k(Fk) as a k[GLk]-module. Since I is injective in Modtors
VI , f admits a section s.

This implies that I�k/I≺k is a direct summand of J�k/J≺k
= Ǐ(Ek). Thus (I�k/I≺k)(Fk) = I�k(Fk)

is a direct summand of Ǐ(Ek)(F
k) = Ek . Since a direct summand of injective module is injective, we

see that I�k(Fk) is injective, and hence is equal to its injective hull Ek . Thus if K = coker( f ), then
(K�k/K≺k)(Fk)= 0 for each k. By Nakayama’s lemma, K = 0. This shows that f is an isomorphism,
completing the proof. �

We are now ready to prove our main theorem on classification of indecomposable injectives. Note that
the FI-module analog of this result is proved in [Sam and Snowden 2016, Theorem 4.3.4].

Theorem 5.21 (classification of indecomposable injectives). Assume that k is a field of characteristic
zero. Every injective is a direct sum of a torsion-free injective and a torsion injective. Moreover, we have
the following:

(a) The set of torsion-free indecomposable injectives consists of modules of the form I(E) where E (or,
more precisely, E(Fd)) is an irreducible k[GLd ]-module for some d.

(b) The set of torsion indecomposable injectives consists of modules of the form Ǐ(E) where E is an
irreducible k[GLd ]-module for some d.

Proof. In light of Lemma 2.5, every injective is a direct sum of a torsion injective and a torsion-free
injective. Part (a) follows from Proposition 5.13, and part (b) follows from Proposition 5.20. �

Finiteness of injective dimension in characteristic zero.

Lemma 5.22. Let M be a finitely generated torsion module. Then M has finite injective dimension.

Proof. We prove the assertion by induction on d = h0(M). We have an exact sequence

0→ M≺d
→ M→ M�d/M≺d

→ 0.

Since h0(M≺d) < d, the induction hypothesis implies that M≺d has finite injective dimension. By
the horseshoe lemma, it suffices to prove that M�d/M≺d has finite injective dimension. For that, let
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E = M�d/M≺d(Fd). Since we are in characteristic zero, E is an injective k[GLd ]-module. As in
Lemma 5.17, there is an embedding ι : M�d/M≺d

→ Ǐ(E) which induces an isomorphism in degree d.
This shows that h0(coker(ι)) < d. By induction, coker(ι) has finite injective dimension. Since Ǐ(E) is
injective, we conclude that M�d/M≺d has finite injective dimension, concluding the proof. �

The FI-module analog of the following result is proved in [Sam and Snowden 2016, Theorem 4.3.1].

Theorem 5.23 (finiteness of injective dimension). Every finitely generated VI-module has finite injective
dimension.

Proof. Let M be a finitely generated VI-module. By Proposition 5.6, there exists an exact triangle

X→ M→ F→

where X is a finite length complex of finitely generated torsion modules and F is a finite length complex
of finitely generated semiinduced modules. In characteristic zero, every semiinduced module is injective.
Thus is suffices to show that every finitely generated torsion module has finite injective dimension. But
this is the content of the previous lemma. This finishes the proof. �

Acknowledgments

We would like to thank Steven Sam for pointing out connections between the VI-modules and the category
of Joyal and Street [1995]. This helped us obtain a clean proof of Proposition 4.12. We thank Nate
Harman for useful conversations on virtual specht stability. We thank Nir Gadish, Liping Li, Peter Patzt,
Eric Ramos, Steven Sam, Andrew Snowden and an anonymous referee for pointing out several errors and
suggesting numerous improvements on the first draft.

References

[Charney 1984] R. Charney, “On the problem of homology stability for congruence subgroups”, Comm. Algebra 12:17-18
(1984), 2081–2123. MR Zbl

[Church 2016] T. Church, “Bounding the homology of FI-modules”, preprint, 2016. arXiv

[Church and Ellenberg 2017] T. Church and J. S. Ellenberg, “Homology of FI-modules”, Geom. Topol. 21:4 (2017), 2373–2418.
MR Zbl

[Church and Farb 2013] T. Church and B. Farb, “Representation theory and homological stability”, Adv. Math. 245 (2013),
250–314. MR Zbl

[Church et al. 2014] T. Church, J. S. Ellenberg, B. Farb, and R. Nagpal, “FI-modules over Noetherian rings”, Geom. Topol. 18:5
(2014), 2951–2984. MR Zbl

[Church et al. 2015] T. Church, J. S. Ellenberg, and B. Farb, “FI-modules and stability for representations of symmetric groups”,
Duke Math. J. 164:9 (2015), 1833–1910. MR Zbl

[Church et al. 2018] T. Church, J. Miller, R. Nagpal, and J. Reinhold, “Linear and quadratic ranges in representation stability”,
Adv. Math. 333 (2018), 1–40. MR Zbl

[Djament 2016] A. Djament, “Des propriétés de finitude des foncteurs polynomiaux”, Fund. Math. 233:3 (2016), 197–256. MR
Zbl

[Djament and Vespa 2019] A. Djament and C. Vespa, “Foncteurs faiblement polynomiaux”, Int. Math. Res. Not. 2019:2 (2019),
321–391. MR Zbl

http://dx.doi.org/10.1080/00927878408823099
http://msp.org/idx/mr/747219
http://msp.org/idx/zbl/0542.20023
http://msp.org/idx/arx/1612.07803
http://dx.doi.org/10.2140/gt.2017.21.2373
http://msp.org/idx/mr/3654111
http://msp.org/idx/zbl/1371.18012
http://dx.doi.org/10.1016/j.aim.2013.06.016
http://msp.org/idx/mr/3084430
http://msp.org/idx/zbl/1300.20051
http://dx.doi.org/10.2140/gt.2014.18.2951
http://msp.org/idx/mr/3285226
http://msp.org/idx/zbl/1344.20016
http://dx.doi.org/10.1215/00127094-3120274
http://msp.org/idx/mr/3357185
http://msp.org/idx/zbl/1339.55004
http://dx.doi.org/10.1016/j.aim.2018.05.025
http://msp.org/idx/mr/3818071
http://msp.org/idx/zbl/1392.15030
http://dx.doi.org/10.4064/fm954-8-2015
http://msp.org/idx/mr/3480119
http://msp.org/idx/zbl/1353.18001
http://dx.doi.org/10.1093/imrn/rnx099
http://msp.org/idx/mr/3903561
http://msp.org/idx/zbl/1412.18001


2188 Rohit Nagpal

[Gadish 2017] N. Gadish, “Categories of FI type: a unified approach to generalizing representation stability and character
polynomials”, J. Algebra 480 (2017), 450–486. MR Zbl

[Gan 2017] W. L. Gan, “On the negative-one shift functor for FI-modules”, J. Pure Appl. Algebra 221:5 (2017), 1242–1248.
MR Zbl

[Gan and Li 2017] W. L. Gan and L. Li, “Bounds on homological invariants of VI-modules”, preprint, 2017. arXiv

[Gan and Watterlond 2018] W. L. Gan and J. Watterlond, “A representation stability theorem for VI-modules”, Algebr. Represent.
Theory 21:1 (2018), 47–60. MR Zbl

[Gan et al. 2017] W. L. Gan, L. Li, and C. Xi, “An application of Nakayama functor in representation stability theory”, preprint,
2017. arXiv

[Harman 2017] N. Harman, “Virtual Specht stability for FI -modules in positive characteristic”, J. Algebra 488 (2017), 29–41.
MR Zbl

[Joyal and Street 1995] A. Joyal and R. Street, “The category of representations of the general linear groups over a finite field”,
J. Algebra 176:3 (1995), 908–946. MR Zbl

[Kuhn 2015] N. J. Kuhn, “Generic representation theory of finite fields in nondescribing characteristic”, Adv. Math. 272 (2015),
598–610. MR Zbl

[Li 2016] L. Li, “Upper bounds of homological invariants of FIG-modules”, Arch. Math. (Basel) 107:3 (2016), 201–211. MR
Zbl

[Li and Ramos 2018] L. Li and E. Ramos, “Depth and the local cohomology of FIG-modules”, Adv. Math. 329 (2018), 704–741.
MR Zbl

[Mac Lane 1963] S. Mac Lane, Homology, Grundlehren der Math. Wissenschaften 114, Academic Press, New York, 1963. MR
Zbl

[Miller and Wilson 2018] J. Miller and J. C. H. Wilson, “Quantitative representation stability over linear groups”, Int. Math. Res.
Not. (online publication October 2018).

[Nagpal 2015] R. Nagpal, FI-modules and the cohomology of modular representations of symmetric groups, Ph.D. thesis,
University of Wisconsin-Madison, 2015, Available at https://search.proquest.com/docview/1681518656.

[Nagpal 2018] R. Nagpal, “VI-modules in non-describing characteristic, II”, preprint, 2018. arXiv

[Nagpal and Snowden 2018] R. Nagpal and A. Snowden, “Periodicity in the cohomology of symmetric groups via divided
powers”, Proc. Lond. Math. Soc. (3) 116:5 (2018), 1244–1268. MR Zbl

[Nagpal et al. 2016] R. Nagpal, S. V Sam, and A. Snowden, “Noetherianity of some degree two twisted commutative algebras”,
Selecta Math. (N.S.) 22:2 (2016), 913–937. MR Zbl

[Nagpal et al. 2018] R. Nagpal, S. V Sam, and A. Snowden, “Regularity of FI-modules and local cohomology”, Proc. Amer.
Math. Soc. 146:10 (2018), 4117–4126. MR Zbl

[Palmquist and Newell 1971] J. F. Palmquist and D. C. Newell, “Bifunctors and adjoint pairs”, Trans. Amer. Math. Soc. 155
(1971), 293–303. MR Zbl

[Powell 1998] G. M. L. Powell, “The structure of indecomposable injectives in generic representation theory”, Trans. Amer.
Math. Soc. 350:10 (1998), 4167–4193. MR Zbl

[Powell 2000] G. M. L. Powell, “On Artinian objects in the category of functors between F2-vector spaces”, pp. 213–228 in
Infinite length modules (Bielefeld, Germany, 1998), edited by H. Krause and C. M. Ringel, Birkhäuser, Basel, 2000. MR Zbl

[Putman and Sam 2017] A. Putman and S. V Sam, “Representation stability and finite linear groups”, Duke Math. J. 166:13
(2017), 2521–2598. MR Zbl

[Ramos 2018] E. Ramos, “Homological invariants of FI-modules and FIG-modules”, J. Algebra 502 (2018), 163–195. MR Zbl

[Sam and Snowden 2015] S. V Sam and A. Snowden, “Stability patterns in representation theory”, Forum Math. Sigma 3 (2015),
art. id. e11. MR Zbl

[Sam and Snowden 2016] S. V Sam and A. Snowden, “GL-equivariant modules over polynomial rings in infinitely many
variables”, Trans. Amer. Math. Soc. 368:2 (2016), 1097–1158. MR Zbl

http://dx.doi.org/10.1016/j.jalgebra.2017.03.010
http://dx.doi.org/10.1016/j.jalgebra.2017.03.010
http://msp.org/idx/mr/3633316
http://msp.org/idx/zbl/1391.20010
http://dx.doi.org/10.1016/j.jpaa.2016.09.010
http://msp.org/idx/mr/3582723
http://msp.org/idx/zbl/1359.18001
http://msp.org/idx/arx/1710.10223
http://dx.doi.org/10.1007/s10468-017-9703-2
http://msp.org/idx/mr/3748353
http://msp.org/idx/zbl/06839337
http://msp.org/idx/arx/1710.05493
http://dx.doi.org/10.1016/j.jalgebra.2017.06.006
http://msp.org/idx/mr/3680911
http://msp.org/idx/zbl/06768969
http://dx.doi.org/10.1006/jabr.1995.1278
http://msp.org/idx/mr/1351369
http://msp.org/idx/zbl/0833.18004
http://dx.doi.org/10.1016/j.aim.2014.12.012
http://msp.org/idx/mr/3303242
http://msp.org/idx/zbl/1354.18001
http://dx.doi.org/10.1007/s00013-016-0921-3
http://msp.org/idx/mr/3538516
http://msp.org/idx/zbl/1395.16003
http://dx.doi.org/10.1016/j.aim.2018.02.029
http://msp.org/idx/mr/3783426
http://msp.org/idx/zbl/1398.13016
http://msp.org/idx/mr/0156879
http://msp.org/idx/zbl/0818.18001
http://dx.doi.org/10.1093/imrn/rny250
https://search.proquest.com/docview/1681518656
http://msp.org/idx/arx/1810.04592
http://dx.doi.org/10.1112/plms.12107
http://dx.doi.org/10.1112/plms.12107
http://msp.org/idx/mr/3805056
http://msp.org/idx/zbl/06894765
http://dx.doi.org/10.1007/s00029-015-0205-y
http://msp.org/idx/mr/3477338
http://msp.org/idx/zbl/1360.13047
http://dx.doi.org/10.1090/proc/14121
http://msp.org/idx/mr/3834643
http://msp.org/idx/zbl/1408.13048
http://dx.doi.org/10.2307/1995684
http://msp.org/idx/mr/274553
http://msp.org/idx/zbl/0234.18001
http://dx.doi.org/10.1090/S0002-9947-98-02125-4
http://msp.org/idx/mr/1458333
http://msp.org/idx/zbl/0903.18006
http://dx.doi.org/10.1007/978-3-0348-8426-6_10
http://msp.org/idx/mr/1789217
http://msp.org/idx/zbl/1160.18305
http://dx.doi.org/10.1215/00127094-2017-0008
http://msp.org/idx/mr/3703435
http://msp.org/idx/zbl/1408.18003
http://dx.doi.org/10.1016/j.jalgebra.2017.12.037
http://msp.org/idx/mr/3774889
http://msp.org/idx/zbl/06851775
http://dx.doi.org/10.1017/fms.2015.10
http://msp.org/idx/mr/3376738
http://msp.org/idx/zbl/1319.05146
http://dx.doi.org/10.1090/tran/6355
http://dx.doi.org/10.1090/tran/6355
http://msp.org/idx/mr/3430359
http://msp.org/idx/zbl/06560453


VI-modules in nondescribing characteristic, part I 2189

[Sam and Snowden 2017a] S. V Sam and A. Snowden, “Gröbner methods for representations of combinatorial categories”, J.
Amer. Math. Soc. 30:1 (2017), 159–203. MR Zbl

[Sam and Snowden 2017b] S. V Sam and A. Snowden, “Regularity bounds for twisted commutative algebras”, preprint, 2017.
arXiv

[Sam and Snowden 2019] S. V Sam and A. Snowden, “GL-equivariant modules over polynomial rings in infinitely many
variables, II”, Forum Math. Sigma 7 (2019), art. id. e5. MR Zbl

[Stacks 2005–] P. Belmans, A. J. de Jong, et al., “The Stacks project”, electronic reference, 2005–, Available at http://
stacks.math.columbia.edu.

[Weibel 1994] C. A. Weibel, An introduction to homological algebra, Cambridge Stud. Adv. Math. 38, Cambridge Univ. Press,
1994. MR Zbl

[Zelevinsky 1981] A. V. Zelevinsky, Representations of finite classical groups: a Hopf algebra approach, Lecture Notes in Math.
869, Springer, 1981. MR Zbl

Communicated by Victor Reiner
Received 2018-11-20 Revised 2019-05-30 Accepted 2019-07-22

rohitna@gmail.com Department of Mathematics, University of Chicago, IL

Current address: Department of Mathematics, University of Michigan, Ann Arbor, MI,
United States

mathematical sciences publishers msp

http://dx.doi.org/10.1090/jams/859
http://msp.org/idx/mr/3556290
http://msp.org/idx/zbl/1347.05010
http://msp.org/idx/arx/1704.01630
http://dx.doi.org/10.1017/fms.2018.27
http://dx.doi.org/10.1017/fms.2018.27
http://msp.org/idx/mr/3922401
http://msp.org/idx/zbl/07036499
http://stacks.math.columbia.edu
http://dx.doi.org/10.1017/CBO9781139644136
http://msp.org/idx/mr/1269324
http://msp.org/idx/zbl/0797.18001
http://dx.doi.org/10.1007/BFb0090287
http://msp.org/idx/mr/643482
http://msp.org/idx/zbl/0465.20009
mailto:rohitna@gmail.com
http://msp.org




Algebra & Number Theory
msp.org/ant

EDITORS

MANAGING EDITOR

Bjorn Poonen
Massachusetts Institute of Technology

Cambridge, USA

EDITORIAL BOARD CHAIR

David Eisenbud
University of California

Berkeley, USA

BOARD OF EDITORS

Richard E. Borcherds University of California, Berkeley, USA

Antoine Chambert-Loir Université Paris-Diderot, France

J-L. Colliot-Thélène CNRS, Université Paris-Sud, France

Brian D. Conrad Stanford University, USA

Samit Dasgupta University of California, Santa Cruz, USA

Hélène Esnault Freie Universität Berlin, Germany

Gavril Farkas Humboldt Universität zu Berlin, Germany

Hubert Flenner Ruhr-Universität, Germany

Sergey Fomin University of Michigan, USA

Edward Frenkel University of California, Berkeley, USA

Wee Teck Gan National University of Singapore

Andrew Granville Université de Montréal, Canada

Ben J. Green University of Oxford, UK

Joseph Gubeladze San Francisco State University, USA

Roger Heath-Brown Oxford University, UK

Craig Huneke University of Virginia, USA

Kiran S. Kedlaya Univ. of California, San Diego, USA

János Kollár Princeton University, USA

Philippe Michel École Polytechnique Fédérale de Lausanne

Susan Montgomery University of Southern California, USA

Shigefumi Mori RIMS, Kyoto University, Japan

Martin Olsson University of California, Berkeley, USA

Raman Parimala Emory University, USA

Jonathan Pila University of Oxford, UK

Anand Pillay University of Notre Dame, USA

Michael Rapoport Universität Bonn, Germany

Victor Reiner University of Minnesota, USA

Peter Sarnak Princeton University, USA

Joseph H. Silverman Brown University, USA

Michael Singer North Carolina State University, USA

Christopher Skinner Princeton University, USA

Vasudevan Srinivas Tata Inst. of Fund. Research, India

J. Toby Stafford University of Michigan, USA

Pham Huu Tiep University of Arizona, USA

Ravi Vakil Stanford University, USA

Michel van den Bergh Hasselt University, Belgium

Akshay Venkatesh Institute for Advanced Study, USA

Marie-France Vignéras Université Paris VII, France

Kei-Ichi Watanabe Nihon University, Japan

Melanie Matchett Wood University of Wisconsin, Madison, USA

Shou-Wu Zhang Princeton University, USA

PRODUCTION
production@msp.org

Silvio Levy, Scientific Editor

See inside back cover or msp.org/ant for submission instructions.

The subscription price for 2019 is US $385/year for the electronic version, and $590/year (+$60, if shipping outside the US) for print and electronic.
Subscriptions, requests for back issues and changes of subscriber address should be sent to MSP.

Algebra & Number Theory (ISSN 1944-7833 electronic, 1937-0652 printed) at Mathematical Sciences Publishers, 798 Evans Hall #3840, c/o Uni-
versity of California, Berkeley, CA 94720-3840 is published continuously online. Periodical rate postage paid at Berkeley, CA 94704, and additional
mailing offices.

ANT peer review and production are managed by EditFLOW® from MSP.

PUBLISHED BY

mathematical sciences publishers
nonprofit scientific publishing

http://msp.org/
© 2019 Mathematical Sciences Publishers

http://dx.doi.org/10.2140/ant
mailto:production@msp.org
http://dx.doi.org/10.2140/ant
http://msp.org/
http://msp.org/


Algebra & Number Theory
Volume 13 No. 9 2019

1983Proof of a conjecture of Colliot-Thélène and a diophantine excision theorem
JAN DENEF

1997Irreducible characters with bounded root Artin conductor
AMALIA PIZARRO-MADARIAGA

2005Frobenius–Perron theory of endofunctors
JIANMIN CHEN, ZHIBIN GAO, ELIZABETH WICKS, JAMES J. ZHANG, XIAOHONG ZHANG and HONG

ZHU

2057Positivity of anticanonical divisors and F-purity of fibers
SHO EJIRI

2081A probabilistic approach to systems of parameters and Noether normalization
JULIETTE BRUCE and DANIEL ERMAN

2103The structure of correlations of multiplicative functions at almost all scales, with applications to the Chowla
and Elliott conjectures

TERENCE TAO and JONI TERÄVÄINEN

2151VI-modules in nondescribing characteristic, part I
ROHIT NAGPAL

2191Degree of irrationality of very general abelian surfaces
NATHAN CHEN

2199Lower bounds for the least prime in Chebotarev
ANDREW FIORI

2205Brody hyperbolicity of base spaces of certain families of varieties
MIHNEA POPA, BEHROUZ TAJI and LEI WU

1937-0652(2019)13:9;1-4

A
lgebra

&
N

um
ber

Theory
2019

Vol.13,
N

o.9


	1. Introduction
	Idea behind the shift theorem
	Some consequences of the shift theorem
	Relations to other works
	Further comments and questions
	Outline of the paper

	2. Overview of VI-modules
	The monoidal category of Joyal and Street
	The algebra A
	Definition of a VI-module
	Local cohomology and saturation

	3. Induced and semiinduced VI-modules
	Semiinduced modules

	4. The shift theorem
	The shift and the difference functors, I
	The shift and the difference functors, II
	Derived saturated objects
	The case of nondescribing characteristic

	The shift theorem

	5. Some consequences of the shift theorem
	Stable degree and the q-polynomiality of dimension
	Finiteness of local cohomology and regularity
	Representation stability in characteristic zero
	Classification of indecomposable injectives in characteristic zero
	Finiteness of injective dimension in characteristic zero

	Acknowledgments
	References
	
	

