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Gorenstein-projective and
semi-Gorenstein-projective modules

Claus Michael Ringel and Pu Zhang

Let A be an artin algebra. An A-module M will be said to be semi-Gorenstein-projective provided
that Ext' (M, A) = 0 for all i > 1. All Gorenstein-projective modules are semi-Gorenstein-projective
and only few and quite complicated examples of semi-Gorenstein-projective modules which are not
Gorenstein-projective have been known. One of the aims of the paper is to provide conditions on A such
that all semi-Gorenstein-projective left modules are Gorenstein-projective (we call such an algebra left
weakly Gorenstein). In particular, we show that in case there are only finitely many isomorphism classes
of indecomposable left modules which are both semi-Gorenstein-projective and torsionless, then A is left
weakly Gorenstein. On the other hand, we exhibit a 6-dimensional algebra A with a semi-Gorenstein-
projective module M which is not torsionless (thus not Gorenstein-projective). Actually, also the A-dual
module M* is semi-Gorenstein-projective. In this way, we show the independence of the total reflexivity
conditions of Avramov and Martsinkovsky, thus completing a partial proof by Jorgensen and Sega. Since
all the syzygy-modules of M and M* are 3-dimensional, the example can be checked (and visualized)
quite easily.

1. Introduction

1.1. Notations and definitions. Let A be an artin algebra. All modules will be finitely generated.
Usually, the modules we are starting with will be left modules, but some constructions then yield
right modules. Let mod A be the category of all finitely generated left A-modules and add(A) the full
subcategory of all projective modules.

If M is a module, let PM be a projective cover of M, and 2M the kernel of the canonical map
PM — M. The modules Q' M with ¢ > 0 are called the syzygy modules of M. A module M is said to be
Q-periodic provided that there is some ¢ > 1 with Q'M = M.

The right A-module M* = Hom(M, A) is called the A-dual of M. Let ¢p; : M — M** be defined
by ¢y (m)(f) = f(m) form e M, f € M*. A module M is said to be forsionless provided that M is a
submodule of a projective module, or, equivalently, provided that ¢, is injective. A module M is called
reflexive provided that ¢, is bijective.
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Let Tr M be the cokernel of f*, where f is a minimal projective presentation of M (this is the canonical
map P(Q2M) — PM). Note that Tr M is a right A-module, called the transpose of M.
A complete projective resolution is a (double infinite) exact sequence

P':---—>P_1—>PO£>P1—>-.-

of projective left A-modules, such that Hom4 (P*, A) is again exact. A module M is Gorenstein-projective,
if there is a complete projective resolution P* with M isomorphic to the image of d°.

A module M will be said to be semi-Gorenstein-projective provided that Ext' (M, A) =0 for all i > 1.
All Gorenstein-projective modules are semi-Gorenstein-projective. If M is semi-Gorenstein-projective,
then so is QM. Denote by gp(A) the class of all Gorenstein-projective modules and by *A the class
of all semi-Gorenstein-projective modules. Then gp(A) C *A. We propose to call an artin algebra
A left weakly Gorenstein provided that *A = gp(A), i.e., any semi-Gorenstein-projective module is
Gorenstein-projective. (And A is said to be right weakly Gorenstein if its opposite algebra A°P is left
weakly Gorenstein.)

The first aim of the paper is to provide a systematic treatment of the relationship between semi-
Gorenstein-projective modules and Gorenstein-projective modules, see theorems 1.2 to 1.4. Some of these
results are (at least partially) known or can be obtained from the literature, in particular see the paper
[B3] by Beligiannis, but we hope that a unified, elementary and direct presentation may be appreciated.

1.2. First, we have various characterizations of the left weakly Gorenstein algebras.

Theorem. Let A be an artin algebra. The following statements are equivalent:
(1) A is left weakly Gorenstein.
(2) Any semi-Gorenstein-projective module is torsionless.
(3) Any semi-Gorenstein-projective module is reflexive.
(4) For any semi-Gorenstein-projective module M, the map ¢y is surjective.
(5) For any semi-Gorenstein-projective module M, the module M* is semi-Gorenstein projective.
(6) Any semi-Gorenstein-projective module M satisfies Ext'(M*, A,) = 0.
(7) Any semi-Gorenstein-projective module M satisfies Ext'(Tr M, A ) = 0.
The equivalence of (1) and (2) was published by Huang—Huang [HH, Theorem 4.2].

1.3. The next result concerns artin algebras with finitely many indecomposable semi-Gorenstein-
projective modules or with finitely many indecomposable torsionless modules.

Theorem. If the number of isomorphism classes of indecomposable modules which are both semi-
Gorenstein-projective and torsionless is finite, then A is left weakly Gorenstein and any indecomposable
nonprojective semi-Gorenstein-projective module is Q2-periodic.

This combines two different directions of thoughts. First of all, Yoshino [Y] has shown that for
certain commutative rings R (in particular all artinian commutative rings) the finiteness of the number
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of isomorphism classes of indecomposable semi-Gorenstein-projective R-modules implies that R is left
weakly Gorenstein. This was generalized to artin algebras by Beligiannis [B3, Corollary 5.11]. Second,
according to Marczinzik [M1], all torsionless-finite artin algebras (these are the artin algebras with only
finitely many isomorphism classes of torsionless indecomposable modules) are left weakly Gorenstein.
Note that a lot of interesting classes of artin algebras are torsionless-finite, see 3.6.

1.4. If C is an extension-closed full subcategory of mod A, then the embedding of C into mod A provides
an exact structure on C, called its canonical exact structure (for the basic properties of exact structures, see
for example [K, Appendix A]). An exact category F is called a Frobenius category provided that it has
enough projective and enough injective objects and that the projective objects in F are just the injective
objects in F. We denote by P(F) (and by Z(F)) the full subcategory of the projective (respectively
injective) objects in F.

The subcategories gp(A) and A are extension-closed, and with its canonical exact structure gp(A) is
Frobenius with P(gp(A)) = add A [B2, Prop. 3.8]. Thus, if A is left weakly Gorenstein, then F = gp(A)
is an extension-closed full subcategory of mod A which is Frobenius with the canonical exact structure
and satisfies P(F) C +A C F. The following result shows that these properties characterize left weakly
Gorenstein algebras.

Theorem. Let A be an artin algebra and F an extension-closed full subcategory of mod A such that F
is a Frobenius category with respect to its canonical exact structure. If P(F) C *A C F, then A is left
weakly Gorenstein and F = gp(A).

A full subcategory C of mod A is said to be resolving provided that it contains all the projective modules
and is closed under extensions, direct summands and kernels of surjective maps. Note that *A and gp(A)
are resolving subcategories.

Corollary 1. Let A be an artin algebra and F a resolving subcategory of mod A with A C F. Assume

that F with its canonical exact structure is a Frobenius subcategory. Then A is left weakly Gorenstein and
F = gp(A).
Taking F = A in Theorem 1.4 we get

Corollary 2. An artin algebra A is left weakly Gorenstein if and only if A with its canonical exact

structure is a Frobenius subcategory.

We remark that gp(A) is the largest resolving Frobenius subcategory of mod A (compare [B1, Prop.
2.13, Theorem 2.11], [B2, p.145], and [B3, p.1989]; also [ZX, Prop. 5.1]). This implies Theorem 1.4 and
the two corollaries (as one of the referees has pointed out).

1.5. The U-quiver of an artin algebra A. The main tool used in the paper are the operator U, and the
U-quiver of A. Here are the definitions.

Recall that a map f : M — M’ is said to be left minimal provided that any map h : M — M’ with
hf = f is an automorphism [AR1]. A left add(A)-approximation will be called minimal provided that
it is left minimal. We denote by UM the cokernel of a minimal left add(A)-approximation of M. (The
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symbol U, pronounced “agemo”, should be a reminder that U has to be considered as a kind of inverse of
2.) It turns out that the operator U coincides with Tr €2 Tr, which has been studied by Auslander and
Reiten in [AR2]. See Subsection 4.4, and also 4.7.

Let w: M — P be a minimal left add(A)-approximation with cokernel map = : P — OM. If M is
indecomposable and not projective, then the image of w is contained in the radical of P, thus 7 is a
projective cover. If M is, in addition, torsionless (so that w is injective), then UM is indecomposable and
not projective, and QUM ~ M.

The O-quiver of A has as vertices the isomorphism classes [X] of the indecomposable nonprojective
modules X and there is an arrow

[X] =----[0X]

for any torsionless (indecomposable, nonprojective) module X. (We hope that the reader is not irritated by
the chosen orientation of the arrow: it corresponds to the usual convention when dealing with Ext-quivers.)
A component of the U-quiver will be called an G-component; a path in the U-quiver will be called an
O-path.

In the U-quiver, an arrow ending at [ X] starts at [0 X], thus for any vertex [X], there is at most one
arrow ending in [ X]. If [Z] is the start of an arrow, say Z >~ U X for some vertex [ X], then X ~ QUX ~QZ
implies that the arrow is uniquely determined. This shows that at any vertex of the U-quiver, at most one

arrow starts and at most one arrow ends. As a consequence, we have:

Proposition. Any O-component is a linearly oriented quiver A, with n > 1 vertices, or an oriented
cycle A,, with n+1 > 1 vertices, or of the form —N, or N, or Z.

Note that we consider any subset / of Z as a quiver, with arrows from z to z—1 (provided that both
z—1 and z belong to I). For example, the interval {1, 2, ..., n} is the quiver A,, with linear orientation
(with 1 being the unique sink and n the unique source). Here are the quivers —N and N:

<~<--0=<--0<--0 O<--0=<--0=<=—-= ="
—N N

As we will see in 7.7, all cases mentioned here can arise as U-components.

An indecomposable nonprojective module M will be said to be of U-fype A where A € {A,,, &n,—N, N, Z}
in case the U-component containing [M] is of the form A.

Let us collect what can be read out about an indecomposable nonprojective module when looking at its
position in the U-quiver. Recall that a module M is said to be ¢-torsionfree, provided Ext' (Tr M, A,) =0
for 1 <i <t (and oo-torsionfree, provided Ext' (Tr M, A ) = 0 for all i > 1); the definition is due to
Auslander (see [Al, Br, AB)).

Theorem. Let M be an indecomposable nonprojective module.
(0) [M] is an isolated vertex if and only if Ext' (M, A) # 0 and M is not torsionless.

(1) [M] is the start of a path of length t > 1 if and only if Ext/(M, A) =0 for 1 <i <t. In particular,
[M] is the start of an arrow if and only if Ext'(M, A) = 0.
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(1) [M] is the start of an infinite path if and only if M is semi-Gorenstein-projective.
(1”) [M] is of G-type —N if and only if M is semi-Gorenstein-projective, but not Gorenstein-projective.

(2) [M] is the end of a path of length t > 1 if and only if M is t-torsionfree for 1 <i <t, if and only
if O'='M is torsionless for 1 <i < t. In particular, [M] is the end of an arrow if and only if M is
torsionless; and [ M] is the end of a path of length 2 if and only if M is reflexive.

(2") [M] is the end of an infinite path if and only if M is oco-torsionfree, if and only if M is reflexive and
M* is semi-Gorenstein-projective.

(2") [M] is of G-type N if and only if M is co-torsionfree, but not Gorenstein-projective.

(3) [M] is the start of an infinite path and also the end of an infinite path if and only if M is Gorenstein-
projective. M is of U-type Z if and only if M is Gorenstein-projective and not Q2-periodic. M is of
O-type A, for some n > 0 if and only if M is Gorenstein-projective and Q-periodic.

(4) A-duality provides a bijection between the isomorphism classes of the reflexive indecomposable
A-modules of G-type A, and the isomorphism classes of the reflexive indecomposable A°P-modules of
O-type A,. Thus, for any n > 3, A has U-components of form A, if and only if A°° has G-components
of form A,,.

(5) A-duality provides a bijection between the isomorphism classes of the reflexive indecomposable
A-modules of U-type N and the isomorphism classes of the reflexive indecomposable A°°-modules of
O-type —N. Thus, A has G-components of form N if and only if A°? has U-components of form —N.

Remark 1. Characterizations of Gorenstein-projective modules. The U-quiver shows nicely that an
indecomposable module M is Gorenstein-projective if and only if both M and Tr M are semi-Gorenstein-
projective, if and only if M is reflexive and both M and M* are semi-Gorenstein projective: See (1'), (2')
and (3).

Remark 2. Symmetry. The O-quiver shows a symmetry between the semi-Gorenstein-projective
modules and the oo-torsionfree modules: An indecomposable nonprojective module M is semi-Gorenstein-
projective provided there is an infinite O-path starting in M; and M is oco-torsionfree, provided there is
an infinite U-path ending in M.

Remark 3. Weakly Gorenstein algebras. An artin algebra A is left weakly Gorenstein if and only if
there are no modules of U-type —N, see (1”). Similarly, A is right weakly Gorenstein if and only if there
are no modules of G-type N, see (2”) and (5).

1.6. The first example of a semi-Gorenstein-projective module which is not Gorenstein-projective was
constructed by Jorgensen and Sega [JS] in 2006, for a commutative algebra of dimension 8. Recently,
Marczinzik [M2] presented some noncommutative algebras with semi-Gorenstein-projective modules
which are not Gorenstein-projective. In 6.1, we exhibit a class of 6-dimensional k-algebras A(g) with
parameter g € k \ {0} and a family M («) of 3-dimensional indecomposable A (g)-modules (with o € k)
in order to find new examples:
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Theorem. Let A(qg) be the 6-dimensional algebra defined in 6.1. If the multiplicative order of
q is infinite, then the A-modules M (q) and M (q)* both are semi-Gorenstein-projective, but M(q) is
not torsionless, thus not Gorenstein-projective; all the syzygy modules Q'M(q) and Q' (M(q)*) with
t > 0 are 3-dimensional and indecomposable; the module M (q)** ~ QM (1) is also 3-dimensional, but

decomposable.

Addendum. For any g, the A(q)-modules M () with a € k\ g% are Gorenstein-projective. Thus, if
k is infinite, then there are infinitely many isomorphism classes of 3-dimensional Gorenstein-projective

modules.

1.7. Independence of the total reflexivity conditions. It was asked by Avramov and Martsinkowsky
[AM] whether the following conditions which characterize the Gorenstein-projective modules, are

independent.

(G1) The A-module M is semi-Gorenstein-projective.
(G2) The A-dual M* = Hom(M, 4A) of M is semi-Gorenstein-projective.
(G3) The A-module M is reflexive.

Theorem. For artin algebras, the conditions (G1), (G2) and (G3) are independent.

Proof. Theorem 1.6 provides a A(g)-module M (namely M = M (q)) satisfying the conditions (G1), (G2)
and not (G3). It remains to use the following proposition. (|

Proposition. If a module M is semi-Gorenstein-projective and not Gorenstein-projective, then Q>M
satisfies (G1) and (G3), but not (G2).

If a module M’ satisfies (G1) and (G3), but not (G2), then N = (M')* is a right module satisfying (G2)
and (G3), but not (G1).

Proof. Let M be semi-Gorenstein-projective and not Gorenstein-projective. Then Q>M is reflexive and
semi-Gorenstein-projective. By Lemma 2.5, (Q>M)* = Tr M. Thus (Q>M)* is not semi-Gorenstein-
projective (otherwise, M is Gorenstein-projective).

If M’ satisfies (G1) and (G3), but not (G2), then (M")* is reflexive and (M’)** = M’ is semi-Gorenstein-
projective, i.e., N = (M’)* satisfies (G2) and (G3), but not (G1). U

Actually, for our example A = A(gq), there is also an A-module which satisfies (G2), (G3), but not
(G1), namely the module M (1), see 7.5.

In [JS], where Jorgensen and Sega present the first example of a semi-Gorenstein-projective module
which is not Gorenstein-projective, they also exhibited modules satisfying (G1), (G3), but not (G2), and
modules satisfying (G2), (G3), but not (G1). The algebra A considered in [JS] is commutative. It is an
open problem whether there exists a commutative ring A with a module M satisfying (G1), (G2), but
not (G3). The forthcoming paper [RZ4] will be devoted to a better understanding of the modules M with
both M and M* being semi-Gorenstein-projective.
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1.8. Outline of the paper. The proofs of theorems 1.2, 1.3 and 1.4 are given in sections 2, 3 and 5,
respectively. We use what we call (as a shorthand) approximation sequences, namely exact sequences

0O=-X—->Y—>Z—-0

with Y projective and Ext' (Z, A) = 0, see section 2. Of special interest are the approximation sequences
with both X and Z indecomposable and nonprojective; in this case, we have X = QZ and Z = UX, and
we call them U-sequences, see section 3.

Section 4 deals with the U-quiver of A. An essential ingredient in this setting seems to be Corollary
4.4. The corresponding Remark 1 in 4.4 asserts that the kernel of the canonical map ' M — (O'M)** is
equal to Ext'T!(Tr M, A4), and its cokernel is equal to Ext'*2(Tr M, A ,), for all ¢ > 0.

In sections 6 and 7, we present the 6-dimensional algebra A = A(g) depending on a parameter g € k\ {0},
which we need for Theorem 1.6. We analyze some 3-dimensional representations which we denote by
M (o) with o € k. Essential properties of the modules M (o) can be found in 6.3 to 6.5; they are labeled
by (1) to (9). The properties (1) to (5) in 6.3 are those which are needed in order to exhibit a module,
namely M (g), which is semi-Gorenstein-projective, but not torsionless, provided the multiplicative order
of ¢ is infinite (see 6.4). The remaining properties (6) to (9) in 6.5 show, in particular, that in case the
multiplicative order of ¢ is infinite, also the A-dual M (¢)* of M (q) is semi-Gorenstein-projective. The
proof of Theorem 1.6 and its Addendum is given in 6.7 and 6.8. In 7.1 and 7.2, some components of the
U-quivers of the algebras A and A°P are described.

The final sections 8 and 9 add remarks and mention some open questions.

1.9. Terminology. We end the introduction with some remarks concerning the terminology and its
history. The usual reference for the introduction of Gorenstein-projective modules (under the name
modules of Gorenstein dimension zero) is the Memoirs by Auslander and Bridger [AB] in 1969. Actually,
in his thesis [Br], Bridger attributes the concept of the Gorenstein dimension to Auslander: In January 1967,
Auslander gave four lectures at the Séminaire Pierre Samuel (see the notes [A1] by Mangeney, Peskine
and Szpiro). In these lectures, he discussed the class of all reflexive modules M such that both M and
M* are semi-Gorenstein-projective modules and denoted it by G(A) [A1, Definition 3.2.2]. Thus G(A)
is the class of the Gorenstein-projective modules and the conditions (G1), (G2) and (G3) served as the
first definition. In [AB, Proposition 3.8], it is shown that a module M belongs to G (A) if and only if both
M and Tr M are semi-Gorenstein-projective. Of course, we should stress the following: Whereas some
formulations in [AB] assume that the ring A in question is a commutative noetherian ring, all the essential
considerations in [A1l, Br, AB] are shown in the setting of an abelian category with enough projectives,
and of the category of finitely generated modules over a, not necessarily commutative, noetherian ring.
Enochs and Jenda [EJ1, EJ2] have reformulated the definition of Gorenstein-projective modules in terms
of complete projective resolutions, see also [Chr]. Several other names for the Gorenstein-projective
modules are in use, they are also called “totally reflexive” modules [AM], and “maximal Cohen—Macaulay”
modules [Buch] and “Cohen—Macaulay”” modules [B2].
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We should apologize that we propose a new name for the modules M with Ext' (M, A) =0 forall i > 1,
namely semi-Gorenstein-projective. These modules have been called for example “Cohen—Macaulay
modules” or “stable modules”. However, the name “Cohen—Macaulay module” is in conflict with its
established use for commutative rings, and, in our opinion, the wording “stable” may be too vague as a
proper identifier. We hope that the name semi-Gorenstein-projective describes well what is going on: that
there is something like a half of a complete projective resolution (“semi” means “half”’). We also propose
the name left weakly Gorenstein for an algebra A with gp(A) = A (in contrast to “nearly Gorenstein” in
[M2]); of course, a Gorenstein algebra A satisfies gp(A) = LA, but the algebras with gp(A) = *4 seem
to be quite far away from being Gorenstein. The left weakly Gorenstein algebras have also been called
“algebras with condition (GC)” in [CH].

2. Approximation sequences. Proof of Theorem 1.2

2.1. Lemma. Lete¢ : 0 - X 25> Y =5 Z — 0 be an exact sequence with Y projective. Then the

following conditions are equivalent:
(1) w is a left add(A)-approximation.
(i) Ext'(Z, A) =
(iii) The A-dual sequence €* of € is exact.

An exact sequence 0 - X — Y — Z — 0 with Y projective satisfying the equivalent properties will

be called in this paper an approximation sequence (this is just a shorthand, since it is too vague to be used
in general). One may observe that the conditions (i), (ii) and (iii) are equivalent for any exact sequence
€:X 2> Y — Z — 0 with Y projective, even if w is not injective, but we are only interested in the short
exact sequences.
Proof of the equivalence of the properttes Since Y is projective, applying Hom(—, A) to € we get the
exact sequence 0 — Z* LN v* 25 x* s Ext! (Z, A) — 0. Note that w is a left add(A)-approximation
if and only if w™* is surjective. From this we get the equivalence of (i) and (ii) and the equivalence of (ii)
and (iii). Il

2.2. Also the following basic lemma is well-known (see, for example [R]).

Lemma. Let P_, S, Py %> Py be an exact sequence of projective modules and let g = up be a
factorization with p : Py — I epi and u : I — Py mono. Then P*, J P§ Ll P} is exact if and only if
u is a left add(A)-approximation.

For the convenience of the reader, we insert the proof.

Proof. Since f*g* = (gf)* = 0, we have Img* C Ker f*. Assume now that u is a left add(A)-
approximation and let 4 € Ker f*, thus Af = 0. Since p is a cokernel of f, there is 4’ with h = h’p.
Since u is a left add(A)-approximation, there is " with i’ =h"u. Thus h=h'p=h"up =h"g = g*(h")
belongs to the image of g*, there also Ker f* C Im g*.
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Conversely, we assume that Im g* = Ker f* and let 4 : I — A be a map. Then hpf = 0, so that
f*(hp) =0. Therefore hp belongs to Ker f*, thus to Im g*. There is h” € P; with hp =g*(h") =h"g =
h"up, and therefore h = h'"u. O

This Lemma will be used in various settings, see 4.3.

2.3. A semi-Gorenstein-projective and Q2-periodic module is Gorenstein-projective.

Proof. Let M be semi-Gorenstein-projective and assume that Q' M = M for some r > 1. Let - -- — P; —
-+ — Py — M — 0 be a minimal projective resolution of M. Then

0O-QM—-P_— - > P> M-—0 (+)

is the concatenation of approximation sequences. Since Q'M = M, we can concatenate countably many
copies of (+) in order to obtain a double infinite acyclic chain complex of projective modules. As
a concatenation of approximation sequences, it is a complete projective resolution. Therefore, M is
Gorenstein-projective. U

2.4. Here are two essential observations.

(@) Let 0 > X — Y — Z — 0 be an approximation sequence. Then ¢y is surjective if and only if Z is
torsionless. We can also say: X is reflexive if and only if Z is torsionless.
(b) Let 0 > X — Y — Z — 0 be an approximation sequence. Then Ext'(X*, A4) = 0 if and only if

¢z is surjective.

Proof of (a) and (b). Since 0 — X 2> Y = Z — 0 is an approximation sequence, it follows that

0> Z" T ¥* > X* = 0

is an exact sequence of right A-modules. This induces an exact sequence

T

0—- X" > VY™ "5 7% > Exti\(X*, A —0

of left A-modules, and we obtain the commutative diagram

0O —— X — s vy 5 7 0

bl b

"~ g Ext'(X*, A;) —> 0.

T

By the Snake lemma, the kernel of ¢~ is isomorphic to the cokernel of ¢x, Thus ¢ is a monomorphism
if and only if ¢x is an epimorphism. Since X is torsionless, X is reflexive if and only if ¢y is surjective.
This is (a).

By the commutative diagram above, we see that ¢ is epic if and only if so is 7**, and if and only if
Extl, (X*, A4) = 0. This is (b). O

Corollary. A module X is reflexive if and only if both X and GX are torsionless.
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Proof. If X is reflexive, then it is torsionless. Thus we may assume from the beginning that X is torsionless.
Any minimal left add(A)-approximation X — Y is injective and its cokernel is UX. The exact sequence
0— X - Y - UX — 0 is an approximation sequence, and 2.4(a) asserts that X is reflexive if and only
if OX is torsionless. U

Remark. The assertion of the corollary can be strengthened as follows. For any module X, let us
denote by K X the kernel of the map ¢x : X — X**. Of course, K X is the kernel of any left add(A)-
approximation of X. Therefore X is torsionless if and only if K X = 0. Claim: The cokernel of the map
ox : X — X™ is isomorphic to KUX.

Proof. Let u : X — Y be a minimal add(A) approximation, say w1th cokernel p : Y — UX. The A-dual

of the exact sequence X — ¥ 25 UX — 0is 0 < X* oy £ (5x)* <0, smce u is an add(A)-

approximation. Using again A-duality, we obtain the exact sequence 0 — X** £ Y** LN (OGX)*™.
Thus there is the following commutative diagram with exact rows:

0 — x= o ym T pxr
Since ¢y is an isomorphism, the snake lemma yields Cok ¢px >~ Ker(¢;5x) = KUX. Il

In 4.4, we will rewrite both K X and KU X in order to obtain the classical Auslander—Bridger sequence
(see Corollary and Remark 1 in 4.4).

2.5. Lemma. Let M be a module with Ext' (M, A) = Ofori=1,2. Then Tr M =~ (Q2M)* and there is
a projective module Y such that M* ~ Q*TrM @Y.

Proof. Letw : PM — M and '’ : PQM — QM be projective covers with inclusion maps w : QM — PM
and o' : Q°M — PQM. Then wrr’ is a minimal projective presentation of M. By definition, Tr M is the
cokernel of (w7’)*. Since Ext' (M, A) =0 for i = 1, 2, the exact sequences

0 2M L POM X5 QM -0, 0> QM 2> PM >7>> M — 0
are approximation sequences. As a consequence, the corresponding A-dual sequences
0« (2M)* &Y pam)y EX (@MY <0, 0« (QM)* < (PM)* &= M* <0
are exact. The concatenation
er 0 (@M L (pamyt L (pMyt - MF 0

shows that (Q%M)* is a cokernel of (wr’)*, thus Tr M ~ (Q?M)*. In addition, € shows that Q> Tr M =
Q*(Q*M)* is the direct sum of M* and a projective module Y. O

2.6. Proof of Theorem 1.2
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(1) implies (2) to (7): This follows directly from well-known properties of Gorenstein-projective
modules. Namely, assume (1) and let M be Gorenstein-projective. Then M is reflexive, this yields (3),
but, of course, also (2) and (4). Second, M* is Gorenstein-projective, thus semi-Gorenstein-projective,
therefore we get (5) and (6). Finally, Tr M is Gorenstein-projective, thus semi-Gorenstein-projective,
therefore we get (7).

Both (3) and (4) imply (2): Let M be semi-Gorenstein-projective. Consider the approximation sequence
0— QM — PM — M — 0 and note that QM is again semi-Gorenstein-projective. If (3) or just (4)
holds, we know that ¢ is surjective, thus by 2.4 (a), M is torsionless.

Both (6) and (7) imply (2): Let M be semi-Gorenstein-projective. Consider the approximation
sequences 0 — QM — PM —- M — 0and 0 - Q°M — PM — QM — 0. Since M is semi-Gorenstein-
projective, also 22M is semi-Gorenstein-projective. If (6) holds, we use (6) for 2>M in order to see that
Ext! (QZM)*, A) =0. If (7) holds, we use (7) for M in order to see that Ext! (Tr M, A4) =0. According
to 2.5, we see that Tr M = (Q22M)*. Thus in both cases (6) and (7), we have Ext! (22M)*, A,) = 0.
According to 2.4 (b), it follows from Ext! (Q2M)*, Ay) = 0 that ¢y is surjective. By 2.4 (a), M is
torsionless.

Trivially, (5) implies (6). Altogether we have shown that any one of the assertions (3) to (7) implies (2).

It remains to show that (2) implies (1). Let M be semi-Gorenstein-projective and torsionless. We
want to show that M is Gorenstein-projective. Let M; = 5’ M for all i > 0 (with My = M). Since M,
is torsionless, there is an approximation sequence 0 - Mo — P; — M| — 0, and M| is again semi-
Gorenstein-projective. By assumption, M is again torsionless. Inductively, starting with a torsionless
module M;, we obtain an approximation sequence €; : 0 - M; — P;y; — M;;1 — 0, we conclude
that with M; also M;, is semi-Gorenstein-projective. By (2) we see that M, is torsionless, again.
Concatenating a minimal projective resolution of M with these approximation sequences ¢;, for 0 <1i, we
obtain a complete projective resolution of M. g

3. U-sequences. Proof of Theorem 1.3

3.1. An approximation sequence 0 — X — ¥ — Z — 0 will be called an U-sequence provided that
both X and Z are indecomposable and not projective (the relevance of such sequences was stressed
already in [RX]).

Lemma. An approximation sequence is the direct sum of U-sequences and an exact sequence 0 —

X' —Y — Z'— 0with X', Z' (thus also Y') being projective.

Proof. Let 0 - X %5 ¥ =5 Z — 0 be an approximation sequence. Since Y is projective and 7 is
surjective, a direct decomposition Z = Z| @ Z; yields a direct sum decomposition of the sequence. Since
w is a left add(A)-approximation, there is also the corresponding assertion: If X = X @ X, then X sy
is the direct sum of two maps X| — Y| and X, — Y>, thus again we obtain a direct sum decomposition of
the sequence. This shows that for an indecomposable approximation sequence 0 - X —> ¥ = Z — 0,
the modules X and Z are indecomposable or zero (and, of course, not both can be zero).
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If Z is indecomposable and projective, then the sequence 0 - X — Y — Z — 0 splits off 0 —
0> 2757 0, thus X = 0. Similarly, if X is indecomposable and projective, then the sequence
0—>X—>Y—>Z—>05p1itsoff0—>XL)X—>O—>O,thusZ:O.

It remains that 0 - X — Y — Z — 0 is an approximation sequence with both X and Z being
indecomposable and nonprojective. (|

3.2. Lemma. Lete : 0 - X = Y =5 Z — 0 be an exact sequence. The following conditions are

equivalent:

(i) € is an U-sequence.

(i) X and Z are indecomposable and not projective, w is a minimal left add(A)-approximation, 1 is a

projective cover, X = QZ, Z = UX.
(i) X is indecomposable and not projective, w is a minimal left add(A)-approximation.
(iv) Z is indecomposable and not projective, w is a projective cover, and Ext!(Z, A) = 0.
v) X =QZ, Y is projective, Z =0UX, and X is indecomposable.
(vi) X =QZ, Y is projective, Z = UOX, and Z is indecomposable.

Proof. (i) implies (ii): Let € be an U-sequence. Then w has to be minimal, since otherwise € would split
off a nonzero sequence of the form 0 — 0 — P L, P> 0with P projective. Similarly, 7 has to be a
projective cover, since otherwise € would split off a nonzero sequence of the form 0 — P P00
Since w is a minimal left add(A)-approximation and Z is the cokernel of w, we see that Z = UX. Since
7 is a projective cover of Z and X is its kernel, X = QZ.

(ii) collects all the relevant properties of an U-sequence. The condition (iii), (iv), (v) and (vi) single
out some of these properties, thus (ii) implies these conditions.

(iii) implies (i): Since X is indecomposable and not projective, € has no direct summand 0 — P RN
P — 0 — 0. Since w is left minimal, € has no direct summand 0 - 0 — P ELEN RN Similarly, (iv)
implies (i).

Both (v) and (vi) imply (i): Since Z = U X, we have Ext!(Z, A) =0. This shows that the sequence is an
approximation sequence. Since X = QZ, the sequence ¢ has no direct summand of the form 0 — P LI
P — 0— 0. Since Z = U X, the sequence € has no direct summand of the foorm 0 — 0 — P L p-o.
Thus, € is a direct sum of U-sequences. Finally, since X or Z is indecomposable, € is an U-sequence. [J

3.3. Corollary. If M is indecomposable, nonprojective, semi-Gorenstein-projective, then QM is
indecomposable, nonprojective, semi-Gorenstein-projective and M = GQM.

Proof. Since M is semi-Gorenstein-projective module, the canonical sequence € : 0 - QM — PM —
M — 0 is an approximation sequence. Since M is indecomposable and not projective, and PM — M is
a projective cover, € is an U-sequence, thus QM is indecomposable and nonprojective, and M = UQM,
by 3.2. Of course, with M also QM is semi-Gorenstein-projective. O
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3.4. Lemma. If the number of isomorphism classes of indecomposable modules which are both semi-
Gorenstein-projective and torsionless is finite, then any indecomposable nonprojective semi-Gorenstein-

projective module M is Q-periodic.

Proof. According to 3.3, the modules ' M with ¢ > 1 are indecomposable modules which are torsionless
and semi-Gorenstein-projective. Since there are only finitely many isomorphism classes of indecomposable
torsionless semi-Gorenstein-projective modules, there are natural numbers 1 < s < ¢ with Q*M = Q' M.
Then

M=U'QLM=0CQM=Q M and t—s>1,
thus M is Q-periodic. U

3.5. Proof of Theorem 1.3 We assume that the number of isomorphism classes of indecomposable
torsionless semi-Gorenstein-projective modules is finite. According to 3.4, any indecomposable nonpro-
jective semi-Gorenstein-projective module is 2-periodic. 2.3 shows that any semi-Gorenstein-projective

Q-periodic module is Gorenstein-projective. (|

Remark. One of the referees has pointed out that Theorem 1.3 can be improved by replacing the class
of all torsionless modules by an arbitrary full subcategory X which is closed under direct summands,
contains add(A), and contains for any indecomposable module M at least one syzygy module Q" M. If
LAN X contains only finitely many isomorphism classes of indecomposable modules, then A is left weakly

Gorenstein and any Gorenstein-projective module is Q-periodic.

3.6. Torsionless-finite algebras. An artin algebra A is said to be forsionless-finite if there are only
finitely many isomorphism classes of indecomposable torsionless modules. Theorem 1.3 implies that
any torsionless-finite artin algebra is left weakly Gorenstein, as Marczinzik [M1] has shown. If A is
torsionless-finite, also A°P is torsionless-finite [R], thus a torsionless-finite artin algebra is also right
weakly Gorenstein. Note that many interesting classes of algebras are known to be torsionless-finite. In
particular, we have

The following algebras are torsionless-finite, hence left and right weakly Gorenstein.

(1) Algebras A such that A/ soc(4A) is representation-finite.
(2) Algebras stably equivalent to hereditary algebras, in particular all algebras with radical square zero.
(3) Minimal representation-infinite algebras.

(4) Special biserial algebras without indecomposable projective-injective modules.

See for example [R], where also other classes of torsionless-finite algebras are listed.
Chen [Che] has shown that a connected algebra A with radical square zero either is self-injective, or
else all the Gorenstein-projective modules are projective. The assertion that algebras with radical square

zero are weakly Gorenstein complements this result.
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4. The G-quiver

4.1. We recall that the U-quiver of A has as vertices the isomorphism classes [ X ] of the indecomposable
nonprojective modules X and there is an arrow

[X] =---- [Z]

provided that X is torsionless and Z = UX, thus provided that there exists an U-sequence 0 — X —
Y - Z — 0. We will also write the vertex [X] simply as X.

4.2. The A-dual of an U-sequence.

Lemma. (a) Lete : 0 > X — Y — Z — 0 be an approximation sequence and assume that X is
reflexive. Then Ext' (X*, Ax) = 0 if and only if Z is reflexive, if and only if the A-dual €* of € is again an
approximation sequence.

b)Lete:0— X — Y — Z — 0 be an U-sequence with X reflexive. Then Z is reflexive, if and only if
the A-dual €* of € is again an U-sequence.

Proof. (a) By 2.4(a), we see that Z is always torsionless. Thus 2.4(b) shows that Ext!(X*, Ay) =0 if
and only if Z is reflexive. First, assume that Z is reflexive. Then Ext! (X*, Ay) =0, and therefore we see
that the A-dual sequence €* is exact. We dualize a second time: the sequence €** is isomorphic to the
sequence €, since the three modules X, Y, Z are reflexive. This means that ¢** is exact, and therefore €*
is an approximation sequence. Second, conversely, if €* is an approximation sequence, then it is exact,
and therefore Ext! (X*, A4) = 0, thus Z is reflexive.

(b) Assume now that € is an U-sequence. First, assume that Z is reflexive. Since X, Z both are reflexive,
indecomposable and nonprojective, also X* and Z* are indecomposable and nonprojective, as we will
show below. Thus €* is an U-sequence. Conversely, if € is an U-sequence, then it is an approximation
sequence and thus Z is reflexive by (a). O

We have used some basic facts about the A-dual M* of a module M.

(1) M* is always torsionless.
(2) If M is nonzero and torsionless, then M* is nonzero.

(3) If M is reflexive, indecomposable and nonprojective, then M* is reflexive, indecomposable and

nonprojective.

Proof. Here are the proofs (or see for example [L, p.144]). (1) There is a surjective map p : P — M with
P projective. Then p* : M* — P* is an embedding of M* into the projective module P*. The assertion
(2) is obvious.

(3) Let M be reflexive, indecomposable and nonprojective. Consider a direct decomposition M* =
N1 @ N, with N| #0 and N, # 0. Since M* is torsionless by (1), both modules N; and N, are torsionless,
therefore N # 0, N # 0, thus there is a proper direct decomposition M** = N @ N;. Since M is
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reflexive and indecomposable, this is impossible. Thus M* has to be indecomposable. If M* is projective,
then also M** is projective. Again, since M is reflexive, this is impossible.

It remains to show that M* is reflexive. Since M** is isomorphic to M, we see that M*** is isomorphic
to M*, thus the canonical map M* — M™*** has to be an isomorphism (since it is a monomorphism of
modules of equal length). O

4.3. Lemma 2.2 outlines the importance of left add(A)-approximations when dealing with exact
sequences of projective modules. Let us give a unified treatment of the relevance of approximation
sequences and of U-sequences.

(a) An exact sequence - -- — P~! — P L P! — ... is a complete projective resolution if and only
if it is the concatenation of approximation sequences.

(@") An indecomposable nonprojective module M is Gorenstein-projective if and only if [M] is the start
of an infinite O-path and the end of an infinite U-path.

(b) A module M is semi-Gorenstein-projective if and only if a projective resolution (or, equivalently,
any projective resolution) is the concatenation of approximation sequences.

(b") An indecomposable nonprojective module M is semi-Gorenstein-projective if and only if [M] is the
start of an infinite G-path.

(¢c) A module M is reflexive and M* is semi-Gorenstein-projective if and only if there is an exact
sequence 0 — M — P' — P% — ... which is the concatenation of approximation sequences.

(¢") An indecomposable nonprojective module M is reflexive and M* is semi-Gorenstein-projective if
and only if [M] is the end of an infinite G-path.

Proof. We use that the A-dual of an approximation sequence is exact, thus the A-dual of the concatenation
of approximation sequences is exact.

(a) Let P* be a double infinite exact sequence of projective modules with maps d’ : P! — Pi*+!. Write
d' = o'’ with ' epi and ' mono. If P* is a complete projective resolution, then the exactness of
(P*)* at (P')* implies that ' is a left add(A)-approximation, see 2.2. Thus P* is the concatenation of
approximation sequences.

(b)Let---—> P —> --- > P, > Py — M — 0 be a projective resolution of M. write the map
Piy1 — P; as w;r; with m; epi and w; mono. If the A-dual of the sequence - - - — P; — - -+ — Py is exact,
then all the maps w; with i > 1 have to be left add(A)-approximations. This shows that the projective
resolution is the concatenation of approximation sequences.

(b') Let M be indecomposable, nonprojective and semi-Gorenstein-projective. Since Ext! (M, A) =0,
the sequence 0 - QM — PM — M — 0 is an U-sequence and QM is again indecomposable and
nonprojective. Also, QM is semi-Gorenstein-projective. Thus, we can iterate the procedure and obtain
the infinite path

(1) oo em- [QPM] - [QM] «-- [M]
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Conversely, assume that there is an infinite path starting with [ ], then it is of the form (x). Thus, for all
i > 1, we have Ext' (M, A) ~ Ext!(Q'~1M, A) = 0.

Proof of (c) and (c’). Assume that there are given approximation sequences ¢; : 0 — M’ — Pitl
Mt — 0 for all i >0, with M® = M. Then all the modules M’ are torsionless, thus reflexive by 2.4(a).
In particular, M itself is reflexive. The A-dual of ¢; is the sequence

610« (M)« (PTH* « (M <0,

which again is an approximation sequence by 4.2(a). The concatenation of the sequences € is a projective
resolution of M* = (M?%)*. According to (b), M* is semi-Gorenstein-projective, since all the sequences
€ are approximation sequences.

Conversely, assume that M is reflexive and M* is semi-Gorenstein-projective. We want to construct
a sequence 0 - M — P! — P? — ... which is the concatenation of approximation sequences. It
is sufficient to consider the case where M is indecomposable (in general, take the direct sum of the
sequences). If M is projective, then 0 > M — M — 0 — - - - is the concatenation of approximation
sequences.

Thus, it remains to consider the case where M is indecomposable and not projective. Since M is
torsionless, there is an U-sequence €p: 0 > M — P! — M' — 0 (with M' = UM). Note that M is
indecomposable, not projective, and that the A-dual € : 0 < M* « (PYy* <~ (M")* <— 0 is exact. Since
M is reflexive, M is torsionless by 2.4(a). Since M* is semi-Gorenstein-projective, Ext'(M*, Ay) =0,
therefore @)1 is surjective and € is an U-sequence, by 4.2. Altogether we know now that M ! is reflexive,
but also that (M')* = Q(M*). With M* also Q(M*) is semi-Gorenstein-projective.

Thus M! satisfies again the assumptions of being indecomposable, not projective, reflexive and that
its A-dual (M")* is semi-Gorenstein-projective. Thus we can iterate the procedure for getting the next
U-sequence €] : 0 — M!' > P2 M? — 0, with M? = U2M, and so on. Altogether, we obtain the
infinite path:

[M] <--- [OM] ~-- [0>M] ~--

This completes the proof of (¢’) and thus also of (c).
(a’) This follows immediately from (b’) and (c’). O

4.4. For any module M, we have denoted by K M the kernel of ¢3; : M — M™*. We are going to
identify K M with Ext' (Tr M, A4). Compare [A2, Proposition 6.3]. As a consequence, we see that
OM=TrQTrM.

Lemma. Let M be a module. Then Ext' (Tr M, A,) ~ K M and there is a right module Q such that
QTrM >~TrOM & Q. As a consequence, M >~ Tr QTr M, thus O' (M) = Tr Q' Tr(M) fort > 1.

Proof. Let P° L5 Pl 25 M >>> 0 be a minimal projective presentation of M. Thus Tr M is the

cokernel of f*. Let g’ : M — P2 be a minimal left add(A)-approximation. Then K M is the kernel of g/,
thus g’ = uq, where g : M — M /K M is the canonical projection and u is injective. Let g = g’ p = ugp.
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The composition

poL, pl &, p?
is zero and the homology H (P° L, prg, P?) is just K M, since
Ker(g)/Im(f) ~ Ker(gp)/ Ker(p) ~K M.
We claim that the A-dual sequence
(PO L= (P))* <= (P ()

is exact. Since gf = 0, we have f*g* = 0. Conversely, let 4 : P! — A be in the kernel of f*, thus
hf = 0. Therefore h factors through p = Cok f, say h = h'p with ' : M — A. Since ugq is a left
add(A)-approximation, we obtain 1" : P> — A with b’ =h"uq. Thus h =h'p = h"ugp =h"g = g*(h")
is in the image of g*.

Since the cokernel of f* is Tr M, it follows that (x) is the begin of a projective resolution of Tr M
and hence Ext!(Tr M, Ay) is obtained by applying Hom(—, A) to (x) and taking the homology at the
position 1. Applying Hom(—, A) to (%) we retrieve the sequence P* —> P! -85 P2, thus Ext!(Tr M, A )
is equal to H(P° S, prs, P?) ~ K M. This is the first assertion.

By definition, the cokernel of g’ is UM. Thus the cokernel of g is UM, and therefore Cok g* ~
TrOM @ Q' for some projective right module Q’. Now Cok g* = Im f*, since (x) is exact. Since
Cok f*=Tr M, we have QTr M >~ Im f* @& Q" for some projective right module Q”. This shows that
QTrM>~Imf*@ Q" =Cokg*® Q" ~TrOM & Q' ® Q" =TrOM & Q with Q = Q'@ Q”. This is
the second assertion.

Applying Tr to the isomorphism Q2 Tr M >~ Tr UM @ Q, one obtains TrQTr M ~Tr(TrCM & Q) =

Tr'TrOM. Since GM has no nonzero projective direct summand, one gets TrTr UM =~ GM. Thus
OM>=TrTrOM ~TrQTr M. g

Corollary. Let M be a module. Then for all t > 0 one has
Ext't1(Tr M, Ay) ~ K(O'M).

In particular, O' M is torsionless if and only if Extt\(Tr M, A4) = 0. Also, Q' Tr M ~Tr 5'M & Q, for

some projective right module Q.

Proof. By induction on ¢, one has Q' TrM ~ TrU'M & Q, for some projective right module Q,. It
implies that Ext'*!(Tr M, A4) ~Ext' (Q' Tr M, A) ~Ext! (TrO'M, A,) and thus Ext' (TrO'M, A,) ~
KO'M). 0

Remark 1. For any t > 0, there is an exact sequence of the form

0 — Ext!"I(Tr M, Ay) — UO'M 280 (5 M)™ — Ext'*2(Tr M, A4) — 0.
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If t =0, it is the classical Auslander-Bridger sequence
0— Ext'(TrM, Ay) > M — M** — Ext®*(Tr M, A4) — 0

(see [AB], also [ARS]).

Proof. The corollary asserts that the kernel of the map ¢y : O'M — (U'M)** is isomorphic to
Ext'*!(Tr M, A4). On the other hand, the Remark at the end of 2.4 shows that Cok ¢y >~ KUt M.
Since KUO'H'M ~ Ext/(TrU' ' M, A4) ~ Ext' (' Tr M, A4) ~ Ext'T2(Tr M, A,), it follows that
Cok ¢smr ~ Ext!T2(Tr M, Ay). O

Remark 2. If M is any module, 5'Tr M >~ Tr QM.

Proof. There is a projective module P such that Tr'Tr M @ P >~ M. According to Lemma 4.4 we have
OTrM>TrQTrTrM =TrQ(TrTrM & P) >~ Tr QM. O

Remark 3. In contrast to the isomorphism given in Remark 2, the right modules Q2 Tr M and Tr UM
discussed in the lemma do not have to be isomorphic. For example, let M be a module with M* =0. Then
OM =0, thus TrOM = 0. On the other hand, if f : P — P(M) is a minimal projective presentation
of M, then the kernel of f* is M*, thus zero, and therefore Q Tr M >~ (P (M))*. Thus, we see that the
right module Q with QTr M >~ Tr GM & Q may be nonzero.

4.5. Modules at the end of an U-path of length .
Proposition. Let M be any module and t > 1. The following conditions are equivalent:
@) UM is torsionless for 1 <i <t.

(i) M is t-torsionfree (thus Ext (Tr M, Ay) = Oforl1<i<t).

If M is indecomposable and not projective, then these conditions are equivalent to
(iii) M is the end of an U-path of length t.

Already the special cases =1 and ¢ =2 are of interest (but well-known): A module M is 1-torsionfree
if and only if M is torsionless (this is case t = 1); a module M is 2-torsionfree if and only if both M and
QM are torsionless, thus if and only if M is reflexive (this is the case ¢t = 2, taking into account Corollary
2.4). These special cases t = 1 and ¢t = 2 are discussed at several places; let us refer in particular to [ARS],
Corollary IV.3.3. Our general proof is inspired by [AB].

Proof of Proposition. For the equivalence of (i) and (ii), see Corollary in 4.4: It asserts for any i > 1, that
U~ M is torsionless if and only if Ext' (TrM, A4) = 0.

In order to show the equivalence of (i) and (iii), let M be indecomposable and not projective. If (iii) is
satisfied, there is an U-path of length 7 ending in M. This path has to be U’ M, oM, ..., OM, M.
This shows that for any module U M with O < i < ¢, there is an arrow starting in ' M, and therefore
U M has to be torsionless.

Conversely, assume that (i) is satisfied. We show (iii) by induction on ¢. For any ¢ > 1, there is the arrow
OM — M, since M is indecomposable, nonprojective and torsionless. According to 3.2, the module GM
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is again indecomposable and nonprojective. Thus, if # > 2, we can use induction in order to obtain a path
of length ¢ — 1 ending in UM, since all the modules ' (M) with 0 <i <t — 1 are torsionless. g

4.6. Proof of Theorem 1.5 (1) follows from the fact that Ext' (M, A) = Ext'"'(QM, A) for t > 2. For
the special case = 2, see Corollary 2.4. (2) is Proposition 4.5. For (1), (2") and (3), see 4.3. For (4) and
(5), we refer to 4.2(b). Note that in an U-component of the form A,, with n > 3, as well as in those of the
form —N, all but precisely two vertices are the isomorphism classes of reflexive modules, whereas any
vertex of an U-component of the form N is the isomorphism class of a reflexive module. 0

4.7. The adjoint functors U and Q2. Here we collect some important properties of the construction U.
Some details of the proofs are left to the reader, since the assertions are not needed in the paper.

If C' C C are full subcategories of mod A, let C/C’ be the category with the same objects as C such that
Homg¢ ¢/ (X, Y) is the factor group of Home (X, ¥) modulo the subspace of all maps X — Y which factor
through a direct sum of modules in C’.

(1) The functor U is the left adjoint of the endo-functor 2 of mod A/ add A. Direct verification is easy.
But we should also add that Auslander and Reiten have shown in [AR2, Corollary 3.4] that the functor
Tr Q2 Tr is left adjoint to €2, and we have identified in 4.4 the functors U and Tr €2 Tr.

(2) Let L(A) be the full subcategory of all torsionless modules, and Z(A) the full subcategory of all
modules Z with Ext' (Z, A) = 0. For any module M, the module QCM belongs to L(A), and the module
OM belongs to Z(A), in addition, UM has no nonzero projective direct summand.

(3) If Z satisfies Ext'(Z, A) = 0 and has no nonzero projective direct summand, then OQ2Z >~ Z (see 3.2).
If X is torsionless and has no nonzero projective direct summand, then QUX ~ X (see 1.5 or also 3.2). In
this way, one shows that the functors 2 and U provide inverse categorical equivalences

L(A)/ add(A) + Z(A)/ add(A)

(4) Thus, Q2 and U provide inverse bijections between isomorphism classes as follows:

indecomposable 5 indecomposable
nonprojective modules X D E— nonprojective modules Z
which are torsionless £2 with Ext'(Z, A) =0

The arrows of the U-quiver visualize this bijection.

4.8. Gorenstein algebras. Recall that an artin algebra A is said to be d-Gorenstein provided that the
injective dimension of both 4 A and A4 is equal to d. Of course, any algebra of global dimension d is
d-Gorenstein The following result of Beligiannis [B2, Proposition 4.4] yields additional examples of
weakly Gorenstein algebras.

Proposition. Ler A be an artin algebra and assume that the injective dimension of 4 A is at most d.
Then A is right weakly Gorenstein and any module of the form Q¢ M is semi-Gorenstein projective.
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Proof. Since the injective dimension of 4A is at most d, one knows that for any module M, the
syzygy module QM is semi-Gorenstein-projective. [Namely, for all i > 1, we have Ext'(Q/M, A) =
Ext?* (M, A) = Ext' (M, £?A) = 0; here, © N denotes the cokernel of an injective envelope of a module
N.] This implies that A cannot have any indecomposable module of O-type N. [Namely, if M is of
O-type N, then M is oco-torsionfree and therefore M = Q4 (U M). But as we have seen, this implies that
M is semi-Gorenstein-projective, therefore Gorenstein-projective. Thus M is of U-type Z and not N.]
Therefore A is right weakly Gorenstein. g

Corollary 1. Let A be d-Gorenstein. If an indecomposable nonprojective module M belongs to an
O-path of length d, then M is Gorenstein-projective. If the global dimension of A is d, then there is no
O-path of length d.

Proof. Since the inj. dim. 4 A =d, A is right weakly Gorenstein and any module $2¢ M is semi-Gorenstein-
projective. Since inj. dim. A 4 is finite, A is also left weakly Gorenstein, thus the modules $2¢ M are even
Gorenstein-projective. 0

Corollary 2. If A is d-Gorenstein, then A has no G-component of form —N, N or A, withn > d. If
the global dimension of A is d, then any U-component is of form A, withn <d.

5. Proof of Theorem 1.4

Since add(A) € 1A C F, we see that add(A) C P(F) = Z(F). Thus Extg(X, A) =0, forall X € F.

For X € F, there is an exact sequence 0 > K — Q — X — 0 with Q € P(F) and K € F. By
P(F) C *A we have Q € *A. Thus Ext} (X, A) = 0 and Ext7 ! (X, A) = Ext’(K, A) for m > 1. So
Exti (X, A) =0, and in particular Exti(K , A) = 0. Repeating this process we see that X € *A. Thus
F C 1A, and hence *A = F is Frobenius.

For L € P(+A), consider an exact sequence 0 > K — P — L — 0 with P € add(A). Since L and
P are in YA, K € YA. So Ext),(L, K) = 0, thus the exact sequence splits and L € add(A). This shows
P(LA) C add(A) € P(+A), and hence P(1A) = add(A).

Now consider X € *A. Since “A is Frobenius, there is an exact sequence 0 — X — [ — C — 0
with I € Z(* A) = P(+A) = add(A) and C € *A. So X is torsionless. This shows that A is left weakly
Gorenstein, according to Theorem 1.2. O

6. An example

Let k be a field and g € k \ {0}. We consider a 6-dimensional local algebra A = A(g). If k is infinite, then
we show that there are infinitely many Gorenstein-projective A-modules of dimension 3. Let o(q) = |¢7|
be the multiplicative order of g. If 0o(g) is infinite, we show that there is also a semi-Gorenstein-projective
A-module of dimension 3 which is not Gorenstein-projective.

6.1. The algebra A = A(g). The algebra A is generated by x, y, z, subject to the relations:

2 2 2
XxX°, ¥y, 25, ¥z, xy+qyx, xz—2x, 7y —IX.
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The algebra A has a basis 1, x, y, z, yx, and zx and may be visualized as follows:

Here, we use the following convention: The vertices are the elements of the basis, the arrows are labeled
by x, y, z. A solid arrow v — v’ labeled say by x means that xv = v/, a dashed arrow v --» v’ labeled
by x means that xv is a nonzero multiple of v’ (in our case, xy = —gyx). If v is a vertex and no arrow
starting at v is labeled say by x, then xv = 0.

One diamond in the picture has been dotted in order to draw attention to the relation xy + gyx; this
relation plays a decisive role when looking at QM for a given A-module M.

We study the following modules M («) with « € k. The module M («) has a basis v, v/, v”, such that
xv=av’, yv ="', zv =", and such that v’ and v” are annihilated by x, y, z. That is,

v
M@): x:g@iy\
¥
/ ,U//

v

The modules M (o) with o € k are pairwise nonisomorphic indecomposable A-modules.

For o € k, we define my, =x —ay € A. In order to provide a proof of Theorem 1.5, we now collect
some general results for the modules M (), Amg, and the right ideals m, A which are needed.

6.2. The module M (g).

Lemma. The intersection of the kernels of all the homomorphisms M (q) — A A is zM(q) = kv” and
M(q)/zM(q) >~ Am. In particular, M (q) is not torsionless and M (q)* = (Am)*.

Proof. Let f : M(q) = Av — A A be a homomorphism. Let f(v) = cix 4+ c2y + ¢32 + c4yx + cszx
with ¢; € k. By ¢f (V') = f(xv) = xf(v) = —cagyx +c3zx and f(v') = f(yv) = yf (v) = ¢ yx, we get
¢p = —cj and ¢3 = 0. Thus, f(v) =c1(x —y) +cayx + cszx. It follows that f(v”) = f(zv) =zf (v) =0.
This shows that v” is contained in the kernel of any map f : M(q) = Av — 5 A. On the other hand, the
homomorphism g : M(q) = Av — A given by g(v) = x — y = m has kernel kv”. This completes the
proof of the first assertion.

The map g provides a surjective map p : M(q) — Am; and p*: M(g)* — (Am)* is bijective, thus
an isomorphism of right A-modules. (|

6.3. The modules M («) with « € k. We consider now the modules M («) in general, and relate them
to the left ideals Am,, and to the right ideals m, A. Let us denote by U, the two-sided ideal generated by
My, it is 3-dimensional with basis my, yx, zx. Actually, for any o € k, the right ideal my A is equal to
U, (but we prefer to write U, instead of m, A when we consider it as a left module). For o # 1, the left
ideal Am,, is equal to U, .



22 Claus Michael Ringel and Pu Zhang

If M is a module and m € M, we denote by r(m) : oA — M the right multiplication by m (defined by
r(m)(A) = Am. Similarly, if N is aright A-module and a € N, letl(a) : Ay, — N be the left multiplication
by a.

We denote by uy : Amg — A and u), : mg A — A the canonical embeddings.

(1) The right ideal my A is 3-dimensional (and equal to Uy), for all o € k.
(2) The left ideal Am,, is 3-dimensional (and equal to Uy), for o € k\ {1}, whereas Am is 2-dimensional.
(3) We have M (o) =~ A/ U, for all « € k.

Proof. The map r(v) : A — M («) is surjective (thus a projective cover) and
r()(mg) =mev = (x —ay)v=xv—ayv=av —av' =0.
Thus, Am, € Ker(r(v)). Also, zx € Ker(r (v)), thus Ker(r (v)) = U,. This shows that M («) is isomorphic
to A/ Uy. U
(4) For a € k\ {1}, we have M (qa) >~ Am,,.

Proof. Consider the map r(my) : A — Amg. Since r(my)(myq) = mgemq = 0, we see that Uye C
Ker(r(my)). For a # 1, the module Am, is 3-dimensional, therefore r(m,) yields an isomorphism
A/ Uyq — Amg. Using (3) for M(qa), we see that M (qa) >~ A/Uyq = Amyg. O

(5) For any map f : Amy — A, there is A € A with f =r(AM)ug, for all « € k. Thus uy is a left

add(A)-approximation.

Proof. Let f : Amy — A be any map. Let f(my) = c1x + c2y + ¢32 + cayx + cszx with ¢; € k.
Since f(ymy) = f(yx) and yf(my) = c1yx, we see that f(yx) =ciyx. Since f(xmy) = f(—axy) =
gof(yx)=gqaciyx and xf (my) = coxy+c3zx = —qcayx +c3zx, we see that gocyyx = —gepyx +c3zx,
therefore ¢c; = —ac; and ¢3 = 0. Thus, f(my) = c1(x —ay) 4+ c4yx + cs5zx belongs to U, = mgy A, say
f(my) =my with & € A. Therefore f(my) = mgr =r(X)uy(my), but this means that f =r(A)u,. U

6.4. Lemma. Let o € k\ {1}. Then there is an U-sequence
0—> M(ga) > A —> M(x) — 0.

Proof. According to (3), M(x) ~ A/U,. Since o # 1, we have Uy = Amy by (2). Thus, we have the
following exact sequence

0— Amgy = A — M(a) — 0

According to (5) the embedding u, : Amy — A is a left add(A)-approximation. Thus, the sequence is an
U-sequence. Finally, (4) shows that Am, >~ M (qa). Il

Corollary 1. The module M(0) is Gorenstein-projective with Q2-period equal to 1. O

Corollary 2. If o(q) = oo, then the module M (q) is semi-Gorenstein-projective.
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Proof. We assume that o(g) = oo. Then g’ # 1 for all 7 > 1. By 6.4, all the sequences
0— M@t — A— M(g") — 0.

with t > 1 are U-sequences. They can be concatenated in order to obtain a minimal projective resolution
of M(q). This shows that M (gq) is semi-Gorenstein-projective. O

6.5. The right A-modules m, A and M («)*. We have started in 6.3 to present essential properties of
the modules M (). We look now also at the modules m, A and M («)*. We continue the enumeration of

the assertions as started in 6.3.
(6) Q(myqN) =muA forall o € k.
Proof. We consider the composition of the following right A-module maps
Ap Lo g M0 A

Since m4omy = 0, the composition is zero. The image of /(m,) is the right ideal m, A, the image of
[(myq) is the right ideal mg,, A. Both right ideals are 3-dimensional, thus the sequence is exact. Thus
mq A = Ker(p), for a surjective map p : Ay — myoA. Now p is a projective cover, thus Ker(p) =
Q(myq ), and therefore Q(mgyq A) >~ myA. Il

(7) (Amy)* =muA forall a € k.

Proof. First, let us show that (Am,)* is 3-dimensional. On the one hand, besides u,, there are homomor-
phisms Amy, — A with image kyx and with image kzx, which shows that (Am,)* is at least 3-dimensional.
According to (5), any homomorphism Am, — A maps into AmyA = U,. Since U, is 3-dimensional,
we have dim Hom(, A, Uy ) = 3, therefore dim(Amy)* = dim Hom(Am,, A) = dim Hom(Am,, U,) <
dim Hom(, A, Uy) = 3.

Second, using again (5), we see that (Amg)* is, as a right A-module, generated by u,. Thus, there is a
surjective homomorphism 6, : Ay — (Amgy)* of right A-modules defined by 6, (1) = u,. We have

(O (mg-14)) (mg) = Oo (Dmg-14) (Ma) = (UaMy-14)(Mg) = Mgm -1, =0,

therefore 6, (m,-1,) = 0. It follows that 6, yields a surjective map Apx/m -1, A — (Amg)*. Actually,
this map has to be an isomorphism, since m,-1, A is 3-dimensional. Therefore Ay /m -1, A >~ (Amg)*.
By (6), Aa/my -1, A >~ mgy A. This completes the proof. O

8) M(ga)* =myA forall a € k.
Proof. For o # 1, we have M (qa) >~ Amg, by (4), thus we use (7). For « = 1, we use 6.2 and then (7). [J

Let us stress that (7) and (8) show that M (¢)* and (Am)* are isomorphic, namely isomorphic to m A,
whereas M (g) and Am themselves are not isomorphic.

9) Let a € k\ {1, q}. For any homomorphism g : mq A — A there is . € A with g = (M u,,. Thus, ul,
is a left add(A)-approximation.
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Proof. Let g : myA — Ap be a homomorphism. We claim that g(my) € Am,. Let g(my) = c1x +
2y + 37+ cayx 4 cs5zx with ¢; € k. Now, g(mgx) = g(—ayx) = —ag(yx) and g(my)x = caxy + c32x.
Also, g(mgy) = g(xy) = —qg(yx), and g(my)y = c1xy + ¢32x = —ciqyx + c3zx, thus g(yx) =
—q7'g(may) = —q~ ' (—c19yx + c32x) = c1yx — g~ 'cazx. It follows that coyx + c3zx = —ag(yx) =
—a(c1yx—q~ 'e3zx) = —aciyx+ag™! !
o #q, it follows that c3 =0. Therefore g(my) =cix —aciy+c3z+csyx+cszx =ci(x —ay)+cayx+cszx

c3zx. Therefore c) = —acy and c3 =g~ c¢3. Since we assume that
belongs to U,. Since we also assume that o # 1, we have U, = Am,. Thus g(my) € Amy.

As a consequence, there is A € A with g(mgy) = Amy, therefore g(mgy) = Amy =1(A)u,, (my). It follows
that g =1(A)u,,. O

6.6. Lemma. Let o € k\ {1, q}. Then there is an U-sequence of right A-modules
0— myA % Ap — mge A — 0.
Proof. This is 6.5(6) and (9). 0

6.7. Proof of Theorem 1.6 According to 6.5(8), we have M (g)* =mA. As we know from 6.2, M(q)
is not torsionless.

We assume now that o(g) = co. The Corollary 2 in 6.4 shows that M (g) is semi-Gorenstein-projective.
Since ¢~' # 1 for all > 1, the sequences

!
0—>mq7zA"—”‘>AA—>m A —0

q

with ¢ > 1 are U-sequences, by 6.6. They can be concatenated in order to obtain a minimal projective
resolution of m| A and show that m A is semi-Gorenstein-projective.

Finally, we want to show that M (g)** = QM (1). According to 6.3(5), the map u; : Am; — A is
a minimal left add(A)-approximation, thus we may consider as in 2.4(a) the following commutative
diagram with exact rows:

uj m

0 —— Amy A

! | g

ok

0 —— (Am))*™ A s (AJAm) ——s Ext'(M'(@)*, An)

AJAm; —> 0

where ¢ = ¢ /am,. The submodule zx (A /Am;) belongs to the kernel of any map A/Am; — A, and it
is the kernel of the map p : A/Am; — M (1) defined by p(i) = v. This shows that zx(A/Am) is the
kernel of ¢, thus the image of ¢ is just M (1). But the image of ¢ coincides with the image of 7. In
this way, we see that (Am)** is the kernel of a projective cover of M (1), thus equal to QM(1).

Of course, QM (1) is decomposable, namely isomorphic to Am; @ kzx. U

6.8. Proof of Addendum 1.6. We denote by ¢ the set of elements of k which are of the form ¢’ with
i € Z. Assume that o € k \ g7, thus ¢'a # 1 for all t € Z. According to 6.4, all the sequences

0— M@ 'a)—> A—> M(g'a) >0
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with ¢ € Z are U-sequences. They can be concatenated in order to obtain a complete projective resolution
for M (a), thus M () is Gorenstein-projective.
The following (well-known) lemma shows that there are infinitely many elements « € k \ gZ.

Lemma. Assume that k is an infinite field and q € k. Then k \ ¢7 is an infinite set.
We include a proof.

Proof. The assertion is clear if o(q) is finite. Thus, let o(g) be infinite (in particular, g %= 0). Assume that
the multiplicative group k* = k \ {0} is cyclic, say k* = w”. Then o(w) = oo, and each element in k*
different from 1 has infinite multiplicative order. Since (—1) = 1, we see that k is of characteristic 2.
Now w + 1 # 0 shows that w 4+ 1 = w" for some n > 1, thus w is algebraic over the prime field Z,. Thus
k = Z,(w) is a finite field, a contradiction. Since k* is not cyclic, there is a € k* \ gZ. Then a - g7 is an
infinite subset of k* \ ¢Z. O

7. Further details for A = A(q)

7.1. The U-components involving modules M («). The only U-sequences which involve a module of
the form M (o) with a € k are those exhibited in 6.6.

Proof. We have to show that there is no U-sequence ending in M (1) and no U-sequence starting in M (g).
Since QM (1) is decomposable, there is no U-sequence ending in M (1). By 6.2, the module M (g) is not
torsionless, thus no U-sequence starts in M (q). O

We now want to determine the U-type of the modules M (o). According to Corollary 1 in 6.4, M (0) is
of U-type Ay. Thus, we now assume that a # 0.

7.2. Let us assume that o(q) = oo (for the case that o(q) is finite, see 7.6). There are three kinds of
O-components which involve modules of the form M («) with a € k*. There is one component of the form

—N, it has M (q) as its source, and there is one component of the form N, it has M (1) as its sink:

-M (g% <-- M(q)

The remaining ones contain the modules M () with o # 0 and o ¢ q“; they are of the form Z.:

The positions of the reflexive modules are shaded.

According to Theorem 1.5, there are the following observations concerning the behavior of the modules
M (x) with o € k.

o The module M (c) is Gorenstein-projective if and only if a ¢ q~.

o The module M («) is not Gorenstein-projective, but semi-Gorenstein-projective if and only if « = ¢’

for somet > 1.

e The module M (o) is torsionless if and only if o # q.
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o The module M (a) is reflexive if and only if o ¢ {q, q*}.

o The module M («) is not Gorenstein-projective, but co-torsionfree if and only if o« = q' for some
t<0.

It seems worthwhile to know the canonical maps ¢x : X — X** for the nonreflexive modules X = M (g)
and X = M(g?). For M(q) we refer to 6.7: there it is shown that M (q)** = QM (1) and that the image
Of(,bM(q) is Aml.

It remains to look at X = M (g?). The module M (q>)** is the submodule Amg+ Az of A and ¢y ,2)

is the inclusion map

M (g% = Amy — Amy+ Az = M(gH)*.

Proof. Since M(g?) is torsionless, the map ®dm(g2) 18 injective. There is the following commutative
diagram with exact rows:

Ug

0 —— M(gd A M@ ——s 0

P’M«;Z) H l@w(q)

T

0 —— M@E)™ —s A —s M(@)* — Ext'(M(g2)*, Ay) .

ok

As we know already, the image of ¢u(,) and therefore of 7,;*, is Am;. Thus the kernel of 7;* is
the submodule Am, + Az of A. Therefore M(g>)* = Amg + Az and ¢y (,2 is the inclusion map
M(g?) = Amg — Amy+ Az = M (g*)**. O

7.3. The U-components involving right A-modules my A. The U-sequences which involve a right
A-module of the form my A with o € k are those exhibited in 6.6 as well as
Uq
h
00— myA —= Ay D Ap — O(myA) — 0,
and, for q # 1,
ui

h/
0—=>mA—>>ANDAAN— OmA) — 0.

Here, h : my A — A is defined by h(m,) = z, whereas h' : miA — A is defined by h'(m) = zx.

Proof. 1t is easy to check that the map |:th:| and, for g # 1, the map |:L;l}:| are minimal left add(A 5)-

approximations. Clearly, the corresponding cokernels are not torsionless.

In addition, we have to show that there is no U-sequence ending in m 2 A or in mg A. But this follows
from the fact that the inclusion maps u’q img A =Q(mpA) — P(mgpA) and uyimiA=QmyA) —
P(myA) are not add(A A )-approximations. O
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Let 0(q) = oo (the case that o(g) < oo will be discussed in 7.6). There are five kinds of U-components
involving right A-modules of the form my A with a € k, namely a component of the form N with m 2 A as
a sink, a component of the form —N with O(mA) as a source, and a component of the form A, with sink

mg A and source G(mgyA):

U(quj/ O(m AS/

The U-components containing right A-modules mgq A with o € k \ g% are of the form Z:

In addition, there is the 5-component consisting of the single right A-modules moA, it is of the form A.

For the convenience of the reader, the pictures in 7.1 and 7.2 have been arranged so that the A-duality
is respected. Thus, in 7.1, the arrows are drawn from right to left, in 7.2 from left to right. Also we recall
from 6.3(8) that the A-dual of M (qa) is my A, therefore the position of m, A in the pictures 7.2 is the
same as the position of M(ga) in 7.1.

7.4. We complete the description of the behavior of the modules M («) started in 7.2.

o The module M (@) is not Gorenstein-projective, but M (a)* is semi-Gorenstein-projective, if and only
ifa=q' for somet < 1.
o The module M () is not Gorenstein-projective, but M (a)* is oo-torsionfree, if and only if o = q' for
some t > 3.
Proof. According to 7.2, the module M («) is Gorenstein-projective if and only if « ¢ ¢Z. Thus, we can
assume that o = ¢’ for some ¢ € Z. According to 6.3(8), the module M (g") is isomorphic to mgi-1 A. The
display of the U-components shows that m -1 A is semi-Gorenstein-projective if and only if  — 1 <0,
thus if and only if # < 1, see Theorem 1.5. Similarly, we see that m -1 A is co-torsionfree if and only if
t —1 > 2, thus if and only if ¢ > 3. O

7.5. We have mentioned in 1.7 that one may use the algebra A = A(q) with o(g) = oo in order to
exhibit examples of modules M which satisfy precisely two of the three properties (G1), (G2) and (G3):

(1) M = M (q) satisfies (G1), (G2), but not (G3).
(2) M = M(q>) satisfies (G1), (G3), but not (G2).
(3) M = M) satisfies (G2), (G3), but not (G1).

Proof. For (1): this is the main assertion of Theorem 1.5. For (2): see 7.2 and 7.3. For (3): according to
7.2, M (1) is reflexive, but not Gorenstein-projective. According to 6.3(8), we have M (1)* =m ¢-' A, and
mg-1 A is semi-Gorenstein-projective, see 7.3. O

Let us look for similar examples for A°P, thus, for right A-modules N.
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(1*) There is no right A-module of the form N = my A satisfying (G1), (G2), but not (G3).
(2*) The right A-module N = m - A satisfies (G1), (G3), but not (G2).
(3%*) The right A-module N = m 2 A satisfies (G2), (G3), but not (G1).

Proof. (2*) There starts an infinite O-path at N =m, - A, thus N satisfies (G1). There ends an G-path of
length 2 at N, thus N satisfies (G3). Of course, N* cannot be semi-Gorenstein-projective, since otherwise
N would be Gorenstein-projective.

(3*) Let N =mg 2 A. According to 6.5(8), N = M(q3)*. As we know from 7.1, M(q3) is reflexive,
thus N is reflexive and N* = M (¢3)™* = M (¢°>) is semi-Gorenstein-projective.

(1*) Assume that N =my A and N* are both semi-Gorenstein-projective. Since N cannot be Gorenstein-
projective, it is not reflexive. Thus o € {1, g}. Since [m,A] is the sink of an U-component, my A is
not semi-Gorenstein-projective. Thus & = 1. But (mA)* = M(g)** = QM(1), according to 6.5(8)
and Theorem 1.5. As we have mentioned already in the proof 6.7, QM (1) =~ Am, @ k, where k is the
simple A-module. We claim that k is not semi-Gorenstein-projective, thus M (1) is not semi-Gorenstein-
projective.

Lemma. Let A be a local artin algebra which is not self-injective, and S its simple A-module. Then
Ext' (S, 4A) # 0 foralli > 1.
Proof. Let0 - 4A — Iy — I} — --- be a minimal injective coresolution. Since 4 A is not injective, all
the modules /; are nonzero. We have Ext' (S, 4A) = Hom(S, I;). Il

7.6. Let us look also at the case when o(g) =n < oo.

Left modules M («) with a € k*. There are two kinds of G-components which involve modules of the
form M(a) with a € k*. There is one G-component of the form A, it has M (q) as its source, and M (1)
as its sink:

~--M(g*) ~-- M(q)

The remaining ones (containing the modules M («) with a € k* \ g%) are directed cycles of cardinality n :

All modules in the cycles are reflexive. In the U-component of form A,, the modules M(g) and
M (g?) are not reflexive (they coincide for o(q) = 1); for o(q) > 3, there are n — 2 additional modules
M) =M(g"), M(@"™?), ---, M(g"*), M(g>) in the U-component, and these modules are reflexive.

Right modules m, A with « € k*. There is always the U-component of form Ay with Q(myA) as its
source and my A as its sink. In addition, for n > 2, there is an O-component of form A, containing the

modules mgi A with2 <i <n as well as Q(mA); it has Q2(myA) as its source, and m 2 A as its sink:

qu mlA

7 P4
- -

BmgA)  B(miA)
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The remaining U-components (containing the right modules mq A with o € k* \ g%) are directed cycles of

cardinality n:

Again, the modules y p d A, the modules

miA and O(mA), as well as my A and G(m,A) are not reflexive; whereas (for o(g) > 3) the modules

n

mgi A with 2 <i <n — 1 are reflexive.

Proof. First, let us look at left modules. According to 7.1, the U-sequences presented here are the only
ones involving modules of the form M («). Thus, [M (g)] is a source in the G-quiver and [M (1)] is a sink.
This holds true also for o(q) = 1: here ¢ = 1 and [M (1)] is both a sink and a source, thus a singleton

U-component (without any arrow). Finally, for any #, the elements 1, g, ..., ¢" "' are pairwise different,
as are the elements o, ga, . .., ¢" 'a fora € k \ ¢%.
For dealing with the right modules, we refer to 7.3. (|

7.7. We have shown in 1.5 that any O-component is a linearly oriented quiver of type A, (with n > 1
vertices), a directed cycle A, (with n 4+ 1 > 1 vertices), or of the form —N, or N, or Z. Conversely, 7.2
and 7.6 show that all these cases arise for algebras of the form A (g).

7.8. A forthcoming paper [RZ1] will be devoted to a detailed study of all the 3-dimensional local
A-modules for the algebra A = A(g). If ¢ has infinite multiplicative order, we will encounter a whole
family of 3-dimensional local modules which are semi-Gorenstein-projective, but not torsionless. A
local artin algebra A with radical J is said to be short if J*> = 0. In particular, the algebras A(g) are
short local algebras. It is shown in [RZ2] that if A is a short local algebra with a module M which is
semi-Gorenstein-projective, but not Gorenstein-projective, then |J2| = |J/J?| — 1 > 2. This paper [RZ2],
as well as [RZ3], are devoted to the syzygy modules of modules over short local algebras.

8. Remarks

The first remarks draw the attention to the papers [JS] and [CH]. In 8.1, we show that the A (g)-modules
M(q~*) with s > 0 and o(g) = oo satisfy some further conditions which were discussed by Jorgensen
and Sega. In 8.2 we show that the algebra A(g) for 0o(q) = oo does not satisfy the so-called Auslander
condition of Christensen and Holm.

In 8.3, we show that essential features of A(q) are related to corresponding ones of its subalgebra A’(g),
which is the quantum exterior algebra. 8.4 presents a two-fold covering of A(g) which has properties
similar to A(q), but provides for o(g) = oo examples of semi-Gorenstein-projective modules M which
are not Gorenstein-projective, with the additional property that End(M) = k.

8.1. The conditions (TR;) of Jorgensen and Sega. As we have mentioned, Jorgensen and Sega have
shown in [JS] that there exist semi-Gorenstein-projective modules which are not Gorenstein-projective.
Actually, the main result of [JS] is a stronger assertion.
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Following [JS], we say that an R-module M satisfies the condition (TR;) for some i > 1 provided
Ext' (M, R) =0, and that M satisfies the condition (TR;) for some i < —1 provided Ext™ (Tr M, Rg) =0.
Note that (TR;) is defined only for i # 0. Thus, M is semi-Gorenstein-projective if and only if M satisfies
(TR;) for all i > 1, and M is oo-torsionfree (i.e., Tr M is semi-Gorenstein-projective) if and only if M
satisfies (TR;) for all i < —1. Note that M satisfies (TR;) if and only if Tr(M) satisfies (TR_;). The
main theorem of Jorgensen and Sega asserts that there exists a local artinian ring R and a family M, of
R-modules, with My = QM for s > 1, such that M; satisfies (TR;) if and only if i < s.

Such a module M; satisfies the conditions (G2) and (G3), and satisfies in addition the condition that
Ext’ (M;, R) =01if and only if 1 <i <s — 1. Of course, this is a condition which is much stronger than
the negation of (G1).

Let us show that our algebra A(q) with o(q) = oo also provides such examples. Of course, in contrast
to the algebra R exhibited by Jorgensen and Sega, A(g) is noncommutative. There is the following
general result:

Proposition. Let R be a local artinian algebra which is not self-injective, with simple R-module S.

If M is an indecomposable co-torsionfree module such that S is a proper direct summand of QM, then
M satisfies (TR;) if and only if i < O.

If M is an indecomposable module such that M satisfies (TR;) if and only if i < 0, then for every s > 1,
the module U*~' M satisfies (TR;) if and only if i < s.

Proof. First, let M be indecomposable, co-torsionfree, with QM = § & X for some nonzero module
X. Since M is oco-torsionfree, M satisfies (TR;) for i < —1. Since QM is decomposable, we have
Ext! (M, R) # 0, i.e., M does not satisfy (TR;). By Lemma 7.5, Ext' (S, R) # 0 for all i > 1. Thus, for
i > 2 we have Ext'(M, R) Z Ext' "' (QM, R) ZExt'~!(S, R) ® Ext' ' (X, R) # 0, which means that M
does not satisfy (TR;).

Next, assume that M is an indecomposable module such that M satisfies (TR;) if and only if i < —1.
For s > 1 consider the module M, = O°~'M. For i < —1, M, satisfies (TR;): in fact, by Lemma 4.4,
Ext™ (Tr(My), R) = Ext™(Tr(0*~'M), R) Z Ext™! (Tr(Tr Q*~! Tr(M)), R) Z Ext™ (Q*~! Tr(M), R) =
Ext™+~!1(Tr(M), R) = 0.

If 1 <i <s—1,thens—i>1andExt (M, R) = Ext'(0*"'M, R) = Ext'(0*~'M, R) = 0, since
s —i—1>0and 07~ M is torsionless.

Ifi > s, theni —s+ 1 > 1 shows that Ext’ (Mg, R) >~ Ext/ — 1 (M, R) #0, i.e., M does not satisfy
(TR;). O

Application: Let R = A = A(q) with o(q) = 0o. Then M = M (1) is an indecomposable co-torsionfree
module and S is a proper direct summand of Q2M, thus the Proposition above shows that for s > 1,
M, ="M = M(¢g~“~V) satisfies (TR;) if and only if i < s. O

8.2. The Auslander condition of Christensen and Holm. Christensen and Holm [CH] say that a
left-noetherian ring A satisfies the Auslander condition, provided that for every finitely generated left
A-module M, there is an integer b(M) with the following property: if M’ is a finitely generated left
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A-module, then the vanishing Ext>°(M, M’) = 0 implies that Ext™*™) (M, M’) = 0. We are indebted
to Christensen and Holm for having drawn our attention to Theorem C of [CH] which asserts: If A is a
finite-dimensional k-algebra A satisfying the Auslander condition, then A is left weakly Gorenstein (here,
we have taken into account that a finite-dimensional k-algebra has a dualizing complex, see 3.4 in [CH]).
This shows that the algebra A(q) with o(q) = 0o does not satisfy the Auslander condition. Actually, this
can be seen directly, using the following easy observation.

Proposition. Assume that A is a finite-dimensional k-algebra which satisfies the Auslander condition.
Let N; with i € Z be finite-dimensional right A-modules with QN; = N;_ for all i. If at least one of the
modules Nj; is semi-Gorenstein-projective, then all the modules N; are semi-Gorenstein-projective, thus

Gorenstein-projective.

Proof. Note that A satisfies the Auslander condition if and only if for every finite-dimensional right A-
module N, there is an integer ¢(N) such that for every finite-dimensional right A-module N’, the vanishing
Ext>*(N’, N) = 0 implies that Ext™*™)(N’, N) = 0 (here, ¢(N) = b(DN), where D = Hom(, —, k)
denotes the k-duality).

We assume that Ny is semi-Gorenstein-projective, whereas N is not semi-Gorenstein-projective. Then
we must have Ext' (N, A1) # 0. Since Ny is semi-Gorenstein-projective, Ext' (N, A4) =0 for all ¢ > 1
and therefore Ext' T/ (Nj,Ap) =0forallz > 1and j > 0. In particular, we have EXt>>O(N j»Aa) =0
for all j > 0. Now we use the Auslander condition with ¢ = ¢(A4). Since Ext>>0(Nc+1, Ay) =0,
we have Ext‘t!(N,.41, A4) = 0. On the other hand, Ext“*!'(N.41, A4) ~ Ext' (N1, A4) # 0. This is a
contradiction. 0

For our algebra A(g) with o(q) = oo, let N; = m i A with i € Z. According to 6.5(6), we have
QN; = N;_1. As we know, the right module Nog = m| A = M(q)* is semi-Gorenstein-projective, but
not Gorenstein-projective, see Theorem 1.6. This shows that A(g) with o(g) = oo does not satisfy the
Auslander condition.

8.3. The quantum exterior algebra A’ = A’(q) in two variables (see, for example [S]). Let A’ be
2

the k-algebra generated by x, y with the relations x2, y?, xy +gyx. It has a basis 1, x, y, and yx. We

may use the following picture as an illustration:

A

If we factor out the socle of A’, we obtain the 3-dimensional local algebra A” with radical square zero
(it is generated by x, y with relations x2, y2, xy, yx).

Note that A’(q) is a subalgebra of A(g), and that AzA = Az = span{z, zx}. The composition
A <> A — A/AzA of the canonical maps is an isomorphism of algebras. In this way, the A’-modules
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may be considered as the A-modules which are annihilated by z. We should stress that the elements
my = x —ay (which play a decisive role in our investigation) belong to A’.

For a € k, let M'() be the A’-module with basis v, v/, such that xv = @v’, yv =v’, and xv' =0= yv'.
In addition, we define M’(oc0) as the A’-module with basis v, v/, such that xv = v/, yv = xv' = yv' =0.
Here are the corresponding illustrations:

M'(a) ; M'(c0) |
o) x:y "(0) : x
:,4 i

The modules M'(«) with & € k U {00} are pairwise nonisomorphic and indecomposable, and any two-
dimensional indecomposable A’-module is of this form. In particular, the left ideal A’'m,, is isomorphic to
M'(ga), for any o € kU {oo}. The essential property of the modules M’ () is the following: Q' M’ () =
M’ (qa). This follows from the fact that m,4m, = 0 and it is this equality which has been used frequently
in sections 6 and 7.

For all o € k, M () considered as a A’-module, is equal to M’ («) @k, where k is the simple A’-module.
Also, we should stress that rad A considered as a left A’-module is the direct sum of I and M’(c0), where
I is the indecomposable injective A”-module.

8.4. A variation. Let A be the algebra defined by a quiver with two vertices, say labeled by 1 and 2,
with three arrows 1 — 2 labeled by x, y, z and with three arrows 2 — 1, also labeled by x, y, z, satisfying
the “same” relations as A (of course, now we have 14 relations: seven concerning paths 1 — 2 — 1 and
seven concerning paths 2 — 1 — 2). Whereas A is a local algebra, the algebra A is a connected algebra
with two simple modules S(1) and S(2).

For all the considerations in sections 6 and 7, there are corresponding ones for A, but always we have
to take into account that now we deal with two simple modules S(1) and S(2): Corresponding to the
module M (@), there are two different modules, namely M (@) with top S(1) and M 2(a) with top S(2).
The modules M () and M?(«) have similar properties as M («), in particular, M '(¢) and M?(q) are
semi-Gorenstein-projective and not Gorenstein-projective provided that o(g) = co. There is one decisive
difference between the A-modules and the A-modules: The endomorphism ring of M (@) and M? () is
equal to k, whereas the endomorphism ring of any M («) is 3-dimensional.

9. Questions

9.1. We have constructed a module which satisfies the conditions (G1), (G2), but not (G3). As we
have mentioned already in the introduction, it is an open problem whether such a module does exist in
case we deal with commutative rings.

9.2. One may ask whether or not the finiteness of gp A implies that A is left weakly Gorenstein, There
is a weaker question: is A left weakly Gorenstein, in case all the Gorenstein-projective A-modules are
projective?
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9.3. Following Marczinzik [M1, question 1], one may ask whether a left weakly Gorenstein artin
algebra is also right weakly Gorenstein, thus whether the existence of an U-component of the form N
implies that also an O-component of the form —N exists.

Note that if any right weakly Gorenstein algebra is left weakly Gorenstein, then the Gorenstein
symmetry conjecture holds true. Namely, we claim: [f inj.dim. 4A < d and inj.dim. A4 > d (the
Gorenstein symmetry conjecture asserts that this should not happen), then A is right weakly Gorenstein,

but not left weakly Gorenstein.

Proof. Let Q be an injective cogenerator of mod A. We assume that inj. dim. 4 A is at most d. As we
have seen in 4.9, A is right weakly Gorenstein and any module of the form Q¢M is semi-Gorenstein
projective. Now assume that A is also left weakly Gorenstein. Then all the modules Q¢ M are Gorenstein-
projective. In particular, Q' = Q¢ Q is Gorenstein-projective. A well-known argument shows that if Q’
is Gorenstein-projective, then Q’ is even projective. [Namely, assume that Q' is Gorenstein-projective.
Then there is a Gorenstein-projective module Q” such that Q' = P’ @ Q4+ Q” with P’ projective. Now
Ext'(Q4Q", Q') ~ Ext?t1(Q”, Q") ~ Ext'(Q”, Q) = 0, here the first isomorphism is the usual index
shift, whereas the second comes from the fact that Q" is (semi-)Gorenstein-projective and Q' = Q4 Q (for
a semi-Gorenstein-projective module N, and any module Z, we have Ext't! (N, QZ) ~ Ext!(N, Z) for
alli > 1). But Ext'/(Q7Q”, P’ @ Q4+ Q") =0 implies that Ext' (Q¢ 0", Q4+ Q") =0, thus the canonical
exact sequence 0 — Q410" — P(Q4Q") — Q4 Q" — 0 splits and 2971 Q" has to be projective (even
zero). It follows that Q' = P’ @ Q9*1 Q" is projective.] Since Q' is projective, the projective dimension
of Q is at most d. Using duality, we see that inj. dim. A4 <d. O

9.4. Assume that there exists a nonreflexive A-module M such that both M and M* are semi-Gorenstein-
projective. Is then the same true for A°?? Even for A = A(g) with o(q) = 0o, we do not know the answer.
According to 7.5(1%), a right A-module N of the form N = myA(q) is reflexive, if both N and N* are
semi-Gorenstein-projective. But, there could exist some other right A-module N satisfying (G1), (G2)
and not (G3).

9.5. The Nunke condition. Does there exist a semi-Gorenstein-projective module M # 0 with
M* = 0? Such a module would be an extreme example of a module satisfying (G1), (G2) and not (G3).
Marczinzik has pointed out that this question concerns the Nunke condition [H] for M, which asserts that
Ext' (M, A) # 0 for some i > 0, see [J]. Colby and Fuller [CF] have conjectured that the Nunke condition
should hold for any module M they called this the strong Nakayama conjecture. The strong Nakayama
conjecture obviously implies the generalized Nakayama conjecture which asserts that for any simple
module S there should exist some i > 0 such that Ext' (S, A) = 0. It is known that the Nunke condition is
satisfied in case the finitistic dimension conjecture holds true.

Note that if M is indecomposable and semi-Gorenstein-projective, then M* may be decomposable, as
Theorem 1.5 shows: the A(g)°P-module M (g)* is indecomposable and semi-Gorenstein-projective, but
M (g)** is decomposable.
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9.6. The conditions (TR;). Following Jorgensen and Sega [JS], one may ask whether an A-module
which satisfies (TR;) for all but finitely many values of i, has to be Gorenstein-projective. In general, this
is not the case, since there is the following proposition.

Proposition. If both M and M* are semi-Gorenstein-projective, then M satisfies the conditions (TR;)
foralli ¢ {—1, =2}

Proof. Let M be semi-Gorenstein-projective. Then M satisfies (TR;) for i > 1. Since Ext!(M, A) =0
for i = 1,2, Lemma 2.5 asserts that there is a projective module Y such that M* ~ Q>TrM @ Y.
Assume now that also M* is semi-Gorenstein-projective. Then for i > 1, we have Ext't? (TrM, Ay) =
Ext' (Q2Tr M, Ap) = Ext' (M*, A4) =0, thus M satisfies also (TR;) for i < —3. O

Thus, our paper shows that there are (noncommutative) artinian rings with modules M which satisfy
(TR;) for all i ¢ {—1, —2} and which are not Gorenstein-projective. For commutative artinian rings (and
this was the setting considered by Jorgensen and Sega) the question is open.
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The 16-rank of Q(./—p)

Peter Koymans

Recently, a density result for the 16-rank of CI(Q(,/— p)) was established when p
varies among the prime numbers, assuming a short character sum conjecture. We
prove the same density result unconditionally.

1. Introduction

If K is a quadratic number field with narrow class group CI(K), there is an explicit
description of CI(K)[2] due to Gauss. Since then the class group of quadratic
number fields has been extensively studied. If one is interested in the 2-part of
the class group, i.e., CI(K)[2°°], the explicit description of CI(K)[2] is often very
useful. It is for this reason that our current understanding of the 2-part of the class
group is much better than the p-part for odd p.

In 1984, Cohen and Lenstra put forward conjectures regarding the average
behavior of the class group CI(K) of imaginary and real quadratic fields K. Despite
significant effort, there has been relatively little progress in proving these conjectures.
Almost all major results are about the 2-part with the most notable exception being
the classical result of Davenport and Heilbronn [1971] regarding the distribution of
CI(K)[3]. Very little is known about C1(K)[ p] for p > 3. The nonabelian version of
Cohen-Lenstra has recently also attracted great interest; see [Alberts 2016; Alberts
and Klys 2016; Klys 2017; Wood 2019].

Gerth [1984] studied the distribution of 2CI(K)[4], when the number of prime
factors of the discriminant of K is fixed. Fouvry and Kliiners [2007] computed
all the moments of 2C1(K)[4], when K varies among imaginary or real quadratic
fields. In [Fouvry and Kliiners 2006], they deduced the probability that the 4-rank
of a quadratic field has a given value. Their work was based on earlier ideas of
Heath-Brown [1994].

The study of C1(K)[2°°] has often been conducted through the lens of governing
fields. Let k > 1 be an integer and let d be an integer with d # 2 mod 4. For a

MSC2010: primary 11R29; secondary 11N45, 11R45.
Keywords: arithmetic statistics, class groups.
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finite abelian group A we define the 2€-rank of A to be rkyx A := dimg, 2€"1A /2K A.
Then a governing field M, x is a normal field extension of @ such that

rkyt CL(Q(y/dp))

is determined by the splitting of p in M, ;. Cohn and Lagarias [1983] were the first
to define the concept of a governing field, and conjectured that they always exist.

If k <3, then governing fields are known to exist for all values of d. In case k =2
this follows from [Rédei 1934]. Stevenhagen dealt with the case k = 3 [1988]. The
topic was recently revisited by Smith [2016], who found a very explicit description
for M, 3 for most values of d. He then used this description to prove density
results for 4C1(K)[8] assuming GRH. Not much later Smith [2017] introduced
relative governing fields, which allowed him to prove the most impressive result
that 2C1(K)[2°°] has the expected distribution when K varies among all imaginary
quadratic fields.

If we let P(d, k) be the statement that a governing field M ; exists, then there
is currently not a single value of d for which the truth or falsehood of P(d, 4) is
known. This has been the most significant obstruction in proving density results for
the 16-rank in thin families of the shape {Q(y/dp)}, prime-

This barrier was first broken by Milovic [2017a], who dealt with the 16-rank
in the family {Q(/—2p)} p=—1 mod 4. Milovic proves his density result with Vino-
gradov’s method, and does not rely on the existence of a governing field. His use
of Vinogradov’s method was inspired by work of Friedlander et al. [2013], which
is based on earlier work of Friedlander and Iwaniec [1998].

Density results for the families {Q(v/—=2p)},=1 mod4 and {Q(/=p)}, were
established by Milovic and the author; see respectively [Koymans and Milovic
2019a; 2019b] with the latter work being conditional on a short character sum
conjecture. Both of these works follow the ideas of [Friedlander et al. 2013] closely
in their treatment of the sums of type I; see Section 3 for a definition. However, if
one applies the method of [Friedlander et al. 2013] to a number field of degree 7,
one is naturally led to consider character sums of modulus ¢ and length ¢'/".

In [Koymans and Milovic 2019a] we apply the method from [Friedlander et al.
2013] to a number field of degree 4. This leads to character sums just outside the
range of the Burgess bound. Fortunately, the lemmas in Section 3.2 of [Koymans
and Milovic 2019a] allow us to reduce the size of the modulus from ¢ to ¢!/, and
this enables us to deal with the sums of type I unconditionally. In [Koymans and
Milovic 2019b] we use a criterion for the 16-rank of Q(,/—p) due to [Bruin and
Hemenway 2013], and this criterion is stated most naturally over Q(¢g, VI+i ),
which has degree 8. The resulting character sums are far outside the reach of the
Burgess bound and we resort to assuming a short character sum conjecture; see
[Koymans and Milovic 2019b, p. 8].
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In this paper we manage to deal with the 16-rank of Q(,/—p) unconditionally
by using a criterion of Leonard and Williams [1982], which one can naturally state
over Q(¢g). However, the Leonard—Williams criterion has the significant downside
that it is the product of two residue symbols instead of one residue symbol, namely
a quadratic and a quartic residue symbol. The resulting sums of type I can still not
be treated unconditionally with the method from [Friedlander et al. 2013]. Instead,
we use a rather ad hoc argument to deal with the resulting character sum.

Theorem 1.1. Let h(—p) be the class number of Q(\/—p). Then

lim [{p prime: p <X and 16 | A(=p)}| _ 1
X—00 [{p prime : p < X} 16°

Milovic [2017b] has previously shown that there are infinitely many primes p
with 16 dividing 2(—p). Theorem 1.1 gives an affirmative answer to conjectures in
both [Cohn and Lagarias 1984] and [Stevenhagen 1993]. For p a prime number,
we define e, by

1 if16]|h(—p),
e, =1—1 if8|h(—p), 161 h(—p), (1-1)
0  otherwise.
Theorem 1.1 is an immediate consequence of the following theorem.

Theorem 1.2. We have

X
ep K ————— 7.
g " exp((log X))

It is natural to wonder if the other conditional results in [Koymans and Milovic
2019b] can be proven unconditionally using the methods from this paper. This is
likely to be the case, but it would require some effort to obtain suitable algebraic
results similar to the Leonard—Williams criterion [1982] used in this paper.

We believe that the ideas introduced by Smith [2017] do not apply to the thin
families that we deal with here. Indeed, in Smith’s paper a crucial ingredient for
both the algebraic and analytic part is the fact that a typical integer N has roughly
loglog N prime divisors and that loglog N goes to infinity as N goes to infinity.

2. Preliminaries

Quadratic and quartic reciprocity. Let K be a number field with ring of integers
Ok . We say that an ideal n of Ok is odd if (n, 2) = (1). Similarly, we say that an
element w of Ok is odd if the ideal generated by w is odd. If p is an odd prime
ideal of Ok and o € Ok, we define the quadratic residue symbol

1 ifa &panda=p> modp for some g € Ok,

(E) :=1—1 ifa¢panda#p> modp forall B € O,
P2k o ifaep.
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Then Euler’s criterion states

o |
(—) =a2N®=D mod p.
P/ak

For a general odd ideal n of Ok, we define

()L~ 11G)..)-

pelin
Furthermore, for odd 8 € Ok we set

(5)..~ (&)
ok ~\® ok

We say that an element o € K is totally positive if for all embeddings o of K into R
we have o (@) > 0. In particular, all elements of a totally complex number field are
totally positive. We will make extensive use of the law of quadratic reciprocity.

Theorem 2.1. Let a, B € Ok be odd. If a or B is totally positive, we have

) _ 4
(5o 2(0), .0

where (o, B) € {x1} depends only on the congruence classes of a and B modulo 8.
Proof. This follows from Lemma 2.1 of [Friedlander et al. 2013]. O

If K = Q, we shall drop the subscript. In this case the symbol
is to be interpreted as the Kronecker symbol, which is an extension of the quadratic
residue symbol to allow for even arguments in the bottom. We presume that the
reader is familiar with the quadratic reciprocity law for the Kronecker symbol. Now
let K be a number field containing Q(i) still with ring of integers Ok . For o € Ok

and p an odd prime ideal of Ok, we define the quartic residue symbol («/p)4 g to
be the unique element in {1, &, 0} such that

a
(—) =i N®-D nod p.
P/ak

We extend the quartic residue symbol to all odd ideals n and then to all odd
elements 8 in the same way as the quadratic residue symbol. Then we have the
following theorem.
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Theorem 2.2. Leta, B € Z[ig] with B odd. Then for fixed a, the symbol (a/ B)a,q(c)
depends only on 8 modulo 16aZ[tg]. Furthermore, if a is also odd, we have

a B
B/ 1.0 o/ 4.0

where (o, B) € {£1, Li} depends only on the congruence classes of « and B
modulo 16.

Proof. Use Proposition 6.11 of [Lemmermeyer 2000, p. 199]. ]

A fundamental domain. Let F be a number field of degree n over Q and let Of be
its ring of integers. Suppose that F' has r real embeddings and s pairs of conjugate
complex embeddings so that r +2s = n. Define T to be the torsion subgroup of O7.
Then, by Dirichlet’s unit theorem, there exists a free abelian group V C 0;} of rank
r+s—1with O% =T x V. Fix one choice of such a V.

There is a natural action of V on Of. The goal of this subsection is to construct
a fundamental domain D for this action. Such a fundamental domain allows us to
transform a sum over ideals into a sum over elements. It will be important that
the resulting fundamental domain has nice geometrical properties, so that we have
good control over the elements we are summing.

Fix an integral basis wy, ..., w, for Op. We view wy, ..., ®, as an ordered list
and write w for this ordered list. Then we get an isomorphism of Q-vector spaces
ip: Q" — F, where i, is given by (ay, ..., a,) — ajo) + - - - +a,w,. For a subset

S € R" and an element « € F, we will say that o € S if ia_)1 (o) € S. Define for our
integral basis @ and a real number X > 0

n
B(X,w):= {(m, X)) R “_[(xmi(wl) - +xn0i(a)n))‘ =< X},
i=1
where o1, ..., o, are the embeddings of F into C.

Lemma 2.3. Let F be a number field with ring of integers O and integral basis
w=A{wi,...,w,}. Choose a splitting O% =T x V, where T is the torsion subgroup
of Oy.. There exists a subset D C R" such that:

(1) Forall a € Op\{0}, there exists a unique v € V such that va € D. Furthermore,
we have the equality

{ue Oy :uaeD}={tv:teT}

@iil) DN B(1, w) has an (n—1)-Lipschitz parametrizable boundary.
(iii) There is a constant C(w) depending only on w such that for all o € D we have
la;| < C(w) - |N(oc)|%, where a; € Z are such that @ = aywy + - - - + a,w,.

Proof. This is Lemma 3.5 of [Koymans and Milovic 2019a]. U
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We will use Lemma 2.3 for F' := Q({g); in order to do so we must make some
choices. We choose V := (1 ++/2) and integral basis w := {1, s, 4“82, 4“83}. The
resulting fundamental domain will be called D, and we define D(X) :=DNB(X, w).

3. The sieve

Let {a,} be a sequence of complex numbers indexed by the primes and define

S(X):=)a,.

p<X

To prove our main theorem, we must prove oscillation of S(X) for the specific
sequence {e,} defined in (1-1). There are relatively few methods that can deal
with such sums. The most common approach is to attach an L-function and then
use the zero-free region. This approach requires that our sequence {e,} has good
multiplicative properties. It turns out that {e,} is instead twisted multiplicative (see
Lemmas 6.1 and 6.3), and this suggests we use Vinogradov’s method instead.

Recall that /1(— p) denotes the class number of CI(Q(/—p)). By definition of ¢,,
we have e, = 0 if and only if 8 { 7(—p). It is well-known that Q(¢s, V1+i)isa
governing field for the 8-rank of C1(Q(,/—p)), in fact a prime p splits completely
in Q(¢s, ~/1+1) if and only if 8 | A(—p). This is extremely convenient. Indeed, if
we apply Vinogradov’s method to our governing field, primes of degree 1 will give
the dominant contribution and these primes automatically have e, # 0.

Unfortunately, Q(¢g, ~/1+1i) is a field of degree 8, which is simply too large to
make our analytic methods work unconditionally. Indeed, using the same approach
for the sums of type I as [Friedlander et al. 2013], one ends up with short character
sums of modulus ¢ and length roughly ¢!/, which is far outside the reach of the
Burgess bound. However, assuming a short character sum conjecture, one still
obtains the desired oscillation and this is the approach taken in [Koymans and
Milovic 2019b]. Instead we work over Q(¢g); fortunately, Q(¢s, J1+10) is an
abelian extension of Q(¢g), which implies that the splitting of a prime p of Q2(¢s) in
the extension Q(¢g, /1 +1)/Q(¢g) is determined by a congruence condition. Such
a congruence condition can easily be incorporated in Vinogradov’s method.

We will follow Section 5 of [Friedlander et al. 2013], which adapted Vinogradov’s
method to number fields. Let F be a number field. Define for a nonzero ideal n of O

An) = {IOng ifn= Pl’
0 otherwise.
and suppose that we want to prove oscillation of
S(X) =Y anA(w),
Nn<X

where a, is of absolute value at most 1. The power of Vinogradov’s method lies in
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the fact that one does not have to deal with S(X) directly. Instead one has to prove
cancellations of

A(X,0) = Z an,

Nn<X
on

which are traditionally called sums of type I or linear sums, and

B(M,N) .= Z Z A Budimn,

Nm<M Nn<N

which are traditionally called sums of type II or bilinear sums. It is important to
remark that S(X) depends only on a, with n a prime power, while A(X, 0) and
B(M, N) certainly do not. This gives a substantial amount of flexibility, since we
may define a, on composite ideals n in any way we like provided that we can prove
oscillation of A(X, 0) and B(M, N). Constructing a suitable sequence a, will be
the goal of Section 4. We are now ready to state the precise version of Vinogradov’s
method we are going to use.

Proposition 3.1. Let F be a number field and let a, be a sequence of complex
numbers, indexed by the ideals of O, with |a,| <1. If 0<6,,0, <1 and 63 >0
are such that

e we have for all ideals 0 of O
X .
exp((log X)*)’

o we have for all sequences of complex numbers {ay} and {B,} of absolute value
at most 1

A(X,0) KF,a0.6, (-1

B(M, N) LF.a,.0, (M +N)2(MN)' % (log MN)*, (3-2)

then we have for all ¢ < 6,

X
S(X) <, _.
(X) L. Foan.00.00.05 exp((log X)°)
Proof. This quickly follows from Proposition 5.1 of [Friedlander et al. 2013] with
1
y := exp((log X)2(c+0), O

The remainder of this paper is devoted to the three major tasks that are left. We
start by constructing a suitable sequence a, in Section 4 to which we will apply
Proposition 3.1 with F = ((¢g). The main result of Section 5 is Proposition 5.1,
which proves (3-1) for 8; = 0.2. Finally, we prove in Section 6 that (3-2) holds with
6, = ﬁ; this is the content of Proposition 6.6. Once we have proven Propositions 5.1
and 6.6, the proof of Theorem 1.2 is complete.
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4. Definition of the sequence

By Gauss genus theory we know that the 2-part of CI(Q(,/—p)) is cyclic, and the
2-part of C1(Q(,/— p)) is trivial if and only if p =3 mod 4. Let us recall a criterion
for 16 | h(—p) due to Leonard and Williams [1982]. We have

4|1h(—p) < p=1modS8.
Now suppose that 4 | h(—p). There exist positive integers g and A satisfying
p=2g>—h%

Then a classical result of Hasse [1969] is
8 _
8| h(—p) (—) =1and p=1 mod 8
p
or equivalently
-1
8| h(—p) (—) =1and p=1 modS8.
8

We are now ready to state the result of Leonard and Williams [1982]. If p is a
prime number with 8 | 2(—p), we have

16|h(—p)<:>(§> (%>:1.
P/4\ 8

With this in mind, we are going to define a sequence {a,}, indexed by the integral
ideals of Z[¢g], such that for all unramified prime ideals p in Z[¢g] of norm p

1 if 16| h(—p),
ap=1-1 if8|h(—p),161h(—p), (4-1)
0  otherwise.

The sequence {a,} will be constructed in such a way that we can prove the two
estimates in Propositions 5.1 and 6.6. Before we move on, it will be useful to recall
some standard facts about Z[¢g]. The ring Z[¢g] is a PID with unit group generated
by ¢g and € := 1+ V2. 0dd primes are unramified in Z[¢g], while 2 is totally
ramified. Furthermore, an odd prime p splits completely in Z[¢g] if and only if
p =1 mod 8 if and only if 4 | h(— p). We will make extensive use of the following
field diagram.
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M = Q(¢g)
(o) ()

(o7)

Q) Q>iV2) QW?2)

Q

If n is not odd, we set a,, := 0. From now on n is an odd, integral, nonzero ideal of
Z[¢g] and w is a generator of n. We can write w as

w=a+bis+ctd +dgg
for certain a, b, c,d € Z. Define u, v € Z by
wt(w) = u + vv2.

We can explicitly compute « and v using the formulas

L wt(w) —|-02(w)o’f(w) — PPt (4-2)
V= wt (w) —2(j/(§11))or(w) =ab—ad+bc+cd. (4-3)

Since w is odd, it follows that Nw = 1 mod 8. Then it follows from
Nw = u? — 2v?
that u is an odd integer and v is an even integer. Set
g:=u+v, h:=u+2v,

so that g is an odd integer and & is an odd integer, not necessarily positive. We
claim that g is positive. Indeed

g=a*+b*+c*+d*+ab—ad+bc+cd
=la+b)’+3a—d)’+ib+o’+i(c+d)?>0.
By construction g and & satisfy

Nw =2g% — h?.
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We start by showing that the value of

-1
)
8

does not depend on the choice of generator w of our ideal n.

Lemma 4.1. Let n be an odd, integral ideal of Z[{sg]. Then the value of (4-4) is the
same for all generators w of n.

Proof. Suppose that we replace w by {gw. Because ¢g7(¢g) = 1, it follows that u
and v, hence also g, do not change. Suppose instead that we replace w by ew. In
this case u becomes 3u +4v and v becomes 2u + 3v, so g becomes 5u + 7v. Hence

our lemma boils down to
-1\ —1
u+v/) \sSu+7v)

which holds if and only if
u~+v=>5u+7v mod4.

But recall that v is even by our assumption that w is odd. (]

We define for odd w € Z[¢g] the following symbol:

2h
w-().)
W/am\ 8

where we remind the reader that M is defined to be Q(¢g). We express this as

g 2h
[w]=[whlwl, [w]i:= <—> o wh = (—) (4-5)
W/ 4 m 8

It is easily checked that [{gw] = [w]. Unfortunately, it is not always true that
[ew] = [w]. To get around this, we need the following lemma.

Lemma 4.2. We have for all odd w
[e*w] = [w].

Proof. We have for any odd w

I—-L)o(w)or(w)
ol — (§> _ (u+v) _ ((z m)a w)oT(w ) e
W/ 4 m W JSum w aM

where we use the explicit formulas for u and v, see (4-2) and (4-3), in terms of w.
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From this expression it quickly follows that [e2w]; = [w];. We also have
2h 2u +4v 2 v
[wh=(=)= =
g u—+v u+v/)\u+v
— 2 —u — =2 E (_1)%(14—1)‘%(14-‘1-1}—1)‘ (4_7)
u-+v u-+v u-+v u

A straightforward computation shows that the u and v associated to e*w are respec-
tively u; := 577u + 816v and vy :=408u + 577v. Then we have

v\ _ 408u + 577v _ (v @-8)
u 577u + 816w Ui

due to Proposition 2 in [Milovic 2017a]. It will be useful to observe that the
following congruences hold true:

u=u; mod8, v=wv; modS8.

2 ) o (=2 4-9
(”"‘v)_(ul‘f‘vl)’ “9)

and therefore the lemma. O

This immediately implies

With this out of the way, we have all the tools necessary to define a,. Suppose
that n is an odd, integral ideal of Z[¢g] with generator w. Then we define

e {%([w] + [ew] + [*w] + [*w]) ifw satisfies (4-4), 4-10)
0 otherwise.

for any generator w of n. Here we say that w satisfies (4-4) if (—1/g) = 1, where
g is defined in terms of w as above. Then an application of Lemmas 4.1 and 4.2
shows that (4-10) is indeed well-defined.

Lemma 4.3. The sequence a, satisfies (4-1) for all unramified prime ideals p of
degree 1 in Z[¢g].

Proof. Let p be an unramified prime ideal of degree 1 in Z[{g] and let w be a gener-
ator of p. Put p := Nw. Lemma 4.1 and the aforementioned result of Hasse imply

w does not satisfy (4-4) <= 8+ h(—p),

and ay, is indeed 0 in this case. Now suppose that w does satisfy (4-4). Recall that

2h
o=(2).,2)
W/am\ 8

where g and h are explicit functions of w. We stress that these g and & are not
necessarily the same g and & from Leonard and Williams. Indeed, Leonard and
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Williams require g and 4 to be positive, while our 4 is not necessarily positive.
However, since w satisfies (4-4), their criterion remains valid irrespective of the
sign of h. Then, the criterion implies

[w] = [ew] = [e*w] = [’ w].
Furthermore, the criterion also shows that
[w]=1<= 16| h(—p).

This completes the proof of our lemma. U

5. Sums of type I

The goal of this section is to bound the sum

AX. =Y an= Y an

Nn<X Nn<X
on oln,n odd

By picking a generator for n we obtain

1 1
AX =g D, aw=35 >, lwsas(lwltlewl+ew]+w]).
weD(X) weD(X)
w=0 mod 0 w=0 mod 0
w odd w odd
We define for i =0, ..., 3 and p an invertible congruence class modulo 210
g 2h
AX, 0w, p) = Y wl= Y. (—) (—)
W/am\ 8
weu; D(X) weu; D(X) >
w=0 mod d w=0 mod d
w=p mod 210 w=p mod 2!°

where u; := €. With this definition in place, we may split A(X, ) as follows

3
1
A(X,0) = EZ Z 1, at. @-0)A(X, 0, u;, p),
i=0 pe(On/2"00m)*

since the truth of (4-4) depends only on w modulo 4. Then it is enough to bound
each individual sum A(X, 0, u;, p). In order to bound this sum, our first step is to
carefully rewrite the symbol [w] in a more tractable form. While doing so, we will
find some hidden cancellation between [w]; and [w], that is vital for making our
results unconditional.

Throughout this section we use the convention that (-) € {£1, £i} is a function
depending only on the variables between the parentheses; at each occurence p(-)
may be a different function. Since our cancellation will come from fixing b, ¢ and d
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while varying a, factors of the shape (p, b, ¢, d) will present no issues for us. Let
us start by rewriting [w],. It follows from (4-7) that

2h v
g u

Using the formulas for # and v we get

v ab—ad+bc+cd
Z) = . 5-2
(u) (a2+b2+cz+d2) (5-2)

If v is not zero, we can uniquely factor v as

V1= v Vat, (5-3)

where v is an odd, positive integer satisfying gcd(vy, b —d) = 1, v, is an odd
integer consisting only of primes dividing b — d and ¢ is positive and only divisible
by powers of 2. Then we have

ab—ad + bc + cd . V] tvy (5-4)
A2+ +2+d> ) \a?+2+c2+d? ) \a>+b>+c2+d?> )

Let p’ be the congruence class of v; modulo 8. Using the following identity modulo v

a’(b—d)? = b+d)?* modv

and the fact that this identity continues to hold for any divisor of v, in particular
for v, we rewrite the first factor of (5-4) as follows

| o ) a’+b*+c2+d?
2 t+yaz) TP vy

(@ +b*+c*+d*)(b— d)2>
vl

=M(p,p/)(

(@b —d)*+ B>+ +d*)(b—d)?
—u(p,p)( o )

oD+ + B+ +dH(b—d)?
=M(p,p)( o )

(5-5)
U1

o BPHdDH Q2+ (b—d)?)
=u(p,p)( )

Stringing together (5-1), (5-2), (5-4) and (5-5), we conclude that

2h b2 +d*)(2c* + (b —d)?
<?>=M(p’p/)<( +d7) (2 +( )))( v ) (5-6)

v a>+b*+c?+d?
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Our next goal is to simplify [w];. We have, by (4-6) and Theorem 2.2,

1

- o(w)ot(w)
(g) _ ((2 73 ) :M(p)(o(w)or(w)) -
4,M aM w 4M

w w

The quartic residue symbol in (5-7) is the product of two quartic residue symbols.
One of them is equal to

(ar(w)) _<a+d§g—c§§+b§§> _(—2c§82+(d—b)(§g—§§))
w o Jay  \a+blg+ctd+dg a+blg+ctg+deg  )am

4M

=( & ) (—2c+(b—d)(;s+¢§>)

a+bis+ceg+deg Jam\ a+bis+cig+de Jam
—2c+(b—d)(§s+§§)>

a+bs+ceZ+deg Jam

= M(,O)( (5-8)

where the last equality is due to Theorem 2.2. For the remainder of this section we
assume that b—d is not zero. We factor —2c+(b—d) (s +{§’) in the ring Z[+/—2] as

—2c+(b—d)(gs+¢3) = n'ege

with 7 and e( consisting only of even prime factors, ey not divisible by a nontrivial
fourth power and e odd. This factorization is unique up to multiplication by units.
Then we have, by Theorem 2.2,

— — 3 2 3
( 2c+(b d)§§s+§38)) :M(p’b’c’d)(a+b§8+658+d§g)
a+bls+clg+dsy Jam €

(5-9)
am

But a simple computation shows
a+big+ctd+deg =ot(a+bis+ceg +deg) mode.

Let p be a prime in Z[+/—2] that divides e. Then we may replace a+beg +c{82+d ;‘g’
by some element in Z[v/-2] by Lemma 3.4 of [Koymans and Milovic 2019a]. In
case p splits in M, we apply Lemma 3.2 of [Koymans and Milovic 2019a]. While
if p remains inert, we see that p is of degree 1 and Np = 3 mod 8. In this case we
apply Lemma 3.3 of [Koymans and Milovic 2019a]. Hence in all cases

a+bly+cty+dgg
= ILgccl(a+b§g+c§§+d;§,p)=(1)'
b 4M
This yields
a+bgs+cgg+dgg
( 8 8 = lgedw,ot(w)=(1)- (5-10)
€ 4M
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We deduce from (5-8)—(5-10) that

ot(w)
= u(p, b, c,d)lgcd(w,orw)=(1)- (5-11)
w 4M

We will now study the other quartic residue symbol in (5-7) using very similar
methods. We start with the identity

(G(w)) :(a—bgg+c;§—d;§>) :< —2¢3(b+d¢g) )
w Jay \a+blg+cli+did ) oy \a+bis+ctd+deg ) am
_( —2¢3 ) ( b+dgd )
C \a+bis+ctd+de ) sy \a+bis+ctd+ded ) am

b+dig )
— , 5-12
“(p)(a+b;8+c§82+d;§ aM (>-12)

where we use Theorem 2.2 once more. We choose i := ;“82 and factor b + di in the
ring Z[i] as

b+di =n"e)e

with 1" and e, consisting only of even prime factors, ¢;, not divisible by a nontrivial
fourth power and ¢’ odd. Such a factorization is unique up to multiplication by
units. With this factorization we have due to Theorem 2.2

b+di +beg + et +deg
( it 3> ZM(p,b,c,d)<a BT é“8) RIESE)
a+bts+clg+d&3 ) am ¢ 4M

We claim that

(a+bQ+c§+d§) _<“+C§> _<“+d) (5-14)
¢ am ¢ Jam ¢ Jaaa

Indeed, let p be a prime in Z[i] that divides ¢’. If p splits in M, Lemma 3.2 of
[Koymans and Milovic 2019a] shows that

<a+C§82> _(a—i—ci)
p 4M p 2,@(1’)‘

Suppose instead that p remains inert. Then p is of degree 1 and Np = 5 mod 8.
Now we apply Lemma 3.3 of [Koymans and Milovic 2019a] to obtain

(a+cg“82> _(a—l—ci)
p 4M p 2,@(1’)‘
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This establishes our claim and hence (5-13). Combining (5-12)—(5-14) acquires the

validity of
(&w)) — up.bc. d)(“ +,C’> . (5-15)
W Jam € 2,Q0)

tvy
fw, p):=u(p, p',b,c, d)]lgcd(w,(rr(w)):(l)< )

Put

a’?+b*+c*+d?
Using (5-6), (5-11) and (5-15), we conclude that

2 2 2 2 .
(§> (%) :f(w,,o)((b +d*)2c*+ (b—d) ))(a-l—/cz) . (5-16)
W/am\ 8 V1 e 2,Q0(3)

Our hidden cancellation will come from comparing the Jacobi symbols

b*+d? a+ci
and p .
U1 e 2,Q()

Our goal is to show that these two Jacobi symbols are equal up to some easily
controlled factors. We can uniquely factor

b +d* = 7122,
where z; and z; are positive integers satisfying
e (z1,22)=1;
e 71 odd and squarefree;
« if p is odd and divides z», then p? also divides z».

With this factorization we have

2 2
()= G @) e ()5
vl vi/\vi VAT

In a similar vein we uniquely factor, up to multiplication by units, ¢’ in Z[i] as

e =yin

with (Ny1, Ny») = (1), Ny; squarefree and Ny, squarefull. The point of this
factorization is that Ny; = z;. This gives

(5)-()
21 Y1 2,@(,')'

(tva, y1) = (d, y1) = (D). (5-17)

We claim that
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We clearly have (¢, y;) = (1), so we first show that (v, 1) = (1). Let p be an odd

prime of Z[i] above p such that p | v, and p | 1. Then we have p | v, and Np | Ny;.

However, v, is composed entirely of primes dividing b—d, while Ny; divides b>+d>.

We conclude that p divides both b and d. But then p can not divide y; by construc-

tion. We can prove in a similar way that (d, y;) = (1), thus proving the claim.
From (5-17) we acquire the validity of

21 Y1/2.00) Y1/2,.06) \Y1/2,00)
. _d(li
— u(b, ¢, d, t)(%) (a +C’> <&)
Yi/2on\ Y1 /206 Vi 2,Q0)

=u<b,c,d,t>(2) (””) ,
Y1/2.00) Y1 /2,00

where we use the identity

v=ab—ad+bc+cd=—-ad(l1+i)+cd(1—i)=—d(1+i)(a+ci) mody;.

We conclude that

(b2 +d2) (a +ci>
V1 e 2,0()

22 1% a +Cl
= u(p, p' b, c.d, t)(—) (—) ( ) Lecd(a-tei =1+ (5-18)
Vi/\Y1 /200 \ Y2 /203

Put

tvy
,0)i=pulp,p' b,c.d,t
gw, p):=pulp,p,b,c )(a2+b2+02+d2>

22 1%} a+ci
x| = — ]lgcd(a-i-ci,yl)=gcd(w,Ut(w))=(1)‘
Vi \Y1/2an\ Y2 /2006

After combining (5-16) and (5-18), we get

g 2h 2¢2+ (b —d)?
(5),,,(3) s (=0=5)
W/oam\ 8 U1

=u(p, p',b,c,d, t)g(w, p)(

U1
2¢2+ (b —d)z)'
With this formula we have finally rewritten our symbol in a satisfactory manner;
we now return to estimating the sum A(X, 9, u;, p). We recall the factorization
v = vV, where v is an odd, positive integer satisfying ged(vi, b —d) =1, vy is
an odd integer consisting only of primes dividing b — d and ¢ is positive and only
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divisible by powers of 2. We further recall that p’ is the congruence class of v;
modulo 8.

Let 2% be the closest integer power of 2 to X /190 We fix b, ¢, d such that b —d
has 2-adic valuation at most «/2. If @ modulo 2% is given, we claim that vyqq is
determined modulo 8, where vqqq is the odd part of

v=ab—d)+c+d), (5-19)

with the exception of <« X!/?% congruence classes p” for a modulo 2% Note that,
for fixed b, ¢ and d, p” determines v modulo 2%, If « > 3, v modulo 2% determines
Vodd Mmodulo 8 unless v is divisible by 2%=3 There are only 8 congruence classes
modulo 2% divisible by 243, Now take such a congruence class, say p””. But there
are < X'/2% congruence classes p” modulo 2¢ with

p'(b—d)+cb+d)=p” mod?2“

by our assumption that the 2-adic valuation of b — d is at most /2, and our claim
follows.

Similarly, we know the value of ¢ with the exception of < X congruence
classes for @ modulo 2% We remove all such congruence classes from the sum,

1/200

which gives an error of size at most X'%/2%°_ From now on we assume that a does
not lie in such a congruence class. For the remaining congruence classes modulo 2%,
we observe that p’ is determined by voqq modulo 8 together with b, ¢ and d. Hence
both p’ and ¢ are determined by a modulo 2%

We would also like to treat v, as fixed, and we use a similar technique to achieve
this. Once more we fix b, ¢ and d. We assume that

ged(b —d, be + cd) < exp((log X)%).

We can uniquely factor a positive integer n as x1xp, where gcd(xy, x2) =1, x; > 0
is squarefree and x, > 0 is squarefull. We call x; the squarefree part, and x, the
squarefull part. We further assume that the squarefull part of b — d is of size at
most exp((log X )0-25) . We now factor

k
ged(b—d. be+cd) = [ p!".
i=1

Define f/(p;) to be the smallest integer such that

pfi/(p[) > exp(2(log X)o.zs)

and define

k

£l (pi)

G:= 1_[ D; .
i=1
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Clearly, we have that gcd(b — d, bc + cd) divides G, since the squarefull part of
b —d is of size at most exp((log X)%%). If « modulo G is given, we claim that v,
is determined modulo G with the exception of at most

<log X max T
pi
congruence classes p” for @ modulo G. Take a prime divisor p; of b—d. If p; does
not divide bc + cd, then clearly

pitab—d)+bc+cd,

so we have found the p; valuation of a(b —d) + bc + cd. Now suppose that p; also
divides bc + cd. Then we know the p; valuation unless

a(b—d) +be+cd =0 mod pi 7.

However, we know that the p; valuation of b —d is at most fl.’ (pi)/2. Hence there

7(pi)/2 /(pi .
are at most pif i/ congruence classes for a modulo p;* P for which

a(b—d)+bc+ cd =0 mod pf",(pi),

and we call such a congruence class forbidden. We let G; be the set of forbidden
congruence classes modulo pif P) Now we discard all congruence classes p”
modulo G for which there exists a prime p; dividing gcd(b — d, bc + cd) such that
the reduction of p” modulo p; P Jies in G;. This proves the claim.

Set

m :=1lem(G, z2, Ny, 2%, 2'9). (5-20)

(i) () 5. (557)
a?+b2+c2+d?)\vi)\ri),00\ 2 Jrcm

depends only on @ modulo m, b, ¢ and d. If we write 8 := blg + c§82 + d§83, we
have the estimate

A(X, 0, u;, p)

vl
<> ‘ Z(M)ﬂgcd(aﬂi,y1)=gcd(a+ﬁ,at(a+ﬁ))=(l)’

B feZ/mZ aeZ
a sat. (k)

where (x) are the simultaneous conditions
a+pBeuDX), a+B=0modd, a+p=p mod2'”, a= f modm.

Recall that the condition a + 8 € u; D(X) implies a, b, ¢, d K X4, see Lemma 2.3.
We will only consider g satisfying the following five properties:
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() 72, Ny, < X1/200,
(i1) ged(b —d, bc + cd) < exp((log X)025),
(iii)) The 2-adic valuation of b — d is at most o /2.
(iv) The squarefull part of b —d is of size at most exp((log X)029).

(v) The odd, squarefree part of 2¢2 4+ (b —d)? is at least X272

We claim that there are at most
X3/4
< exp((log X)72)
elements B that do not satisfy all five conditions. To do so, we shall bound the
number of B that fail a given property in the above list. For (iii) and (iv) this is
easily verified. For (v), we use that 262+ (b—d)? represents a given integer at most

& X/MF€ times, and this reduces the problem to an easy counting problem. A sim-
ilar argument disposes with (i). Finally, for (ii), we count the number of 8 such that

ged(b —d, b+d) > exp(3(log X)**) or ged(b —d, ¢) > exp(3(log X)**).

For those 8, we bound the inner sum trivially by < X i /m inducing an error of size
< X
exp((log X)°2)”

For the remaining 8, we have G <« X¢ and hence m <, X1/°9%€ by (i) and the
definition of m; see (5-20). Note that
Hng(a-Fﬂ,Uf(a-Fﬂ)):(l) = ]lgcd(u—i-ﬂ,ar(ﬂ)—ﬂ):(l)-

We use the Mobius function to detect the coprimality conditions, which yields the
upper bound

v
AX uip) <Y Y > Y ‘Z <m)

B feZ/mZoily1 0ot (B)—p  aeZ
a sat. (k%)

’

where (x*) are the simultaneous conditions

a+pBeu;D(X), a+B=0modo, a+B=pmod2'°, a=f modm,
a—+ci =0 modD0,, a+B8=0modDo,.

Define m’ to be the smallest positive integer that is divisible by lcm(?, 01, 93). Put

M :=Ilcm(m,m’).
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The congruence conditions for a in () are equivalent to at most one congruence
condition modulo M. We assume that it is equivalent to exactly one congruence
condition modulo M, say F, otherwise the inner sum is empty. Then we have

A <Y Y3 Y | Y (ﬁ)‘ (5-21)

Z/mZ D 0 — Z
B feZ/mZ di|y) 02]oT(B)—p a+ﬂZ§iD(X)
a=F mod M

We assume that M < X!/3 since otherwise the trivial bound suffices. Furthermore,
for fixed S, the condition a + 8 € u; D(X) means that a runs over < 1 intervals
with endpoints depending on B and ;. Since a < X'/4 we know that each interval
has length <« X '/4. We have the factorization
28+ (b—d)* = q192,

where ¢ is the odd, squarefree part. We know that ¢, < X'/?%°, and we split the
sum over a in congruence classes modulo ¢;. For fixed b, ¢ and d, the condition
a = F mod M implies that v; is a linear function of @ with linear term not divisible
by ¢ by our assumptions ¢; > X°%/?% and M < X'/8 Indeed, v, and ¢ are
determined by F, so this follows immediately from (5-3). Hence we may employ
the Burgess bound [1963] to (5-21) withr =2 and g = ¢q; K X2 to0 prove

X
exp((log X)2)’
where the second term accounts for the discarded congruence classes for a, the
third term accounts for those M with M > X'/® and the fourth term accounts for
the discarded B. This establishes the following proposition.

Proposition 5.1. We have for all ideals 0 of 7Z[¢3]

AX, 0, uj, p) e XTTHHI0H 4 X0 4 X T+

AX,0) K W.

6. Sums of type I1

In (4-5) we defined [w]; and [w],. We have the useful decomposition
[w] = [w]i[w].

In this section we need to carefully study the multiplicative properties of [w], and we
do so by studying the multiplicative properties of [w]; and [w],. These properties
will then be used to prove cancellation in sums of type II. We start by studying [w];;
our treatment is almost identical to [Koymans and Milovic 2019a]. If w is an odd
element of Z[{g], we have

[wl; = ((%_%ﬁ)"(w)“(w)> _ ((2—ﬁ>o(w>or(w>)
1 4.M s

w w
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Define
o(2)
Vl(w,z):=(—) . (6-1)
w Jom

For the remainder of this section, we use the convention that § (w, z) is a function
depending only on the congruence classes of w and z modulo 2'%; at each occurrence
8(w, z) may be a different function.

Lemma 6.1. We have for all odd w, 7 € Z[{g]

[wz]1 = 8w, D[wli[zhy1(w, 2) Lgcdw,ot2)=1)-

Proof. By definition of [w]; we have
(2 —2)o (wz)ot(wz)
[wz]) =
4.M

wz

o(z2) ot (2) o(w) ot(w)
=[wlhlzli{ — .
W Jam w aM z oM Z M

Since o fixes i and therefore any quartic residue symbol, Theorem 2.2 yields

(%), ()., = (50),, (o)
W Jam\ T Jam w Sam\oW) /4y
=swa(%7), (%))
W Jam W Jam
=3(w,z)<&> .
W Jom

If we do the same computation for o7, we obtain

o1(2) ot(w)
< ) ( = 8(11), Z)ﬂgcd(w,af(z)):(l)’
w aM < 4.M

since ot does not fix i. This proves the lemma. U

In the next lemma we collect the most important properties of y(w, 7).
Lemma 6.2. Let w, z € Z[¢g] be odd and define v (w, z) as in (6-1).
1) y1(w, 2) is essentially symmetric
yi(w, z) = 8w, 2)yi(z, w).
(1) y1(w, z) is multiplicative in both arguments
Yi(w, z1z2) = yi(w, z)y1(w, z2),  yi(wiws, 2) = y1(wi, 2)y1(wz, 2).

Proof. This is straightforward. U
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With this lemma we have completed our study of [w]; and y;(w, z). We will
now focus on [w],. Recall that

2h v
[w], = (—) _ a(w)(-).
g u

The second representation of [w], is very convenient, since it allows us to use
earlier work of Milovic [2017a]. Define

y2(w, z) = ( (6-2)

a(wz)ar(wz))
wt (w) 2K

where K := Q(v/2).
Lemma 6.3. The following formula is valid for all odd w, z € Z[3]:

[wz]r = 8(w, D [whzlhy2(w, 2).

Proof. Milovic [2017a, p. 1009] defined the symbol

[u+ v«/§]3 = (2)

Then it is easily seen that [w], = é (w)[wt(w)]3 and that wt (w) is totally positive.
Now apply Proposition 8 of [Milovic 2017a]. U

To further our study of y»(w, z), it will be convenient to define a second function
m(w) by the formula

m(w) = pa(w, 1) = (M) ,
2,K

wt(w)

It turns out that y»(w, z) is neither symmetric nor multiplicative. Instead, it is
symmetric and multiplicative twisted by the factor m.

Lemma 6.4. Let w, z € Z[¢g] be odd and define y;(w, z) as in (6-2).
(1) va(w, 2) is twisted symmetric
y2(w, 2)y2(z, w) = m(wz).
(i) y2(w, z) is twisted multiplicative in z
y2(w, z122) = m(w)y2(w, z1)y2(w, 22).

Proof. The proof is left to the reader. U
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With this out of the way we are ready to tackle the sums of type II. Let {«,,}
and {f,} be sequences of complex numbers of absolute value at most 1 and let p
and . be invertible congruence classes modulo 2'°. We define

Bi(M,N,p, )= ) Y. awBilwzl,

weD(M) z€D(N)
w=p mod 210 z=yx mod 210

where we suppress the dependence on {«,,} and {8;}. Then we have the following

proposition.

Proposition 6.5. There is an absolute constant 63 > 0 such that for all sequences
of complex numbers {a,} and {B,} of absolute value at most 1, all invertible
congruence classes p and p modulo 2'°

Bi(M,N,p, ) < (M~ + N"1?*)M N (log MN)%.

Proof. We start by expanding [wz] using Lemmas 6.1 and 6.3. We may absorb
[w]i, [w]y, [z]1 and [z], in the coefficients o, and B,. Then it suffices to prove for
all sequences of complex numbers {«,,} and {8} of absolute value at most 1 and
all invertible congruence classes p and ; modulo 2'° the following estimate:

By(M.N.p, )= »_ > awBriw, ya(w. D) lgedw.or@)=(1)

weD(M) z€D(N)
w=p mod 2'0 7=y mod 2'°

L M~V L NTV2H M N (log MN).
Define
y3(w, z) = (

wt(w)

o(z)or(z))
2K

so that we have the factorization y,(w, z) = m(w)ys(w, z). Absorbing m(w) in o,
and using the identity

v3(w, 2) Lgcd(w,orz)=1) = ¥3(w, 2),

we see that it is enough to establish

B3(M9 Nap» ,LL) = Z Z awﬁz)’l(w,z))@(w» Z)

weD(M) z€D(N)
w=p mod 20 z=yx mod 210

L MV L NTIV2HMN (log MN)P.
Theorem 2.1 shows that y3(w, z) is also essentially symmetric, i.e.,

v3(w, 2) =8(w, 2)y3(z, w).
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Due to the symmetry of y;(w, z), see Lemma 6.2 (i), and the symmetry of y3(w, z),
we may further reduce to the case N > M. We take k := 12 and apply Holder’s
inequality with 1 = ’%1 + % to the w variable to obtain

|B3(M, N, p, )[¥

k—1
5( > Iawlkkl> > ‘ > Boni(w, Dys(w, )|

weD(M) weD(M) 2€D(N)
w=p mod 2'0 w=p mod 2!° z=p mod 2'°
The first factor is trivially bounded by <« M*~! with absolute implied constant.
Lemma 6.2 (ii) implies that y; (w, z) is multiplicative in z and Lemma 6.4 (ii) implies
that y3(w, z) is multiplicative in z. Hence y;(w, z)y3(w, z) is multiplicative in z.
We conclude that

IBs(M, N, p, )l* < M 3" e(w) Y Blyi(w, Dys(w, 2),  (6-3)
weD(M) z

w=p mod 210
where |
1(w, )ys(w, Z)‘
G(w) = )ZZE'D(N)» z=p mod 210 ﬂz)/ %
ZZGD(N) z=p mod 210 :3z7/1 (w, Z)y3(w’ Z)
and

'B;: Z IBZ|"'IBZk-

=21 %k
Zlseees z«€D(N)
= SEU=N mod 210
We will now study the summation condition for z in the inner sum of (6-3) more
carefully. By construction, D(N) contains exactly eight generators of any principal
ideal. Furthermore, there are < N* values of z for which B. # 0. Hence we obtain
the bound

> (B)* < (log N)* N*

for some absolute constant 63, since k is fixed. An application of the Cauchy—
Schwarz inequality over the z variable yields

2
( Z e(w) Zﬁé)/l(w&)%(wﬂ))

weD(M) z
w=p mod 2'°

2
:(Zﬂ; > e(w)m(w,z))/a(w,z))

weD(M)
w=p mod 210
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<« (log N)%N*
x Y Y ewnewn) ) yi(wiwy, Dys(wiwn,z),  (6-4)

w1 €D(M) wy€D(M)
wi=p mod 210 wr=p mod 210

because y; (w, z) and y3(w, z) are multiplicative in w. Conveniently, inequality (6-4)
remains valid if we extend the sum over z to a larger domain. Let zy, ..., zx € D(N)

and write
4
J
7= E aijég -
j=1

Then we have |a;;| <K N 1/4 Now define

4
B(C) := {Zaj;g taj€Z.la;j| < czvk/“}.
Jj=1

Then, if C is sufficiently large, B # 0 implies z € B(C). For this choice of C, we
extend the range of summation over z in (6-4) to the set 5(C). We split the sum
over z in congruence classes { modulo N(w;w;); we claim that for all odd w

Z n(w, §ys(w, ) =0

¢ mod N(w)

provided that N(w) is not squarefull. Substituting the definition of y;(w, ¢) and
y3(w, ) gives

fw):= Z nw, Hyz(w, ¢) = Z <—G(§)GT(§)) (&) .
¢ mod N(w) ¢ mod N(w) wf(w) 2.K w 2M

Then a calculation shows that for all odd w and w’ satisfying (N(w), N(w’)) =1,

fww) = f(w) fw).

Hence, to establish the claim, it is enough to prove that f(w) =0 if w is an odd
prime of degree 1. To do so, we start with the identity

(a(g“)ot({)) _ (U(§)0T(§)>
wt(w) 2.K w z,M'

Here we rely in an essential way that w is an odd prime of degree 1, so we have
an isomorphism of finite fields Oy /w = Ok /wt(w). We use this to give a simple
expression for f(w),

fay= Y <Mf)>2 Mllw(;),w):(l)’

¢ mod N(w)
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which apart from a nonzero factor is

ot (%)
Z w Lo (), w)=(1)
¢ mod o (w)ot(w) 2.M
ot(¢)
- T (Z8) Y teom-n=o

¢ mod o7 (w) 2,M ¢ mod o (w)

Note that o (w) and o 7 (w) are coprime, so we are allowed to expand the sum over
o (w)ot(w) as the product of the two sums over o (w) and o 7 (w). With the claim
established, we can give an upper bound for the sum over z € B(C)

Nk if N(wjwy) is squarefull,

wiwa, 2 wiws, 7)) <K . . .
Z yi(wiws, 2)y3(wiw, 2) {Z?_le’Nk(l_ﬁltl) otherwise.

zeB(C)

where the second bound uses the claim and N(w;w,) < MZ Because of our choice
3

of k and N > M, we can simplify the second bound to M 2Nk, Equations (6-3), (6-4)

and the above bound acquire the validity of

1Bs(M, N, p, ) <« (log N)® M*2N¥(M - N + M? - M2N %)
< (log N (M1 NK 22 N%k).

Since the first term above dominates the second term due to our choice of k and
N > M, the proof of the proposition is complete. (I

Having dealt with sums of type II for the symbol [wz], we now turn to sums of
type Il with ay,,,. For sequences of complex numbers {«,} and {8,} of absolute
value at most 1 we defined in Section 3 the following sum:

B(M,N) = Z Z AmBudmn.

Nm<M Nn<N

Proposition 6.6. There is an absolute constant 03 > 0 such that for all sequences
of complex numbers {on} and {B,} of absolute value at most 1,

B(M,N) < (M™% 4 N~V M N (log MN)%.

Proof. By picking generators for m and n we obtain the identity

B(M,N) = Z Z amﬂuamn=é Z Z awﬁza(wz)-

Nm<M Nn<N weD(M) zeD(N)

We split the sum B(M, N) in congruence classes modulo 2'°. We need only consider
invertible congruence classes, since otherwise a,,, = 0 by definition. Furthermore,
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condition (4-4) depends only on g modulo 4, which is in turn determined by
w modulo 4. Therefore, it suffices to bound the sum

> Y B (wal + lewz] + [2wz] + [ wz),
weD(M) zeD(N)
w=p mod 2!° z=p mod 20
where p and p are invertible congruence classes modulo 219 such that g = 1 mod 4.
From Lemmas 6.1 and 6.3 we deduce that

[ewz] = 8(w, 2)[e][wz].

Now apply Proposition 6.5. U
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Supersingular Hecke modules as Galois representations

Elmar Grosse-Klonne

Let F be a local field of mixed characteristic (0, p), let k be a finite extension of its residue field, let
‘H be the pro-p-Iwahori Hecke k-algebra attached to GL;4;(F) for some d > 1. We construct an exact
and fully faithful functor from the category of supersingular #-modules to the category of Gal(F/F)-
representations over k. More generally, for a certain k-algebra H* surjecting onto H we define the
notion of -supersingular modules and construct an exact and fully faithful functor from the category of
#-supersingular *-modules to the category of Gal(F / F)-representations over k.
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Introduction

Let F be a local field of mixed characteristic (0, p), let 7 € Of be a uniformizer, let k be a finite
extension of the residue field [, of F. Let d € N. An important line of current research in number
theory is concerned with relating smooth representations of G = GL ;41 (F) over k with finite dimensional
representations of Gal(F/F) over k.

At present, the smooth representation theory of G is understood only up to identifying, constructing
and describing the still elusive supercuspidal representations of G, or equivalently, the supersingular
representations of G. An important role in better understanding this theory is played by the module
theory of the pro- p-Iwahori Hecke k-algebra # attached to G and a pro-p-Iwahori subgroup I in G.
There is a notion of supersingularity for #-modules which, in contrast to that of supersingularity for
G -representations, is transparent and concrete. The notions are compatible in the following sense: at
least after replacing k by an algebraically closed extension field, a smooth admissible irreducible G-
representation V is supersingular if and only if its space of Iy-invariants V0 (which carries a natural

MSC2010: 11F85.
Keywords: pro-p Iwahori Hecke algebra, supersingular module, Galois representation, (¢, I")-module.
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action by ) is supersingular if and only if V0 admits a supersingular subquotient; see [Ollivier and
Vignéras 2018]. It is true that the functor V - V0 from G-representations to H-modules often looses
information. But the potential of taking into account also its higher derived functors, which again yield
(complexes of) H-modules, has been barely explored so far.

The purpose of the present paper is to explain a method for converting (supersingular) H-modules into
Gal(F/F )-representations over k.

For F = Q) we had constructed in [Grosse-Klonne 2016] an exact functor from finite dimensional
H-modules to Gal(@ »/Q)p)-representations over k. The construction was inspired by Colmez’s functor
from GL,(Q),,)-representations to Gal(Q »/Qp)-representations. It was geometric-combinatorial in that it
invoked coefficient systems on the Bruhat Tits building of GL,(Q,). Unfortunately, we see no way to
generalize this geometric-combinatorial method to arbitrary finite extensions of F* of @Q,. However, when
trying to extract its “algebraic essence”, we found that the functor indeed admits a generalization to any F,
albeit now taking on an entirely algebraic and concrete shape. But in fact, it is this concreteness which
allows us to not only investigate its behavior on irreducible objects, but also to prove that it accurately
preserves extension structures. In this way, even for F' = Q, we significantly improve on our previous
work [Grosse-Klonne 2016].

Let Rep(Gal(F/F)) denote the category whose objects are projective limits of finite dimensional
Gal(F / F)-representations over k. Let Mod,, () denote the category of supersingular -modules which
are inductive limits of their finite dimensional submodules.

Theorem A. There is an exact and fully faithful functor
Mod,s () — Rep(Gal(F/F)), M V(M).

We have dimy (M) = dimy (V (M)) for any M € Mod (H).

The radical elimination of the group G (and its building) from our approach allows us to improve
Theorem A further as follows. We construct k-algebras H** and H* by looking at a certain small set of
distinguished generators of # and by relaxing resp. omitting some of the usual (braid) relations between
them. In this way we get a chain of surjective k-algebra morphisms H* — #* — #{. There is a again a
notion of supersingularity for #**-modules and for #*-modules (which are inductive limits of their finite
dimensional submodules; we assume this for all **-, resp. H*-, resp. H-modules appearing in this paper).
The simple supersingular modules are the same for 7**, for 4* and for 7, but there are more extensions
between them in the category of **-modules, resp. of #*-modules, than in the category of 7{-modules. A
particular useful category Mod,, (H?) is formed by what we call f-supersingular H*-modules. It contains
the category of supersingular H-modules as a full subcategory (but is larger). Now it turns out that
the above functor is actually defined on the category of supersingular #*-modules, and again with
dimy (M) = dimy (V (M)) for any M. When restricting to Mod,, (#*) we furthermore get:

Theorem A*. There is an exact and fully faithful functor

Mody (H*) — Rep(Gal(F/F)), M~ V(M).
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We do not know if the k-algebra H* admits a group theoretic interpretation, as does the double coset
algebra H = k[1p\ G/ Ip]. However, already from the Galois representation theoretic point of view we
think that the additional effort taken in proving Theorem A* (rather than just Theorem A) is justified,
since in this way we identify an even larger abelian subcategory of Rep(Gal(F/F)) as a (supersingular)
module category of a very concretely given k-algebra. In fact, the additional effort is mostly notational.

We define a standard supersingular H-module to be an #-module induced from a supersingular
character of a certain subalgebra H,g of H with [H : Hagr] = d 4 1. Each simple supersingular -module
is a subquotient of a standard supersingular #-module. We also define the notion of a (d + 1)-dimensional
standard cyclic Gal(F/F)-representation; in particular, each irreducible Gal(F/F)-representation of
dimension d + 1 is a (d + 1)-dimensional standard cyclic Gal(F/ F)-representation.

Theorem B. The functor M — V (M) induces a bijection between standard supersingular H-modules
and (d + 1)-dimensional standard cyclic Gal(F | F)-representations. M is irreducible if and only if V (M)

is irreducible.!

However, we emphasize that it is rather the much deeper Theorem A (and A*) which proves that
supersingular modules are of a strong inherent arithmetic nature.

In Section 5E we gather some generic statements which come close to describing the image of the
functor M — V(M).

Let us now indicate the main features of the construction of the functor. We fix once and for all a
Lubin-Tate group for F. More precisely, as this simplifies many formulae, we work with the Lubin—
Tate group associated with the Frobenius power series ®(¢) = t? 4+ wt. On the k-algebra k[[¢]][¢] with
commutation relation ¢ -t =17 -¢@ welet I' = Oy actby y -9 = y'¢ and y -t = [y]o(t), where
[y1e(?) € k[[¢] describes multiplication with y with respect to ® and where Y’ € k* means the image of
y € T'in k*. We view a supersingular H**-module (or #*-module, or 7{-module) M as a k[[¢]-module
by means of #|y = 0. In k[[#][¢] ®pj M we then use the H-action on M to define a certain submodule
V(M) by giving very explicitly a certain number of generators of it. This is done in such a way that
A(M) = kltlle] @k M/ V(M) naturally receives an action by I' and is a torsion k[[#]-module. A very
general construction then allows us to endow A(M)* ®y;7 k(1)) with the structure of a (¢, I')-module
over k((¢)). The notion of a (¢, I')-module over k((¢)) with respect to the chosen Lubin—Tate group &
is explained in full detail in the book [Schneider 2017], where it is also explained that this category is
equivalent with the category of representations of Gal(F/F) over k.

It was pointed out by Cédric Pépin that the syntax of the functor M — V(M) bears strong resemblance
with that of Fontaine’s various functors (using “big rings”).

One may wonder which of our results remain valid if the coefficient field & is allowed to be a more
general field k containing [, i.e., not necessarily finite. First, this finiteness is invoked for the equivalence
of categories between Galois representations and (¢, [')-modules. But it is also invoked in the proofs of

! A numerical version (i.e., comparing cardinalities) of Theorem B was known for quite some time, due to work of Ollivier
and Vignéras [2005].
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Proposition 3.3 (our main result in Section 3 on recovering a supersingular #*-module from subquotients)
and of Theorem 5.10 (on recovering M from A(M)).

In Section 2B we list some automorphisms of H (and of #* and H*). They induce autoequivalences
of the category of supersingular H-modules;> thus, precomposing them to M +— V(M) we get more
functors satisfying Theorems A, A* and B.

We end this paper somewhat speculatively by discussing assignments of Gal(F / F)-representations to
supersingular G-representations. The functor M +— V (M) invites us to search for meaningful assignments
of (complexes of) supersingular 7{-modules to supersingular G-representations Y. First we suggest
studying the left derived functor of the functor taking ¥ to the maximal supersingular #-submodule of Y /.
This entails working in derived categories and appears to be the most natural approach. Nevertheless,
as a variation of this theme we then suggest an exact functor from (suitably filtered) G-representations
to supersingular H-modules. It builds on a general procedure of turning complexes of H-modules into
new H-modules, applied here to complexes arising from E;-spectral sequences attached to the said left
derived functor.

Apparently, the constructions and results of the present paper call for generalizations into various
directions. We mention here just the obvious question of what happens if the pro- p-Iwahori Hecke algebra
‘H attached to G = GL ;1 (F) is replaced by pro-p-Iwahori Hecke algebras # attached to other p-adic
reductive groups G. In extrapolation of what we did here, the general Langlands philosophy suggests
searching for a functor from #-modules to Galois representations such that in some way the algebraic
k-group with root datum dual to that of G shows up on the Galois side — just as it does here in Theorem B.
In a subsequent paper we will propose such a functor. However, in its formal shape it will not precisely
specialize to the functor discussed here if G = GL;1(F ),> and Theorem A will not be a special case of
what we will then prove for general G.

Notations. Let //Q), be a finite field extension. Let [, be the residue field of F (with g elements). Let
7 be a uniformizer in Of. Let k be a finite field extension of [,.

As explained in [Schneider 2017, Proposition 1.3.4], attached to the Frobenius (or Lubin—Tate) formal
power series ® () =t 417 is associated a commutative formal group law (the associated Lubin—Tate
(formal) group law) Fg (X, Y) over Of such that ®(¢) € Endp, (Fe(X, Y)). There is a unique injective
homomorphism of rings

Or — Endo, (Fo (X, Y)), ar> [ale(t)

such that ®(r) =[] (2), see [Schneider 2017, Proposition 1.3.6], where we recall that, by definition,
Endp, (Fo(X,Y)) ={h € Ofrllt]; h(0) =0 and h(Fo (X, Y)) = Fo(h(X), h(Y))}.

Lemma 0.1. Assume that F #+ Q,. Writing [ale(t) = at + ZizZ a;t' (with a; € OF), we have a; = 0
wheneveri —1 ¢ (g — DN. If a?~! = 1 we even have a; =0 for all i > 2.

2But this is not so evident, if true at all, for the category of #-supersingular #*-modules
3But of course, it will be closely related
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Proof. As ©(t) =mt +t1, the power series [a]o(f) = at + Zizz a;t' is characterized by the formula

wlale @) + (lalo®)? =lale (Tt +19).

If a?~! = 1 we see that [a]e(¢) = at satisfies this formula. Given a general a, consider the equalities
[a]le([Ple (1)) = [blo([ale(t)) for all b € Op with b9~ = 1. Since we know [b]e(f) = bt, and since
F # Q, implies the existence of primitive such b’s different from 1, we indeed obtain a; = 0 whenever
i—1¢(g—1DN. O

1. Lubin-Tate (¢, I')-modules

In the first two subsections we transpose some constructions and results from the theory of cyclotomic
(¢, I')-modules over k (i.e., where F' = Q, and where the underlying Lubin-Tate group is G,) to the
context of (¢, [')-modules over k with respect to the Lubin—Tate group attached to ® () =t + ¢ (with
arbitrary F'). Namely, we define an exact functor from admissible (torsion) k[[¢]l-modules with commuting
semilinear actions by I' = O and ¢ to étale (¢, I')-modules over k. The former category is closely
related to that of yr-stable lattices in étale (¢, I')-modules D, and we are lead to transpose some of
Colmez’s constructions [2010] involving the -stable lattices D" and D* to our context. One difference
is that in our context the ir-operator on k((#)) does not satisfy (1) = 1, but this necessitates only minor
modifications.

We then identify a category of admissible (torsion) k[[¢]-modules with actions by I" and ¢ on which
the above functor is fully faithful.

1A. (¢, I')-modules and torsion k[[t]]-modules. Put ®(t) =mt+1t4. Put ' = O;f. The formula y - ¢t =
[y]le(t) with y € ' defines an action of I' by k-algebra automorphisms on k[[#]] and on k((¢)). Consider
the k-algebra

O =k[[]le, ']

with commutation rules given by

ye=9y, yvt=I[yvle®y, ot=tlp

for y € I'. (Here we read [y]o(1)y = ([¥ 1o (1)) y.)*

Definition. A i/-operator on k[[¢]] is a k-linear map v : k[[¢]] — k[[¢]] such that ¥ (y -t) =y - (¥ (¢)) for
all y € T" and such that the following holds true:’ if we view ¢ as acting on k[[¢], then

V(p(a)x) =ay(x) fora,x €k[z]. (1)
Lemma 1.1. There is a surjective \r-operator on k|[t]] which extends to a surjective k-linear operator
¥ = Yoy on k(1)) satisfying formula (1) analogously.

A1l = D) = [7]e (¢) in k[¢]] one may also think of O as O = k[t[OF — {0}] with commutation rules at = [a] (t)a
foralla € O —{0}.
5We do not require (1) = 1.
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We may choose Yy on k((t)) such that form € Z and 0 <i < q — 1 we have®

dem i =0,
Vi@ @)y =10 1<i<qg-2, (2)
" i=qg—1.
Proof. This is explained in [Grosse-Klonne 2019]; it relies on [Schneider and Venjakob 2016, Section 3].

g

In the following we fix the surjective yr-operator 1 on k[[¢]] satisfying formula (2). We extend it to a
k-linear operator ¥ = V() on k(()) as in Lemma 1.1.

Definition. An étale (¢, I')-module over k((¢)) is an O Q7 k((1))-module D which is finite dimensional
over k((#)) such that the k((¢))-linearized structure map

1d®g : k(1)) Qg k) D =5 D
is bijective. We define Mod® (k((¢))) to be the category of étale (¢, I')-module over k((¢)).

Theorem 1.2 (Fontaine, Kisin—Ren, Schneider). There is an equivalence between Mod® (k((t))) and the

category of continuous representations of Gal(F/ F) on finite dimensional k-vector spaces.

Proof. For F = Q),, and the Frobenius power series (1 +7)” — 1 (instead of ®(t) = 7t +19) thisis a
theorem of Fontaine, see paragraph 1.2 in [Fontaine 1990]. The analog of the theorem (for an arbitrary
Frobenius power series) for a coefficient field of characteristic O (hence not k) is due to Kisin and Ren
[2009]. A detailed proof of the theorem stated here can be found in Schneider’s book [2017]. ]

Definition. A torsion k[[#]]-module A is called admissible if
Alt]={x e A; tx =0}
is a finite dimensional k-vector space.

We remark that admissible k[ ¢ ]-modules on which ¢ acts surjectively are precisely the Pontrjagin duals
of finitely generated torsion free, and hence free k[[#]l-modules.

Definition. Mod!(9) is the category of O-modules which are finitely generated over k[[¢][¢] and
admissible (in particular: torsion) over k[[¢].

Lemma 1.3. The categories Mod® (k((1))) and Mod* (D) are abelian.

Proof. An O ®q7k((¢))-module subquotient of an étale (¢, I')-module is again an étale (¢, I')-module: to
see that the étaleness condition (the bijectivity of id ®¢) is preserved under passing to such subquotients,
just notice that it is equivalent with saying that the matrix of ¢ in an arbitrary k((¢))-basis is invertible.
Thus, Mod® (k((2))) is abelian. (Of course, one could also point to Theorem 1.2.)

An 9-module subquotient of an object in Mod® () is again an object in Mod*(9): this is shown in
[Emerton 2008, Proposition 3.3]. Thus, Mod?® (D) is abelian. U

®Notice that £ =0 (in k) if F # Q.
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Definition. For a k-vector space A we write A* = Hom (A, k) (algebraic dual). For a k[[¢]-module A
we endow A* with a k[[#]]-action by putting

(8- )8 = f(Sd)

for S e k[[t], f € A*, § € A. If A even carries a k[¢]][I"]-module structure then also A* receives one,
with y € I" acting as

(v -1 = fy ')
foryel, fe A*,§ € A.

Proposition 1.4. For A € Mod* (D) there is a natural structure of an étale (¢, T')-module on A* k1]

k((t)). The contravariant functor
Mod*/(D) — Mod k(1)) A > A* @iy k() (3)
is exact.
Proof. The map id ®¢ : k[[t]] ®¢ i) A — A gives rise to the k[[¢]|-linear map
A 2 K @y ki A “)

On the other hand, we have the k[[#]-linear map

k] ®g kpey (A = k[t ] Qg ki A)*
a®@li— [bx— L(Y(ab)x)].

(&)

It is shown in [Grosse-Klonne 2019] that the respective base extended maps (4)®x7k((2)) and (5) Qg pk((2))
are bijective. Composing (5)®qp7k((r)) with the inverse of (4)Qxk((2)) thus yields a k((¢))-linear
isomorphism

k(1)) ®gp k(1) (A" ey k(1)) = k(1)) ®g ke (AF) = A* ®xpey k(1))

and hence the desired g-operator on A* Qg k((2)). The exactness of A = A* @, k((¢)) follows from
the exactness of taking duals and of applying (.) ®xpq k((2)). Il

1B. y-stable lattices in (¢, I')-modules.

Lemma 1.5. Let D € Mod® (k((1))). There is a natural additive operator  : D — D satisfying
V(ap(x)) =y (a)x and Y(p(a)x) =ayp(x)

forall a € k((t)) and all x € D, and commuting with the action of T.

Proof. We define the composed map

YD — k(1) ®g k@) D — D
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where the first arrow is the inverse of the structure isomorphism id ®¢ and where the second arrow is
given by a ® x — ¥ (a)x. By construction, it satisfies ¥ (ap(x)) = ¥ (a)x. To see ¥ (¢p(a)x) = ay(x)
observe that by assumption we may write x = ) ; a;¢(d;) with d; € D and g; € k((t)). We then compute

Vip@)x) =Y Yp@aipd)) =Y Vp@ad =ay_ yla)di=ay yapd))=ap(x).

Finally, let y e I". As y and ¢ commute on k[[¢]], and as I" acts semilinearly on D, the additive map
k(1)) g k@) D — k() Qpky P, a®@dr+> y(a)Qy(b)

is the map corresponding to ¥ on D under the isomorphism id ®¢, and under a ® x — ¥ (a)x it commutes
with y on D since y and i commute on k((?)). O

In the following, by a lattice in a k((¢))-vector space D we mean a free k[[z]]-submodule containing a
k((t))-basis of D.

Lemma 1.6. Let D € Mod® (k((t))) and let D be a lattice in (the k((t))-vector space underlying) D. Let
Y+ D — D be the operator constructed in Lemma 1.5:

(a) ¥ (D) is a k[[t]l-module.
(b) If (D) C D then D C (D).
(¢) If D C k[[t] - (D) then ¥ (D) C D.
(d) If (D) C D then (t~'D) C t~' D, and for each x € D there is some n(x) € N such that for all
n > n(x) we have ¥"(x) € t~'D.
Proof. (a) Use ¥ (¢p(a)x) =ay(x) fora € k((t)) and x € D.

(b) Choose a € k[[t]] with y(a) = 1. For d € D we have d = ¥ (a¢(d)) which belongs to ¥ (D) since
(D) C D.

(c) Let d € D. By assumption there are ¢; € D and g; € k[[t] with d = ), a;¢(e;), hence ¥ (d) =
Y i V(ae € D.
(d) Fori > 1 we have

Y@@ HD) co' T aTHy (D) ce T eTHD (6)

where the second inclusion uses the assumption. From ¢(t~!) =179 we get
Y (t~'D) C Y (D) Ct7'D.

Moreover, if n(x) € N is such that x € ¢ (t~")D for n > n(x), then iterated application of formula (6)
shows

Y ) ey ("t HD) cy" "t eYD) - ctT'D

for n > n(x). Il
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Lemma 1.7. (a) There are lattices Dy, Dy in D with
(Do) CtDy C Dy C Dy Ck[[t]-o(Dy).

(b) For Dy, D; as in (a) and for n > 0 we have " (Do) C ¥"T1(Dg) C Dy.
Proof. (a) This is a (simplified) subclaim in the proof of Lemma 2.2.10 in [Schneider 2017] (which follows
[Colmez 2010, Lemme II 2.3]). One proceeds as follows. Let dy, ..., d, be a k((¢))-basis of D. Then also
o)), ..., 9(dy) is k((t))-basis of D. We therefore find f;;, &, € k((t)) with o(d;) =Y /_, fi;d; and
dj=Y"_, &j¢(d), forany 1 < j <r. Choose some n > 0 with 1"~V f;; € tk[[¢] and "~ Dg;; € tk[[t]
foralli, j. Then Do =Y ._, t"k[t]ld; and Dy =Y ;_, t "k[[t]ld; work as desired.
(b) Choose a € k[[¢]] with ¥ (a) = 1. For x € Dy we have ¥"(x) = ¥" ! (ap(x)) € ¥+ (Dy) since
¢(Dg) C tDg implies ¢(x) € Do and hence ag(x) € Dg. This shows " (Dg) C Y (Dy). As
Do C Dy C k[[t] - ¢(Dy), an induction using Lemma 1.6(c) shows " *!(Dg) C D;. O
Proposition 1.8. There exists a unique lattice D* in D with v (D*) = D* and such that for each x € D
there is some n € N with " (x) € D",

For any lattice D in D we have ¥ (D) C D* for all n > 0.

For any lattice D in D with (D) = D we have t D* C D C D*.

Proof. Using the previous lemmata, the proof is the same as the one given in [Colmez 2010, Proposi-
tion I1.4.2]. Ol

Proposition 1.9. (a) For any lattice D in D contained in D* and stable under v we have (D) = D.
(b) The intersection D* of all lattices in D contained in D* and stable under  is itself a lattice, and it
satisfies y (D¥) = D"
Proof. (See [Colmez 2010, Proposition I1.5.11 and Corollaire I1.5.12].)

(a) Since D* as well as D and v (D) are lattices in D?, both D*/D and D* /v (D) are finite dimensional
k-vector spaces. v induces an isomorphism v (D%)/D = D* /(D) (as ¥ (D) C D), hence ¥ (D) = D.
(b) For any D as in (a) we have tD* C D by what we saw in (a) together with Proposition 1.8. This
shows ¢ D¥ C D", hence D" is indeed a lattice, and v (D?) = D" follows by applying (a) once more. [J
Lemma 1.10. D® and D* are stable under the action of T.

Proof. If D is a lattice in D, then so is y - D for any y € I'. If in addition ¥ (D) C D, resp. V(D) = D,
then also ¥ (y - D) C y - D, resp. ¥ (y - D) = y - D. From these observations we immediately get
y-D*= D" and y - D* = D*. O
Proposition 1.11. The functor Modad(D) — Mod®' (k((t))) in Proposition 1.4 sends simple objects to
simple objects.

Proof. Let A € Mod"‘d(D) be simple. By construction, ¥ on A* @7 k((¢)), when restricted to A*, is the

adjoint of ¢ on A. Therefore the simplicity of A as an -module means that A* admits no nontrivial k[[z]]-
submodule stable under I" and . If D is a nonzero (¢, I')-submodule of A* @, k((2)) then also D is
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nonzero and stable under I" and v/, see Proposition 1.9 and Lemma 1.10. As D C (A* @1 k((2))" C A*
we get D" = A* (since A* is stable under V), as desired. O

Lemma 1.12. Let f : D; — D, be a morphism in Mod® (k((1))):

(a) f(D}) C D} and f(D}) C D;.

(b) If f : D1 — D, is injective (resp. surjective), then so is f : D? — Dg.

(©) If f : D1 — D; is injective (resp. surjective), then so is f : DT — D;.
Proof. (a) f (D?) is a free k[[¢]]-submodule of D, on which v acts surjectively. Thus f (Df) + Dg is
a lattice satisfying the defining condition for Dg given in Proposition 1.8, hence f (Df) + Dg = Dg,
hence f(D?) C Dg. Next, let D = {x € D?; fx) e Dg}. It is a lattice in D; since Df is a lattice,
f (Di) cf (Djl:) C Dg and Dg / Dg is a finite dimensional k-vector space. It is also stable under i, hence
contains DT, hence f(DT) C D;.
(b) and (¢) If f : D; — D, is injective then obviously so are f : D? — D; and f : D;J — D;. If
f : Dy — D, is surjective then f (DT) is a lattice in D, stable under v, hence contains Dg. To see
f (D?) = Dg we proceed as in [Colmez 2010, Proposition I1.4.6(iii)] Namely, choose a lattice D’ in D,
with f(D") = Dg. Put D = ano Y™ (D'). By construction we have ¥ (D) C D as well as f(D) = Dg
(since w(Dg) = Dg). Proposition 1.8 shows that D is again a lattice. Let x € Dg. By Proposition 1.8 we
find some n € N such that ¥" (D) C Df. For such an n, choose x,, € Dg and x,, € D with ¥"(x,) = x

and f(X,) = x,. Putu, =¢"(x,) € Dii. By their construction in Lemma 1.5, the operators ¥ on D; and
D, commute with f, thus we may compute

fuy) = f(I//"(fn)) = "/’n(f(jn)) = 1/’"(Xn) =X. O

Lemma 1.13. Let 0 — Dy — D, — D3 — 0 be an exact sequence in Mod® (k((¢))). For each i let
D; C D; be a lattice with W (D;) = D;, and suppose that the above sequence restricts to an exact sequence

0—)D1—>D2—>D3—)0. (7)

If we have D| = D? and D3 = Dg, then we also have D, = D;. If we have D| = Df and D3 = Dg then
we also have D, = Dg.

Proof. By Lemma 1.12 the sequence 0 — D? — D; — Dg — 0 is exact on the left and on the right.
Comparing it with the sequence (7) via DT =Dy, D; C D, and Dg = D3, we immediately get Dg = Dy.
Next, by Lemma 1.12 the sequence 0 — D]lj — Dg — Dg — 0 is exact on the left and on the right. We
compare it with the sequence (7) via D| = D?, D, C Dg and D3 = Dg . We claim

¥ (DN D)= D, ND;.

Of course, ¥ (D N D;) cDin Dg is clear. To see D; N Dg cy (DN Dg) take x € Di N Dg. Choose
y € Dg with ¥ (y) = x. Choose y’ € D, mapping to the same element in D! = D3 as y. We then have
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Y (y') e DoN Dy =Dy and ¥ (y —y') —x € Dy, hence there is some z € Dy with Y (z2) =¥ (y —y') — x,
hence x =y (y—y' —2) e (D1 N Dg) since y — y’ € D ﬂDg andze DN Dg.

The claim is proven. By the definition of Djlj it implies D1 N D: = Df, hence D N D= D since
D, = D}. Thus, D, = D5, 0

Remark. An étale ¢p-module over k((?)) is a k[[#]I[¢] Qs k((¢))-module D which is finite dimensional
over k((¢)) such that the k((¢))-linearized structure map id Q¢ is bijective. The above theory of the operator
¥ and the lattices D* and D works analogously for étale p-modules D over k((t)), i.e., the ["-action is
not really needed.

1C. Partial full faithfulness of A — A* Qe k((2)).

Lemma 1.14. Let N be a k-vector space, and suppose that we are given a k-linear automorphism t of
N, a basis N of N, integers 0 <k, < q — 1 and units «, € k> for v € N. View N as a k[[t]l-module with
tN =0 and let A denote the quotient of kl[tll[¢] Qkpy N by the kl[t1ll¢l-submodule V generated by the

elements

I1®v +ozvtk”<p Qt(v)
with v € N. We then have:

(a) klizlle] ke N is a torsion k[[t]-module.

(b) The map N — Al[t] sending n € N to the class of 1 ® n is an isomorphism. In particular, A is
admissible if N is a finite dimensional k-vector space.

(c) The action of ¢ on A is injective.

Proof. (a) As ¢t = t9¢ in k[[t]ll¢] we may write any element in k[[¢]I[¢] k7 N as a finite sum of
elements of the form a¢p” ® x with a € k[[¢]l, n > 0 and x € N. It is therefore enough to show

ap" @x =0 foreacha €7 k[t]] (8)
where n > 0 and x € N. We may write a = agt?" with ag € k[[¢]) and compute
ap" ®@x =apt?! ¢" @ x = apy"t @ x = 0.

(b) and (c) We may write

kitlleleua N =P P P ki’ ).

veN i=0 0<f<gi—1

Indeed, that k[[#][¢] ®«: N is a quotient of the right hand side follows from formula (8). It is in fact an
isomorphic quotient since all relations between ¢ and ¢ in k[[¢]][¢] can be generated from ¢t = t7¢.
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Consider the three k-subvector spaces

1N =Pket)
veN

=@k®v,

veN

c=Pp Pp rfoarw. 9)

veN i>0 0<f<qi~lk,

v:@@@kﬁd“(l®v+avr’<v<p®r(v)). (10)

veEN i>0 >0
Using the formula ¢t = t9¢ we see
o1 ®@v+atfo@t(v) e kXM Rl @ T(v) +kltTle ! @ v.

We also see that in the sum (10) all summands with € > (¢ — 1)~ 'k, — 1 vanish. Equivalently, in the
sum (10) only those summands are nonzero for which 6 = € + ¢~ 'k, satisfies ¢’ 'k, <6 < g’ — 1. Thus
we find

kel @uqa N =1 NP VEHC. (11)

Let C’, resp. C”, denote the k-subspace of C spanned by all ¢’ ® t(v) with v € N, i > 1 and
0<6 <qg' "k, resp. by all ¢ ® T(v) withv e N and 0 <6 < k,. Then ¢(C) C C’and ¢ : C — C’ is
injective. On the other hand, ¢(1® N) C C” and ¢ : 1 ® N — C” is injective. Since C' N C" =0 we
conclude that ¢ acts injectively on A. Now consider the composed map

C — kIr1le] ®upg N~ kltDlp) @y N — 1@ NEP €

where the first arrow is the inclusion, the last arrow is the projection. This map is bijective, the critical
point being the computation

tht? T @ T) =kt P @T(v) =k e @ TV = ko' T @V
modulo V (for i > 0). It follows that indeed the image of 1 ® N in A is the kernel of ¢ acting on A. [J

Definition. An object A € Mod?(9) is called standard cyclic if it is generated over k[[¢]|[¢] by ker(t|A) =
A[t] and if there is a basis of A[¢] consisting of I'-eigenvectors ey, . . ., ez such that

tk’(pei_l =pie; forall0<i<d

(reading e_; = ¢;), for certain 0 < k; < ¢ — 1 and p; € k* such that k; > O for at least one i, as well as
ki < g — 1 for at least one i.

In the following, we extend any indexing by O, ..., d to an indexing by Z in the obvious way (i.e.,
ki =kitd+1, € = €itd+1s Pi = Pitd+1, Ni = Ni+d+1 for all i € Z). Let V denote the k[[¢]l[¢]-submodule
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of k[[t1l[¢] @y Al?] generated by the elements tYip ®ej_1 — 1 ® pie;. The inclusion A[r] — A extends
to a natural k[[#]l[¢]-linear map

kit o] @y Al£l/V — A. (12)
Proposition 1.15. Let A € Mod? (D) be standard cyclic, with e;, k;, p;, p; as above:

(a) t acts surjectively on A, and there is a distinguished isomorphism of free k|[t]|-modules of rank d + 1
* = k[T ®k (A[]5). (13)

The map (12) is a k[[t]|[¢]-linear isomorphism.
(b) Ifforany 1 < j <d there is some 0 <i <d with k; #k; j, then A is irreducible as a k[[t [|[¢]-module.

(¢) ForO<i <dletn; :T' = k> be the character with y - e; = n;(y)e; for all y € I". Suppose that for
any 1 < j < d which satisfies k; = ki1 j for all 0 < i < d there is some 0 <i < d with n; # 1,4 ;.
Then A is irreducible as an -module.

(d) At least after a finite extension of k we have: A admits a filtration such that each associated graded
piece is an irreducible standard cyclic object in Mod*4(D). If p does not divide d + 1 then A is even
the direct sum of irreducible standard cyclic objects in Mod* (D).

Proof. (This is very similar to [Grosse-Klonne 2016, Proposition 6.2].)

(a) For 0 < j <d consider
wj =kj+qkj1+-+qko+q ™ kgt + g%k

Repeated substitution of ¢t = t7¢ (recall ®(¢) =t modulo ) shows that "/ (pd“e j€k*ej. Ask; >0
for at least one i we have w; > 0, and hence e; € tA. As A[r] is generated over k by all ¢; it follows
that A[¢t] CtA. As A is generated over k[[¢]][¢] by Al[t], the equation ¢t = ¢ therefore shows A C tA,
i.e., t acts surjectively on A. We deduce that A* is a torsion free, and hence free k[[¢]-module of rank
d+1. As A is generated over k[[¢]l[¢] by A[#] the map (12) is surjective. But it is also injective, because
Lemma 1.14 tells us that it induces an isomorphisms between the respective kernels of 1. We view the
bijective map (12) as an identification. The proof of Lemma 1.14 yielded a canonical k-vector space
decomposition A = C @ A[t] where the k-subvector space C of A is generated by the image elements of
the elements t6<p’ ®e € kllt][¢] @k Alt] which do not belong to 1 ® A[t] (for some e € A[t], and some
0, r >0). We may thus identify A[#]* =Homy (A[¢], k) with the subspace of A* =Homy (A, k) consisting
of all f € A* with f|c = 0. The composition of this k-linear embedding A[¢]* — A* with the projection
A* — (A*)/t(A¥) is a k-linear isomorphism. Therefore, and as A* is free and finitely generated over
k[[¢], the k[[¢]-linear map k[[¢] ® (A[t]*) — A* extending the k-linear embedding A[f]* — A* is an
isomorphism as stated in formula (13).
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(b) Let Z be a nonzero k[[t]][¢]-submodule of A. With A also Z is a torsion k[[z]-module, hence
ker(t|z) = Z[t] is nonzero. For nonzero elements z = ZOgigd xie; of Z[t] (with x; € k) put

D@ ={0<i=<d|x#0}, v(@)=ID@I,
n(z) =max{k; |i € D)}, A)=1"9pz.

Then A(z) is again a nonzero element of Z[7]. We have
DAR)={i+1]|n(z) =k andi € D(z)}

(we read elements in {0 < i < d} modulo (d + 1)), in particular v(A(z2)) < v(z). If v(A(2)) = v(2)
then D(A(z)) ={i +1|i € D(z)} and k; = k;;; whenever i, i + j € D(z). This implies that if we had
V(A"(z)) = v(z) > 1 for all n > O then there was some 1 < j <d with k; = k;; forall 0 <i <d.
But this would contradict our hypothesis. Thus, for sufficiently large n > 0 we have V(A" (z)) =1, i.e.,
A"(z) € kXe; for some 0 < i < d. For such n we then even have A"t/ (z) k*e;yj forall j > 0. It
follows that Z contains all ¢;, hence Z = A.

(c) We use the functions v, A already employed in the proof of (b). Let 0 2 Z C A be a nonzero
O-submodule. Choose a nonzero z € Z[¢] for which v(z) is minimal (for all nonzero z € Z[¢]). If v(z) =1
then we obtain Z = A as in the proof of (b). Now assume v(z) > 1. For all n > 0 we have v(A"(z)) < v(2),
hence V(A" (z)) = v(z) by the choice of z. Thus, writing z =) ,_;_, xie; with x; € k, we have x; # 0
and x;4 ; # 0 for some i, j, with j violating the hypothesis in (b). B_y_the hypothesis in (c), replacing i by
i +n and z by A"(z) we may assume that n; # n;4 ;. Pick y € I" with ;(y) # n;+;(y), and pick a € k*
with ae; = y - e¢;. Then az — y - z is a nonzero element in Z[¢] with v(az — y - 7) < v(z): a contradiction.

(d) Passing to a finite extension of k if necessary we may assume that there is a (d + 1)-st root of H?:o 0i
in k. Thus, rescaling the e; if necessary we may assume p; = p; for all i, j. We argue by induction on d.
If A itself is not irreducible then there is, by (c), some 1 < j < d which satisfies k; = k;;; and n; =1, ;
for all 0 <i < d. The minimal such j is a divisor of d + 1. Consider the k-subvector space V of A[¢]
spanned by the vectors ¢; =¢;; for 0 <i < (d +1)/j. Then

J
(Hpi_l>f"’<p---t"‘<p
i=1

induces the automorphism f of V with f(e;) = €; 11 (where we understand €(441)/; = €p). Choose (after
passing to a finite extension of k if necessary) an f-stable filtration 0= Vo C Vi C--- C Vigy1),; =V
such that each V;/V;_; is one dimensional. Then define for 0 < s < (d + 1)/j the O-submodule
Ay =9OVy+---4+ 9OV, of A. It induces on A[t] the filtration

Aslt] = Ay i [t + Vs + 159V + - 1k gV,

By construction, each A;11/A; is standard cyclic, and the induction hypothesis applies. If p does
not divide (d 4+ 1)/j then there is even an f-stable direct sum decomposition V = @&,V with one
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dimensional Viy). Then A = @ A5 with Ay = OV, is a direct sum decomposition of A, and each Ay
is standard cyclic, and the induction hypothesis applies. g

Lemma 1.16. Let A € Mod™ (D) be standard cyclic and put D = A* @y k(1)) € Mod® (k((1))), see
Proposition 1.4. We have D' = A* = DF.

Proof. In Proposition 1.15 we saw that A* is a free k[[¢]-module, hence the natural map A* — D =
A* Qgep k((¢)) 1s injective; we view it as an inclusion.

The g-operator on A is the adjoint of the y-operator on D, in such a way that ¥ (A*) = A* since ¢
acts injectively on A. Therefore the definitions of D% and D* yield D* C A* C D*®. Since D" is a lattice
with ¥ (D) = D* we get t A* C D", together

D'Cc A*c D* and tD*cC D'. (14)

Let ¢; and k; be as in the definition of A being standard cyclic.

Formula (14) implies tA* C D', hence t(A*/D”) =0, hence A*/D" is dual to a subspace W of A[t]
stable under ¢. To prove D" = A* it is therefore enough to prove that A[¢] does not contain a nonzero
subspace W stable under ¢. Assume that such a W does exist. A nonzero element 8 € W may be written
as B = Z?:o aje; with «; € k. Let k = max{k; 1 | o; # 0}. Since by assumption k; > O for at least one i,
replacing B by ¢” B for some r € N if necessary, we may assume k > 0. But then r*¢p is a nonzero linear
combination of the ¢;, whereas we also have t¢f = 0 since o8 € W C A[¢]: a contradiction.

Formula (14) implies tD* C A*, ie., t(D*/A*) = 0. We endow D and all its submodules with
the 7-adic topology. By Pontrjagin duality (as recalled e.g., in [Schneider and Venjakob 2016]) we in
particular have Hom{°™ (A*, k) = A. Now t(D*/ A*) =0 means that the kernel W of the natural projection
Hom{*™(D?, k) — Hom{*™(A*, k) = A is contained in Hom{*"'(D*, k)[¢]. As ¢ acts injectively on D%, it
acts surjectively on Hom{®"(D?, k). Hence, if A* # D then W # 0 and there is some 8 € Hom{*"(D?, k)
with 0 £t € W. Now 8 € W means that 8 maps to an element in A[z]. Since on the other hand tW =0
(as W C Hom®™ (D", k)[1]) we may write 8 = Y ;&; with ; € k, where & € Hom*™ (D, k) lifts ;.
We then also have 0 # te;, € W for some io. As ¢ is injective on W (which follows from the surjectivity
of ¥ on D* and hence on W* = D?/A*) this gives t9¢é;, = pté;, # 0 in Homz"m(Dﬁ, k). Together with
W C Hom{*™(D?, k)[t] we get 19" 'pe;, # 0 in A. Applying the same argument with 1971 p¢;, instead
of &; (again using that t9¢é;, # 0) we see 19~ ot~ pe;  # 0. Next we get 19~ ot~ ot~ pe; £ 0 etc..
But this means g — 1 = k; for each i, contradicting the hypothesis. We obtain A* = D?. g

Definition. Let Mod*(9) denote the subcategory of Mod®(9) whose objects admit a filtration such
that each associated graded piece becomes a standard cyclic object in Mod®!(9) after a suitable field
extension of k.

Remark. Proposition 1.15(d) implies that each subquotient in Mod™ (D) of an object in Mod* (9) again
is an object in Mod*(9).

Proposition 1.17. The restriction of the functor (3) to the category Mod*®*(9O) is exact and fully faithful.
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Proof. We already know that the functor is exact. Next, we claim
D = A*=D* with D= A*®k((1)) (15)

for A € Mod*(9). Indeed, for standard cyclic A this is shown in Lemma 1.16. For A which become
standard cyclic after a field extension k’/k it then follows since the definitions of (.)% and (.)* in terms of
the k-linear operator v imply D*®; k' = (D ®;k')? and D* ®,k’ = (D ®; k’)®. For general A € Mod*(9)
it then follows from Lemma 1.13. We now claim that the reverse functor (on the essential image of the
functor under discussion) is given by sending D to the topological dual (D?)’ of D (where we endow D°
with its 7-adic topology). Indeed, for D in this essential image and for A € Mod*(©) we have natural
isomorphisms
Q) (i) (iii)
(D))" @i k(1) = D" @iy k(1) =D, (A* @y k(1))°) = (A% = A,

where (i) and (iii) follow from Pontrjagin duality, see e.g., Proposition 5.4 in [Schneider and Venjakob
2016], and where (ii) follows from formula (15). O

1D. Standard cyclic étale (¢, I')-modules.

Proposition 1.18. Let A € Mod® (D) be a standard cyclic object, with d, e;, k;, p;, n; as in the definition
resp. as in Proposition 1.15. The étale (¢, I')-module A* Qi k(1)) over k((t)) admits a k((t))-basis
fos ..., fa such that for all 0 < j < d we have

o(fi-) =p; ' T (16)
(reading f_\ = fa), and moreover

V'fj"l}l()/)ijIk[[t]]fj forally €T. (17)

Proof. We use formula (2).

First we assume F # Q. Put N = @?:Ok.ei. As explained in the proof of Proposition 1.15, we have a
bijective map (12) which we view as an identification. In particular, Lemma 1.14 and its proof apply. In
the context of that proof we identify e; with the class of 1 ® ¢; in A. By formula (11) we have a k-linear
isomorphism (1® N)® C = A with C as in formula (9). For 0 < j <d we may therefore define f; € A* by
asking f;(C)=0and f;(e;) =;; for 0 <i < d. Proposition 1.15 tells us that fy, ..., fy is a k[[¢]-basis
of A*. For 6, r > 0 and any i, j we have fj(tegz)’ ®e;) #0if and only if »r = j —i modulo (d + 1)Z and
0=kj+qkj_1+--- +q’_1kj_,+1. As before, Y € Endi(A*) is defined by (¢ (f))(x) = f(p(x)) for
x €A, f € A*. We claim

YA = pio 1Py (™t f -1 (18)

for all j, all m > —k; — 1. Indeed, for 0 <i <d and 0, r > 0 we have

WA N ®e) = (" o 0" @ ).
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If m+ 1 ¢ Zq then this shows (¥ (™ i*! £,))(t%" ® ;) = 0 by what we pointed out above. But
m+ 1 ¢ Zq also implies ¥y (t™) = 0. In the case m + 1 = gn (some n € Z) we compute

W@ " @e) = fi(tT 0t @ ;)
=fi"pt" " ®e))
=pj1fi1(" 9" ®ei)
= (pj—1Vk@y ™t f;-D) 9" @ )

where we used V() (#™) = " ~1. We have proven formula (18).
On the other hand, by tracing the construction in Proposition 1.4 we see that ¢(7f;_1) is characterized
by satisfying

V(" otfi—1) = Yr@yt™tfi—1 (19)

for all m. Comparing formulae (18) and (19) we find ¢(¢f;-1) = ,oj__lltk-f g ; which is equivalent with
formula (16). Next, for y € I' we compute

(v e =fity™ e = fimi(y e = ity e = iy~ fi)(e).

Here the last equation is trivial if i = j, whereas if i # j then both sides vanish. This shows
(v - fi =iy fDly = 0. and hence y - f; — n;(y ") f; € tA* = tkl[t}{fo..... fa}. On the
other hand, by what we pointed out above, (y - fj)(tggo’ ®e) = fj([y]qp(t)(’(p’ ® e;) vanishes if
r+i—j ¢ (d+1)Z, and this shows y - f; € k[[t] f;. We trivially have nj(y_l)fj € kl[z1f;, and
hence altogether y - f; — nj(yfl)fj € tklit{ fo, ..., fay Nklt]l f; = tklz] f;, formula (17).

Now we assume F' = Q,. Let us suppose for simplicity that 7 = g. For 0 < j < d we may define
fi € A* as follows. For 6,r > 0 (and any i, j) we require fj(tegor Qe;) #0Oifandonly if r = j —1i
modulo (d + 1)Z and there are ay, ..., a,_1 € {0, 1} such that

r—1
0=kj+qkj_1++q 'kj_ps1+ Zdiqi_l(l —q);
i=1
if this is the case we put

£ ®e) =pi_1pja- pi_r.

(As usual, the subindices of the p; are read modulo (d 4+ 1)Z.) Again fy, ..., fgz is a k[[¢]-basis of A*.
Again we claim formula (18). As before we see that both sides vanish if m ¢ Zg — 1 U Zq, and coincide
if m € Zg — 1. But the same computation also shows their coincidence if m = gn for some n € N, as
follows:
(w(l’m+kj+1f/))(t0§0r ® e[_) — f/ (tkj+1(ptn+9¢r ® ei)
=pj_1fj—1(t" T " ®e;)
= (pj_1Vkay ™tfi—) (9" ®er)
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where we used Vi) (1) = t". With formula (18) being established, the remaining arguments are exactly
as before. g

Definition. We say that an object D € Mod® (k((¢))) of dimension d + 1 is standard cyclic if it admits a
k((2))-basis fo, ..., fu such that there are o; € k™, characters o : I' - k* andm; € {1—g¢q, ..., —1,0}
for 0 < j < d satisfying the following conditions:

o (mgy,...,mg)¢{0,...,0),(1—gq,...,1—¢q)}.
o o(fj—1) =0o;t" f; for all j (reading f_1 = fy).
oy fj —Olj()/)fj etkltl{ fo,..., fa} forall y €T.

Lemma 1.19. (a) The constant 1_[,6,{:0 oj € k™ as well as, up to cyclic permutation, the ordered tuple
((ag, mg), ..., (@g, mq)), are uniquely determined by the isomorphism class of the (¢, I')-module D.

(b) ay, ..., ay are uniquely determined by oy and my, . .., mgy.

Proof. (a) In the following, for elements of GL;1(k((¢))) we read the (two) respective indices of their
entries always modulo (d + 1)Z.

The effect of ¢ on the basis f, ..., fq is described by T = (T;j)o<i, j<a € GLg41(k((t))) with T} ;11 =
ojt" forO0<i <d,butT; ; =0for j #i +1.

Let 0]/. € k* and ((o), my), ..., (r;, m);)) be another de}tum as above, let D’ be an étale (¢, I')-module
admitting a k((t))-basis fj, ..., f; with <p(f]f_1) = aj’.tmifjf and y - fjf — a}(y)fjf e tklt1{fg. ---. [y}
for y € I'. Define T' = (Tl.’j)oii,jfd € GLy1(k((2))) similarly as above.

Suppose that there is an isomorphism of (¢, I')-modules D" = D. With respect to the bases f, and f/
it is described by some A(t) = (a; j(¢))o<i,j<a € GLa+1(k((?))). In view of ¢t = @ (¢)¢, the compatibility
of the isomorphism with the respective g-actions comes down to the matrix equation

T-A(t)=A(®()-T'.

For the individual entries this is equivalent with

m'. —

] ;
ai,j(t) = oo 1" " ai g j 1 (P(1))

for all i, j. Iteration of this equation yields
d
a; j(t) = (Ha;_ea;z@f(r))mf—fm"f)al-, J( @)
=0

for all i, j. (Here (1) resp. @4t (1) means ®(P(--- P(¢)---)).) From this we deduce that for fixed
i, j either a; ; is a nonzero constant and ]_[‘Z:O aj/._gal.__lg =1 and m’j_e =m;_¢ for all ¢, or ¢; j = 0. But
since A(r) is invertible we do find i, j with a; ; # 0. It already follows that ]_[?:0 oj = ]_[?:0 o and
that (my, ..., m)) coincides with (my, ..., mg) up to cyclic permutation. But since in addition we just
saw that A is a constant matrix, with ¢; ; = 0 if and only if @;_; j_1 = 0, we see that the same index

permutation takes o’; to ;.



Supersingular Hecke modules as Galois representations 85

(b) This follows from the fact that, in view of the defining formulae, D is generated by fy as a ¢-module
over k((1)). O

Proposition 1.20. The functor A — A* Qg k(1)) induces a bijection between the set of standard cyclic
objects in Mod™ (D) and the set of standard cyclic objects in Mod® (k((1))).

Proof. A*®qpk((¢)) for a standard cyclic object A € Mod?®(9) is a standard cyclic object in Mod® (k((1)))
by Proposition 1.18. With Lemma 1.19(a) we see that the assignment A — A* ®q, k((t)) is injective on
standard cyclic objects in Mod™ (9). It s also surjective: Proposition 1.18 (together with Lemma 1.19(b))
explicitly says how to convert the parameter data describing a standard cyclic object in Mod® (k((¢))) into
the parameter data describing a standard cyclic object in Mod®(©). g

Definition. A (d+1)-dimensional standard cyclic Gal(F / F)-representation is a Gal(F / F)-representation
over k which corresponds, under the equivalence of categories in Theorem 1.2, to an object in Mod® (k((¢)))
of dimension d + 1 which is standard cyclic.

2. Hecke algebras and supersingular modules

2A. The pro-p-Iwahori Hecke algebra 7. We introduce the pro-p-Iwahori Hecke algebra H of
GL,+1(F) with coefficients in k in a slightly unorthodox way, which however is well suited for our later
constructions.

Let T be a free Z/(q — 1)-module of rank d + 1. Then Hom(I', T) (with I = Oy is also free of rank
d + 1 over Z/(q — 1). We write the group law of T multiplicatively, but that of Hom(I", T') we write
additively. Let e*, ), ..., o) be a Z/(g — 1)-basis of Hom(T', 7). Put oy = — Zle ;. We let the
symmetric group G441 act on Hom(I, T) as follows. We think of G, as the permutation group of
{0, 1, ..., d}, generated by the transposition s = (01) € G441 and the cycle w € G441 with w(i) =i + 1
for all 0 <i <d — 1. We then put

w-ef=e"+taj, w-of=af and w-o’ =« forl<i<d.

Ifd =1 we put
s-ef=e"—a), s-of=—qa’ fori=0,1,
but if d > 2 we put
sef=e"—a), s-of=af+ta), saf=—e, sy =a]+a), s-o=a for3<i<d.

One easily checks that there is a unique action of G, on T such that for y € I' and f € Hom(I', T) we
have

w-(fy)=(w-Hy) and s-(f(y)=(s- ).

Define o) (F ;) to be the image of the composition [ 7 — I’ L, T where the first map is the Teichmiiller
homomorphism.
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Definition. (a) The k-algebra H is generated by elements 7!, T; and 7, for t € T, subject to the
following relations (with ¢, ¢’ € T):

T,T,T,T, ' I,T, = T,T,T, ' T,T,T, ifd>1, (20)
T, T, "T,T" =T, " T, T"T, forall 1 <m <d, 1)

T2 = Tyz, = 1,7, with i, = Y T, (22)

T, ' =1=1,'T,,, reay (F) (23)

T4 T, = T,797, (24)

LTy =To, Tip =1, (25)

T,T, =TyTy., (26)

LT, =T,T;.,. (27)

Notice that T7¢*! is central in H.

(b) Hagr is the k-subalgebra of H generated by all 7; for f € T, by Tof“, T, d=1 and by all T)'T,T™ for
mel’z.

(c) H” is the quotient of # by the two sided ideal spanned by all elements 7, — 1 withr € T.

Caution. H,g differs from the similarly denoted algebra in [Vignéras 2005]. (The difference is that here
we include (T4+1)2))

Remark. Let 7 denote the subgroup of G = GL41(F) consisting of diagonal matrices with entries
in the image of the Teichmiiller homomorphism [F; — Op. For y €T let ¥ be its image in F;. In T
define the elements ¢*(y) = diag(y’, 14) and aiv(y) =diag(l;_1, ¥, =1, 14_;) for 1 <i <d. Define the
elements @ = (w;;)o<i, j<a and s = (;j)o<i,j<a of G by wgo =7 and w; ;41 =1 (for0 <i <d — 1) and
w;j = 0 for all other pairs (7, j), resp. by sj0 = so1 =s;; = 1 fori > 2, and s;; = 0 for all other pairs (i, j).

Let Iy denote the pro-p-Iwahori subgroup of G for which g = (g;;)o<i,j<a € G belongs to Iy if and
only if all the following conditions are satisfied: g;; € mOp fori > j, and g;; € Of fori < j, and
gi €l +mOpF.

op ~

Claim. The corresponding pro- p-Iwahori Hecke algebra k[ 1o\ G/ 1p]°® =Endi[c; (indg k)P is isomorphic
with H, in such a way that the double coset Iogly for g € T U {s, w} corresponds to the element T, e H.

To prove this claim we use the description of k[Ip\ G /I]°? worked out by Vignéras [2005] (or rather we
use the description of k[1o\G/Iy]°P which results from the description of k[Iy\G/Iy] given in [loc. cit.]).

Let T denote the maximal torus of diagonal matrices in G, let N(T') be its normalizer in G. Let T}
(resp. Tp) denote the subgroup of 7' consisting of diagonal matrices with entries in the kernel of O — [F;
(resp. in O;); thus Tp/ T1 = T.For0<i <d define s; = w' “sw'~'. The (classes of) so, s1, . . ., 54 are the
Coxeter generators of a Coxeter subgroup Wog of N(T)/ Ty, and N(T)/ Ty is generated by Wy together
with the element w. The length function £ : Wy — Z5( can be extended to a function £ : N(T)/To — Z>¢
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in such a way that £(w) = 0. We again denote by £ the induced function W) = N(T)/T; — Z~,. For
we WD and w € N(T) lifting w, the double coset Iyw’ly only depends on w; we denote it by Ty,.
For 0 <i <d let T; be the image of one of the two cocharacters [FqX — T associated with s;. (Here we
identify 7 with the maximal torus of diagonal matrices in GL,(F,). If 1 <i <d then s; is the simple
reflection associated with the coroot oziv , and ozl.v ([F;) =T;.) Now, according to [Vignéras 2005], a k-basis
of k[Io\G/Io]° is given by the set of all T,, for w € WV, and the multiplication is uniquely determined
by the relations

TwTw = Tyw for w, w’ € W with £(w) + £(w') = L(ww), (28)
TS% =157 where 7; = Z T, for0<i <d. 29)
tET,‘

In the following we repeatedly use that conjugating these relations by powers of T, leads to similar
relations (since £(w) = 0). From formula (28) we first deduce Ty, = T/ ~!T, T}~ and then that T*!
and T = T, together with the elements 7; for ¢ € T generate k[1o\G/1y]°P as a k-algebra. Next, from
§i8i—18; = 8;i—18;8i—1 1n Wy (for 0 <i <d;ifi =0readi — 1 =d) we get T, T, Ty, =T, T, T;, , by
applying formula (28) twice, but this comes down to formula (20) (up to conjugation by a power of T,).
Similarly from s;s; = sjs; in Wy for0 <i < j—1=<d —1 withi+d > j we get T, I, =Ty, Ty, by
applying formula (28) twice, but this comes down to formula (21) (up to conjugation by a power of T,).
Formula (29) for any i is a T,,-power conjugate of formula (22). Finally, formulae (23), (24), (25), (26)
and (27) are special instances of formula (28). Conversely, it is not hard to see that these, together with
formulae (20), (21) and (22) suffice to generate all relations in k[Ip\ G /Iy]°P. The claim is proven.

We add if I denotes the Iwahori subgroup of G containing Iy, then 4’ becomes isomorphic with the
Iwahori Hecke algebra k[I\G/I]°P.

Definition. A character yx : Har — k is called supersingular if the following two conditions are both
satisfied:

(a) There is anm € Z with x(T'T,T,™) = 0.

(b) There is an m € Z with either x(T!)T,T,") = —1 or x(T)'t,T ") = 0.7
Definition. (a) An H-module M is called standard supersingular if it is isomorphic with H ®7,,; , k.e,
where H,¢ acts on the one dimensional k-vector space k.e through a supersingular character x.

Equivalently, M is standard supersingular if and only if M = P, <, T, (M) with an H,g-module
M; of k-dimension 1 on which H,¢ acts through a supersingular character.®

(b) An irreducible H-module is called supersingular if it is a subquotient of a standard supersingular
‘H-module.

TWe have x(T"tsT,;™) = 0 if and only if x (/" T, T,;™) # 1 for some ¢ € ay (Fg), if and only if X(Ot;é+l (y)) # 1 for
some y €I'.
8Then ‘Haff acts on each 7,7 (M) through a supersingular character.
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A finite dimensional H-module is called supersingular if each of its irreducible subquotients is
supersingular.

More generally, an H-module is called supersingular if it is the inductive limit of its finite dimensional
H-submodules and if each finite dimensional #-submodule is supersingular.’

Remark. For nonzero finite dimensional 7{-modules, the above definition of supersingularity is equivalent
with the one given by Vignéras. This follows from the discussion in Section 6 of [Vignéras 2017]. There
is also a notion of supersingularity for #-modules which are not necessarily inductive limits of their finite
dimensional submodules. In the present paper however, without further mentioning all H-modules will be

assumed to be inductive limits of their finite dimensional submodules.

Remark. In the literature on modules over Hecke algebras, the term standard module is occasionally
used, but this usage is unrelated to our terminology.

2B. The coverings H* and H* of H.
Definition. (a) Let 7 denote the k-algebra generated by elements Taj—”, T, and T, for t € T, subject to

o the relations (22), (23), (25), (26),

the relations (27) for t = oziv(y) @llo<i<d,yel),

the relation

Tg‘i‘l TSZ — TSZT(g+1, (30)

o the relations
T,T>=T>T, forallreT, (31)

o the relations
T’T,T*T, ' T?T, = T,T*T, ' T*T,T? ifd > 1, (32)
2T, "T?T" =T, " T*T"T* forall l <m <d. (33)

(b) Let #* denote the k-algebra generated by the elements T,.-!, Ty and T, for ¢ € T, subject to
e the relations (22), (23), (25), (26),
o the relations (27) for t = ozl.v(y) all0<i<d,yel),

o the relations (31).

Lemma 2.1. In H we have the relations (30), (31), (32) and (33).

9t is easy to see that the irreducible subquotients of a supersingular H-module are the irreducible subquotients of its finite
dimensional #-submodules.
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Proof. Tt is immediate that the relations (27) and (24) imply the relations (31) and (30), respectively. For
1l <m<dandt €a(F;) we have so™ -t = »™ - 1, hence T Ztealv(l]:q) Ty = Zzealv([ﬂ,) T, Ts. The
same applies with —m instead of m, hence

I,T,"oT) =T, "tT,)T, and T,T)'vT, " =T)tT, "T.
This, together with Ts2 = 1, Ty = T, 7, (formula (22)), justifies (i) and (iii) in
22 Lo orome T T L (e T T T, T T, Y o2,
whereas (ii) is justified by (21). We have shown (33). Finally, to see (32) comes down, using (22), (26)

and (27), to comparing

T, T52 Tw_l T52 T, Ts2 = ( Z Tafl -1 Tw*‘swig Tw”swsw*‘ ‘t3) T, T Tw_l 1,1,7T;,

t.0.13€a) (Fy)

TSZ Tw_l Tsz T, T52 T, = ( Z T} Ty 3 Tswlsa)-t_g) I, T, Ts Ta)_l I, T,.

11,0, 13€a) (Fy)

That these are equal follows from (20) and equality of the bracketed terms; for the latter observe

1

wsw 'sw-t =t for anytealv(F;). O

In view of Lemma 2.1 we have natural surjections of k-algebras
H* > H - H—H .

Remark. H* (and in particular H* and %) is generated as a k-algebra by TF!, T; and the Tox(y) for
yel.

Lemma 2.2. There are unique k-algebra involutions t of H, H* and H™ with
(T =Ty, WT)=1t—-T,, «T)=T forteT.

Proof. This is a slightly tedious but straightforward computation. (For H see [Vignéras 2005, Corollary 2].)
O

Remark. Besides ¢ consider the k-algebra involution B of H, H* and H** given on generators by
) =T, BT)=T. PT)=T. forreT.

Moreover, for any automorphism o of I' there is an associated automorphism «, of #, H* and H** given
on generators by

ao(T) =Ty, ao(T) =Ty, o(Toy) = Tooyy fory €T, d e Hom(T, T).

Do «, B and the o, generate the automorphism group of H (resp. of H*, resp. of H*) modulo inner
automorphisms?
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Lemma 2.3. Let M be an H*-module. We have a direct sum decomposition

M= pmE=-1d @ MT=0
Proof. One computes r = (¢ — 1)ty = —1, and this shows Ty = —id on 1m(T2) as well as T2 0 on
im(7? —id). O

Let [0, g — 2]?® be the set of tuples € = (€;)o<i<q With€; € {0, ..., g — 2} and ZOgigd €; = 0 modulo
(g —1). We often read the indices as elements of Z/(d + 1), thus €; = €; for i, j € Z whenever
i —j € (d+1)Z. We let the symmetric group G, (generated by s,  as before) act on [0, g — 2]
follows:

(w-€)o=€¢; and (w-€);j=¢;_1 forl<i<d.
Ifd =1 we put
(s-€)j=—¢ fori=0,1,
but if d > 2 we put
(s-€)j=—€1, (s-€)og=¢€o+€1, (s-€r=€1+e, (s-€);=¢ for3<i<dl

Throughout we assume that all eigenvalues of the 7, for t € T acting on an #*-module belong to k.
Let M be an #**-module. For a € [0, ¢ — 2] and € = (€;)9<i<a € [0, g —2]® and j € {0, 1} put
={xeM|T v(V)(x) =yCxforally €T, all0<i <d},
s =1xe M€ | Ty (x) = y“x for all y € '},
M{[j1={x € M{ | T} (x) = jx}.
The T; for t € T are of order divisible by ¢ — 1, hence are diagonalizable on the k-vector space M. Since

they commute among each other and with TSZ, we may simultaneously diagonalize all these operators
(see Lemma 2.3 for T%), hence

M = @ M (34)

Lemma 2.4. Foranye €[0,q — 2]1® and a € [0, q — 2] we have

T,(M{) =M, and T,(M) C M**.

a—eg
If M is even an H-module then
€1t+a-

Ty (Mg) C M€ (35)

10Here and below we understand —¢; to mean the representative in [0, ¢ — 2] of the class of —¢; in Z/(q — 1), and similarly
foreg + €1 and €] + €.
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Proof. T,(M¢) = M®€ and T;(M€) C M** follow from formulas (26) and (27), respectively, for the
t = a;’(y). For the following computation recall that @ - e* = e* +o: For y e I" and x € M; we have
Ter () T (X) = ToTwen) () (X) = T Ter () Ty () (%) = ¥~ T ().

This shows Tw(M;) = Mg, For formula (35) recall that 5 - ¢* = ¢* — o and employ formula (27). O

Any x € M can be uniquely written as
x = Z x, withx, € Z M.
a€l0,q-2] €c[0,q—2]®
Given a € Z and x € M, we write x, = x; where a € [0, g — 2] is determined by a —a € (g — 1)Z.
Definition. (a) An H*-module M is called standard supersingular if the #*-action factors through H,
making it a standard supersingular 7{-module.

(b) An irreducible 7{*-module is called supersingular if it is a subquotient of a standard supersingular
H*-module. An H*-module M is called supersingular if it is the inductive limit of finite dimensional
#H*-modules and if each of its irreducible subquotients is supersingular.

(c) An H*-module M is called supersingular if it satisfies the condition analogous to (b).

(d) A supersingular H*-module is called f-supersingular if for all e € M, ge [0] with €; > O we have
(Ts€)ctey+a =0 forallg —1—¢€ <c=<gq-2.
Lemma 2.5. (a) An H-module is supersingular if and only if it is supersingular when viewed as an
HE-module. A supersingular H-module is -supersingular when viewed as an H*-module.

(b) The category of supersingular H-modules, the category of supersingular H*-modules, the category
of supersingular H**-modules and the category of #-supersingular H*-modules are abelian.

Proof. Statement (a) follows from formula (35). Statement (b) is clear from the definitions. Il

3. Reconstruction of supersingular #/*-modules

Given an #*-module M together with a submodule M such that M /M, is supersingular, we address
the problem of reconstructing the #*-module M from the H*-modules M, and M /M, together with an
additional set of data (intended to be sparse). Our proposed solution (Proposition 3.3) critically relies on
the braid relations (32) and (33).

Lemma 3.1. Let By, ..., By, be linear operators on a k-vector space M such that
BJZ-ZBJ' forall0 < j <n,
BjByB;=BjyBjBj forall0<]' j<n,
BjBj = Bj/B; forall0 < j' < j<nwithj—j >2.
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Put B = B, --- BBy and let x € M with B"'x = x for some m > 1. Then we have Bjx = x for each
0<j=n
Proof. We first claim

BBjy1=B;B forall0<j<n. (36)
Indeed,

BBji1 =By Bjt2Bj+1BjBj_1---B1ByBji

=B, ---Bj2Bj11BjBj11Bj_1---B1By

=B,---Bj2B;Bj11B;Bj_1--- BBy

= B;p.

Choose v > 1 with mv > n. For 0 < j <n we then compute
X 2 mvy_ IBn—jIBmv—n-i-jx (1=1) IBn—jBnIBmv—n-i-jx (2) leBn—lemv—n-i-jx:leBmvx (i=V) Bjx,

where (i) and (iv) follow from the hypothesis " x = x, where (ii) follows from B, = B and where (iii)
follows from repeated application of formula (36). O

Proposition 3.2. Let M be an H*-module, let My C M be an H*-submodule such that M/ My is supersin-
gular. Let & € (M/Mo)¢ (some € € [0, g —2]®) be such that X{i} = T:*'% is an eigenvector under Ty, for
eachi € Z. For liftings x € M of X put x{i} = T *x:

(a) If the H*-action on M factors through H then we may choose x € M€ such that for each i with
T,(x{i}) = 0 and ('t - €); = 0 we have Ty (x{i}) = 0.

(b) If the H*-action on M factors through H then we may choose x € M€ such that for each i with
T,(x{i}) = —x{i} we have T,(x{i}) = —x{i}.

(c) We may choose x € M€ such that for each i with TS2 (x{i}) =0 we have TS2 x{i}) =0.
(d) We may choose x € M€ such that for each i with TSZ()_C{i}) = x{i} we have Tsz(x{i}) =x{i}.

Proof. (a) Leti; < --- < i, be the increasing enumeration of the set of all 0 <i < d with Ty Tof,“()'c) =0
and (w'T!-€); =0. Replacing M by its #*-submodule generated by x and M, we may assume that M /M
is a subquotient of a standard supersingular #-module, attached to a supersingular character x : Hax — k.
If we had T, 7! (X) = 0 and (w'™! - €); =0 for all 0 < i < d then this would mean x (T"T,T,,™) =0
and x (T't;T,™) # 0 for all m € Z, in contradiction with the supersingularity of x. Hence there is some
0 <i <d not occurring among {iy, ..., i,}. Thus, after a cyclic index shift, we may assume i, < d.

Start with an arbitrary lift x € M€ of x.

We claim that for any j with 0 < j <r, after modifying x if necessary, we can achieve T5(x{is}) =0
for all s with 1 <s < j. For j = r this is the desired statement.

Let us illustrate the argument in the case d =1 first. (This will logically not be needed for the general
case. Notice e.g., that the subarguments (2) and (3) below are required only if d > 1.) Then we have

r =1 and i; = 0, and the claim for j = 1 states that there is some x € M€ lifting x with T;T,(x) = 0.
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But indeed, X = x + T, IT.T,,x works: First, ¥ lifts ¥ because of 7, T,,¥ = 0. Next, ¥ belongs to M€
because of T~ LT, T,,.x € M€ (which follows from x € M€ and the assumption (@' *1.€); =0). Finally,
T, T, (%) = 0, because T, % € M¥< = M€ and (o''+! - €); = 0 imply (T + THT,x =0.

Now let us consider the case of a general d. Induction on j. For j = 0 there is nothing to do. Now fix
1 < j <r and assume that x satisfies the condition for j — 1, i.e., assume T (x{i;}) = O for all s with
1<s<j—1.For—1<i<dand0<m < j define inductively

xfijo=x{i} =T ",
iympr = To " Toclijom ).
We establish several subclaims.
(1) x{i}y € M@,

For m =0 there is nothing to do. Next, if the claim is true for an arbitrary m, then we have in particular
Xij—mm € Mo e By assumption we know (w’—"*1 . €); = 0, which implies (M@ ™" ey ¢
M e Thus, we get x{ij—mtmt+1 = Ts(x{ij—m}m) € M@ From this we get x{i}ur1 =
Ts(x{i}n) € M@ for general i by applying powers of T, t0 x{i;_}m+1-

2) Ts(x{is}m)=0foralll <s<jandall0<m < j—s.

We induct on m. For m = 0 this is true by induction hypothesis (on j). Now let 0 <m < j —s and

assume that we know the claim for m — 1 instead of m. In particular we then know T (x{is},,—1) = 0. We

deduce o N S
Ty(xelishn) = Ty~ " T 0 T ™ " el jemegt Y1)

=TT T (el

=T, T T (e i)

=0
where we use the braid relation (21) (which applies since |is —i;_,1| > 1 and i, < d). The induction on
m is complete.
3) Ts(x{is}m)=0foralll <s<jandall j—s+1<m<].

We induct on m+s— j. The induction begins with m+s—j =2. By (2) we know T (x{ij_n41}m—2) =0.
Thus, if i;_,,4+1 + 1 < ij_,42, the same argument as in (2) shows Ty (x{i;j_u+1}m—1) = 0 and hence
x{i}, =0 for all i, and there is nothing more to do. If however i;_, 1 +1=i;_,,12 we compute

Ty Oclijoms2tm) = LT T, T T (i j—mtt hm—2)
=T,T; Tw_lTs T, T; (x{ij—m—H}m—Z)
=0
where we use the braid relation (20). This settles the case m +s — j =2. Form +s — j > 2 we now
argue exactly as in (2) again: T (x{is},,) = 0 implies T5(x{is},n+1) = 0. The induction is complete.

@) ToOelijmbm +x{ijm}ms1) =0 forall 0 < m < j.
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Indeed, by (1) and our assumption (w'i-n*1.€); =0 we know that X{ij_m}m is fixed under Talv(p) and
hence is killed by Ts2 + Ty, as follows from the quadratic relation (22). As x{ij_mu}m+1 = Ts(x{ij—m}m)
this gives the claim.

B)x= Zofmfj x{—1},, lifts x.
Indeed, we have T (x{i;}) € My by our defining assumption on i;. It follows that x{—1},, € M for all
m > 1, hence x — x € M.

(6) From (1) we deduce x{i} € M e Writing

f{i3}=< > x{is}m>+<x{is}js+x{i5}js+1)+( > x{is}m>

0<m<j—s j—stl<m<j

we see that (2), (3) and (4) imply T;(x{i;}) =0 forall s with 1 <s < j.
The induction on j is complete; we may substitute x for the old x.

(b) Composing the given H-module structure on M with the involution ¢ of Lemma 2.2 we get a new
‘H-module structure on M. Applying statement (a) to this new H-module and then translating back
via ¢, we get statement (b). Notice that here, in contrast to the setting in (a), we automatically have
(@1 €)1 =0 for each i with Ty (x{i}) = —x{i}.

(c) Statement (c) is proved in the same way as statement (a), with the following minor modifications: each
occurrence of T, must be replaced by T2, and in the definition of x{i},1 the alternating sign (—1)"*!
must be included, i.e.,

lidmir = (D" T T2 (i dm) 37)

In particular, we then have x{i;_,,}n+1 = —TS2 (x{ij—m}m). In (2) and (3), the appeal to the braid relations
(20), (21) must be replaced by an appeal to the braid relations (32), (33). In (4), the appeal to Ts2 +7T,=0
on vectors fixed under 7,y ) must be replaced by an appeal to T# — T? = 0 (it is here where the
alternating sign in the defining formula (37) is needed). Notice that here, in contrast to the setting in
(a), we do not need to impose (' +1.¢€); =0 for each i with TS2 (x{i}) = 0. (On the one hand, because
of TS2(M €) C MF€ for any € the argument analogous to the one in (a)(1) carries over; on the other hand,
because of T;‘ - TS2 =0 on all of M the argument analogous to the one in (a)(4) carries over.)

(d) Composing the given #*-module structure on M with the involution : of Lemma 2.2 we get a new
#H*-module structure on M. Applying statement (c) to this new #*-module and then translating back
via ¢, we get statement (d). O

Proposition 3.3. Let M be an H*-module, let Mo C M be an HE-submodule such that M/ My is supersin-
gular. The action of H* on M is uniquely determined by the following combined data:

(a) The action of H* on My and on M /M.
(b) The action of T+ and of T;T,, on M.
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(c) The restriction of T,, to (T, T,) ™" (My), i.e., the map
(xeM|T,T,(x) € Mo} =2 M.

(d) The subspace Y ..o, 2o M€ of M.
€1=0
Proof. The k-algebra 1" is generated by T, by T and by le. Therefore we only need to see that the
action of Ty and T, on M can be reconstructed from the given data (a), (b), (c), (d). Exhausting M /M,
step by step we may assume that M /M is an irreducible supersingular #*-module.

We first show that 7 is uniquely determined. For this we make constant use of Lemma 2.3 (and the
decomposition (34)). As Ts|y, is given to us, it is enough to show that for any nonzero x in M /My
with either T (x) = —Xx or Ty (x) = 0 we find some lifting x € M such that T;(x) can be reconstructed.
Consider first the case T;(x) = —Xx. By the quadratic relation (22) (see Lemma 2.3) we then have
X €D cciogn® (M/Mp)<, and using the datum (d) as well as our knowledge of the subspace Ty M (since

T.M = f;?)wM this is given to us in view of datum (b)), we lift X to some x € TsM NY 020 M€
(use the decomposition (34)). For such x we have T;(x) = —x. Now consider the case T ()'c)q;o 0. An
arbitrary lifting x € M of x then satisfies T;(x) € My, and T;(x) is determined by the given data as
Ty (x) = (I, T,)T, (x) (notice that the datum (c) is equivalent with the datum Ts_l(Mo) TL_I> M).

To show that Ty, is uniquely determined, suppose that besides 7, € Auty (M) there is another candidate
T,, € Auty (M) extending the data (a), (b), (c), (d) to another #*-action on M.

We find and choose some nonzero x € M /M, such that Ta{ (x) is an eigenvector under T, for each

j € Z. For any x € M lifting x we have
T,=T, onMy+kT:'(x)if T,TJ(x)=0 (38)

as both 7, and T, respect the datum (c).
Let iy < --- < i, be the increasing enumeration of the set

0<i<d|T*Tix=T!x).
S w w

As M /M is a subquotient of a standard supersingular H-module, this set is not the full set {0 <i <d}.
Applying a suitable power of T, and reindexing we may assume that 0 does not belong to this set, i.e.,
that iy > 0.

Choose a lifting x € M of X such that for each i € {ig, ..., i} +Z(d + 1) we have T>T/ x = T x. This
is possible by Proposition 3.2. Put zo = x. For i > 1 put

Z'_{Twziq i ¢ {ig,....in} +Z(d+1),
TP,z i€lioy ... in) FZd+1).

We claim

zi=T!x (39)
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for each i > 0. Induction on i. The case i = 0 is trivial. Fori > 1 with i ¢ {ip, ..., iy} +Z(d+ 1) we
compute

@ (i)

i = 1pZi—1 = Ta)Zifl = ch)x

where in (i) we use statement (38) and in (ii) we use the induction hypothesis. For i > 1 with i €
{io, ...,in}+7Z(d + 1) we compute

o @ ()
2 =TTzt = T/ Tyzi) = Thx
where in (i) we use the assumption 7T, = Tj Tw, and in (ii) we use the induction hypothesis 7;,z; _; =Ta’;x
and the assumption on x. The induction is complete. Put

B, =T, " T*T,).

+(d+1)v

The relation (30) implies B;;, = T, g Tszf}ij ~@+DY for each v € Z. Thus

@ F—md+1) @ F—m(d+1) pmd+1)
- [0}

(Bi, -+ Biy Biy)"x Zm@+1) = T,

w
for m > 0, where (i) follows from the definition of z,, 441y, whereas (ii) follows from formula (39). Choos-

T(f," @by — x (as T, and Tw are automorphisms

ing m large enough we may assume 7, @+Dy = x and
of a finite vector space); then

(B cee B,-lBl-o)mx=x.

in
The braid relations (32), (33) show that the B, satisfy the hypotheses of Lemma 3.1 (in particular, the

commutation B;,B; = B; Bj, if n > 1 follows from iy > 0). This Lemma now tells us Bi; -+ BiBi,x =x

in

for each 0 < j < n. But by the definition of the z; this means
=Tx (40)

for each 0 <i <d 4+ 1. When compared with formula (39) this yields 7, = T,, since M is generated as a
k-vector space by M, together with the T x (or: the Tcix) for0<i <d. (|
Remarks. The above proof of Proposition 3.3 shows the following:

(i) The subspace in (d) could be replaced by the subspace {x € M | Tsz(x) =x}.

(ii) If the H*-action factors through an #-action, then the datum (d) can be entirely left out (7, can then
be reconstructed without a priori knowledge of Ty).

4. The functor

Here we define a functor M — A(M) from supersingular #**-modules to torsion k[ ]]-modules with ¢
and I" actions, as outlined in the introduction. Its entire content is encapsulated in the explicit formula for
the elements /(e) introduced below.
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Let M be an H**-module. View M as a k[[t]-module with t =0 on M. Let I" act on M by
yx =Tk, 00
for y € I', making M a k[[#]|[["]-module. We have an isomorphism of k[[#]][¢]-modules
O ®xpery M = kit 1le] @iy M

and hence an action of O on k[[#]l[¢] Qg M.
Fore € M;[j] (any € € [0, g — 212, any a € [0, g — 2], any j € {0, 1}) define the element

he) = {teup@ T, le)+1 ®e+2‘1 Sro®T; (T, Oererra) =0,
e T, () +1®e i=1
of k[[t1ll¢] kg M. Define V(M) to be the k[[¢]l[¢]-submodule of k[[#]l[¢] @« M generated by the
elements h(e) for all e € M¢[j] (all €, a, j). Define

kTl Qkpg M

AM) = VM)

Remark. If M is even an H-module, then in view of formula (35) the definition of /(e) simplifies to

become
hee) = {t€‘¢® T ' @) +1®e+¢®T, (Tee) j=0,

1 19R@T, ) +1®e j=1.
In this case it is not necessary to split up M into eigenspaces under the action of T.«(r), and the notation
of many of the subsequent computations simplifies (no underlined subscripts are needed). However, they
hardly simplify in mathematical complexity, not even if we restrict to H’-modules only (in which case

always €] =0 and Tp+(,) = 1).
Lemma 4.1. Let e € M[j]. The integer
b= {;—1 i?j
satisfies k, = €, modulo (¢ — 1).
Proof. j =1 means TS2 (e) = e, hence the claim follows from the relation (22). O

Lemma 4.2. Fore € M; [j1we have y - h(e) = h(T *(y)(e))for all y € I'. In particular, V(M) is stable
under the action of T', hence is an O-submodule of k[[t1[¢] Qg M. Hence A(M) is even an O-module.

Proof. First notice that T, (y)(e) €M, °[j]. In particular, h(T *(y)(e)) is well defined. For y € I" we find
y-(l®e):1®y'e:1®Tej(y)(e). 41)
Next, we compute

. - @k, - () g,
y-(t*o®T, () =y oy T, () = "o T, T, (o). (42)
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In (i) we used yt = [y]o(t)y and [y]e () = yt modulo #7k[[¢]] (Lemma 0.1) and the fact that, since
m=0ink, we have t79 @ M = ®(t)p @ M = ¢t ® M = 0. To see (ii) observe

y T, (e) =T, T, (e

_ p—1lp—1
=T Tyt (@

=11
=T Tipe_avy)(©)

(e —a
=T, Tay ) Tor(y) ©)
=y T T (@)
where in the last step we use Lemma 4.1. Combining formulae (41) and (42) we are done in the case
j = 1. In the case j =0 we in addition need the formula

q—2 q-2
y ) 9@ T, (Te)erara) = )19 ® T, (T Tor)€)cter ta)- (43)
c=0 c=0

Let us prove this (for e € Mg[0]). For f € Z and y € I' we compute

T ey (T30 ) 8 Teei Tayiy 1y (T, )
Lyl (Te), @
=y U T (%) s
= y-f*ﬂ*“(TsTe*(y)e)I.
In (i) recall that 0! - e* = &* — alv, in (ii) notice that (Tse)f e M*€ and (s-€); = —e€;. Forc € [0, g — 2]

we deduce | |
y-te® T, ((T5€)cqe14a)) = Yto®y - (T, (Ts€)cqe14a))

=y 19Tl T, (Ts€)eter+a)
- )/Cfc(p ® TCJIT(;EIe*)(y)((ne)C-i‘Gl'i‘a)
=19 T, ' (TsTo ()€ ey +a)

where in the last equality we inserted formula (44). U

Proposition 4.3. (a) If M is supersingular and finite dimensional, then we have: A(M) is a torsion
kl[t1-module, generated by M as a k[[t]|[¢]-module, and ¢ acts injectively on it. The dual A(M)* =
Homy (A(M), k) is a free k[[t]-module of rank dimy(M). The map M — A(M) which sends m € M

to the class of 1 ® m induces a bijection
M= AM)[t]. (45)
(b) A(M) belongs to Mod* ().

(c) The assignment M — A(M) is an exact functor from the category of supersingular H**-modules to
Mod* (D).
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Proof. (a) Notice first that it is enough to prove these claims after a finite base extensions of k.

Assume first that M is irreducible. It can then be realized as a subquotient of a standard supersingular
‘H-module N —in fact, it can even be realized as a submodule or as a quotient of such an N. Observing
the decomposition (34) for N, we see that there are a k-basis eg, ..., eg of N as well as 0 < kej <g-—1
for 0 < j < d, not all of them = 0 and not all of them = g — 1, such that V(N) is generated by the
elements h(e;) = £k T, e )+ 1®e;. It follows that A(N) is standard cyclic. Now it is easy to see
that A(M) is a subquotient of A(N). Thus, by Proposition 1.15(d), it is standard cyclic as well, at least
after a finite extension of k. Therefore all our claims follow from Lemma 1.14 and Proposition 1.15(a).

Now let M be arbitrary (supersingular, finite dimensional). Choose a separated and exhausting
descending filtration of M by #*-submodules F*M with irreducible subquotients F*~!M/F* M. Since
on any standard supersingular #-module (and hence on any of its subquotients, and hence on any
irreducible H**-module) we have T, = —TS2 and hence ker(Tsz) = ker(Ty), the filtration satisfies

T,(F* "M Nker(T?) Cc F*M (46)

for each u € Z. Putting
F" =kltlle] @y F*M

we claim
V(FEM)=V(M)NF*, 47)

Arguing by induction, we may assume that this is known with p — 1 instead of . Let £ be a family of
elements e € (F“_IM)Z[je] (for suitable €, € [0, g — 2]% and q, € [0, g —2] and j, € {0, 1} depending
on e) which induces a k-basis of F*~!M/F"M. We consider an expression

D et h(e) (48)

J1.J2€250,e€E

with c¢j, j, . € k. Assuming that the expression (48) belongs to F* we need to see that it even belongs to
V(FFM).
Suppose that this is false. We may then define

j1=min{j >0 | cj,jz,etﬁ(pjh(e) ¢ V(F"M) for some j, >0, some e € £}.
Claim. We find some j, and some e with cjl’jzﬁetjz(pj‘h(e) e F* —V(FIM).

For e € £ the expression
1Qe+thp T, () (49)

is congruent to s(e) modulo F*, in view of e € F*~!M and formula (46). Therefore, modulo F* the
expression (48) reads

j j j 1 cke —1
D Chpet?el @etcj et o T, (o).

JisJ2.€
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Notice that ¢/'t*¢p € k[[t]¢/1+'. The claim now follows in view of

j Fripm
—@Okmw TV (50)
J>

F/le

The claim proven, we may argue by induction on the number of summands in the expression (48)
which do not belong to V(F*M). We may thus assume from the start that the expression (48) consists
of a single summand #/2¢/' h(e), and that moreover e ¢ F*M for this e. The aim is then to deduce
t2@plth(e) € V(F*M), which contradicts our above assumption.

Let us write € = €, and a = a,. The vanishing of #/2¢/! h(e) modulo F* means, by the decomposition
(50) again, that

J2 M o j ]l
P Q@e=0=1t o ® T, Ye)

(i.e., absolute vanishing, not just modulo F*). If TS2 (e) = e then this shows t/2¢/! h(e) = 0. Now suppose
TS2 (e) =0 (and hence k, < g — 1). The definition of & (e) together with the vanishings (i) and (ii) shows
q—2
t2@lh(e) = 179" Y 19 T, (Tye)ererta)-
c=0

Since the vanishing (ii) also forces 172/ 1 t*¢ € k[[t]jp/'Tt, there is some i and some J = 0 with
2ol =1helt and i >q— k..
If k, = 0 (and hence i > ¢) then again the conclusion is #2¢/! h(e) = 0. It remains to discuss the case

where 0 < k, < g — 1. In this case, (Ty€)cte,+a € M*€ and (s-€); = —€; impliesg — 1 —k, = k(T;e)mlM
for each c. We thus see

- ” — .k s€lc+e+a -
t1 ke—H(/) ® Tw 1((Tse)c+q+a) = tH—L (t . )i(/) ® Tw 1((Tse)c+q+a) +1® (Tse)c+el+a)
q—2

=" D10 everra) = D1 T 0 @ T, (T (Ty€) ety ta)eteva)
c'=0

by the definition of 2 ((Tse)c+e,+a). again since (Tse)cte,+a € M*€ and (s-€); = —€1. For0 < f <g -2
we have

Y (T erara) fra= Y, (T((Ts€)ererta) fra =0

0<c,c’<q—2 0<c<q-2
c+c'=f

as follows from Tsz(e) = (0. This shows

q—2

Z t1+c+c’¢ ® Tw—l((fy((ﬂe)w))c%cw) =0
c,c'=0

Since e belongs to F*~!M, formula (46) shows h((Ts€)ct+e,+a) € V(F¥M). Together we obtain
l‘q_kﬁ_c(p@Tw_l((Tse)cheHra) € V(F*M), hence ti+c¢)®Tw_l((Tse)C+€1+a) eEV(FI'M)forO<c<g-—2.
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This gives
q—2
thehe) = the! 1 Q@ T, (Tue)ete ra) € V(F*M),
c=0
as desired.

Formula (47) is proven. It allows us to deduce all our claims for M from the corresponding claims for
the F*~'M/F"M; but for them they have already been established above.

(b) For each irreducible supersingular -module M, extending k if necessary, A(M) admits a filtration
such that each associated graded piece is a standard cyclic object in Mod®d(£), as pointed out above. Since
the functor A is exact (see statement (c)) it therefore takes finite dimensional supersingular 7**-modules
to objects in Mod*(O).

(c) Itis clear that M — A(M) is a (covariant) right exact functor. To see left exactness, let M; — M; be
injective. Since the kernel of A(M) — A(M>) is a torsion k[[¢][-module it has, if nonzero, a nonzero
vector killed by ¢. By formula (45) it must belong to (the image of) M|, contradicting the injectivity of
M, — M,. Il

5. Standard objects and full faithfulness

S5A. The bijection between standard supersingular Hecke modules and standard cyclic Galois rep-
resentations. Let M be a standard supersingular #-module, arising from the supersingular character
X : Har — k. There is some ep € M such that, putting e; = a,_jeo, we have M = @‘;:0 k.e; and
Hagr acts on k.ep by x. Denote by n; : I' — k* the character through which Tei(l.) acts on k.ej, i.e.,
Tl (ej) =nj(y)e; fory eT.

Lemma S.1. (a) Thereare 0 <k, <q—1jfor0< j<d, notall of them =0 and not all of them = q — 1,

such that

*ipRT (e) =—1®e; (51)

in A(M) forall0 < j <d.

(b) If for any 1 < j < d there is some 0 <i < d with k., # k
k[t 1[@]l-module.

then A(M) is irreducible as a

Citjo

(c) Suppose that for any 1 < j < d which satisfies k., = ke, i forall 0 <i <m there is some 0 <i <d
with n; # ni+j. Then A(M) is irreducible as an O-module.

Proof. For M as above, V(M) is generated by elements of the form i (e) = thep ® T, le)+1®e. They
give rise to formula (51), hence statement (a). For statements (b) and (c) apply Proposition 1.15; in (c)
notice that y - (1 ®e;) =n,(y) ®e; fory €T. O
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Lemma 5.2. (a) Conjugating x by powers of T, means cyclically permuting the ordered tuple
(Mo, key)s - - ., (N, ke,)) associated with x as above. Knowing the conjugacy class of x (under
powers of T,,) is equivalent with knowing the tuple ((no, ke,), - - ., (Na, ke,)) up to cyclic permutations,
together with x (T4+1).

(b) (Vignéras) Two standard supersingular H-modules are isomorphic if and only if the element Tlf“ eH
acts on them by the same constant in k> and if they arise from two supersingular characters Hyg — k
which are conjugate under some power of T,.

(c) (Vignéras) A standard supersingular H-module M arising from x is simple if and only if the orbit of
x under conjugation by powers of T, has cardinality d + 1.

Proof. Statement (a) is clear. For (b) and (c) see [Vignéras 2005, Proposition 3 and Theorem 5]. Il

Proposition 5.3. The functor M +— A(M) induces a bijection between the set of isomorphism classes of
standard supersingular H-modules and the set of standard cyclic objects in Mod* (D) of k-dimension
d + 1. If the standard supersingular H-module M is simple, then A(M) € Mod* (D) is simple.

Proof. This follows from Lemmas 5.1 and 5.2. O

Theorem 5.4. (1) The functor M — A(M)* g k((2)) induces a bijection between the set of isomor-
phism classes of standard supersingular H-modules and the set of isomorphism classes of standard

cyclic étale (¢, I')-modules of dimension d + 1.

(2) The functor M — A(M)* Qs k() induces a bijection between the set of isomorphism classes of
simple supersingular H-modules of k-dimension d + 1 and the set of isomorphism classes of simple

étale (¢, I')-modules of dimension d + 1.

Proof. Statement (a) follows from Propositions 1.20 and 5.3. Statement (b) follows from statement
(a) and the full faithfulness of the functor M +— A(M)* ®xp k((¢)) on supersingular -modules, see
Theorem 5.11 below. (To see that if M is simple then so is A(M)* Q. k((t)) one may alternatively use
Proposition 5.3 together with Proposition 1.11.) 0

Remark. We may rewrite (51) as
lkef(p®€j+1=—l®€j forO0<j<d-1
thap @ x (T, Neg=—1®ey

where we used 7, (eq) = T, 9" 1(e0) = x (T 9 Yep. Thus (—1)4Tx (T, 9=1) € k* is the constant

referred to in Lemma 1.19.

Corollary 5.5. The functor M +— A(M)* Qg k(2)), composed with the functor of Theorem 1.2, induces
a bijection between the set of isomorphism classes of standard supersingular H-modules of k-dimension

d+1 and the set of isomorphism classes of (d+1)-dimensional standard cyclic Gal(F | F)-representations.

Proof. Theorem 5.4. Il
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Remark. (a) Combining Corollary 5.5 and Theorem 5.4 one can derive the following “numerical
Langlands correspondence”: the set of (absolutely) simple (d 4 1)-dimensional #-modules with fixed
scalar action by Ta‘f“ has the same cardinality as the set of (absolutely) irreducible (d + 1)-dimensional
Gal(F / F)-representations with fixed determinant of Frobenius. This numerical Langlands correspondence
was proven already in [Vignéras 2005, Theorem 5].

(b) There is an alternative and arguably more natural definition of supersingularity for H-modules. Its
agreement with the one given in Section 2A, and hence the “numerical Langlands correspondence” with
respect to this alternative definition of supersingularity, was proven in [Ollivier 2010].

5B. Reconstruction of an initial segment of M from A(M). Let [0, g — 1]% be the set of tuples =
((i)o<i<qg With u; € {0, ..., g — 1} and ZOSiSd u; =0 modulo (¢ — 1). We often read the indices as
elements of Z/(d + 1), thus u; = u; for i, j € Z wheneveri — j € (d + 1)Z.

Let A be an 9D-module. For u € [0, g — 11® let FA[t]* be the k-subvector space of Aft] = {x €
A | tx = 0} generated by all x € A[¢] satisfying tHig - - - t*1pt*px € Alt] forall 0 <i <d, as well as
thig ... MMy € k*x.

Put FA[1] =) o FA[]* (sum in A[r]).

nel0,g—1

Lemma 5.6. FA[t]=&D o FA[t], i.e., the sum is direct.

nel0,qg—1

Proof. Consider the lexicographic enumeration (1), 1£(2), (3), . .. of [0, ¢ — 1]® such that for each pair
r’ > r there is some 0 < iy <d with u; (r) > p;(r’) for all i <io, and p;,(r) > i, (r’). Let Zrzl x =0
with x, € FA[t]*"). We prove x, = 0 for all r by induction on r. So, fix r and assume x,» = 0 for
all ¥ <r,hence 3o, x =3 1% —> . % =0. Forr’ > r we have tha g oM p(x,0) = 0.

Therefore

0= tud(r)(p . tm(r)§0<zxﬂ>

r'>r
— Z tﬂd(r)¢ e tHO(r)(pxr/
r'>r

— [Md(r)(p - [MO(r)(pxr = kxxr
and hence x, = 0. ]

We define k-linear endomorphisms T, Ty and T,«(,) (for y € I') of FA[t] as follows. In view of
Lemma 5.6 it is enough to define their values on x € FA[¢]*; we put

—x pg=q—11

T,(x) = —t"px, Teop@) =y '-x, T(x)=
0 Mg <q—1.

1

Here y ~" - x is understood with respect to the I'-action induced by the $-module structure on A(M).
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Definition. For an H**-module M and u € [0, g — 1]% let FM* denote the k-subvector space of M
consisting of x € M satisfying the following conditions for all 0 <i < d:

-1 i Mo i

Talv(y)(Tw(x)) =yHMT, (x) forall y el (52)

. —T! ic1=q—1,
T(T} () = { o¥) Hi-1=d (53)

0 i1 <q—1.

Let FM denote the subspace of M generated by the FM* for all i € [0, g — 1]®.
For u € [0, g — 112 let €, €[0,qg— 2]<I> be the unique element with

(€u)—i = i mod (g — 1). (54)

for all ;.

Lemma 5.7. (a) We have FM" C M€~
(b) FM is an H**-submodule of M.

(c) FM contains each H**-submodule of M which is a subquotient of a standard supersingular H*-
module.

(d) Suppose that M is supersingular. Viewing the isomorphism A(M)[t] = M (Proposition 4.3) as an
identity, we have FM" C FA(M)[t1* for each u € [0, g — 11%, and in particular
FM C FAM)[t]. (55)

The operators T,, T and Ty, acting on FA(M)[t] as defined above restrict to the operators
Ty, Ty, Toxyy € HEE acting on FM.

Proof. (a) Let u € [0, g —1]®. For x € FM*, any y € I" and any i we compute

-1 | _ p—igp—1 i Y 77 B (79 P
T 0O = Tapyon ) = To Ty To () =y =y 7ix,

o' o () @
ie,x e M,
(b) Let 1 € [0, g — 1]® and define 1’ € [0, g — 1]® by p} = ;4 for all i. For x € FM*, any y € " and
any i we compute

Tty T (Mo () = T (T () =y T ) = y M 1T ().

We also find Ty (T)(T,,(x))) = Ty (T, (x)) = =T M (x) = =T (T, (x0)) if i =g — 1, but Ty (T (T, (x))) =
T, (T (x)) =0if u; < g—1. Together this shows T,,(x) € FM* , i.e., T,(FM") C FM™ . It is immediate
from the definitions that T3 (FM*) C FM*. For x € FM"*, any y, ¥y’ € I' and any i we compute

Ta_lvl(y)Tttl;(Te*(V/)(x)) = Ta_lvl(y)TW"-e*)(y') T(0) = Tiienin V" Th(x) = Y Ty (Tor ) (1)),
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If wi—1 =g — 1 we also compute

T Tci(Te*(V/)(x)) = T Is Tai)(x)
= _T(s-w‘[~e*)(y’)Tai(x)
= —T (T (i et (y) (X))
= —T/ (T () (x)).

Here, in the last equation we use @' -s- @' -e* =e* for2 <i <d;fori =1 weuse w-s- @ ' -e* —e* =
and Tag(y/)(x) = TJlTalv(y/)Tw(x) =y HMx=x(@spug=qg—1); fori =0 we use s - g* —e* = —a
and T gy (x) = yH'x =x (as w—y =g — 1). If however u;—1 < g — 1 then T;T, (To+,1y (X)) =
Tis.-i-eyy) Ts Tui(x) = 0. Together this shows T+, (x) € FM¥, i.e., Tern(FMH*) C FMH.

(c) On a standard supersingular 7**-module, and hence on its subquotients, the actions of T, Ty and
Talv(y) satisfy formulae (52) and (53), for suitable p’s.

(d) Let € [0, g — 1]® and define ' € [0, g — 1]® by w; = piy1 for alli. Let x € FM*. The proof
of (b) shows T,(x) € 3", Mg" [01if s, = juo < g — 1, resp. T,(x) € ¥, Mg" [11if ;= po=¢ — 1. In
either case, the definition of A(M) then says T,,(x) = —t"°@px. This shows FM* C FA(M)[t]* and that
the action of T, on 7 M is indeed as stated. For the actions of 7 and T+, this is clear anyway. O

Remark. The inclusion (55) is in fact an equality.

5C. Reconstruction of §-supersingular H*-modules M from A(M).

Lemma 5.8. Let M be an irreducible supersingular H-module. Let i € [0,q — 11®, x € M and
Ujc € Mo s e fori >0and0 < c < q—2 (with €, given by formula (54)). Assume u; . =0 if
(i) ui=0,0r
(i) ui=qg—1landc >0, or
(i) ui<g—landc=>qg—1—pu;.
Assume that, if we put x{—1} = x, then

q—2

iy =tMpGeli — 1) =Y 1“pu;

c=0

belongs to M = A(M)[t] for each i > 0. Finally, assume that x{D} = x for some D > QO with D + 1 €
Z(d +1). Then there is some x’ € M with x — x’' € M and such that

iy=trg(-- " o0 px")) - )

belongs to M for each i, and x'{ D} = x'. Moreover, if x is an eigenvector for T+ ), then x' can be chosen
to be an eigenvector for Te-(r), with the same eigenvalues.
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Proof. 1t is easy to see that all the irreducible subquotients of a standard supersingular #-module
are isomorphic. In particular, an irreducible supersingular H-module is isomorphic with a submodule
of a standard supersingular H-module. Therefore we may assume that M itself is a (not necessarily
irreducible) standard supersingular 7{-module. We then have a direct sum decomposition M = @?:OM L/}
with dimg (M) = 1 and integers 0 < k; < g — 1 such that

T, (MU = tkjgo(M[j+l]) — MUl (56)

(always reading j modulo (d + 1)). More precisely, we have M1 € M€ for certain €; € [0, ¢ —2]®,
and choosing the above k; minimally, we have k; = (v - € j+1) 1 modulo (g — 1). It follows that

kltloM = EB k[tloMU' = QB @z ‘oMU, (57)

j=0 ¢=0

For m € M write m = Zj ml1 with mU1 e pMU1, By formulae (56), (57), the defining formula for x{i}
splits up into the formulae

q—2
(il = tipx(i = V) = > o) (58)
c=0
for all j. We use them to show
o™ =0 ifc—p ¢ (¢—DZ. (59)

If u; € {0, g — 1} then formula (59) follows from our assumptions on the u; .. Now assume u; ¢ {0, g — 1}

[H—l]

. —1 i+1, . . 41 i+1, .
and u; # 0 for some c. The assumption u; . € M® s €y implies Ta,(ulUCJr ]) e M*®" €« and since

g—1—pi=q—1—ei=@o™ ) ifu ¢{0,q-1}

we get T, (u[JH]) tq_l_“fgo(ul[.f:rl]), ie, kj =g —1—p;. Now le":() oMUt is a direct sum
of one dimensional k-vector spaces, with x{i}l/] € tXipMU+1 trip(x{i — 1)U+ e tHip MU+ and
tc(p(u[]+ 1Y € t¢oMU for all ¢. Since by assumption u; . =0 forc>q — 1 — pu; = k;, formula (58)

[J‘H]) _

shows €@ (u 0 whenever ¢ # ;.

Formula (59) is proven. Arguing once more with formulae (56), (57) and (58) shows
[peli — V) =0 or oy =01 if i =g —1. (60)

In the following, by u; ,_1 we mean u; o. If t“lgo(u[]H]) # (0 we may write

[j+1]
I, )

tHipx(i — ) — gl T = o e (!

for some p; ; € k, since t* g (x{i — 1}/ 1) and t’”(p(uif ; 1) belong to the same one-dimensional k-vector
space. The upshot of formulae (59) and (60) is then that formula (58) simplifies to become either

x{i}[j] — t’““go(x{i _ 1}[j+1]) (61)
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or
. i . i+1
(il = py el (62)

for some p; ; € k. Departing from xUT = x{D}U1 we repeatedly substitute formula (61); if this is possible
D + 1 many times we end up with

xU = x{(DW = o (1M o op(xl1))) - ),

and in this case we put n(j) = 0. Otherwise, after D + 1 — n(j) many substitutions of formula (61), for
some 1 <n(j) < D+ 1, we end the procedure by substituting formula (62) (once) and obtain
_ _ . . L n(i
M = x{D)W = p;thr (. - (IM"(/)‘/’(IMM_I‘p(”i,(j)—lr,lffn)(]j),l))) )

[j+1=n()]
n(j)—1, -1
We study this second case n(j) > 0 further. By construction,

with t#(-1pu # 0, for some p; € k.

[j+1-n()] )

. — tMn()—1
wil =1 =100y,
i d belongs to M. On the other hand, uy,(; Me'5" e imolies T, (b 7))
1s nonzero and belongs to M. On the other hand, u,(j)—1,u,;,, € implies w(”n(j)—l,u,,(j),l

n(j).
M5 ""€u and hence

)e

(s D-€,); [j+1-n()] _ [j+1=n(j)] sV .e
! WU gy ) = Tl 1) €M "
Together this means (t,(j)—1 = (s@™) - €,,)1 modulo (g — 1) and w;{—1} € M5@"<u_ But we also have
Hn(j)—1 = (™) -€,)1. Combining we see (iy(j)—1 = —MUn(j)—1 Mmodulo (¢ — 1). Hence, we either have

Mn(jy—1 =0 0r tyjy—1 = (g — 1)/2 or pyy—1 = g — 1. In view of the assumed vanishings of the u; .
[j+1-n()]

(and of un(j)—l,un(jm

# 0) this leaves pt,(j)—1 = g — 1 as the only possibility. It follows that
50" e, ="V e,
and hence w;{—1} e M "€y Next, again by construction we know that

wjls) = 10 g (w; (s — 1)

belongs to M, for 0 < s < D — n(j). By what we learned about w;{—1} this implies w;{s} =

(—1) 75w {1} € M by an induction on s (and we also see Un(j)+s € {ko, ..., kq} with
the k; from formula (56)). For s = D —n(j) we obtain xU/! = x{D}ll € Méx.
We now put x' =3, -, xUl. O

Lemma 5.9. Let M be an irreducible supersingular H-module. Let i € [0, ¢ — 1]1%° and x € M such that

xfiy =" " px)) )

belongs to M = A(M)[t] for each i > 0, and such that x{D} = x for some D > Qwith D+ 1 € Z(d + 1).
Then x € M and x{i} = (—T,)'x for each i.
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Proof. This follows from the formulae (56) and (57) in the proof of Lemma 5.8. The argument is very
similar to the one given in the proof of Lemma 5.6. g

Theorem 5.10. Let M be a f-supersingular H*-module. Via the isomorphism M = A(M)|t], the action
of H* on M can be recovered from the action of O on A(M).

Proof. We may assume dimy (M) < oo. Define inductively the filtration (F ‘M )i=o of M by H*-submodules
as follows: FOM =0, and F'T!'M is the preimage of F(M/F!M) under the projection M — M/F'M.
The H*-action on the graded pieces can be recovered in view of Lemma 5.7. Exhausting M step by step
it is therefore enough to consider the following setting: The action of H* has already been recovered on
an H*-submodule M, of M and on the quotient M /M, and the latter is irreducible.

We reconstruct the action of 7+ on M by means of

1

Toh(x)=y  -x foryel

as is tautological from our definitions. Next we are going to reconstruct the decomposition

M = @ M. (63)

ecl0.9-2]®,
a€l0,q-2]

Let D > 0 be such that D + 1 € Z(d + 1) and fP*! =id for each k-vector space automorphism f of M.
(Such a D does exist. Indeed, M is finite, hence Aut; (M) is finite, hence there is some n € N with f" =id
for each f € Auty(M). Now take D = (d +1)n—1.) For € € [0, ¢ —2]® and a € [0, ¢ — 2] define M!¢! to
be the k-subspace of M generated by all x € M with y - x = y“x (all y € I") and satisfying the follo;zving

.. . . . —1 i+1
condition: there is some u € [0, g — 11® (depending on x) with €, = €, and there are u; . € M7 °¢ e

for i > 0 and 0 < ¢ < g — 2 with the following properties: Firstly, u; . = 0 if
(i) wi =0, or
(i) uj=g—1landc >0, or
(i) ui<g—1landc>qg—1—pu;.
Secondly, putting x{—1} = x and

iy =1pCeli — 1) = Y t“pui, (64)

we have x{i} € M = A(M)[t] for any i, as well as x{D} = x.
It will be enough to prove M = M1, We first show
M, C Mé[f]. (65)

We start with x € F(M/My)* N (M/Mo); for some p with €, = €. By Proposition 3.2 we may lift it
to some x € M€ such that for each i with T, T/ !X = 0 we have T>T/*!x = 0. As T,, maps simultaneous
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eigenspaces for the T; (with ¢ € T') again to such simultaneous eigenspaces, and as TS2 commutes with
the 7;, we may assume x € M. Putting

x(i}= (=T, *'x
. . . . i+l .
for —1 <i < D, repeated application of Lemma 2.4 shows x{i} € M;’ T € with
Ge,1=a, aco=a—¢€ and dae;=a—€y—€g_jy1— " —€q

fori <d, and then a.; = a.; fori —i’ € Z(d +1).
fO<u;<qg—1put
uie =Ty (T {i)) e pitac)-

As x € F(M/Mp)* and u; <q — 1 we have u; . € My, and as x{i} € M€ we have Ujc € M“fl“"m'f,
together u; . € M(‘)"fl“"’ﬂ'e. From u; < g — 1 we furthermore deduce k,(;y = (@' ! - €) = ;, and since
Tszx{i} = 0 we then see
toxfi — 1) —x{i} = Y t“pu; . = h(—x{i}) =0. (66)
C

Since furthermore (75 (x{i}))c+p;+a.; =0 and hence u; . =0 for g —1—u; < ¢ < g —2 by g-supersingularity

(if 0 < i < g — 1 then p; = €_;), all the conditions on the u; . in the definition of x € M| are satisfied.
If u; = q — 1 we have TSZ(TSZx{i}) = Tszx{i} and hence kTSzx{i} = g — 1 (independently of the value of
w; we have (o't €); = u; modulo (¢ — 1)), hence

117 T N (T2 (i) + TPx (i} = h(T*x{i}) = 0. (67)
Similarly we see k(,(;;_r2,(;)) = 0 and hence
oT,  (x(i} = T2x i) + x (i} — T7x{i} = h(x (i) — T)x{i}) = 0. (68)
We compute
1 p(eli = 1) = =17 T, (x (i)
= 17T, T2 (x(i})
=T (x{i})
= T, (i} = TPx (i) +x(i)
where the second equality is the result of applying 9! to formula (68), where the third equality is
formula (67) and where the fourth equality is formula (68). Thus, putting u; 0 = 7, Yx{i) — Tszx{i})
and u; . = 0 for ¢ > 0, we again get formula (66). Moreover, u; o belongs to My as x € F(M/My)*
and w; = g — 1; but it also belongs to M® @€ since u; = g — 1 implies w~ 'so'*! . € = ' - €. By
construction, x{d} = (—=T,)¢*t!(x), hence x{D} = (—=T,)?*!x = x.

It follows that x € Mg[f]. We have shown that any element in 7 (M /Mo)" N (M /M)y, for n with €, =€,
lifts to an element in Mg N MEEEJ. Since we have (M/Mo)¢ =" ,cj0.0—1e F(M/Mp)* (see Lemma 5.7) and

€ =€
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since this is respected by the action of Te+(r), we thus have reduced our problem to showing (M), C M EEEJ.
But for this we may appeal to an induction on dimg (M) (which we may assume to be finite).
We have shown formula (65). Now we show

M c M. (69)

Let x € M[[f], we[0,q —1]® (with €, =€) and u; . be as in the definition of M(EG]. Define x{i} for

—1 <i < D as in that definition. By Lemma 5.9 and the proof of the inclusion (65) we find x € M;
and u; . € M(‘)’)_ls‘dHf for 0 <i < D such that, after replacing x by x — X and u; . by u; . — il; ., we may

assume x € M.

Claim. If x € M and if My is irreducible, then there is some x' € (M), with x — x' € (MO)Z and such
that

iy =1 " et"ex)) - )
belongs to My for all i, and x'{D} = x'.

This follows from Lemma 5.8.

If My is not irreducible, choose an ‘H-submodule My in My such that My/ My is irreducible. By the
above claim and again invoking the proof of the inclusion (65), after modifying x by another element of
M, (now even of (My)¢,) and suitably modifying the u; ., we may assume u; . € Mqo. Thus, it is now
enBugh to solve the pro:t)lem for the new x € (My), (and the new u; . € Moo). We continue in this way.
Since we may assume that dimy (M) is finite, an induction on the dimension of M allows us to conclude.

We have reconstructed the decomposition (63) of M.

Now we reconstruct 737, acting on M. As we already know the decomposition (63), it is enough to
reconstruct T T,,(e) for e € Mj,/, all €', a’. Given such e, let € be its class in M /My. By Lemma 2.4 there
are then ¢, a such that 7,,¢ € EM/MO)Z.

First assume €; = 0. We then reconstruct T, T,(e) as T, T,(e) = t1 _1<p(e). Indeed, to see this we
may assume (by Lemma 2.3) that T,(e) is an eigenvector for Tsz. If Tssz(e) = T,(e) and hence
T,T,(e) = —T,(e), the claim follows from the definition of h(T,(e)). If TSZTw(e) = 0 then in fact
T, T, (e) = 0 (since also €; = 0), and the definition of 4(7T,,(e)) shows 17" p(e) = 0.

Now assume €; > 0. This implies TSZTw(e) =0 and k7, () = €1, and by fi-supersingularity we get

trootlge=— 3" 1Mol N (TThe)eterta)-
0=c<q—l—kr,e@)
Here (TsT,€)c1e,+a € My and g — 1 — k7, () = (s - €)1. The map
P MM e D TeT G0
0<c<q—1—kr,) O0<c<q—l—kr,(@

is injective. This is first seen in the case where My is irreducible; it then follows by an obvious devissage
argument. We therefore see that the (7;7,€)c+e,+4 for 0 < c < g —1 — k7, () can be read off from
tk1o@+1pe, hence also T, T, e can be read off from %7+ pe (by #-supersingularity).
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The restriction of T, to {x € M | T, T,,(x) € My} is reconstructed as follows. Given x € (M/ Mo)g’jef

(for some €, some a) with T;T,,x = 0, we use the decomposition (34) to lift x to some x € M;":éf. Since

(w™'-€)g=¢€, Lemma 2.4 says Tpx e M 5 . It then follows from the definitions that

T,x = _tél(px - Z tc(pTw_l ((TYwa)c—l—el—l—a)-

c>0

We have now collected all the data required in Proposition 3.3 for reconstructing M as an H*-module. [

5D. Full faithfulness on §-supersingular H*-modules. Let Rep(Gal(F /F)) denote the category of rep-
resentations of Gal(F /F) on k-vector spaces which are projective limits of finite dimensional continuous
Gal(F/ F)-representations.

Let Mod,, (#*) denote the category of f-supersingular H*-modules. Let Mod, (H) and Mod,, (%)
denote the categories of supersingular -modules and supersingular #**-modules, respectively.

Let M € Modg (H%) with dimg(M) < co. By Proposition 4.3 we have A(M) € Mod*(9), thus
AM)* ey k(1)) € Mod® (k((1))) (see Proposition 1.4). Let V(M) be the object in Rep(Gal(I*:/F))
assigned to A(M)* ®jq,q k((t)) by Theorem 1.2. Exhausting an object in Mod,, (%) by its finite
dimensional subobjects we see that this construction extends to all of Mod,, (H®).

Theorem 5.11. The assignment
Mody (H*) — Rep(Gal(F/F)), M~ V(M) (70)
is an exact contravariant functor, with dimy (M) = dimy (V (M)) for any M. Also,
Mod,, (H*) — Rep(Gal(F/F)), M V(M), a1
Mod (H) — Rep(Gal(F/F)), M V(M)

are exact and fully faithful contravariant functors.

Proof. Exactness follows from exactness of M +— A(M) (Proposition 4.3), exactness of A > A* Qg
k((t)) (Proposition 1.4) and exactness of the equivalence functor in Theorem 1.2. From Proposition 4.3 we
get dimy (M) = dimy ) (A(M)* ke k(2))), from Theorem 1.2 we get dimyg ) (A(M)* Qkpy k(1)) =
dimg (V (M)).

To prove faithfulness on Mod, (H"), suppose that we are given finite dimensional objects M, M’
in Mod (%*) and a morphism p : V(M') — V(M) in Rep(Gal(F/F)). By Theorem 1.2, the latter
corresponds to a unique morphism of étale (¢, I')-modules

1AM @iy k(1) = AM)* ®pqey k(1)).

By Proposition 1.17 (which applies since Proposition 4.3 tells us A(M), A(M') € Mod*(9)) it is induced
by a unique morphism of -modules u : A(M) — A(M’). Clearly u takes A(M)[t] to A(M')[t], i.e., it
takes M to M’'. Applying Theorem 5.10 to both M and M’ we see that ;v : M — M’ is H*-equivariant. If
M, M’ € Modg (#*) are not necessarily finite dimensional, the same conclusion is obtained by exhausting
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M, M’ by its finite dimensional submodules. We deduce the stated full faithfulness on Mod, (H%). It
implies full faithfulness on Modg () (see Lemma 2.5). O

Example. The analogs of Proposition 3.3 and Theorem 5.11 (on the functor in formula (71)) fail for
supersingular #**-modules. To see this, take d = 2, and endow the 6-dimensional k-vector space M
with basis e, e1, €2, fo, f1, f> with the structure of an H*-module as follows. T, for each ¢t € T acts
trivially. Put Ty (fo) = Ts(e1) = Ty(e2) = 0 and T (eo) = —eo, Ts(f1) = — f1. Ts(f2) = — fo. Fixa €k
and put T, (eo) = ey, T(e1) = ez, Ty(e2) = eo, T (fo) = f1 +aer, To(f1) = f2 —aez, Tu(f2) = fo.
This is even an #*-module if and only if & = 0, if and only if it is decomposable (as an H**-module).
The corresponding O-module A(M) is defined by the relations ey = —ey, pe; = —ep, 4 _lgoeg = —e¢y,
ofr = —fo, tq_lgo(fo —aeg) — f1, tq_lgo(fl + aer) — fr. But this O-module is in fact independent of «,
since 197 pe; = 17" 'pey = 0. Thus, an H*-analog of Theorem 5.11 fails. To see that an H*-analog of
Proposition 3.3 fails take My to be the k-subvector space of M spanned by e, e, e; it is stable under
H*. The action of H** on My and on M /M, does not depend on «. The actions of T4*! = T3, of T«
and of 7T, do not depend on «. We have (T T,,)~'(My) = My + kf> and hence the restriction of 7,, to
(T, T,,) "' (My) does not depend on «. We have M = Ze M¢€ with M€ = 0 whenever €; # 0. Thus, an
#**-analog of Proposition 3.3 would predict that also the action of T, (even of %) is independent of «,
which however is apparently not the case.

5E. The essential image.

Definition. Let Hom(I", k*)® denote the group of (d + 1)-tuples a = («y, . .., ag) of characters « e
I' — k*. Let &4, act on Hom(T", k*)® by the formulae

(w-a)g=0y and (w-a);=a;—1 forl<i<d,

s-a)y=a, G-a)j=a and (s-a);=«a; for2<i<d.

Recall the action of G411 on [0, g — 2]1°. Combining both (diagonally), we obtain an action of G411 on
Hom(T, k*)® x [0, q— 212,

In Lemma 1.19 we attached to each standard cyclic étale (¢, [')-module D of dimension d 4+ 1 an
ordered tuple ((ao, mo), ..., (aq, mgq)) (with integers m; € [1 — g, 0] and characters o; : I' — k),
unique up to a cyclic permutation. Sending each m; to the representative in [0, g — 2] of its class in
Z/(g — 1), the tuple (my, ..., my) gives rise to an element in [0, g — 2]®. On the other hand, the tuple
(a0, . .., ag) constitutes an element in Hom(T", k*)®. Taken together we thus attach to D an element in
Hom(T, £*)® x [0, g — 2]®, unique up to cyclic permutation. Equivalently, we attach to D an orbit in
Hom(T", £*)® x [0, ¢ — 2]® under the action of the subgroup of G, generated by w.

Now let D}, D) be irreducible étale (¢, I')-modules over k((¢)). We say that D}, D) are strongly
G,441-linked if they are subquotients of (d + 1)-dimensional standard cyclic étale (¢, I')-modules D,
D, respectively, and if Dy, D, give rise to the same & 4 -orbit in Hom(T, k9% x [0, q— 2]1°. We

say that D|, D} are &, -linked if they are subquotients of (d 4 1)-dimensional standard cyclic étale
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(¢, I')-modules Dy, D, respectively, and if D, D, give rise to the same &, 1-orbit in [0, g — 2]1% (or
equivalently, if the assigned tuples (up to cyclic permutation) in [0, ¢ — 2]® coincide as unordered tuples

(with multiplicities)).

Remark. (a) Let D denote the étale (¢, I')-module over k((¢)) corresponding to V (M), for a finite
dimensional supersingular #**-module M. Our constructions show M = Hom{*"(D*, k)[t] (where D" is

given the ¢-adic topology). Moreover:
(i) Consider the natural map of k[[¢]][¢]-modules
kp : k][] iy M — Hom™™ (D", k).

As a k[[¢][¢]-module, ker(kp) is generated by ker(xkp) N (k@ M + k[[t]lp @ M).
(i) Each irreducible subquotient of D is a subquotient of a (d + 1)-dimensional standard cyclic étale
(¢, I')-module; more precisely:

(ii)(1) If D (or equivalently, M) is indecomposable, then any two irreducible subquotients of D are
G441-linked.

(i1)(2) If M is even a supersingular #-module, and if D (or equivalently, M) is indecomposable, then
any two irreducible subquotients of D are strongly S, ;-linked.

(ii)(3) If M is even a supersingular H°-module, then each irreducible subquotient of D is a subquotient
of a (d + 1)-dimensional standard cyclic étale (¢, I')-module with parameters m ; € {1 — g, 0}
and o; =1 for all j.

(iii) For any (¢, I')-submodule Dy of D the yr-operator on Dy N DF is surjective.

(b) Does property (i) mean (at least if property (iii) is assumed) that D is the reduction of a crystalline
p-adic Gal(F/ F)-representation with Hodge—Tate weights in [—1, 0]?

(c) Property (iii) means that the functor Dy — Dg is exact on the category of subquotients Dy of D.

(d) It should not be too hard to show that properties (i), (ii)(1) and (iii) together in fact characterize the
essential image of the functor (70).

(e) On the other hand, properties (i), (i1)(2) and (iii) together do not characterize the essential image of
the functor (71). To see this for d = 1 consider the following étale (¢, I')-module D (which satisfies (i),
(ii)(2), (iii)). It is given by a k-basis e, e1, fo, f1, g0, g1 of (D*)*[¢] and the following relations:

per=eo. @fi=fo. egi=g0. 1" 'geo=e1r, 1" ofo=fiter. 17 'pg0=2g1+ fo.
Another object not in the essential image is defined by the set of relations

per=eo, @fi=fo, wgi=g0, 17 'geo=er, t'"ofo=fi+te, 17 '0g0=g1+f1.
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6. From G-representations to -modules

6A. Supersingular cohomology. Put G = GL;(F), let Iy be a pro-p-Iwahori subgroup in G, and fix
an isomorphism between # and the pro-p-Iwahori Hecke algebra k[Iy\G/Iy] corresponding to Iy C G.
For a smooth G-representation Y (over k) the subspace Y0 of Iy-invariants then receives a natural action
by H. Let us denote by HC (I, Y) the maximal supersingular #-submodule of Y. It is clear that this
defines a left exact functor

Mod(G) — Mod (), Y — H2(Iy, Y)

where Mod(G) denotes the category of smooth G-representations. The category Mod(G) is a Grothendieck
category [Schneider 2015, Lemma 1] and has enough injective objects [Vignéras 1996, 1.5.9]. Let D1 (G)
denote the derived category of complexes of smooth G-representations vanishing in negative degrees,
let D (#) denote the derived category of complexes of supersingular H-modules vanishing in negative
degrees. The above functor gives rise to a right derived functor

Ry (o, ) : DT (G) — DL (H). (72)

Let D (Gal(F/F))) denote the derived category of complexes in Rep(Gal(F/F)) vanishing in negative
degrees. Since the functor V is exact, it induces a functor

V: DI (H) — Dt (Gal(F/F))).
We may compose them with R ([p, .) to obtain a functor
VoRy(lp,.): DT(G) — D (Gal(F/F))).

Remark. The functor Hg (I, .) is the composite of the left exact functor Mod(G) — Mod(#), Y + Y10
(taking Ip-invariants) and the left exact functor Mod(H) — Mod(H), M — M, which takes an H-
module to its maximal supersingular H-submodule. Also Mod(#) is a Grothendieck category with
enough injective objects. Writing R(lp, .) and R (.) for the respective right derived functors, we have a
morphism Ry (lp, .) = Ry () o R({o, .).

Remark. Of course, we expect the functor V o Ry (lp,.) to be meaningful only when restricted to
(complexes of) supersingular G-representations. The reason is the following theorem of Ollivier and
Vignéras [2018]: A smooth admissible irreducible G-representation Y over an algebraic closure k of k is
supersingular if and only if Y is a supersingular 7 ® k-module, if and only if Y admits a supersingular
subquotient.

It is known that, beyond the case where G = GL,(Q,), a smooth admissible irreducible supersingular
G-representation Y over k is not uniquely determined by the #-module Y%. Is it perhaps uniquely
determined by the derived object Ry (1o, Y) € D (#)? It would then also be uniquely determined by the
derived object V (R (Io, Y)) € Dt (Gal(F/F))).
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Remark. For the universal module Y = indg k we have Hg (Ip, Y) =0 since H = (indg k)’ does not
contain nonzero finite dimensional H-submodules (let alone supersingular ones).

6B. An exact functor from G-representations to H-modules. We fix a (d 4 1)-st root of unity & € k>
. d ;
with % &/ =0. |
For an #-module M and j € Z let M¥' be the #-module which coincides with M as a module over
the k-subalgebra k[T, T;],7, but with T,,|, .; = &/ T, .
Let 6 : My — M, be a morphism of H-modules. For (xg, x;) € My @® M put

T, ((x0, x1)) = (Ty(x0), Te,(8(x0)) + & T, (x1)),
T ((x0, x1)) = (Ts(x0), Ts(x1)),
T, ((x0, x1)) = (T;(x0), T:(x1)) forteT.

Lemma 6.1. These formulae define an H-module structure on My @ M; we denote this new H-module

by My @° M. We have an exact sequence of H-modules
0—>M]$—>MOEB‘3M1—>M0—>O. (73)

The morphism § : My — M can be recovered from the exact sequence (73).
If there is some A € k* with T4+ = A on Mo and on My, then also T4+ = % on My @° My,

Proof. By induction on i one shows
i1
TE((x0, x1)) = (T} (x0), E' TL(x1) + Y E/ T (8(x0)))
j=0
for i > 0, and hence T4+ ((xo, x1)) = (T4 (x0), T4 (x1)). From here, all the required relations are
straightforwardly verified, showing that indeed we have defined an 7{-module.

Obviously, from the exact sequence (73) both My and M| can be recovered. That also § can be
recovered follows from the following more general consideration. Suppose that we are given § : My — M|
and € : No — N; and a morphism of H-modules f : My @ M; — Ny & N, with f(Mf) C Nf.
Then there are ‘H-module homomorphisms fy : My — No, f1: MlS — ng and f My — le with
f((x0, x1)) = (fo(x0). f1(x1) + f(x0)). For xo € My we compute

[ (To(x0,0) = f (T (x0), Ty (8(x0))) = (T (fo(x0)), T (f1(8(x0))) + £ T (f (x0))),
T, (f (x0, 0)) = T (fox0), £ (x0)) = (T (fo(x0)), Tuw(€ (fo(x0))) +& T (f (x0))).-

As f(T,(x0,0)) = T,(f (x0,0)) we deduce T, (e(fo(x0))) = T, (f1(6(xp))), and since T,, is an isomor-
phism even €( fo(x0)) = f1(8(x0)). O

Let
(Mo 8) =122 M 25 My 2o My 25 m, 2 0

be a complex of H-modules.
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Lemma 6.2. (a) There is a unique H-module @i‘ezM j with the following properties:
e As a k-vector space, @i;ZMj =®@jezM;.
e For any j we have t(M;) C M; + M for each T € H; in particular, the subspace M~ ; =
®j>jMj is an H-submodule.
j

o The H-module M ; /M= > is isomorphic with Mf] @S M§+1 as defined in Lemma 6. 1.

(b) If there is some L € k> with T¢T! = ) on each M, then T4+ = ) on @‘;’eZMj.

(c) The assignment (M,, $5,) — (EBi-'eZM j» (M>}) jez) is an exact and faithful functor from the category of

complexes of H-modules to the category of filtered H-modules. The isomorphism class of the complex
(M,, 8.) can be recovered from the isomorphism class of the filtered H-module (@i‘eZMj, (M=) jez)-

Proof. This is clear from Lemma 6.1. (]

Definition. (a) For a smooth G-representation Y over k and i > 0 let us denote by H (Iy, Y) the i-th
cohomology group of R (ly, Y), see formula (72).

(b) We say that a smooth G-representation Y over k is exact if for each i > 0 the functor Y’ Hs’s (Ip, Y
is exact on the category of G-subquotients Y’ of Y.

(c) An exhaustive and separated decreasing filtration (¥/) jez of a smooth G-representation Y over k is

exact if Y7 /Y711 is exact for each j.
Example. A semisimple smooth G-representation is exact.

Let R denote the following category: objects are smooth G-representations with an exact filtration,
morphisms are G-equivariant maps respecting the filtrations (i.e., f : Y — W with f(Y?) Cc W' for all i).
We denote objects (Y, (Y))iez) in Rg simply by Y.

Let () denote the category of E;-spectral sequences in the category of H-modules.

For Y* € M we have the spectral sequence

E(Y*) =[EM""(Y*) = H™ (Lo, Y™ /Y™ = H' ' (Io, Y)].

A morphism f : Y* — W* in R¢ induces morphisms H” (Iy, Y /Y*1) — H™ (I, W'/ WiT!) for any m
and i, and these induce a morphism of spectral sequences E(Y*) — E(W*). We thus obtain a functor

R —> E(H), Y'+— EX°).

For r > 1 let ), be the set of equivalence classes of pairs of integers (m, n), where (m, n) is declared
to be equivalent with (m’, n’) if and only if there is some j € Z with (m, n) = (m' + jr,n’ — j(r — 1)).
For y € ), let E} (Y*) be the complex of #-modules whose terms are the E™"™(Y*) with (m, n) € y, and
whose differentials d, : E™"(Y*) — E™*""="+1(Y*) are given by the spectral sequence. We apply the
functor of Lemma 6.2 to E; (Y*) to obtain a (filtered) supersingular 7{-module E; (Y*).

For a morphism f:Y*— W*in fRs we have induced H-linear maps f, : ®ycy, E)(Y)— Dyey, E)(W*).
Notice however that, in general, for a given y € ), there is no y’ € ), such that fr(Ery (Y*)) C E} /(W'),

evenifr =1.
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Lemma 6.3. Let Y* — W* — X* be a complex in Rg such that for each i the induced sequence
0— Yi/yi+l o wi/witl 5 X1/ X+ 5 0 is exact. We then have an exact sequence of supersingular

‘H-modules
0— QB E](Y") — @ E}(W*) — @ E](X*) — 0.
YEV YEV YEVI
Proof. This follow from the constructions. O

Remark. The analog of Lemma 6.3 is false for the maps f, forr > 1.

Remark. For a smooth G-representation Y endowed with an exact filtration, we may apply the functor
V of Section 5D to the supersingular H-module E; (Y*) (any r). In this way, we assign a Gal(F /F)-
representation to Y. We propose this construction as a nonderived alternative to that of Section 6A. Of
course, again it will be meaningful only on supersingular G-representations.

We expect that for G = GL,(Q)), this construction, with r = 1, essentially recovers the restriction of

Colmez’s functor to all supersingular G-representations.!!
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Stability in the homology of unipotent groups

Andrew Putman, Steven V Sam and Andrew Snowden

Let R be a (not necessarily commutative) ring whose additive group is finitely generated and let U, (R) C
GL, (R) be the group of upper-triangular unipotent matrices over R. We study how the homology groups
of U, (R) vary with n from the point of view of representation stability. Our main theorem asserts that
if for each n we have representations M,, of U, (R) over a ring k that are appropriately compatible and
satisfy suitable finiteness hypotheses, then the rule [n] — H;(U,(R), M,) defines a finitely generated
OI-module. As a consequence, if k is a field then dim H; (U, (R), k) is eventually equal to a polynomial
in n. We also prove similar results for the Iwahori subgroups of GL, (O) for number rings O.
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1. Introduction

1A. Homology of unipotent groups. Groups of the form G(R), with G a linear algebraic group over a
ring R, are among the most common and important groups encountered in mathematics. It is therefore a
natural problem to understand their group homology, as homology is one of the most important invariants
of a group. In the case where G is reductive, this problem has been studied intensively and much is
known. See, for instance, [Borel 1974] for G a classical group and R a number ring, and [Quillen 1972]
for G = GL, and R a finite field. These computations are closely connected to algebraic K-theory.

On the other hand, when G is a unipotent group, comparatively little is known. In fact, the class of
unipotent groups is fairly wild, so there might not be too much one can say in complete generality. Let
U, C GL, be the group of upper-unitriangular matrices. These are perhaps the most important unipotent
groups; for example, Engel’s theorem [Borel 1969, Corollary 1.4.8] shows that any unipotent group
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embeds into one of them. Nonetheless, the homology of even these groups is poorly understood. The
purpose of this paper is to establish some new results in this direction.

To illustrate the difficulties in computing the homology of U, (R), let us consider the first few cases.
We take R = [, for simplicity. The group U () is trivial. The group U, ([F,) is simply isomorphic to
the additive group of [, i.e., Z/pZ, and the homology of this group is known (it is Z in degree 0, Z/pZ
in odd degrees, and 0 in positive even degrees). The group Us([F,) is a nonabelian group of order P It
fits into an exact sequence

1 — Z/pZ — Us(F)) — (Z/pZ)* — 1,

where the left Z/pZ is the center of U3([F,). We therefore have a spectral sequence (the Leray—Serre
spectral sequence) that computes the homology of U3 ([F,) in terms of the homology of the outer groups:

E} , =H,((Z/p2)*. Hy(Z/ pZ, 7)) = H,14(U3(F ), D).

The action of (Z/pZ)? on H,(Z/pZ, 7) is trivial, and so the groups on the E? page are easy to compute.
However, it is less clear what the differentials are on the E? page, much less on subsequent pages, and so
it is not obvious how to actually compute the homology of Us(F,,) explicitly from this spectral sequence.

The analysis of U3([F,) we have just made, discouraging though it may be, does highlight a general
theoretical approach to studying the homology of U, ([F,): this group is nilpotent, so one can break it
up into abelian groups and then use the resulting spectral sequences to study its homology. Of course,
this approach becomes increasingly complicated as n grows, and there is probably little chance of
understanding the spectral sequences in an explicit way in general.

The main point of this paper is that, although these spectral sequences become increasingly complicated,
they exhibit a kind of regularity as n varies. The precise formulation of this statement uses the language
of representation stability, and requires some preliminaries, so for the moment we simply give a sample
application to the main objects of interest:

Theorem 1.1. Let R be a (not necessarily commutative) ring whose additive group is finitely generated
and let k be a field. For all i > 0, there exists some f;(t) € Q[t] such that dimH; (U, (R), k) = f;(n) for
n> 0.

For the ring R in the theorem, one could take a finite field, or a number ring, or the ring of 2 x 2
matrices over one of these rings, for example.

Example 1.2. The case R =7 and k = Q) of Theorem 1.1 follows from work of Dwyer [1985, Theorem 1.1].
He shows that the dimension of H; (U, (Z), Q) is the number of permutations in S, with length i, where
the length of a permutation o is the number of pairs i < j such that o (i) > o (j). Denote this number by
1(i, n). We claim that n — (i, n) is a polynomial of degree i for n > 0. As an aside, this shows that the
degree of the polynomials f;(#) in Theorem 1.1 cannot be bounded as we let i vary. We prove the claim
by induction. For i = 1, we have I (1,n) =n — 1 for n > 0. In general, we have the identity

Y IGmg' =0+ +q+q) - (I+q+q +-+¢";

i>0
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see [Stanley 2012, Corollary 1.3.13]. It follows that I (i,n) — I (i,n — 1) = Y"1 (j.n — 1) for n > i.
By induction, the right hand side is a polynomial of degree i — 1 for n >> 0. Hence I (i, n) is a polynomial
of degree i for n > 0, as claimed.

1B. Main results. Our main result is a refined version of Theorem 1.1 where we allow systems of
nontrivial coefficients and give a stronger conclusion. This additional generality is interesting in its own
right, but is required even if one is ultimately only interested in the case of trivial coefficients. Indeed,
our general approach essentially relates the i-th homology group of some system of coefficients to lower
homology groups of some auxiliary systems, and the auxiliary systems can be nontrivial even if the initial
system is trivial.

To formulate this general theorem, we must make sense of a “system” of representations of U, (R). For
this, we introduce the category OVI(R). An object of OVI(R) is a finite rank free R-module equipped
with a totally ordered basis. A morphism of OVI(R) is a map of R-modules that is upper-triangular with
respect to the distinguished ordered bases (see Section 4A). An OVI(R)-module over a commutative ring
k is a functor OVI(R) — Mody. Every object in OVI(R) is isomorphic to R" equipped with its standard
basis for some 7, and the automorphism group of this object is the group U, (R). Thus an OVI(R)-module
M gives rise to a sequence {M,},>0, where M,, = M(R") is a representation of U, (R), and therefore
provides a reasonable notion of a system of U, (R) representations. We are primarily interested in finitely
generated OVI(R)-modules (see Section 2A for the definition): indeed, it is only reasonable to expect
uniform behavior of the homology in this case.

Example 1.3. (a) We have a constant OVI(R)-module given by R" + k for all n. Thus the sequence of
trivial representations of U, (R) forms a “system” in our sense.

(b) Suppose R = k. We then have an OVI(R)-module given by R" — R". We thus see that, in this case,
the sequence of standard representations of U, (R) forms a “system.” Both examples are finitely generated.

Let M be an OVI(R)-module and fix i > 0. For each n we consider the homology group H; (U, (R), M,,).
The various M,, are related by the OVI(R)-module structure, and this should lead to relationships between
these homology groups. We now examine this. Letting [r] denote the ordered set {1, ..., n}, if [n] — [m]
is an order-preserving injection of finite sets then there is an associated morphism R" — R™ in OVI(R).
This gives a map M,, — M,,, which induces a map H; (U, (R), M) — H;(U,,(R), M,,). This suggests
that [n] — H; (U,(R), M,) defines an OI-module, where Ol is the category whose objects are finite totally
ordered sets and whose morphisms are order-preserving injections. We show that this is indeed the case,
and denote this OI-module by H; (U, M). (We note that OI-modules are close relatives of the well-known
FI-modules introduced by Church, Ellenberg, and Farb [Church et al. 2015].)

We can now state our main theorem.

Theorem 1.4. Let R be a ring whose additive group is finitely generated, let k be a noetherian commuta-
tive ring, and M be a finitely generated OVI(R)-module over k. Then H; (U, M) is a finitely generated
Ol-module over k for all i > 0.
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Theorem 1.1 follows immediately from this theorem by taking M, to be the trivial representation of
U, (R) for all n and appealing to the fact that a finitely generated OI-module over a field has eventually
polynomial dimension (see Proposition 3.5 below).

1C. The noetherian result. As stated, to prove Theorem 1.4 we relate the homology of the OVI(R)-
module M to the homology of certain auxiliary coefficient systems constructed by various means. To
ensure that these auxiliary systems are finitely generated, we require the following noetherian result,
which is the primary technical result of this paper:

Theorem 1.5. Let R be a ring whose additive group is finitely generated and let k be a noetherian
commutative ring. Then the category of OVI(R)-modules over k is locally noetherian, that is, any

submodule of a finitely generated module is finitely generated.

Theorem 1.5 differs from much previous work on categories of R-modules in the setting of representa-
tion stability (such as [Putman and Sam 2017; Sam and Snowden 2017]) in that it allows the ring R to
be infinite. In the previous work, the automorphism groups in the categories under consideration were
GL,(R), and finiteness of R is necessary since the group algebra of GL, (R) is not noetherian if R is
infinite. In our situation, the automorphism groups are U, (R). When the additive group of R is finitely
generated, these groups are virtually polycyclic, and a classical result of Philip Hall [1954] says that
group rings of virtually polycyclic groups are noetherian. Our proof of Theorem 1.5 is inspired in part by
Hall’s proof of this fact.

Remark 1.6. It is easy to see that Theorem 1.5 is false if the additive group of R is not finitely generated
(see Section 5D).

Remark 1.7. When the ring R is finite, we in fact show that the category of OVI(R)-modules is quasi-
Grobner in the sense of [Sam and Snowden 2017, Section 4], which implies local noetherianity (but is
stronger). In the general case, we do not show that the category of OVI(R)-modules is quasi-Grobner
(and expect that it is not), and the proof of local noetherianity is far more difficult.

1D. Application to Iwahori groups. Let O be a number ring and let k be a commutative noetherian ring.
A classical result of van der Kallen [1980] says that the homology of the group GL,,(O) stabilizes: for
any fixed i the canonical map

H; (GL,(0), k) — H;(GL,+1(0), k)

is an isomorphism for n >> 0. In particular, if & is a field then the dimension of H; (GL, (0), k) is eventually
constant.

Now let a be a nonzero proper ideal in O and let GL,, (O, a) be the principal congruence subgroup of
level g, i.e., the subgroup of GL,(O) consisting of matrices that are congruent to the identity modulo a.
The homology of these groups does not stabilize; for instance, for £ > 2 and n > 3 the abelianization of
GL,(Z,t7) is (Z /Z)”z_1 (see [Lee and Szczarba 1976]). Building on work of the first author [Putman
2015], Church, Ellenberg, Farb and Nagpal [Church et al. 2014] proved instead that the homology of
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GL, (0O, a) satisfies a version of representation stability: the rule [n] — H; (GL, (O, a), k) defines a finitely
generated FI-module. Consequently, when k is a field, the dimension is eventually polynomial.

The Iwahori subgroup GL, 0(0O, a) is the subgroup of GL, (O) consisting of matrices that are upper-
triangular modulo a. Using Theorem 1.4, we prove an analog of Church, Ellenberg, Farb, and Nagpal’s
result for GL,, 0(O, a).

Theorem 1.8. Let O be a number ring, let a C O be a nonzero proper ideal, and let k be a commutative
noetherian ring. Then the following hold for all i > O:

e The rule [n] — H;(GL, 0(0O, a), k) defines a finitely generated Ol-module over k.
e Ifk is a field then there is a polynomial f € Q[t] such that dimH; (GL,, 0(O, a), k) = f(n) for n > 0.

1E. Outline. In Section 2 we review generalities on modules over categories. In Section 3 we introduce
the category OI and its variants OI(d) and establish basic results about them. In Section 4 we introduce
the category OVI(R) and its variants OVI(R, d) and establish basic results about them. In Section 5, we
prove the main noetherianity result for OVI(R) (Theorem 1.5). In Section 6 we prove the main result of
the paper (Theorem 1.4). Finally, in Section 7 we prove Theorem 1.8.

1F. Notation. Throughout, k denotes a commutative ring, typically noetherian. Unless otherwise speci-
fied, 1 # 0 in all of our rings. For a fixed category €, we write k for the constant functor ¢ — Mody, taking
everything to k and all morphisms to the identity. We let B, C GL, be the group of upper-triangular
matrices, and U, C B, the subgroup where the diagonal entries are equal to 1. We use R to denote the
ring appearing in the definition of OVI(R), and that is typically plugged in to U, or B,,. We generally do
not require it to be commutative. We set [0] = &, and if n is a positive integer, then [n] denotes the set
{1,...,n}.

2. Representations of categories

2A. Generalities. Let C be a category and let k be a noetherian commutative ring. A C-module over k
is a functor M : € — Mody. For an object x € C, we denote by M, the image of x under M. Denote
the category of C-modules by Rep, (C). It is an abelian category. For each x € C, we define a C-module
P, via the formula (Py), = k[Hom(x, y)]. One easily sees that for any C-module M one has a natural
identification Hom(P,, M) = M,. It follows that P, is a projective C-module; we call it the principal
projective at x. A general C-module M is finitely generated if and only if there exists a surjection
Eszl P,, — M for some xi, ..., xx € €. A C-module is said to be noetherian if all of its submodules
are finitely generated, and the category Rep, (C) is said to be locally noetherian if all finitely generated
objects are noetherian.

If ®: € — D is a functor and M is a D-module then the pullback of M along @, denoted ®*(M), is
the C-module defined via the formula ®*(M) = M o ®, so that ®* (M), = Mg (). We now review how
the pullback operation interacts with finite generation. The following definition is [Sam and Snowden
2017, Definition 3.2.1].
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Definition 2.1. We say that a functor ®: C — D satisfies property (F) if the following condition holds
for all y € D. There exist finitely many objects x1, ..., x, € C together with morphisms f;: y — ®(x;)
in D with the following property: for any x € C and any morphism f: y — ®(x) in D, there exists an i,
and a morphism g: x; — x in €, such that f = ®(g) o f;.

Definition 2.2. A category C satisfies property (F) if the diagonal C — € x C satisfies property (F).
The importance of these definitions is due to the following results.

Proposition 2.3. A functor ®: C — D satisfies property (F) if and only if ®*(M) is a finitely generated
C-module for all finitely generated D-modules M.

Proof. See [Sam and Snowden 2017, Proposition 3.2.3]. (|

Recall that a functor ®: € — D is essentially surjective if for all y € D, there exists some x € € such
that ®(x) is isomorphic to y.
Proposition 2.4. Let C be a category such that Rep, (C) is locally noetherian and let ®: C — D be an
essentially surjective functor satisfying property (F). Then Rep, (D) is locally noetherian.
Proof. See [Sam and Snowden 2017, Corollary 3.2.5]. O

If C is a category and M| and M, are C-modules, then we define M; ® M, to be the C-module defined
by the formula (M| ® M3), = (M), ® (M3), for all x € C.

Proposition 2.5. Let C be a category that satisfies property (F) and let M and N be finitely generated
C-modules. Then M Q@ N is finitely generated.

Proof. See [Sam and Snowden 2017, Proposition 3.3.2]. O

We require a slight variant of the above proposition. We say that a C-module M is generated in finite
degrees if there exist xq, ..., xx € C such that M is generated by the M,,, that is, the canonical map
@5‘;1 M, ® P,, — M is surjective. Note that if M is generated in finite degrees and M, is a finitely
generated k-module for all x € C then M is finitely generated.

Proposition 2.6. Let C be a category that satisfies property (F) and let M and N be C-modules generated
in finite degrees. Then M ® N is generated in finite degrees.

Proof. Observe that:

(a) A finite sum of C-modules generated in finite degrees is generated in finite degrees.

(b) If K is a C-module generated in finite degrees and U is any k-module then U ® K is generated in
finite degrees.

(c) Any quotient of a C-module generated in finite degrees is generated in finite degrees. Now, choose
surjections @_, Vi ® P,, — M and @f-:l W;® Py, — N, where the x; and y; are objects of C and the
V; and W; are k-modules (one can take V; = M,, and W; = Ny,;). We thus have a surjection

Pview,;eP, P, > MIN.
ij
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Since C satisfies property (F), each Py, ® Py, is finitely generated (Proposition 2.5). Thus each term in
the sum is generated in finite degrees by (b); since the sum is finite, it is generated in finite degree by (a);
and so we conclude M ® N is generated in finite degrees by (c). U

Now we recall the notion of a Grobner category. See [Sam and Snowden 2017, Section 4.3] for more
details.

Definition 2.7. Let C be an essentially small category, i.e., there exists a set / containing a unique
representative of each isomorphism class in €. For x € €, define |S,| = LI,¢; Hom(x, y). Partially order
|Sx| by defining f < g if there exists a morphism % such that g = hf. We say that C is Grobner if the
following holds for all x € C:

o The poset (|Sx|, <) is noetherian.

o | S| admits a total ordering < with the following two properties:

— The ordering < is compatible with left composition, i.e., f < g implies hf < hg.
— The restriction of < to each Hom(x, y) is a well-ordering.

We say that C is quasi-Gribner if there exists a Grobner category € and an essentially surjective functor
C" — C satisfying property (F).

The key result about quasi-Grober categories is the following [Sam and Snowden 2017, Theorem 4.3.2]:

Theorem 2.8. Let C be a quasi-Grobner category. Then for any noetherian commutative ring k, the
category Repy (C) is locally noetherian.

2B. Kan extension. Let ®: C — D be a functor. The pullback functor ®* on modules admits a left
adjoint @, called the left Kan extension. It also admits a right adjoint @, called the right Kan extension,
but we will not need this.

The left Kan extension can be described explicitly as follows. Let y be an object of D. Define a
category C/, as follows. An object of C/y is a pair (x, f), where x is an object of C and f: ®(x) — y
is a morphism in D. A morphism (x’, f') — (x, f) in €/, is a morphism g: x" — x in C such that
f'= fo®(g). Suppose now that M is a C-module over k. For y € D, define M|e,, to be the €,,-module
defined via the formula (M |¢ /y)(x, ) = M,. We then have

®,(M)y = colim(M|e,, ).

That is, the value of ®,(M) on y is the colimit of the functor M|e,, : €,y — Modg. In certain cases, there
is an even nicer description.

Proposition 2.9. Let ®: C — D be a faithful functor. Assume that for all x', x € C, the Aut(® (x))-orbit
of any element of Homqp (® (x”), ®(x)) contains an element of the form ® (f) for some f € Home(x', x)
that is unique up to the action of Aut(x). Let M be a C-module. Then for all x € C we have a canonical
isomorphism

V(M) o) = Indﬁﬁig(’“”(Mx).
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Proof. Let {h;};c; be a set of coset representatives for Aut(®(x))/ Aut(x). For each i € I, we thus have
an object (x, h;) of €/ (x). Consider an object (x’, g) of C,¢(x). To prove the proposition, it is enough to
prove that there is a unique i € I and a unique morphism (x’, g) = (x, ;) of C/a ().

By definition, g is a morphism ®(x’) — ®(x) in D. By assumption, we can factor g as h®(f) for
some h € Aut(®(x)) and some f € Home(x', x). Moreover, this factorization is unique up to the action
of Aut(x). It follows that there is a unique factorization of the form h; ®(f). The morphism f now
furnishes a map (x’, g) — (x, ;) in C/q(y). It is clear from the discussion that this is the unique i for
which there is such a morphism, and that f is the unique such morphism. O

Left Kan extensions can be used to construct principal projectives, as follows. Let x € C, let pt be the
point category (one object, one morphism), and let i, : pt — C be the functor taking the object of pt to x.
Regarding k as a pt-module, we have (i, ),(k) = Py. Indeed, if M is a C-module, then by definition

Homgep, ) ((ix)1(k), M) = Homgep, (oo (k, iy (M)) = M,,

and thus (i, ), (k) represents the same functor as Py.
Return now to the setting of a functor ®: € — D. Put y = ®(x). Then ®oi, =iy, so

Py = (iy)i1(k) = P1((ix)1(k)) = Pi(Py). (2.10)

We thus see that the left Kan extension takes principal projectives to principal projectives. Since @ is right
exact, it follows from this that @, takes finitely generated C-modules to finitely generated D-modules.

2C. C-groups and their representations. Let C be a category. A C-group is a functor from C to the
category of groups. Fix a C-group G. A G-module over k is a C-module M equipped with a k-linear
action of G, on M, for all x € C, such that for all morphisms f: x — y in € the induced morphism
f«: My — M, is compatible with the actions via the induced homomorphism f,: Gy — G. In other
words, for m € M, and g € G, we have f,(gm) = f.(g) f«(m). The category Rep, (G) of G-modules is
a Grothendieck abelian category.

Let M be a G-module. For x € C, let H; (G, M), be the group homology H;(G,, My). If f: x —> y
is a morphism in €, then the induced morphisms f;: G, — G, and f,: M, — M, together induce
a morphism f,: H;(G, M), — H;(G, M),. This yields a C-module structure on H;(G, M). If k is a
commutative ring, then we will denote by k the constant C-module defined via the formula k, = k. We
then have H; (G, k), = H; (G, k).

The following proposition concerns the homology of a semidirect product of C-groups.

Proposition 2.11. Let G and E be C-groups, and let w: G — E and 1. E — G be morphisms of C-groups
such that w ot =1id. Let K = ker(rr), which is also a C-group. Then we have the following:

(1) H;(K, k) is naturally an E-module.
(2) As a C-module, H;(E, k) is a direct summand of H; (G, k) via v, and m,.
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(3) Write H.(G,k) =H,(E, k) ® M as in (2). Then M admits a C-module filtration where the graded
pieces are subquotients of H;(E, H,_; (K, k)) with0 <i <r — 1.

Proof. (1) The conjugation action of G on K is C-linear. On homology, K acts trivially, and hence this
action descends to give an E-module structure on H; (K, k).

(2) This is clear.

(3) For x € C we have a short exact sequence of groups 1 - K, - G, — E, — 1, which gives a
Hochschild—Serre spectral sequence

E?’JI =H,(E., H;(K,,k)) = H},,(G., k).
The spectral sequence is functorial in x, and so we get a spectral sequence of C-modules
B>, =H,(E, Hy(K.k))= Hp,,(G. k).

In particular, H, (G, k) has a filtration by subquotients of the terms El2 ;- The edge map H,(G, k) —
H,(E,Hy(K, k)) coincides with the map on H, induced by 7 (see [Weibel 1994, Section 6.8.2]) which
we know is a split surjection, so the kernel M has a filtration by subquotients of El2 ,jfor0<i<r-—1.0

3. The category OI and variants

3A. Definitions and first results. Let Ol be the category whose objects are finite totally ordered sets and
whose morphisms are order-preserving injections. For a nonnegative integer d, we define a variant OI(d)
as follows. An object of OI(d) is a pair (S, A) where S is a totally ordered setand L = (A1 < --- < Ag)
is an increasing d-tuple in §. A morphism (S, A) — (T, ) in OI(d) is an order-preserving injection
f: S — T satisfying f(A) = u. Note that OI = OI(0). There is a functor ®: OI(d) — OI given by
d(S, A) = S. We will continue to use the notation ® for this functor throughout the paper (and use it for
all values of d).

Remark 3.1. We introduce OI(d) to help us study an analogous category OVI(R, d), the motivation for
which is discussed in Remark 4.1 below.

Recall that [n] denotes the ordered set {1, ..., n}. Given an Ol-module M, we will write M,, for M.
The category Ol is equivalent to its full subcategory spanned by the [n], so the data of an OI-module M is
equivalent to the data of the M, together with the maps f,: M,, - M,, induced by the order preserving
maps f: [n] — [m]. Similarly, if M is an Ol(d)-module and A is an increasing d-tuple in [n], then we
will write M, , for M(f,,5)-

Proposition 3.2. There is an equivalence of categories Ol(d) = OI¢*!,

Proof. Let (S, A) be an object of OI(d). For 1 <i <d + 1, let S; be the set of elements x € §
such that A;_; < x < A; where, by convention, Ay < x < Agy; for all x. One easily verifies that
(S, X)) — (S1, ..., S4+1) 1s an equivalence. O
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Corollary 3.3. The category Ol(d) is Grobner. In particular, the category of Ol(d)-modules is locally

noetherian.

Proof. By [Sam and Snowden 2017, Theorem 7.1.2] the category OI is Grobner, and by [loc. cit.,
Proposition 4.3.5] a finite product of Grobner categories is Grobner, so by Proposition 3.2 the category

OI(d) is Grobner. The assertion about finitely generated OI(d)-modules now follows from Theorem 2.8.
O

Corollary 3.4. The category Ol(d) satisfies property (F). In particular, the tensor product of finitely
generated Ol(d)-modules is a finitely generated Ol(d)-module and the tensor product of Ol-modules that

are generated in finite degree is also generated in finite degree.

Proof. The category Ol satisfies property (F); this can be proved similarly to [loc. cit., Proposition 7.3.1].
One easily sees that a finite product of categories satisfying property (F) again satisfies property (F),
which combined with Proposition 3.2 yields the fact that OI(d) satisfies property (F). The assertion about
tensor products of finitely generated OI(d)-modules now follows from Proposition 2.5, and the assertion
about tensor products of Ol-modules that are generated in finite degree follows from Proposition 2.6. [

Finally, we state a result about the growth of finitely generated OI-modules over fields.

Proposition 3.5. Let M be a finitely generated Ol-module over a field k. Then the function n — dimy M,

is a polynomial function for n >> 0.

Proof. By [Sam and Snowden 2017, Theorem 7.1.2], OI is an “O-lingual category”, and by [loc. cit.,
Theorem 6.3.2], this implies the polynomiality statement. 0

3B. Kan extension. We now study left Kan extensions along the functor ®: OI(d) — OL

Proposition 3.6. Let M be an OI(d)-module. Then ®\(M), = @, M, ;., where the sum is taken over all
increasing d-tuples M in [n].

Proof. By Section 2B, we see that ®,(M), is colim(M|or),,,)- The category OI(d) () can be viewed
as consisting of triples (S, i, f), where (S, n) € OI(d) and f: S — [n] is a morphism in OI. For an
increasing d-tuple A in [n], let OI(d) [,),» be the full subcategory of OI(d) [,) spanned by triples (S, u, f)
such that f takes u to A. Then OI(d) [, is the disjoint union of its subcategories OI(d) [,),». Furthermore,
([n], A, 1d) is the final object of OI(d) 1. The result now follows. O

Corollary 3.7. The functor ®, is exact.

3C. Shift functors. Fix a functorial coproduct LI on the category of finite sets. For finite sets S and T,
we view S LI T as the disjoint union of S and 7T'; of course, this requires care when S and T share
elements. Consider the functor ¥o: OI(d) — OI(d) given by Xo(S, A) = (S LI {oo}, A), where S LI {oo}
is given a total order by setting x < oo for all x € S. Given an Ol(d)-module M, we define the shift
of M, denoted X (M), to be X5(M). There is a map (S, 1) — (S L {oo}, ) in OI(d) induced by the
inclusion S < S1I {oo}. This map induces a map M — X (M) of OI(d)-modules. We let ¥ (M) denote
the cokernel of this map. We call it the reduced shift of M. This has the following nice property:
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Proposition 3.8. Suppose that M is an Ol-module such that My is a finitely generated k-module and
(M) is a finitely generated Ol-module. Then M is a finitely generated Ol-module.

Proof. By assumption, we can find xi, ..., x, with x; € M,, such that the following holds. Let
X; € X(M)p,—1 = My, be the associated element. Then the images of {xi, ..., X,,} in (M) generate
Y (M). We claim that {xi, ..., x,,} together with a spanning set of M, is a generating set for M. Consider
y € M, for some n > 0. We must show that y is in the span of the indicated elements. We will do this by
induction on n. The base case n = 0 being trivial, we can assume thatn > 1. Let y € ¥ (M), = M,
be the associated element. The image of y in > (M), is in the span of the images of {x,...,X,}. It
follows that we can write y =y’ + y”, where y’ is in the span of {xi, ..., x,,} and y” is in the image of
the composition M,,_; — X (M),_1 = M, By induction, y” is in the span of {x1, ..., x;,} together with
a spanning set of My, so y is as well. U

There is a similar functor Ag: OI(d — 1) — OI(d) defined by Ag(S, A) = (S L {0}, 1), where A’ is
obtained by appending oo to the end of A. For an OI(d)-module M, we let A(M) = Aj(M), which is an
OI(d — 1)-module. For d = 0, we put A(M) = 0 by convention.

The following result shows how the shift functor interacts with the Kan extension along the functor
®: Ol(d) — OL

Proposition 3.9. Let M be an Ol(d)-module. Then there is a natural isomorphism
Z(P1(M)) = O1(E(M)) & Pi(AM)).

Moreover, if a: (M) — Z(D(M)) and B: M — X (M) denote the natural maps, then the diagram

@ \(M)
Z(®(M)) = D(Z(M)) ® Di(A(M))

commutes. In particular, we have a natural isomorphism
(M) = PY(Z(M)) & Py(A(M)).
Proof. Using Proposition 3.6, we have

Z( @1 (M) = EP Muy1.1,
A

where the sum is over all increasing d-tuples A in [n 4 1]. Similarly, we have
(S (M) = EP Muy15,
A

where the sum is over all increasing d-tuples X in [n]. Finally, using the obvious analog of Proposition 3.6
for A we have

DUAM))y = EP Mii10.
A
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where the sum is over all increasing d-tuples A in [n] that end in n + 1. Combining these isomorphisms,
we obtain an identification

Z(P®1(M))p = P1(E(M))n @ Pi(A(M))n.

It is clear that this identification comes from an isomorphism of OI-modules. The rest of the proposition
follows easily. U

4. The category OVI and its variants

4A. Definitions. Fix a ring R (always assumed to be associative and unital, though not necessarily
commutative). Define OVI(R) to be the following category. The objects are ordered free R-modules, that
is, pairs (V, {v;i}ic;) where V is a finite rank free left R-module and {v;} is a basis indexed by a totally
ordered set /. The morphisms (V, {v;}ic;) = (W, {w;},e,) are pairs (f, fo), where f: V — Wisa
linear map and fp: I — J is an order-preserving injection, such that f(v;) = w6 + > < foli) Qi jWj
for scalars a; ;. In words, f takes the i-th basis vector of V to the fy(i)-th basis vector of W up to
“lower order” terms. We note that fj can be recovered from f, so it is often omitted. Furthermore, f is
necessarily a split injection. If the ring R is clear, we will just write OVL.

For a nonnegative integer n, we regard R" as an ordered free module by endowing it with the standard
basis. Every object of OVI is isomorphic to R" for a unique n. For an OVI-module M, we write M, for
its value on R”". The automorphism group of R" in OVl is U, (R), which we denote simply by U, in this
section. It is the subgroup of GL, (R) consisting of upper unitriangular matrices.

Let d be a nonnegative integer. We define a variant OVI(R, d) = OVI(d) as follows. An object is
atuple (V, {v;}icr, A) where (V, {v;};cr) is an ordered free module and A is an increasing d-tuple in /.
A morphism (V, {vi}ies, &) = (W, {wj};es, n) is a morphism (f, fo): (V, {v;}) = (W, {w;}) in OVI
such that fo(A) = p and such that f(v;) = wy,) for all i appearing in A (i.e., no lower terms are allowed
on marked basis vectors).

Foratuple A= (1 <A; <--- <Xy <n) we have an object (R", 1) of OVI(d). Every object of OVI(d)
is isomorphic to a unique (R", A). For an OVI(d)-module M, we write M, , for its value on (R", 1).
We let U, , be the automorphism group of (R", 1) in OVI(d). It is the subgroup of U, fixing the basis
vectors e, for 1 <i <d.

Remark 4.1. We introduce OVI(d) as a technical device for proving Theorem 1.4, which concerns the
homology groups H;(U, M) for OVI(R)-modules M. We will see in Corollary 6.5 that the homology
of the principal projective OVI module at d can be understood in terms of the homology of the trivial
OVI(d)-module, a helpful simplification.

There are several functors to mention:

o There is a functor OI — OVI taking a totally ordered set S to the ordered free module R[S] with
basis S. There is a similar functor OI(d) — OVI(d).
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e There is a functor OVI — OI taking an ordered free module (V, {v;};<s) to the totally ordered set /
and a morphism (f, fo) to fo. There is a similar functor OVI(d) — OI(d).

 There is a functor W: OVI(d) — OVI given by forgetting ». We continue to use the notation ¥ for
this functor throughout the paper.

We have the following basic fact that follows from interpreting left multiplication by a matrix as a
sequence of row operations.
Proposition 4.2. Every morphism ¢: (R", 1) — (R™, u) in Ol(d) has a unique factorization ¢ = ¥ f
where ¥ € Aut(R™, ) and f is in the image of the functor Ol(d) — OVI(d).

4B. The case where R is finite. The purpose of this section is to prove the following fundamental result:

Theorem 4.3. If |R| < o0, then the category OVl is quasi-Grobner. In particular, by Theorem 2.8 the
category Repy (OVI) is locally noetherian when k is noetherian.

Proof. An ordered surjection f: S — T of totally ordered finite sets is a surjection such that for all
i < jin T we have min f~'(i) < min f~'(j). We let OS be the category whose objects are finite
totally ordered sets and whose morphisms are ordered surjections. This category is known to be Grébner
[Sam and Snowden 2017, Theorem 8.1.1]. Given a totally ordered set S, we will regard the dual
R[ST* = Hompg(R[S], R) as an element of OVI as follows. Let S* C R[S]* be the dual basis to the basis
S, and for s € S, write s* € S* for the dual element. Then we order S* via the rule

s{ <s; when s <s. (4.3.a)

Using this convention, there is a functor OS°® — OVI taking a totally ordered set S to R[ST* and an
ordered surjection 7 — S to the dual of the induced surjective linear map R[7] — R[S]. We will show
that this functor satisfies property (F), which will complete the proof.

Let V be an object of OVI. Let Ty, ..., T, € OS be objects and f;: V — R[T;]* be OVI-morphisms
such that the f; are an enumeration of all possible morphisms satisfying the following condition:

o The set T; is a total ordering of a finite subset of V* that spans V* and f;: V — R[T;]* is an

OVI-morphism that is dual to the natural surjection R[7;] — V.

Since V is finite, there are only finitely many such f;. Now consider some S € OS and an OVI-morphism
f:V — R[S]*. To prove that our functor satisfies property (F), it is enough to prove that for some
1 <i <n we can write f = go f;, where g: R[T;]* — R[S]* is dual to an OS-morphism § — T;. Let
T C V* be the image of S under the dual surjection f*: R[S] — V*. Let h: S — T be the resulting
surjection. Order T via the rule

fi <t, when minh~'(#;) <minh™ (1), (4.3.b)

which makes /4 an OS-morphism. Combining (4.3.b) with (4.3.a) (applied to order both S* and T%), we
see that 7* has the ordering

tf <ty when max{s*|se h=' ()Y} < max{s* | s € k' (n)}: (4.3.0)
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Let g: R[T]* — R[S]* be the OVI-morphism dual to £, so

gty= > s* (tel). (4.3.d)

seh=1(1)

Finally, let F: V — R[T]* be the injection dual to the surjection R[T] — V* induced by the inclusion
T — V* so f =go F. The fact that f is an OVI-morphism together with (4.3.c) and (4.3.d) implies
that F is an OVI-morphism. This implies that for some 1 <i <n we have T =T; and F = f;, and we
are done. O

Remark 4.4. By making use of a variant OS(d) of OS, one can prove a version of the above theorem for
OVI(d). Since we do not need this, we omit the details.

4C. Kan extension. We now study left Kan extensions along the functor ¥: OVI(d) — OVL

Proposition 4.5. Let M be an OVI(d)-module. Then

W(M), = P Indy? (M),
A

the sum taken over all increasing sequences 1 <Ay <--- <Ay <n.

Proof. Let OVI(d)' be the category whose objects are those of OVI(d) and where a morphism

V, {vitier, &) > (W, {w;j}jes, 1)

is a morphism (f, fo) as in OVI (ignoring the A and ) such that fy is a morphism in OI(d). The
automorphism groups in OVI(d)’ are the U,,. The functor W factors as W, o ¥q, where W;: OVI(d) —
OVI(d) and W, : OVI(d)" — OVI are the natural functors. Proposition 2.9 applies to the functor ¥, and
so we find

(W)(M), 5 = Indy (My ).
Arguing exactly as in the proof of Proposition 3.6, we find

(W2)1(N)y = ED Ny
A

for any OVI(d)’-module N. The result follows. U

4D. OVI-modules and representations of U. Define an OI(d)-group U; by (Ug),.n = U,y If M is an
OVI(d)-module then we can regard it as an OI(d)-module via the functor OI(d) — OVI(d), and as such
it has the structure of a U;-module. We thus have a functor

{OVI(d)-modules} — {U;-modules}.

One can show that the above functor is fully faithful. We do not need this result, so we do not include a
proof. We write U in place of Uj.
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5. Noetherianity of OVI-modules

The goal of this section is to prove Theorem 1.5, which we recall says that if R is a ring whose underlying
additive group is finitely generated and k is a commutative noetherian ring, then the category of OVI(R)-
modules over k is locally noetherian, that is, any submodule of a finitely generated module is finitely
generated. The ring R here is not required to be commutative. When R is finite, this follows from the much
easier Theorem 4.3. We will also prove a converse to this result that says that (ignoring degenerate cases)
the category Rep; (OVI(R)) is locally noetherian only if k is noetherian and the additive group of R is
finitely generated. We thus have a complete characterization of when Rep, (OVI(R)) is locally noetherian.

This section has four subsections. We begin in Section SA by describing a toy version of our proof.
We then prove a technical ring-theoretic result in Section 5B. The proof of Theorem 1.5 is in the long
Section 5C. Finally, in Section 5D we prove the aforementioned converse to Theorem 1.5.

SA. A toy version of Theorem 1.5. In the next sections, we prove Theorem 1.5. The proof is a bit lengthy
and heavy on notation, but the idea behind it is not too complicated. In this section we sketch the proof
of a simpler result that illustrates the main ideas.

Theorem 1.5 (with R = Z) implies that the group algebra k[U,,(Z)] is left-noetherian, provided k is
noetherian. Let us try to prove this for n = 3. The group algebra can be identified, as a k-module, with

0 = xoysklxi!, it i,

which we treat as a k-submodule of the Laurent polynomial ring in the five variables. The monomials
in this module correspond to the group elements in k[U3(Z)]; the exponents of the x’s give the second
column, while the exponents of the y’s gives the third.

We must show that any Us(Z)-submodule of Q is finitely generated. Let M be a given submodule.
Let Q. be the k-submodule of Q where only positive powers of the variables appear. We would like to
associate to M a monomial ideal in Q, and then use the noetherianity of monomial ideals to conclude
that M is finitely generated. By “ideal” here we really mean k[xi, y;, y»]-submodule. The obvious
attempt at this is to first form M = M N Q and then take its initial module in(M. ), the k-span of the
initial terms of its elements under some monomial order. The problem with this is that in(M4) need
not be an ideal. For example, suppose that M contains the element f = xy3(y2 + 1), with initial term
in(f) = xay2y3. Let’s try to find x; in(f) in in(M,). If we apply the matrix

110

010
001

to f, we get the element f' = x;x2y3(y1y2 + 1), with initial term x1x2y1y2y3. This is equal to x; yq in( f),
so we now need to get rid of the y;. We therefore apply the matrix

10 -1

01 0

00 1
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to f’, to get the element " = x;x yl_1 y3(y1y2 + 1). This has the correct leading term. However, it no
longer belongs to M : the power of y in the nonleading term is negative. Thus in(f”) does not give an
element of in(M_ ). There does not seem to be a way to produce x; in(f) in in(My).

Remark 5.1. This approach is really attempting to show that the monoid algebra Q = k[U3(Z>0)] is
noetherian. In fact, it is not noetherian. For example, the left ideal generated by the matrices

1
0
0

S = 3
— O

for n > 0 in Q is not finitely generated.

To overcome this problem, we take a more subtle approach. Let Q. be the submodule of Q where the
exponent of y, is positive, but we still allow negative powers of x; and y;. Given M C Q,let M, =MNQ,.
We can then form the initial module with respect to y; (that is, we treat the other variables as constants);
call this iny(M,). Since we allow negative powers of y;, the issue in the previous paragraph does not
arise, and inp(M,) is closed under multiplication by xlil, ylil, and y,. We now intersect inp (M,) with
M and then take initial terms with respect to x; and y;. The result is a monomial ideal of Q. Call this
monomial ideal I (M). One can show that if M C M’ and I (M) = I (M') then M = M’. Since Q. is
noetherian as a k[xy, y;, y2]-module, this proves that Q is noetherian as a k[U3(Z)]-module.

The same approach works for k[U,(Z)], but the process is more involved. Let Q be the group algebra,
which we identify with a k-submodule of the Laurent polynomial ring in variables x; ; withi < j. We
let Q0 be the k-submodule where the exponents of x; ; with i > k are positive. Thus 0™ = Q and
0 is what we would call Q. Let M be a U, (Z)-submodule of Q. We obtain a monomial ideal in
Q. as follows: intersect with Q"~ and take the initial submodule with respect to x, ,; then intersect
with Q("*z) and take the initial submodule with respect to x, ,_;; and so on. After n steps we obtain a
monomial ideal in Q. The argument then proceeds as in the previous case.

Remark 5.2. The strategy employed here has some parallels with Hall’s proof [1954, Lemma 3] that the
group ring k[I"] of a polycyclic group I' is noetherian. There the key point is to take a normal subgroup
I’ such that I'/ I'" = Z and treat each element of k[I'] as a Laurent polynomial in x with coefficients in
k[T"'] (where x is some generator for Z) and argue by passing to initial terms.

The proof for OVI(R) differs from the above in only two respects. First, there is a great deal of
additional bookkeeping. Second, we need a noetherianity result for the kind of OI-monomial ideals
that appear in the reduction. This follows easily from Higman’s lemma, and is closely related to the
theorem [Cohen 1967; Aschenbrenner and Hillar 2007; Hillar and Sullivant 2012] that k[x;];en 1S
Inc(N)-noetherian, where Inc(N) is the monoid of increasing functions N — N.

5B. Eliminating additive torsion. For technical reasons, Theorem 1.5 is easier to prove when R is a
ring whose additive group is a finitely generated free abelian group. In this section, we show how to
reduce to that case. Our main tool is the following lemma.
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Lemma 5.3. Let S be a ring and let k be a commutative ring such that the category of OVI(S)-modules
over k is locally noetherian. Assume that S surjects onto a ring R. Then the category of OVI(R)-modules
over k is locally noetherian.

Proof. The surjection S — R induces a functor ®: OVI(S) — OVI(R). By Proposition 2.4, it is enough
to show that @ satisfies property (F). For some d > 1, let P; be the principal projective OVI(R)-module
associated to R?, so

(Pa)u = k[Homovir)(R?, R)]  (n = 1).

By Proposition 2.3, to prove that & satisfies property (F) it is enough to prove that ®*(P) is finitely
generated. Since the map S — R of rings is surjective, the induced map

Homoyics) (S, $") — Homovir) (R?, R")

is also surjective for all n > 1. This implies that there is a surjective map from the principal projective
OVI(S)-module associated to S? to ®*(Py), and thus that ®*(P,) is finitely generated, as desired. [

Lemma 5.4. Let R be a ring whose additive group is finitely generated. Then there exists a ring S and a
surjection S — R such that the additive group of S is free and finitely generated.

Proof. Let Ry be the torsion subgroup of the additive group of R and let N > 1 be the exponent of Ry,
i.e., the minimal number such that N R, = 0. The proof is by induction on N. In the base case where
N =1, the group Ry is trivial and there is nothing to prove. Assume, therefore, that N > 1 and that the
lemma is true for all smaller exponents. Let p be a prime dividing N. The ring R/pR is a finite ring. Let
Z[R/pR] be the monoid ring of the multiplicative monoid underlying R/pR, so Z[R/pR] consists of
finite sums of formal symbols {[x] | x € R/pR} with the ring structure defined by [x][y] = [xy]. The
additive group of the ring Z[R/pR] is free abelian with basis in bijection with the elements of R/pR,
and there exists a ring surjection Z[R/pR] — R/pR taking [x] € Z[R/pR]to x € R/pR. Let R’ be the
fiber product of the surjections Z[R/pR] — R/pR and R — R/pR, so we have a cartesian square

R —— Z[R/pR]

|

R— R/pR.
Concretely,
R'={(x,r) € Z[R/pR] x R | x and r map to same element of R/pR}.

Since the maps R — R/pR and Z[R/pR] — R/pR are surjective, so is the map R’ — R. Since
the additive group underlying Z[R/pR] is torsion-free, the torsion subgroup (R’)y, consists of pairs
(0,7) € ZIR/pR] X Rior such that r € Ry maps to 0 in R/pR. It follows that

(R/)tor = Rior N PR = pRtor-
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The exponent of (R); is thus N/ p, so by induction there exists a ring S whose additive group is finitely
generated and free together with a surjection S — R’. The desired surjection to R is then the composition
S— R — R. |

5C. The proof of Theorem 1.5. We now commence with the proof of Theorem 1.5, which we recall says
that if R is a ring whose underlying additive group is finitely generated and k is a commutative noetherian
ring, then the category of OVI(R)-modules over k is locally noetherian. By Lemmas 5.3 and 5.4, we can
assume that the additive group of R is a finitely generated free abelian group (this assumption will first
be used in Substep 2a below). Fix some d > 0 and let P, be the principal projective of OVI(R) defined
by the formula

(Pa)a = k[Homovi(r) (RY, R (n = 1).

To prove the theorem, it is enough to prove that the poset of OVI(R)-submodules of P, is noetherian, i.e.,
has no infinite strictly increasing sequences. This is trivial for d = 0, so we can assume that d > 1.

Say that amap f: I — J of posets is conservative if for all i, i’ € I satisfying i <i" and f(i) = f (i),
we have i = i’. If J is a noetherian poset and f: I — J is a conservative map, then [ is also noetherian.
Our strategy will be to use a sequence of conservative poset maps to reduce proving that the poset of
OVI(R)-submodules of P, is noetherian to proving that another easier poset 9M® is noetherian. To help
the reader understand its structure, we divide our proof into three steps (each of which is divided into a
number of substeps).

Since we will introduce a lot of notation, to help the reader recall the meanings of symbols we will list
the notation that is defined in each substep.

Step 1. We construct a poset 971 and reduce the theorem to showing that 9)1 is noetherian.

As in the toy version of our proof, the first step will be to relate the poset of OVI(R)-submodules of P,
to a poset N constructed using certain “generalized polynomial rings”. In fact, 9t will be a poset of certain
special OI(d)-submodules of an OI(d)-module Q. There are three substeps: in Substep 1a we construct
the OI(d)-module Q, in Substep 1b we construct the poset 91 of special OI(d)-submodules of Q, and
then finally in Substep 1c we construct a conservative poset map from the poset of OVI(R)-submodules
of P; to 9.

Substep 1a. We construct the OI(d)-module Q.

Notation deﬁned: An» Tifj’ Tn, An(S), An,a, Tn,oza Q» Qn,a

We will want to view matrices with entries in R as certain kinds of “monomials”. Since we will be
focusing on Py, the relevant matrices will have d columns and some number n > 1 of rows. To that end,
we make the following definition:

* Define A, to be the commutative monoid generated by the set of formal symbols 7" f with1 <i <n

and 1 < j <d and r € R subject to the relations Tl”] Tlri = T{}Hz, where l <i<nand1<j<d

and i, € R.



Stability in the homology of unipotent groups 137

Elements of A, are thus “monomials” in the 7 i and are naturally in bijection with n x d matrices with
entries in R: given such a matrix (r; ), the associated element of A, is the product of the Tlr’]’ , Where i
ranges over 1 <i <n and j ranges over 1 < j <d. The monoid product in A, corresponds to matrix
addition. For later use, setting T, ={T; ; | | <i <n, 1 < j <d}, for § C T, we define A,(S) to be the
submonoid of A, generated by {Tifj | T;,; € S,r € R}.

Now consider an element f € Homovy R)(Rd, R™). By definition, f is a linear map R? — R"™ such
that there exists a strictly increasing sequence « = («q, ..., &g) of d elements of [n] = {1, ..., n} with
the following property:

e For 1 <i <d, the map f takes the i-th basis element of R to the sum of the «;-th basis element of
R"™ and an R-linear combination of the basis elements of R" that occur before «;.

Define A, o to be the subset of A, consisting of elements associated to n x d matrices of this form.
Defining

Tn,a={Ti,j |1§]§d’1§l <05j},
an element T € A, o can be written as

=T, Ty, Ty 7 witht' € Ay(T0). (5.5)

o, o «,

We thus have a bijection of sets

Homovy(g)(R?, R") = |_| A

o

where the disjoint union ranges over the strictly increasing sequences « of d elements of [x]. It follows
that

(Pg)n = k[Homoyir) (R?, R")] = @ k[A, ] (5.6)

The various k[A, 4] fit together into an OI(d)-module Q with

Qn,a = k[An,a] ((l’l, O() € OI(d))

Substep 1b. We construct a poset I of OI(d)-submodules of Q.
Notation defined: M, E; o

Consider an OVI(R)-submodule M of P;. We say that M is a homogeneous OVI(R)-submodule of Py
if for all n > 1, the k-submodule M, of (P;), splits according to the decomposition (5.6), i.e., for all
(n, o) € OI(d) there exists some k-submodule M, o, of k[A, 4] such that

Mn = @ Mn,oz-
o

In this case, the various M, , fit together into an OI(d)-submodule of Q. We thus get a poset injection

{homogeneous OVI(R)-submodules of P;} < {OI(d)-submodules of Q}.
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The image of this injection consists of all OI(d)-submodules M of Q such that each M,, , C O, 4 is
preserved by the action of U, (R), which acts on Q, , via the identification of Q, , with the set of formal
k-linear combinations of appropriate n X d matrices.

For the sake of our later arguments, we will actually consider a larger collection of submodules. Define
9 to be the poset of all OI(d)-submodules M of Q such that the following hold. Consider (1, o) € OI(d)
with @ = (g, ..., oq). Let {éy, ..., €,} be the standard basis for R". For 1 < j <dand 1 <i < a; and
r € R, define E l’ o € U, (R) to be the element that takes Za_]. to re; + Ea_/ and fixes all of the other basis
vectors. We then require that M, o be preserved by all of the E; o forl<j<dand1=<i<oajand
r € R. The construction in the previous paragraph gives a poset injection

{homogeneous OVI(R)-submodules of P;} — 1. (5.7)

Substep 1c. We construct a conservative poset map {OVI(R)-submodules of P;} — 9.
Notation defined: none

By (5.7), it is enough to construct a conservative poset map
{OVI(R)-submodules of P;} — {homogeneous OVI(R)-submodules of P,}. (5.8)

For each n > 1, put a total ordering on the set of all strictly increasing sequences « of d elements
of [n] using the lexicographic ordering: o < o if the first nonzero entry o’ — « is positive. Given a
nonzero element f € (Py),, use the identification (5.6) to write f =), fu.« With f, o € k[A, o]. Define
in(f) = fn.a> Where oy is the largest index such that f; o, # 0.

Given an OVI(R)-submodule M of P; and some n > 1, define in(M), to be the k-span of {in(f) |
f € M,}. It is easy to see that in(M) is also an OVI(R)-submodule of P;. Moreover, by construction
in(M) is homogeneous. The map M > in(M) is thus a poset map as in (5.8). We must prove that it is
conservative. Assume otherwise, and let M and M’ be OVI(R)-submodules of P; such that M C M’ and
in(M) =in(M’). Let n > 1 be such that M,, C M. Let x € M, \ M, be such that in(x) lies in k[A, ]
with « as small as possible. Since in(M) =in(M’), we can find some x" € M,, with in(x) = in(x"). But
then x —x’ € M, \ M,, while in(x — x’) lies in k[A, ] with &’ < «, a contradiction.

Step 2. We construct a poset MM and reduce the theorem to showing that 9t is noetherian.

In Step 1, we reduced the theorem to showing that the poset 2t constructed in Substep 1b is noetherian.
The goal of this step is to construct a conservative poset map from 91 to a simpler poset 9. This will
be done in a sequence of steps. Recall that 91 is a subposet of the poset of OI(d)-submodules of an
OI(d)-module Q. In Substep 2a we will construct an OI(d)-module filtration

Q(O) C Q(l) C.--C Q(d) = Q.

Next, in Substeps 2b and 2¢ we will construct two posets 9* and N® of special OI(d)-submodules of
0® such that M@ = 9. Finally, in Substeps 2d and 2e we will construct a sequence of conservative
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poset maps
M =MD - Né=D 5 gn@=-b  qd=2 ... nO 9O,

This reduces the theorem to showing that the poset 9t is noetherian.

Substep 2a. We construct an OI(d)-module filtration
Q(O) C Q(l) C. C Q(d) = Q.
Notation deﬁned: (R7 +) = (Z}\‘v +)’ RZO? An,a,k—i-’ An,a,+, An,+, An,+(S)7 Q(k)7 gllfgl

This step is where we use the fact that the additive group of R is a finitely generated free abelian
group. Fix an identification of this additive group with Z* for some A > 1 such that the multiplicative
identity 1 € R is identified with an element of (Z>()". Let R>( be the submonoid of the additive group
of R corresponding to (Z-0)*. The monoid R-( contains 1 € R, but is not necessarily closed under
multiplication.

Consider (n, a) € OI(d) with ¢ = (a1, ...,a4). For 0 < k < d, define A, o+ to be the set of all
T € Ay o such that if Tl’ ; appears in T with i > o, then r € R>¢. For k =0, we use the convention g =0,
and we will also frequently omit the &, so Aj 4,4 is the set of all T € A, o such that if 7/, appears in
7, then r € R>o. We will similarly define A, 1 and A, +(S) for S C 7,,. We then define 0% to be the
OI(d)-submodule of Q where for all (n, a) € OI(d), we have

0 = k[Anai+]-

We thus have Q¥ = Q. Moreover,
O =kl A+

Substep 2b. For 0 < k < d, we construct a subposet 9t of the poset of OI(d)-submodules of Q®) such
that M@ = I,
Notation defined: MM, (a.iy), (a.iix), (br), (cx)

We begin with some terminology. A k-submodule X of k[A,] is homogeneous with respect to S C T},
if the following holds for all x € X. Write
m
x= T4 Vg
=1

where for all 1 < g <m we have the following: =

e 7, € Ay(S), and the different 7, are all distinct.
o ¥g €K[AL(T, \ S)].
We then require that 7,y, € X forall 1 <g <m.
Now consider some 0 < k < d. Define 9™ to be the set of all OI(d)-submodules M of Q) such that

for all (n, @) € OI(d) with a = (1, ..., og), the following conditions (a.ix), (a.iix), (bg), and (c;) hold.
To simplify our notation, we will set oy = 0.
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(a) The k-module M,, , C k[Ay, o k+] is closed under multiplication by the following elements:
(ix) Tl’] withk <j<dand1<i <o andr € R.
(iig) TZ’J withk+1<j<dand oy <i <ajand r € R>o.

(br) The k-module M, , is closed under the operators El.rﬂj withl <j<kandl<i<oajandr e R.

(cx) The k-module M,, , C k[A; «.r+] is homogeneous with respect to
{To,; j 11 = j <d}U{T;j | k+1<j <dand max(ax, 1) <i <aj;}.

We claim that 9t) = 9t. Condition (by) implies that 9P c O, so we must only prove that 9t C M@,
Consider M € 9 and (n, a) € OI(d) with @ = («y, ..., og). We must verify that M, , satisfies the
properties above:

« For (a.iz), we must show that M, , is closed under multiplication by Tl’ gforl <i<agandreR.
But this can be achieved using the operator E!  , and by the definition of 91 the k-module M, , is

1,09’
closed under this operator, so (a.ig) follows.

» No pairs (i, j) satisfy the conditions of (a.ii;), so that condition is trivial.
» Condition (by) is a special case of the condition defining 91, so it follows.

» The set referred to in condition (c4) consists only of
{To,.j 11 = j=d},

and by definition every element of k[ A, ] is homogeneous with respect to these variables (see (5.5)),
so that condition follows.

Substep 2¢c. For 0 < k < d, we construct a subposet 91 of the poset of OI(d)-submodules of Q®.
Notation defined: N®, (a'.i'y), (@.ii'y), V'), (k)

Our definition of 91 will be a slight modification of our definition of 9. Define M® to be the set
of all OI(d)-submodules N of Q(k) such that for all (n, o) € OI(d) with @ = («y, ..., ag), the following
conditions (a’.i’), (a’.ii’y), (b'x), and (c’x) hold. To simplify our notation, we will set atg = 0.

(") The k-module N, , C k[A, «.r+] is closed under multiplication by the following elements:

(i) Tl.fjwithk—klfjfdandlsi<o¢kandreR.
(i) T/, withk+1<j<dandoy <i <ojandr € R>o.

(b{() The k-module N, , is closed under the operators El’ o withl <j<kandl <i<ajandr €R.
(c;) The k-module N, o C k[A, « k4] is homogeneous with respect to
{To; j 112 j<d}U{T;j |k+2<j<dand a1 <i <o}

Substep 2d. For 1 < k < d, we construct a conservative poset map mE — k=D,
Notation defined: none.
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Consider M € M® | so M is an OI(d)-submodule of Q. Define N = M N 0%~V We claim that
N e M*=D_ This requires checking the conditions (a’.i’;_1), (a’.ii’s_1), (b'x_1), and (c/x_1). Consider
some (n, a) € OI(d) with @ = (aq, ..., ag):

« Condition (a".i’—1) asserts that N, o is closed under multiplication by T; ; with k < j < d and
1 <i < ak—; and r € R. This follows from the fact that both M, , and fo; D are closed under
multiplication by these elements. This is immediate for Qﬁ,]f; Y For M, o, it follows from (a.ig),
which says that M), o is closed under multiplication by 7 ; withk <j<dand 1 <i <o andr € R.

 Condition (a’.ii’;_1) asserts that N, 4 is closed under multiplication by Tl’ ; with k < j <d and
ar-1 <1 < aj and r € R>¢. This follows from the fact that both M, , and Q,(q]f;l) are closed
under multiplication by these elements. This is immediate for Qf,’f; Y For M, 4, it follows from a
combination of (a.ix), which handles the cases where x| <i < o and gives the stronger conclusion
that we can use r € R instead of just r € R>, and (a.iix), which handles the cases where oy <i < «;.
Here one might worry that (a.iiy) requires kK + 1 < j < d instead of k < j < d; however, the case
Jj =k is not needed since no i satisfies oy <i < o.

 Condition (b’;_;) asserts that N, , is closed under the operators Ei, withl <j <k—1and
1 <i <aj and r € R. This follows from the fact that both M,, , and Q,(“; D are closed under these
operators. This is immediate for Qf,/f; Y. For M, 4, it follows from (bg), which says that M, 4 is
closed under the operators El’ o withl<j<kandl1<i<ajandreR.

o Condition (c¢’x_) asserts that N, , is homogeneous with respect to
{To; j 11 <j<d}yU(T;j | k+1<j<dand oy <i <aj;}.

Condition (ci) says that M,  is homogeneous with respect to this same set, and this homogeneity is

(k=1)
no -

preserved when we intersect M, , with Oy

We thus can define a poset map IM® — M*—D taking M € M® to M N Q*~D. We claim that this poset
map is conservative. In fact, it is even injective. Indeed, consider M, M’ € M® Let N = M N Q*—D
and N' = M’ N Q%= and assume that N = N’. We claim that M = M’. By symmetry, it is enough
to prove that M C M'. Consider (n, o) € Ol(d) and x € M, ,. We must prove that x € M, ,. We have

X € Qf,k()x Setting

S={T;jll<j<d l<i<oaj,q1<i<o)={T;|k<j=<d o1 <i<a,

there exists some 7 € A, (S) such that tx € fo;l). By (a.ix), we have tx € M,, o, and thus 7x € N, .
Since N = N' C M’, we deduce that tx € M, ,. Define 71 € A, (S) to be the result of replacing all
the Tl’ ; terms in T with Tfjr Another application of (a.iy) shows that 7~ 'tx =x € M’

n,o’

as desired.

Substep 2e. For 0 < k < d — 1, we construct a conservative poset map % — 9M® .
Notation defined: none.
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Fix some (n, o) € OI(d) with ¢ = (y, ..., og). The most important difference between M® and
N® is that by (cy) the k-modules making up 9* must be homogeneous with respect to

Sn,a,kz{Taj,j [1<j fd}U{Ti,j lk+1<j<dandog <i < and i > 1},
while by (c¢’y) the k-modules making up 91®) must only be homogeneous with respect to
Snak+1 ={To;,j |1 =j<d}U{T;j | k+2<j<dand 41 <i <aj}.

The main function of our poset map M* — M® will be to achieve the needed increase in homogeneity.

For x € ng,)x, we will define an “initial term” in(x) € Q,(,k()x as follows. Define

y/l’a’k = Sn,oz,k \ Sn,oz,k-‘rl = {le | k+1< .] <d and max(ag, 1) <i < Olk—',-l}~

Recall that R is identified as an additive group with Z* and that R-¢ = (Z>¢)"* C R. Using the identification
R = 7%, we will frequently speak of the coordinates of elements of R. We define a total order on
An,+(S;l,a,k) in two steps:

» We first order S, , , by letting 7; ; < T;» j if eitheri < i’ orif i =i’ and j < j'.

» We then order A, (S, , ) as follows. Consider distinct 7, 7" € A, (S, , ;). Enumerating the

P . . .
elements of S, , , in increasing order as T;, j,, ..., T;, j,, we can uniquely write
r r ’ r r
f— 1 ,p‘ frd 1 .p.
= Ywilyjl IpsJp and T T;Is.]l 7;[)’]])‘

for some r;, r;. € R>¢. Let 1 < ¢ < p be the minimal number such that r, # r;. We then say that
7 < 7’ if the first nonzero coordinate of r(/] —ry € R =7" is positive.

For nonzero x € Qf,]f,)x, we can uniquely write
m
X = Z T4 Vg
g=1
where for all 1 < g <m we have the following:

e 7,y # 0 forall g.

e T, € A,,,Jr(S,/Z,ak), and the 7, are enumerated in increasing order 7 < T2 < - -+ < Typ.

* Yq € kAL (T, \ S,;,a,k)]-

We then define in(x) = 7,y € Qﬁ,kzx We also set in(0) = 0. We will call t,, the initial variable of x,

though we remark that this terminology will not be used again until the final paragraph of this substep.

We now construct the poset map N — M® as follows. Consider N € Y. For (n, a) € OI(d),
define in(N), o C szkzx to be the k-span of {in(x) | x € N, 4}. It is easy to see that in(N) is an OI(d)-
submodule of Q®. We claim that in(N) € 9®). To see this, we must check the conditions (a.iz), (a.ii),
(by), and (cg). Consider some (n, a) € OI(d) with o = (aq, ..., ag):
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* We delay (a.ix) until the end, so we start by verifying condition (a.iix), which asserts that in(V), 4 is
closed under multiplication by Tl’ f withk+1<j<dand o <i <a; and r € R>¢. This is immediate
from (a’.ii’;), which asserts that N is closed under multiplication by these same elements.

+ Condition (by) asserts that in(NV), ¢ is closed under the operators E; o withl <j<kand1<i<a;

and r € R. Condition (b';) says that N, , is closed under these operators. To prove that this implies that

in(N),.« is also closed under these operators, it is enough to prove that for x € Qi,]f()x, we have

in(Ej, (x)) = Ef, (in(x)).

To help the reader understand the argument below, we recommend reviewing the correspondence between
elements of A, and n x d matrices from Substep 1a. For nonzero x, write

m
X = E T4 g
q=1

where for all 1 < g <m we have the following:
- 14yq # 0 forall g.
-7, € A”""(Sr/z,oz,k)’ and the 7, are enumerated in increasing order 7 < 12 < - -+ < Typ.
— Yy € K[AL(T,\ S, o )],

Since i < aj <oy, forall 1 <g <m we have
Ei, (tg) =147, and  Ej, (¥g) =Yg,

for some ‘L’C/I € N (T, \ S,/w’k) and y; € k[A, (T, \ S;l’a,k)]. We thus have

m m
E ()= El, (1)) E[ o (v) =) (1, ¥4}
g=1 g=1
and

in(Ej o, (1) = Tn (T Ym¥p) = Ef 4 (in(x)),
as desired.

» Condition (cy) asserts that in(V), o is homogeneous with respect to
Snak ={To; j 11 <j<d}U{T;j|k+1<j<dandoy <i <ajandi>1}.

By (cx), the k-module N, , is homogeneous with respect to S, 4 x+1, and the very definition of in(N), o
is designed to improve this to S, o k-

* We now finally verify (a.ix), which asserts that in(N), 4 is closed under multiplication by Tif ; with
k<j<dand 1 <i <o and r € R. Condition (a’.i';) says that N, , is closed under multiplication by
Tl’] withk+1<j<dand 1 <i <a; and r € R, and this is preserved when we pass to in(N), . We
thus must only verify that in(N), ¢ is closed under multiplication by 7/, with 1 <i < o and r € R.
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Consider some x € in(N), . We must show that Tl’ X €1n(N), . Using the already verified condition
(cr), we can assume that x = 7y with

TE An,a(sn,a,k) and y € k[Ana(Tn \ Sn,oc,k)]-
Using the already verified condition (by), we know that E ,’ e (x) €in(N);.o. We then calculate that
El,(x)=E[, (ty)=E, (DE[, () =T 7))y,

where 7’ is a product of elements of {Tlr ;., | k+1<j <d,r € R} that depends on 7 and r and i and
k. Letting (7’ )~! be the result of replacing each Tl’ }, in t/ with T[f/, our already verified cases of (a.ix)
imply that in(N), o is closed under multiplication by (t))~!. In particular,

@) E ) =) (T y = Tty = T x € in(N)y s

1,0 i,
as desired.

The map N — in(N) is thus a poset map from 9% to M®

We claim that this is a conservative poset map. Indeed, consider Ny, N, € MN® such that Ny C N,
and in(N;) = in(N;). We must prove that N; = N;,. Assume otherwise. Let (n, o) € OI(d) be such that
(NDn.a © (N2)y.q- Pick x € (N2)y, o such that x ¢ (N1), o and such that the initial variable (see the second
paragraph of this substep for the definition of this) of x is as small as possible among elements with these
properties (this is possible since with the above ordering An,+(S,/1’a’ i) does not have any infinite strictly
decreasing chains). Since in(N;) = in(N;), we can find some x” € (N}),.o such that in(x") = in(x). But
then x — x" € (N2),.o and x — x" ¢ (N1),.«, while the initial variable of x — x” is strictly smaller than the
initial variable of x, a contradiction.

Step 3. We prove that M© is noetherian.
In Step 2, we reduced the theorem to showing that 91 is noetherian. In this step, we will prove this.

Defining

Ay = |_| Ana,+»
(n,0)€0l(d)
in Substep 3a we first construct a useful partial ordering on A and prove that it is a well partial ordering
(see below for the definition of this). In Substep 3b, we use this partial ordering to prove that 9 is
noetherian.

Substep 3a. We construct a partial ordering on A and prove that it is a well partial ordering.
Notation defined: none.

We define a partial ordering on A ; as follows. Consider 7, 7" € A;. We say that T < 7’ if the following
condition is satisfied:

e Let (n, @), (n',a’) € OI(d) be such that t € A, 4 + and t/ € A, o +. We then require that there
exists an OI(d)-morphism ¢: (n, @) — (n’, @’) and some t” € A,/ o 4 such that t/ = 1”7 - 1, (7).
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It is clear that this is a partial ordering.

The main goal of this substep (which we will accomplish at the end after a number of preliminaries) is
to prove that this partial ordering on A is a well partial ordering, whose definition is as follows. A poset
(B, <) is well partially ordered if every infinite sequence of elements of I3 contains an infinite weakly
increasing subsequence. See [Kruskal 1972] for a survey about well partial orderings. If 3 and i3’ are
posets, then we will endow ‘B x ‘B’ with the ordering where (p1, p}) < (p2, p5) if and only p; < p, and
pi = p5. If P and P’ are both well partially ordered, then so is P8 x P’ (quick proof: given an infinite
sequence in P x ', first pass to a subsequence to make the first coordinate weakly increasing, then pass
to a further subsequence to make the second coordinate also weakly increasing).

Recall that we have identified the additive group of R with Z* and that R>o= (Zzo)’x. Using these
identifications, we will speak of the coordinates of elements of R and R>g. Endow the set R>o U {#}
with the following partial ordering:

» @ is not comparable to any element of R>.

e For r, r € R>q, let r; < ry if all the coordinates of r, — ry are nonnegative.

Since the usual ordering on Z>( is a well partial ordering, the restriction of our partial ordering to
R0 = (Z>0)" is also a well partial ordering. From this, it is easy to see that our partial ordering on
R-o U {®)} is also a well partial ordering. The product ordering on (R=o U {#})? is thus also a well partial
ordering.

Let W denote the set of finite words in the alphabet (R>o U {#})¢. Endow W with the partial ordering
where wi, wy € W satisfy w; < w if and only if the following condition is satisfied. Write w; = £ --- ¢,
and wy = £} --- £/, with each ¢; and £}, an element of (R>o U {®})?. We then require that there exists a
strictly increasing function ¢: [n] <> [n] such that £; < Ef(l.) for all 1 <i < n. This partial ordering on W
is a well partial ordering by Higman’s lemma [1952, Theorem 4.3].

As promised, we now prove that the partial ordering on A defined above is a well partial ordering.
Let W: A4 — W be the following set function. Consider T € A, o + C A4. Write ¢ = (¢, ..., @g), and
expand out T as

T= ]_[ T (rij € Rx0).

l<j<d
I<i<a;

Forl1<j<dand1<i <aj, definer;; € R>oU (@} via the formula
_ i j if1§i<05j,
Fij= s
& ifi=q;.
We remark that by definition we have r,; ; =1 forall 1 < j <d. For 1 <i <n, we define

Ci=(Fi1 Fias - Fia) € (R=0 U (@)

Finally, we define
V(t)=4142---£,.
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It is clear that W is injective. What is more, it is immediate from the definitions that for all 7, 7" € A, we
have
7 <7’ ifand only if ¥ (1) < ¥ (7).

The key point here is that if we interpret elements of A as matrices with d columns and entries in R,
the effect of an OI(d)-morphism on these matrices is to insert extra rows of zeros. Since W is injective
and W is well partially ordered, so is A, as claimed.

Substep 3b. We prove that the poset 9© is noetherian.
Notation defined: none.

Let (A4, <) be the partially ordered set constructed in Substep 3a. By definition, 9 is the poset
of all OI(R)-modules M C Q© such that for all (n, @) € Ol(d) with & = (a1, . .., ag), the k-module
M, o C k[A, 4 +] satisfies the following two properties:

() Ttis closed under multiplication by 7/ forall I < j <d and 1 <i <« and r € Rx.
(1) It is homogeneous with respect to all the possible 7; ;, i.e., with respect to
{Ti;|1<j<dand 1 <i <a;}.
Property (f1) implies that M, o is spanned as a k-module by elements of the form ¢ - T with ¢ € k and
T € Ay o +. Property () implies the following:

(T71) Letti € Ay o+ CAyand 2 € Ay 0, + C Ay and c € k be such thatc- 11 € My, o, and 71 < 15.
Then ¢t € My, o,.

Now assume for the sake of contradiction that 9t is not noetherian. Let
M CM,CM3C---
be an infinite strictly ascending chain in it. By (17), for all i > 1 there exists some (#;, ;) € OI(d) and
some T; € Ay, o+ and some ¢; € k such that
Ci T € (Mi)n;o; \ (Mi—1)n; q;- (5.9)

Since our partial ordering on A is a well partial ordering, we can replace our sequence {M;}°, with a

subsequence and assume that

TS =T3="-.
For i <i’, condition (} 1) implies that
¢i Tt € (Mi)n,s o -
For all ¢ > 1, applying this repeatedly with i’ = g + 1 we see that for all 1 < ¢’ < g we have

g Tg+1 € Mgy 10000 C (Mgdngiyaqs-
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Defining 1, to be the ideal of k generated by {ci, ..., ¢,}, this implies that for all d € I, we have

d- Tq+1 € (Mq)nq-%—l,aq-%—] .

Since k is noetherian, we can pick g >> 0 such that I, = I, ; in particular, ¢, € I,. But this implies
that

Cq+1"Tg+1 € (Mq)n,”l,aqﬂ,

contradicting (5.9).

SD. A converse to Theorem 1.5. We now prove a converse to Theorem 1.5:

Proposition 5.10. Let R be a ring and k be a commutative ring such that the category of OVI(R)-modules
over k is locally noetherian. Then k is noetherian and the additive group of R is finitely generated.

Proof. Let P be the principal projective OVI(R)-module associated to R? and let P* be the submodule of
P generated by all elements lying in P, with n > 2. Then P/P™ is a finitely generated OVI(R)-module
with

k[U>(R)] iftn=2,

0 otherwise.

(P/P+)n={

It follows that an OVI(R)-submodule of P/P™ is exactly the same thing as a left ideal in k[U>(R)], so
k[U,(R)] is a left-Noetherian ring. The group U, (R) is simply the additive group underlying R, so the
proposition follows from the following lemma. U

Lemma 5.11. Let k be a commutative ring and let A be an abelian group such that k[A] is noetherian.
Then k is noetherian and A is finitely generated.

Proof. Since k is a quotient of the noetherian ring k[A] via the augmentation homomorphism, it is
noetherian. For a subgroup B of A, let Iz be the ideal of k[A] generated by [b] — [0] with b € B. Then
k[A]/Ip = k[A/B], and so B can be recovered from /g as the elements b € A such that [b] — [0] € I5.
Suppose that B, is an ascending chain of subgroups of A. Then I, is an ascending chain of ideals in
k[A] and thus stabilizes. Thus the chain B, stabilizes as well, and so A is noetherian (and thus finitely
generated) as an abelian group. U

6. Homology of OVI-modules

In this section, R denotes a (not necessarily commutative) ring whose additive group is a finitely generated
abelian group and k denotes a commutative noetherian ring. Our goal is to prove Theorem 1.4 from
the introduction, which says that if M is a finitely generated OVI-module then H; (U, M) is a finitely
generated OI-module for all i > 0. This theorem is proved in Section 6C below after some preliminaries.
We then prove in Section 6D an analog of Theorem 1.4 where we allow upper triangular matrices that are
not necessarily unipotent.
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6A. Homology of some Ol-groups. Recall that a group I is of type FP over k if the trivial k[I"]-module
k admits a projective resolution P, such that each P; is a finitely generated k[I"]-module. In fact, it is
equivalent to ask that each P; be a finitely generated free module; see [Brown 1982, Theorem VIIL.4.3].
Many natural classes of groups are of type FP including finite groups, finitely generated abelian groups,
and lattices in semisimple Lie groups. See [Brown 1982, Chapter VIII] for more information.

Proposition 6.1. Let A be a group of type FP over k and let E be the Ol-group [n]+— A". Let M be an
E-module which is finitely generated as an Ol-module. The following then hold:

(a) The Ol-module H;(E, M) is finitely generated for all i > 0.

(b) Suppose A is abelian. Let C C A be a finite index subgroup, Ay denote the subgroup {(ay, ..., a,) €
A" |ay+---+a, € C}, and Ec be the Ol-group [n] — A{.. Then the Ol-module H;(Ec, M) is
finitely generated for all i > 0.

Proof. Pick a free resolution [, of the k[ A]-module k such that each [; is a finitely generated k[ A]-module
and such that Fy = k[A]. For each n > 0, the complex (F®"), is a free resolution of the k[A"]-module k.
For each i > 0, we assemble the i-th terms of (F®"), into an OI-module X (i) as follows. First, define

X(in=F"= P Fo---F,
ity =i
Next, given an OI-morphism f: [n] — [m], define f.: X (i), — X (i), in the following way. Consider a
summand F;, ® --- ®F; of X (i),. For 1 <a’ <m, define

y i ifa’ = f(a) for some a € [n],
0 otherwise.

We thus obtain a summand [Fii ®---@F; of X(i),. Define fi: X (i), — X (i)m to be the map that takes
F,® --QF;, to [F,-{ ®---®F; by inserting terms that equal 1 € k[A] = Fy into the needed places.

For each i > 0, define Y (i) to be the OI-module [n] +— (X (i), ® M,) a», where the subscript indicates
that we are taking the A"-coinvariants. The Y (i) form a complex

o =>Y3)—->Y2)—-Y(1)—-Y0)—0

of OI-modules, and the OI-module H;(E, M) is the i-th homology group of this complex. By the local
noetherianity of OI (Corollary 3.3), to prove that H;(E, M) is a finitely generated OI-module for all
i > 0, it is enough to prove that each Y (i) is a finitely generated OI-module, which we now do.

For each i > 0, the OI-module X (i) is generated in finite degree (in fact, only terms of degree at most
i are needed). Since M is finitely generated as an OI-module, it is in particular generated in finite degree,
so by Corollary 3.4 the Ol-module X (i) ® M is also generated in finite degree. This implies that Y (i)
is also generated in finite degree. Since F; is a finitely generated k[ A]-module for each i > 0 and M,
is a k[ A"]-module that is finitely generated as a k-module for each n > 0, it follows that the k-module
Y (i), = (F®"); ® M,) a» is a finitely generated k-module for all i, n > 0. Combining this with the fact
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that each Y (i) is generated in finite degree, we deduce that the OI-module Y (i) is finitely generated for
all i > 0, as desired.

For the second statement, the restriction of F®" to A7 is still finitely generated since A. is a finite
index subgroup in A", and we can proceed as before. U

Proposition 6.2. Let A be a group of type FP over k and let E’ be the OI(d)-group given by E,/i ,=A"
Then H;(E’, k) is a finitely generated Ol(d)-module for all i > 0.

Proof. The OI(d)-group E’ is the pullback of the OI-group E from Proposition 6.1 through the forgetful
functor ®: OI(d) — OI. Thus H;(E’, k) is the pullback to OI(d) of the OI-module H;(E, k), which is
finitely generated by that proposition. The result now follows from the fact that & satisfies property (F),
which follows easily from Proposition 3.2. U

6B. A filtration. Our goal in this section is to prove the following result. Recall that X is the reduced
shift functor on OI-modules, i.e., the cokernel of the canonical map M — X (M). Also, Py is the principal
projective OVI-module associated to the object R¢ of OVL

Proposition 6.3. The Ol-module X (H; (U, P,)) has a filtration where the graded pieces are subquotients
of Ol-modules of the form H;(U, P,) withe < d or H;(U, M) with j <i and M a finitely generated
OVI-module.

We begin with a number of lemmas. Recall that &: OI(d) — OI and V: OVI(d) — OVI are the
forgetful functors. Also, Uy is the OI(d)-group (Uy),.n = Uy, where U, is the group discussed in
Section 4A. Finally, the subscript ! is used to denote the left Kan extension discussed in Section 2B.

Lemma 6.4. Let M be an OVI(d)-module. We have an isomorphism of Ol-modules ®,(H; (Uy, M)) =
H; (U, ¥\(M)).
Proof. Recall from Proposition 4.5 that

(M), =@ Indy? (M, 5).
A

Thus, by Shapiro’s lemma we have

H;(U, (M), = H;(Up, W\(M),) = @ Hi Ui, M),
s

and this is exactly ®,(H; (Uy, M)) by Proposition 3.6. This shows that ®(H;(Uy, M)) and H; (U, V\(M))
agree on objects, and a moment’s reflection shows that they also agree on morphisms. (|

Corollary 6.5. We have H;(U, P;) = ®(H; (Uy, k)).

Proof. Let x = (R?, {e;}, 1) € OVI(d) where ¢; is the standard basis and A = (1 <2 < --- < d). Set
y = (R%, {e;}) € OVL. Then W,(P,) = Py by (2.10). Since x is the initial object of OVI(d), we have
P, (y) = k[Hom(x, y)] = k for all y, so P, = k. We thus have W,(k) = P;. Using the fact that P, is just
another name for P, the result now follows from Lemma 6.4 with M = k. O
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Let U[’l = X (Uy). This is the OI(d)-group given by (U(Q),,,A = Up41..- The group U, is the
semidirect product U, ; X R", and this description is functorial. More precisely, let E; be the OI(d)-group
given by (E;), , = R". We then have homomorphisms of OI(d)-groups i: Us — U} and p: U; — U,
with pi = id and ker(p) = E;. We observe that E; is in fact naturally an OVI(d)-group, and thus
H;(E,, k) is naturally an OVI(d)-module. Proposition 6.2 says that H; (E,, k) is finitely generated as an
OI(d)-module, so it is also finitely generated as an OVI(d)-module.

Lemma 6.6. The OI(d)-module X (H,(Uy, k)) admits a filtration where the graded pieces are subquo-
tients of H;(Uy, H,_;(E4, k)) withO <i <r — 1.

Proof. The module X (H, (U, k)) is the cokernel of the map
H,(Uy, k) — H,(Uy, k)

induced by the homomorphism i : Uy — U);. The result therefore follows from Proposition 2.11, taking
G=U)and K=U; and E = E,. O

Recall that if M is an OI(d)-module, then right before Proposition 3.9 we defined an OI(d — 1)-module
A(M).

Lemma 6.7. We have ®(A(H;(Uy, k))) = &1(H;(Uy_1, k)).
Proof. By definition,
AH; (Ug, k)p,n = Hi(Ug, k) n)i1joo} 211{00} = Hi (Upnjiifoo} alifoc} > K)-
Since {00} is the maximal element of [n] LI {o0}, we have
Unjufooy.atifoo} = Un a-

Thus by Proposition 3.6 we have

®(A(H; (Ug. 0)) = D Hi (Un. K.
A
the sum taken over appropriate d — 1 tuples A. Again using Proposition 3.6, this is exactly ®,(H; (U;—1, k)).
g

Proof of Proposition 6.3. We have H,. (U, P;) = ®,(H,(Uy, k)) by Corollary 6.5. Thus by Proposition 3.9,
we have

S(H, (U, Pp) = Z(®(H,(Uy, k))) = ©(E(H,(Ug, k))) ® D1(A(H, Uy, k).

By Lemma 6.7, the second term on the right is ®,(H,(U;—1, k)). By Corollary 6.5, this equals
H,.(U, P;_1). By Lemma 6.6, the first term admits a filtration where the graded pieces are subquotients
of &(H;(Uy, H,_;(E4, k))) with 0 <i <r — 1. Setting N; = H,_;(Ey, k), Proposition 6.2 implies that
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N; is a finitely generated OVI(d)-module. Set M; = W (N;), so M; is a finitely generated OVI-module.
By Lemma 6.4, we have
®\(H;(Uy, Ni)) = H;(U, M,).

Combining all of the above, S (H, (U, P;)) admits a filtration where one graded piece is H, (U, P;_1)
and the other graded pieces are subquotients of H;(U, M;) for 0 <i <r — 1. The result follows. U

6C. Proof of Theorem 1.4. We now prove Theorem 1.4. Recall the statement: if R is a ring whose
additive group is a finitely generated abelian group, k is a commutative noetherian ring, and M is a finitely
generated OVI-module, then H; (U, M) is a finitely generated Ol-module for all i > 0. Fix such k and R
for the rest of this section. Consider the following statement:

(S;) For a finitely generated OVI-module M, the Ol-module H; (U, M) is finitely generated.

Let i be given and suppose that (S;) is true for all j < i (a vacuous condition if i = 0). We will prove
(S;), and this will establish the theorem.

We first show by induction on d that H; (U, Py) is a finitely generated OI-module for all d. Suppose
therefore that H; (U, P,) is a finitely generated OI-module for e < d (a vacuous condition for d = 0),
and let us prove that H; (U, P;) is a finitely generated OI-module. By Proposition 6.3, the OI-module
> (H;(U, Py)) has a filtration where each graded piece is a subquotient of an OI-module of the form
H;(U, P,) withe <d or H;(U, M) with j <i and M finitely generated. By the two inductive hypotheses in
force, both of these kinds of OI-modules are finitely generated. Using the local noetherianity of OI-modules
(Corollary 3.3), it follows that X (H; (U, Py)) is a finitely generated OI-module. By Proposition 3.8, this
implies that the OI-module H; (U, Py) is finitely generated, as desired.

Let M be a finitely generated OVI-module. Consider an exact sequence

0 K—>P—->M-—>0

where P is a finite direct sum of principal projective OVI-modules. Since the category of OVI-modules is
locally noetherian (Theorem 1.5), the OVI-module X is finitely generated. We obtain an exact sequence

H;U,P)— H;(U, M)— H;_(U, K).

By the previous paragraph, the OI-module H;(U, P) is finitely generated. By our inductive hypoth-
esis (Si—1), the Ol-module H;_;(U, K) is finitely generated. Using the local noetherianity of OI
(Corollary 3.3), it follows that the OI-module H; (U, M) is finitely generated. We have thus established
(S;), and the proof is complete.

Remark 6.8. The dimension shifting step in the third paragraph above is the only place in the proof of
the theorem where the noetherianity of OVI is used. We never need noetherianity of OVI(d).

Remark 6.9. Suppose the additive group of R is a finite rank free abelian group. We outline an alternative
way to get finite generation of the Ol-module [n] — H;(U,(R); k). Let u,(R) be the Lie algebra of
strictly upper-triangular » x n matrices over R. By [Griinenfelder 1979, Theorem 4.3], there is a spectral
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sequence beginning with the Lie algebra homology of 1, (R) which converges to H; (U, (R); k). The Lie
algebra homology of u,(R) can be computed from the Koszul complex, whose terms are exterior powers
of u, (R), and hence are finitely generated OI-modules (this is similar to the Ol-structure on F®" in the
proof of Proposition 6.1). By noetherianity, H; (U, (R); k) is a finitely generated OI-module.

6D. A variant: Relaxing unipotence. For each n, we let B, (R) denote the group of upper-triangular
invertible n x n matrices with entries in R. We denote the Ol-group [n] +— B,(R) by B. Also, if R is
commutative and C C R* is a subgroup, then let B¢ (R) C B, (R) be the subgroup whose determinant
lies in C. We denote the OI-subgroup [1n] — BS (R) by B€.

The goal of this section is to prove Theorem 6.11 below, which is an analog of Theorem 1.4 for BC.

This requires the following lemma:

Lemma 6.10. If R is commutative and the additive group of R is finitely generated, then the group of

units R* is also finitely generated.

Proof. If R is a domain, then it is either a subring of the ring of integers of a number field, in which case
the statement follows from the Dirichlet unit theorem, or it is a finite field, in which case there is nothing
to prove.

If R is reduced, then we have an injection R — [, R/P where the product is over the finitely many
associated primes of R. Thus we have an injection R* — [[,(R/P)*, and hence R* is finitely generated.

Finally, in general we have an exact sequence of groups
0— N(R) > R* —> (R/N(R))* — 0,

where J1(R) is the nilradical of R equipped with the group structure x * y = x + y + xy, and the
first map takes x to 1 + x. (We note that the right map is surjective since any lift of a unit in
R/M(R) to R is automatically a unit.) By the previous cases, the abelian group (R/91(R))™ is finitely
generated. The fact that the additive group of R is finitely generated implies that R is noetherian,
so N(R)" = 0 for some n. For each k, the x operation on J1(R) descends to ordinary addition on
M(R)F/M(R)**!. Since the additive group MNR* /MR is a subquotient of the finitely generated
additive group of R, the additive group D(R)X/M(R)**! is finitely generated. Lifting additive generators
for M(R)/N(R)?, M(R)Z/M(R)?, ..., M(R)"™' /M(R)" = N(R)"~! to N(R) gives generators for N(R)
with respect to the operation x. We conclude that R* is a finitely generated group. g
Theorem 6.11. Suppose that R is commutative and C C R* is a subgroup. If M is a B-module which is
finitely generated as an Ol-module, then H;(BC, M) is a finitely generated Ol-module for any i > 0.

Proof. Let (R*){, denote the subgroup of (R*)" consisting of sequences whose product lies in C. We

have a short exact sequence of groups
1 — U,(R) > B,(R) > (R*)¢ — L

The group R* is finitely generated by Lemma 6.10, and thus so is (R*){.. The corollary now follows
from the Hochschild—Serre spectral sequence together with Theorem 1.4 and Proposition 6.1. O
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7. Application to Iwahori subgroups

The goal of this section is to prove Theorem 1.8, whose statement we now recall. Let O be a number
ring, let a C O be a nonzero proper ideal, and let kK be a commutative noetherian ring. For i > 0, let X (i)
be the OI-module defined by the rule [n] — H;(GL, ¢(O, a), k). We must prove that X (i) is a finitely
generated Ol-module and that if & is a field then dim X (i), equals a polynomial in n for n >> 0. The
polynomiality assertion follows from the finite generation assertion together with Proposition 3.5, so we
must only prove that each X (i) is a finitely generated OI-module.

Define R=0/a and let C C R* be the image of O under the quotient map O — R. Let GLS(R) be the
subgroup of GL, (R) consisting of matrices whose determinant lies in C. Strong approximation (see, e.g.,
[Platonov and Rapinchuk 1994, Chapter 7]) implies that the map SL,(O) — SL, (R) is surjective. This
implies that the map GL,(0) — GLS(R) is surjective, which implies that the map GL, (O, o) — Bf (R)
is surjective.

We thus have a short exact sequence

1 — GL, (O, a) = GL, 0(0, a) = BE(R) — 1.
The associated Hochschild—Serre spectral sequence is of the form
H; (B (R), H;(GL, (0, a), k) = Hiy ;(GLy0(0, 0), k) = X (i + j)n-

Let M(j) be the OVI(R)-module defined by M (j), =H;(GL,(O, a), k). Naturality of the above spectral
sequence induces a spectral sequence

H;i(By, M(j) = X (i +j) (7.1)

of OI-modules.

Letting FI be the category of finite sets and injections, the rule defining M (j) also endows it with
an FI-module structure, which is finitely generated by [Church et al. 2014, Theorem D]. The inclusion
OI — FI satisfies property (F) (see [Sam and Snowden 2017, Theorem 7.1.4]), so by Proposition 2.3 the
induced OI-module structure on M () is also finitely generated. This implies in particular that M (j)
is a finitely generated OVI(R)-module. Theorem 6.11 now implies that H; (B¢ (R), M (j)) is a finitely
generated OI-module. Since the category of OI-modules is locally noetherian (see Corollary 3.3), we can
now deduce from (7.1) that each X (i) is a finitely generated OI-module, as desired.

Acknowledgments. We thank Benjamin Steinberg for pointing out a significant simplification to the
proof of Lemma 5.4.
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On the orbits of multiplicative pairs
Oleksiy Klurman and Alexander P. Mangerel

Dedicated to Imre Kdtai on the occasion of his 80th birthday

We characterize all pairs of completely multiplicative functions fg : N — T, where T denotes the unit
circle, such that

{(f(), gn+1)}u=1 #T x T.

In so doing, we settle an old conjecture of Zoltdn Daréczy and Imre Katai.

1. Introduction

In this paper, we will be concerned with demonstrating yet another instance of the expected general
phenomenon that the multiplicative structure of positive integers should in general be “independent”
of their additive structure. Of principal focus here will be the behavior of multiplicative functions at
consecutive integers. Problems of this kind are widely open in general, though spectacular progress
has recently been made as a consequence of the breakthrough of Matomiki and Radziwilt [2016], and
subsequent work of Matoméki, Radziwilt and Tao [Matomaéki et al. 2015], Tao [2016] and, more recently,
Tao and Terdvéinen [2019]. In particular, using the work in [Matoméki and Radziwilt 2016], Tao [2016]

established a weighted version of the binary Chowla conjecture in the form

Z w = o(log x)

n=<x
for all & > 1. For a comprehensive account of the recent developments in this direction, see [Matoméki
and Radziwitt 2019]. Let U denote the unit disc in C and let T denote the unit circle. Let f, g : N — T be
completely multiplicative functions. We expect that as n varies through the set of positive integers, the
values f(n) and g(n + 1) should, roughly speaking, be independently distributed unless f and g satisfy
some rigid relations. To be more precise, we shall investigate the following problem: if { f(n)}, and
{g(n)}, are both dense in T, but the sequence of pairs {( f(n), g(n + 1))}, is not dense in T2, must there
be a rigid relation between f and g? This multidimensional problem continues work on rigidity problems
for additive and multiplicative functions initiated by the authors in [Klurman and Mangerel 2018]. This
problem has a natural dynamical flavor, which explains the title of this paper. Let 7 : N — N denote the
rightward shift map 7 (n) := n + 1. In this case, the above problem can be recast in terms of orbits of the

MSC2010: primary 11N37; secondary 11N64.
Keywords: multiplicative functions, Erdos discrepancy problem, Katai conjecture.
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pair (f, gr), where f, g : N — T are semigroup homomorphisms that fix n =1, and g7 := goT. We seek
a result of the kind that, unless f and g are specially chosen maps, the orbit closure of the point 1, i.e.,

the closure {(f(n), g(n+ 1))}, is expected to be the same as the product of the closures of the marginal
orbits { f o T"}, and {g o T"},. In this connection, we quote Conjecture 3 in the survey paper by Kétai
[1989] (earlier formulated in [Daréczy and Katai 1989]).

Conjecture 1.1. Let f, g : N — T be completely multiplicative. Suppose {(f(n), g(n + 1))}, is not
dense in T?, yet { f(n)}, and {g(n)}, are both dense in T. Then there are integers k and | such that
Ffm)* = gm)!, with f(n) =n' for some t.

As stated this conjecture is easily seen to be false, as we can construct the following two types of
counterexamples:

(1) Let a1, hy : N — T be completely multiplicative functions such that there are minimal positive
integers k, [ > 2 for which h’l‘ = hl2 = 1. Fixing an arbitrary # € R\ {0} and setting f(n) := hy(n)n'’
and g(n) := ha(n)n't yields a pair of completely multiplicative functions such that {f(n)}, and
{g(n)}, are dense, yet {(f(n), g(n + 1))}, cannot be dense. On the other hand, it is true in this
example that f(n)f =n'" and g(n)! = n'"" for all n, where 1’ = ks and ¢’ = I1.

(i1) Fix a prime p and distinct irrational numbers «, B € R. Let f, g : N — T be the completely
multiplicative functions defined on primes by

e(d) q=np, e(B) q=p,
1 q#p, 1 q#p-

It is easy to see that the sequence {(f(n), g(n + 1))}, belongs to the union of the sets T x {1},
{1} x T and {1} x {1} and thus cannot be dense. On the other hand we clearly have {f(p™)}n>1 =

{g(p")}m=1=T.

Given a completely multiplicative function 4, let

flq) = { and g(q) = {

T, ;= {p prime : h(p) # 1}.

The collection (i) of counterexamples suggests that we should relax the conclusion of Conjecture 1.1 by
allowing f(n)* = n'" for some k > 1. The collection (ii) of counterexamples indicates that we should
add a hypothesis to exclude those functions f and g such that both |T«|[Tgc| = 1 and T'px = Tyr hold for
all sufficiently large k.! We thus prove the following amendment of Conjecture 1.1, in which the above

types of counterexamples are excluded.

Theorem 1.2 (amended Dar6czy—Katai conjecture). Let f, g : N — T be completely multiplicative.

Suppose {(f(n), g+ 1))}, # T2, vet {f(n)}, = {g(n)}, = T. Suppose additionally that for infinitely
many m we have |Tyn UTgn| > 1. Then there are integers k and | such that f(n)k = g(n)l, with f(n)k =n't

for some nonzero real number t.

IWe note that the condition that {f(n)}, =T implies that |Tfk | >0 forall k e N.
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In the case that f = g, we have the following immediate corollary.

Corollary 1.3. Let f : N — T be a completely multiplicative function such that {f(n)}, = T. Then
((f(n), f(n+ 1)}, # T2 if, and only if , one of the following conditions holds:

(@) There is a positive integer | such that |T | =1, and for p € Ty, f(p) = e(a) with o ¢ Q.
(b) There is a positive integer k and a nonzero real number t for which f(n)* =n'’.

Proof. 1t is easy to see that if f : N — T is a completely multiplicative function satisfying either of
conditions (a) or (b) then { f (n)}, is dense in T but {(f (n), f(n+1))}, is not dense in T2. We now assume
that m =Tbut {(f(n), f(n+ 1)}, #T> If |T¢m| > 1 for infinitely many m then by Theorem 1.2
thereisak € Zand at #0 € R for which f (n)* =n'" for all n € N, which fulfills condition (b). Conversely,
if |Tym| =1 for all but finitely many m then there is some M € N such that for all m > M, there is exactly
one prime p with f(p)™ # 1. Thus, for all p’ # p, f(p’) = e(a/b) for some 1 < a, b < M. Putting
1 := M, it follows that f(p’)! =1, except when p’ = p. Moreover, f(p)', and thus also f(p), must have

irrational argument, otherwise we could find a larger M’ for which f(p/)M'M "=1forall p/, contradicting
the denseness of { f(n)}, in T; such a function satisfies condition (a). O

In order to facilitate our discussion, we distinguish completely multiplicative functions according to

their values on primes as follows.

Definition 1.4. A completely multiplicative function f : N — T is said to be eventually rational if there
exist positive integers k and No = Ny (k) such that for all p > Ny we have f( p)k = 1. We will say that f
is irrational otherwise.

An irrational function necessarily produces a sequence { f (n)}, that is dense. We stress, though, that
the arguments of an irrational function at primes need not be irrational. For example, by our definition,
the completely multiplicative function defined by f(p) = e(1/p) for all primes p is irrational. To prove
Theorem 1.2, we will treat two cases, depending on whether or not f or g is irrational (in the sense of
Definition 1.4). In Section 4 we prove the following.

Proposition 1.5. Suppose f, g :N— T are eventually rational, { f (n)}, ={g(n)}, =T and |TprUTg| > 1
for infinitely many k. Then {(f (n), g(n+ 1))}, = T2

Proposition 1.5 asserts that the only cases satisfying the assumptions of Theorem 1.2 are those for
which either f or g is irrational. In this direction we prove the following in Section 6.

Theorem 1.6. Suppose that f, g : N — T are completely multiplicative functions such that { f (n)}, =
{g(n)}, = T. Suppose furthermore that at least one of f and g is irrational. If {(f (n), g(n + 1))}, # T?

then there are positive integers k, | and real numbers t, t' such that f (n)f = n'" and g(n)" = ni’.

Having shown Theorem 1.6, in order to prove Theorem 1.2 it remains to prove that the real numbers ¢
and ¢’ satisfy t = At’, for A € Q. This is the conclusion of Proposition 1.7, which we prove in Section 3.

Proposition 1.7. Suppose there are k,1 €N andt, ' € Rwith tt' #0 such that f(n)* =n'* and g(n)' =n'"
foralln € N. Then {(f(n), g(n + 1))} # T2 if, and only if, t = At’ with A € Q.
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The proof of Theorem 1.6, which represents the major substance of our analysis, uses arguments that
extend those found in the proof of Theorems 1.1 and 1.4 in [Klurman and Mangerel 2018]. Let us recall
the rough outline of this argument here. In Theorem 1.4 of [loc. cit.] (the proof of which establishes
Theorem 1.1 there as well), it was shown that the sequence { f (n)f(n——i—l)}n is dense in T, except in
predictable cases.> The objective was to show that for every & > 0 and every z € T, the lower bound

|f(n)f(n+1)—z| > ¢ for all n sufficiently large (D)

cannot hold for “generic” completely multiplicative functions f : N — T. To establish this, we noted
that (1) implies that the sequence {f(n) f(n+ 1)}, cannot be equidistributed, which led us (via the
Erd6és—Turan inequality and Tao’s theorem [2016] on logarithmic averages of binary correlations; see
Theorem 2.1 below) to a first conclusion that f is pseudopretentious, i.e., such that for some (minimal)
k € N, some Dirichlet character x and some ¢ € R (depending at most on &), we have

1 =Re(f (X ()P~

D(f*, xn'"; x)? ::Z . <L 1

p=x

in particular, D(f, gn'’; x) <, 1 for some completely multiplicative function g such that g(n)* = x (n)
whenever x (n) # 0. Here the fact that (n + 1)’ ~ n'’ for large n is used crucially. Roughly speaking,

we then conditioned on a suitable subset of n (or positive logarithmic density) such that g(n)g(n + 1) is

constant, and thereby reduced our work to treating the 1-pretentious function F = fgn~'’, showing that

for small enough ¢,
IFFn+1) =2 |=1f) fin+1)—z|+ 0() > ¢

for some 7’ (where z and 7’ need not be the same) is untenable for all n sufficiently large (depending at
most on ¢). This reduction was a key part that made that argument work. In the context of Theorem 1.2,
we must face several key differences in the argument. For example:

(i) The fact that® ||(f(n), g(n + 1)) — (z, w)|| > € for all large n may mean that | f(n) —z| > ¢/2 on
a very dense set, or a very sparse set, and we cannot exclude either of these possibilities.

(i) If f and g are both pseudopretentious in the above sense, say f is pretentious to ~;n'’ and g is
pretentious to h,n'", then it may be that ¢ # ¢/, and we must then deal with the distribution in
argument of the twist n'( —)_ unlike in the outline of the proof of Theorem 1.4 of [Klurman and
Mangerel 2018].

With some additional ideas, we are able to address these issues. See especially Section 6 for further
details.

2That is, except when f(n) = g(n)n'’, where g is a function taking values in bounded order roots of unity.
3For a pair z = (z1, z2) € C2, we write ||z]|,1 = |z1] + |z2]-
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2. Auxiliary results towards Theorem 1.2

In this section we collect the definitions and lemmata that we shall use in the proof of Theorem 1.2.
A crucial result on which our method relies is the following recent breakthrough result of Tao [2016].

Theorem 2.1 (Tao). Let fi, f2: N — U be multiplicative functions, such that for some j € {1, 2}, we have

inf D(fj, xn''; x)> = inf L —Re(f;(PXx(P)P™") | ~

< <
= r=x £= p

for each fixed Dirichlet character x. Then for any integers ay, a» > 1 and by, b, > 0 with a1b, —axb; # 0,
we have

1 Z fi(ain +by) fo(axn + by) _

log x e n

o(1).

A useful consequence of Theorem 2.1 is the following.

Proposition 2.2. Let f, g : N — U be multiplicative functions. Suppose k,l € N are minimal, such that

1 Z fm)fgmn+1)
n

> 1, (2)
log x

n<x
as x — 00. Then there are Dirichlet characters y1, xo with respective conductors q1, g» = O(1), and
real numbers t|,t» = O(1) such that D(f, hn'"', 00) < 0o and D(f, hon'2, 00) < 00,* with hy(n)* =
x1(n/(n, %)) and hy(n)! = x2(n/(n, g5°)).

Proof. From (2) and Theorem 2.1, it follows that for each x sufficiently large there is a pair (£, t,), where
&, is a primitive Dirichlet character with cond(¢,) < 1 and 7, < x, each estimate being uniform in x,
such that D(f k gnt; x) < 1. By Lemma 2.5 of [Klurman and Mangerel 2018], it follows that there is a
character x; and a #; € R such that D(f¥, x;n’*"1; x) <« 1. Combining this with Lemma 2.8 of [loc. cit.],
it follows that there is a completely multiplicative function 4, such that for all primes pt cond(x;) we
have hl(p)k = x1(p), while if p | cond(x1), h1(p) =1 and D(f, h1n'"", 00) < oco. This implies the claim
about f. The claim about g follows in the same way. U

Presieving on level sets with Archimedean twists. Recall that a 1-bounded multiplicative function f is
called pseudopretentious if there exists a (minimal) positive integer k, a primitive Dirichlet character x
modulo ¢, a real number ¢ and a completely multiplicative function # : N — T such that h(n)* = ¥ (n),
and D(f, hn''; x) < 1. Here, ¥ is the unimodular completely multiplicative function defined on primes
via x(p) = x(p) if p1q, and x(p) = 1 otherwise. Henceforth, we will refer to the function A here
as a pseudocharacter, and refer to the modulus g of x as the conductor of h. We emphasize that in
this definition the minimality of k implies that 4(n)/ is nonpretentious for all 1 < j < k — 1. This will
be crucial in several of the arguments below. In order to control the behavior of 4y, A, coming from
Proposition 2.2 on the corresponding progressions, we would like to eliminate the effect of the small

4Given a, b € N, we write (a, b®) := Hp Ib pUr @ where a = l_[,n la por@,
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primes by using presieving following the approach from [Klurman and Mangerel 2018]. To this end,
giveno; € hj(N) for j=1,2and N, B > 1, write

Ay g(hi, hosar,00) :={neN: P (n(Bn+1)) > N, hi(n) = a1, ha(Bn+1) = an},

where P~ (n) denotes the smallest prime factor dividing n € N. Furthermore, if I, J € T are arcs’ and
u, v € R then

An p.1(h, hos ay, ag; u) i={n € Ay g(h1, ha; a1, @) s n' € I},

Anp1g (R, hos ar, o3 u, v) == {n € Ay p(hy, hos ar, a0) :n'* € I,n'" € J).
Moreover, if x, ¢ > 1 and a is a coprime residue class modulo ¢, put
Py p(x;q,a):=|{n<x:P (n(Bn+1))> N and n =a(qg)}|.

When g =1, we write & p(x; g, a) = Oy p(x), and when B = 1 in addition, we write @y (x). Finally,
given a map f :N — C and a positive real X > 2, we shall write

log o 1 f(n)
Ersx f(m) = log X r;{ n o

Our first result, to be used throughout the paper, shows that the sets Ay p ; and Ay p ;s given above, on
which the values of two discrete functions 41, h, are restricted as well as archimedean characters n'“
and n'", can be large in the sense that they have positive upper density in general.® Let 1, denotes the set
of v-th roots of unity.

Proposition 2.3. Let xi1, xo be primitive Dirichlet characters of respective conductors q, and q, and
orders k and . Let hy, hy : N — T be pseudocharacters modulo g\ and q,, respectively, such that
hi(n)" = x1(n) and hy(n)* = x2(n), for some r, s € N:

(a) Letu € R, and let (o, B) € iy X pys. Let 5 >0,z € T and let I C T be an arc with length & about 1.
Then, for any B > 1 satisfying 2q1q> | B,

1 Dy, p(x)
[Enoix IAN,B,I(h] Jhosa, Biu) (n) > % T

as x — 0o. Moreover, if u # 0 then we may replace I above by any arc of length 8.

(b) Ifu, v € R are fixed and such that u/v ¢ Q, and Jy and J, are arcs in T of respective lengths 81 and

8o, then
plog 8102 @y p(x)

nix1AN‘B,JI,Jz(hl,hz;a,ﬂ;u,v) > krls X

5 By an arc in T, we mean the image of an interval [a, b] C R under the exponentiation map ¢ +— e(¢). Thus, a symmetric arc
about 1, for example, refers to the image under exponentiation of any interval [m —n, m +n] withm € Z.
%To be precise, Proposition 2.3 implies directly that these sets have positive upper logarithmic density, that is

limsup,_, o [ELOng 14 (n) > 0; however, this also implies that the upper density limsup, _, o, % anx 1 4(n) > 0 as well.
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To prove Proposition 2.3, we need the following variant of Lemma 2.11 from [Klurman and Mangerel
2018], which is easily proven by the fundamental lemma of the sieve.

Lemma 2.4. Let g, B> 1, N > 2 and let a be a residue class modulo q such that (a(Ba +1),q) = 1.

Then as x — 00,

<I>N,B(x;q,a)=;—C I1 <1—l> ] <1_%>+0(4n(1v))_

P<N p 3<p=N
p|B/(B.g™) ptqB
In the sequel, we write
1 1 2
wncsd T (-3) 1L(-3)
T N P/ yipeny P
p|B/(B.q™) ptqB

and set (SN,B = 8N,B,l-

Lemma 2.5. Assume the hypotheses of Proposition 2.3. Furthermore, suppose N > max{q, g2}, and

that h{ and h’y' are both nonpretentious forall 1 < j <r —1land1 <m <s — 1. Then as x — oo,

Z Lay gy hoiap)(n) {aN,B/(iukrls) +o(logx) + Oy, ([ul4™ M) ifu #0,
nl+iu 1/ krls) Sy g +o0(1) logx + Oy (47N otherwise.

n<x

Proof. Since o € g, and B € g, we have the identities

1 . 1 _ .
lhm=a=r- Y, (Mm@ and lpgan=p=1- ), (Br+DE).

0<j<kr—1 O0<m<ls—1
It follows that
Z lAN,B(hl.hz;a,ﬂ)(”) _ Z 1h1(n)=a 1/12(Bn+1)=ﬂ
nltiu - nltiu
n<x n=<x

P~ (n(Bn+1)>N

1 P hi(n) hy(Bn +1)"n="
“frs 22 e ) - O

0<j<kr—10<m<Ils—1 n=x
P~ (n(Bn+1))>N

As h{ and A3 are both nonpretentious forall 1 < j <r—1and 1 <m < s — 1, it follows that the

multiplicative functions

Girar(n) :i=h1 ()T 1 p-(yonn ™™ = h1(n) $1(n)* 1 p-(y=yn ™"

Ymtbs (1) 1= ha ()" ™1 p- )=y = ha ()" F2(1) 1 p- ()= v
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are both nonpretentious for such j, m,and any 0 <a <k —1,0 < b <s — 1. By Theorem 2.1, it follows
that

T hi(n)! hy(Bn + 1D)"n~
>, 2 «'B 2. .

0<j<kr—10<m<Ils—1 n<x
P~ (n(Bn+1))>N

=2 X

0<j<kr—10<m<Ils—1

r{j ors{m

rtjorstm

=o(logx), (4)

@)Y, (Bn+1)
3 Bt D)

n<x

where the estimate depends on k, r, [ and s. When j = ra and m = bs, we instead have

Gar (M) Yps(Bn + 1) X1 () %2(Bn+ 1)° X1(n)"
Z n - Z pltiu - Z pltiu )
n<x n<x n<x
P~(n(Bn+1))>N P~ (n(Bn+1))>N

for each b, as g | B. Now, as N > g1, for each n with P~ (n(Bn + 1)) > B we must have (n,q;) = 1.
Thus, splitting the rightmost sum in (5) into coprime residue classes modulo ¢g;, the RHS of (5) becomes

lh=c
a n=c(q1)
PIEAC > PYEETE

c(q1) n<x
P~ (n(Bn+1))>N

We first consider the case u # 0. Applying the previous lemma and partial summation, we get that for

each coprime residue ¢ modulo ¢,

Ln=c@q) 1 ,
Z nltiu :/; t1+iu d{q)N’B(t’ql’c)}

n<x

P~ (n(Bn+1))>N

T odt tdt
:8N’B’qlﬁ m+0q1<1+|u|4”(1\/)/1 t_2) (6)
) )
= TR () T 4 O, (14 ] 4T, (7)
u

The main term being independent of ¢ modulo ¢;, we can invert the orders of summation and use

orthogonality to get that whenever a # 0, we have

ly=c Sn,B, _i
Yot Y T = TR (=2 Y @) + 0(gi (1wl

nltiu
c(qn) . n=x clqn)
P~ (n(Bn+1))>N

L qi (1+ [uha™ ™).
As such, it follows that whenever a # 0, we have

Gar(M)Yps(Bn + 1)
2=,

n<x

L GH(1 + |u)4™ ™), (8)
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In the remaining case a = 0, we have

> L OB iy O((1 A, )

nl-‘riu iu

n<x
P~ (n(Bn+1))>N

as this is the LHS of (6), but with g; replaced by 1. Combining (4), (8) and (9), and inserting these into
(3), we find that

pltiu " krls \ iu

1 . n 1 /6 :
Z AN,B(I’llyhz’a,ﬂ)( ) . ( N,B (1 —x_’”)+0(Q1(1+ |u|)4”(N))+0(logx)>

n<x

when u # 0, as claimed. The case u = 0 follows the same lines, but is simpler. The proof is now
complete. O

Before proceeding to the proof of Proposition 2.3, we pause to recall the following objects of relevance
to it. Given K € N, let Bx : R/Z — C denote the degree K Beurling polynomial (see Section 1.2 of
[Montgomery 1994] for a definition and some of its properties). Recall that it satisfies the properties that:

Q) fy@):={t}— % is the sawtooth function then —Bg (—¢) < 1 (¢) < Bg(¢). As such, given an interval
I € R/Z with endpoints 0 < a < b < 1, we have functions

J1(@) == [I|=Bg(b—1t)—Bx(t—a) and g;(t):=|I|+ Bg(t—b)+ Bx(a—1),

for which
fr@)<1;(t) <g@) forallt e R/Z. (10)

(ii) the Fourier coefficients’ éK (m) = fol Bk (t)e(—mt) dt satisfy

0 for [m| > K,
Bk(m)=11/Q(K +1)) ifm=0,
o(1/m) for all m # 0,

the implicit constant in the last estimate being absolute.
Proof of Proposition 2.3. (a) When u = 0 it is clear that
An..1(hi, hos o, Biu) ={n € Ay p(hi, ho;a, B) 11 € I} = Ay p(hy, ho; o, B),

since 1 € . By Lemma 2.4, we get

(o}
OnN,B = —N’f(x) + 0@ Myl (11)

Proposition 2.3 in the case u = 0 thus follows from Lemma 2.5, since for large enough x, we have

1 . I} 5 &
Z Avpn e ) (W) (8N B1 +o(1) ) logx + 0@ ™) N,B(X) log x
n krls krls X

n<x

7 As usual, for 7 € R we write e(t) := ¢27!
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We now assume that u # 0. Here, we no longer assume that / is an arc around 1, but rather any arc of
length & (the proof being the same regardless of the center point of the arc). Let K be a large integer, and
suppose x is sufficiently large in terms of K. Write I’ C R/Z to be the interval that maps onto I under
exponentiation; thus, there is a constant ¢ > 0 for which |I’| > ¢8. From (10), it follows that

Z IAN.B,I(hl,hz;a,ﬁ;u)(n)

n
n<x

.y lrdulewemy
n

neAy p(hy,haa,B)

> |I/| Z 1AN,B(h1,h2§aﬁl3)(n)

n
n<x
- LAy (h1 iy, py (1) LAy 5011, ks, ) ()
B Z BK (m) (e(mb) Z nH—imu +e(—ma) Z nl—imu
Im|<K n=x n=x
c88n. B A Ly g(h1,ho;0,8) (1)
> — = logx —2|mX<:K|BK(m)| ; i : (12)

We consider the second term on the RHS of (12). Applying Lemma 2.5 for each m and summing, we get

> 1Bk > l((SN—’B+c>(logx)+(1+m|u|)4”<N))

m \ m|u|
I<|m|<K I<m=<K

< |M|_1 + o((log K)(log x)) + K2|u|4”(N)‘

LAy 5(hy hosa ) (1)
Z N.B(h1,h;a, B) <

n1+imu

n<x

The term with k = 0 gives
log x

2K

Bk Y

n<x
neAy, g (hi,ha;a,pB)

=

S|~

As such, we get

1 C(S(SNB 1 -1 2
- > 2 — — —o(logK) |logx — O K2 |u|4™ ™)y,
> " _( s ox odeg )) ogx — O(lul™" + K~|ul )

n=<x
ne€An, p,1(h1,h2;u)

Choosing K = K (x) tending to infinity with x, but sufficiently slow-growing so that o((log K)(log x)) =
o(log x) and K247(N) — o(log x), proves the claim.
(b) The case when uv = 0 is similar to (a) and we assume uv # 0. We are interested in

3 1y, (n"”)ljz(n"”)‘ (13)

n
n<x

neAy g(hi,ha;a,B)

We minorize each indicator function by a Beurling polynomial of degree K in a similar way as to what
was done just above; we shall therefore merely sketch the argument, highlighting the differences in the
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argument and the relevance of the condition u/v ¢ Q. As above, let us denote the minorants of 1, and
15, as f1,, f1,, and the corresponding majorants as g, gs,. Now put®

Fo=fnfn—@n—fr)@&n—fn)=fngn+ fngn—~8n8n

That F' < 1,1, is a minorant can be seen from the inequality

Ly D13 = F() =85,0@&1 ) — fr,(0)) + 15,15 — (085 (¥)

> 8rWM@&H ) = f1,(3) = fr((&n () —15,(0)
- {(gjz(y) — frON@n ) — fr () if f,(y) =0,
“ e MEn () = fr(y) if f5,(y) <0,
which implies that 1, (y)1,(y) — F(y) > 0 for all y since g;, > 0 and g; > f; forr =1,2. We note
that for j = 1,2, (g, — f7,)(k) = 0 for [k| > K or k =0, and otherwise g7, — f7,lloo < 2/(K + 1).
Noting that kju # —kpv for all 1 < |ky], |k2| < K since u/v ¢ Q, Lemma 2.5 gives

1 ulogn vlogn
‘ Z ;(gh_fh)({ o })(gh_f]z)({ o })'

n<x
neAy, g (hy,h2;0,B)

4
ST

1<lk1|, k2| <K

Z lAN,B(hlahZQ‘Xv,B)(n)

n1+i(k1u+k2v)

Z Ly 5k iy, ) (1)

nl-‘f-i(klu-‘t-kzv)

max
1<|ki|, k2| <K

n<x n<x

=o(logx),

provided that x is sufficiently large (in terms of maxj<,|.j,|<k k1% + kav|~!). Thus, by the triangle
inequality, (13) is bounded from below by

1
J|J ——o(l
[illal )~ —ollogx)
n<x
neAy p(hy,hy;a,pB)

(L2,

1<|m|<K

1
Z nl—i—imzv

n=<x
n€Ay, g(hi,ha;e,p)

1 log x
2 i | ~ O\ T ) ol

n<x
neAn, g(hy,ha;a,B)

1
> |t

n=<x
ne€An, g(hi,h2;a,p)

1
B Z lmym;|

1<|myl,lm2]|<K

>

m
1<pma<x 2!

) —o(logx)

Similarly, each of the terms here are o(log x) besides the first term. The claim of part (b) thus follows
just as that of part (a) did. O

Reduction to pseudopretentious functions. Let f, g : N — T be completely multiplicative functions.
Assume, as per the hypotheses of Theorem 1.2, that {( f (n), g(n + 1))}, # T2. Using Theorem 2.1, we
shall show in this subsection that f and g must both be pseudopretentious.

8This is inspired by the construction of vector sieve weights as found in [Briidern and Fouvry 1996]. We thank the anonymous
referee for this suggestion.
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Proposition 2.6. Let f, g : N — T be completely multiplicative functions. Suppose {(f (n), g(n + 1))},
is such that there is an ¢ > 0 and a pair (z, w) € T2 for which

I(f(n), g(n+1)) — (z, w)|le, > € for all n sufficiently large.

Then there exist primitive Dirichlet characters 1, x2 to respective moduli q, g2 = O, (1), minimal positive
integers k,l = O.(1), real numbers t, t» = O¢(1) and completely multiplicative functions hy, h, : N — T
such that:
(i) D(f, hin™; x), D(g, han'™; x) <L 1.
(i) hX = %1 and hl, = %o.
This is a two-dimensional analogue of the reduction argument used at the beginning of Section 2 of

[Klurman and Mangerel 2018]. To appropriately formalize the arguments leading to Proposition 2.6, we
recall the following (essentially standard) definitions.

Definition 2.7. Let d, N > 1 and let {a,}, C T¢. The logarithmic discrepancy (of height N) of {a,}, is
the quantity

1 1
Dy({an}n) == sup - = [;1|,
nin Lo LT log N n;v n 1<11_'£d J
I arcs a,le_B(I) /=

where B(I) :=], <j<alj- Similarly, we let Dy, ({an}n) denote® the same quantity but where the sup is
over all d-tuples of arcs I; all of whose left endpoints are 1.

Definition 2.8. A sequence {a,}, C T4 is logarithmically equidistributed if Dy ({a,},) =0(1),as N — oo.

It is easy to see that logarithmically equidistributed sequences in T¢ are also dense in T¢. Before
launching into the proof Proposition 2.6, we must exclude the following degenerate case from considera-
tion.

Proposition 2.9. Let f, g : N — T be completely multiplicative. Suppose exactly one of f and g is
pseudopretentious. Then {(f(n), g(n+1))}, = T2

To prove Proposition 2.9, we shall need a concentration estimate, showing that if a completely
multiplicative function F : N — T is 1-pretentious then F'(n) is roughly constant for most n < x. This
will be used in the proof of Lemma 2.11 below, which will allow us to approximate pseudopretentious
functions pointwise on a positive upper density subset of integers n with P~ (n(Bn+ 1)) > N (with B
and N fixed). Given a completely multiplicative function 42 : N — T and N > 1, set

Im(h(p))

Jp(x; N) := Z P

N<p=<x

9By the triangle inequality, it is easy to check that if {a,}, C T then

DY ({an}n) < Dy (an)n) <29 D% ({an)n). (14)

We will use this relationship between Dy and D}“V below.
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For x > N > 1, we define D(f, I; N, x) := (D(f, 1; x)> = D(f, 1; N)*)!/2,
Lemma 2.10. Let N, B > 1 with 2| B. Then as x — 00,

(log N)Z) L4 log, x

S ) =TSP oy ) (DOf TN, ) .
N log x

n<x

P~ (n(Bn+1))>N

The same estimate holds when f(n) is replaced by f(Bn + 1).

Proof. This is a simple extension of Proposition 2.3 in [Klurman 2017], but we give the details for the
reader’s convenience. The claim is trivial if D(f, 1; N, x) > 1. Thus, in what follows we shall assume
that D(f, 1; N, x) < 1. Define an additive function 4 : N — C on prime powers via h(p*) := f(p*) — 1.
By repeatedly applying triangle inequality we have that for all |z;|, |w;| <1

[Tz [] wi=< D lzi—wil (15)

1<i<n 1<i<n 1<i<n

Note ¢! =z 4+ O(|z — 1|?) for |z] < 1. Thus, for each n € N, using (15) we derive

fay=T] "
prin
= [Ta+r")

prin

=" 4 0( >l —a +h<pk>>|>

pFlin

=M™ 4 0( dol- f(p")|2>

pkiin

— o 4 0( Z (1— Re(f(pk))))-

prln

Summing over all n < x with P~ (n(Bn+ 1)) > N, we get

Z |f(n)—eijf(xiN)|2

n<x

P~ (n(Bn+1)>N

< Z |€h(n) _ eijf(x;N)|2 4 Z (1 _ Re(f(pk))) Z lpk In

n=<x p"'fx n=<x
P~ (n(Bn+1))>N P~ (n(Bn+1))>N

=T +T1.
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Using Lemma 2.4, we have

L= (I-Re(f(p)) Y. 1+0(Zik)

p=x m<x/p pk<x p
p>N P~ (m(Bpm+1))>N p>NEk>2
1 2 1 —Re(f(p)) () X
=xl_[<1—?> ] (1—?> > T+04 7 () +
p'<N 3<p’<N N<p=<x
pllB p”’fB

log N)?
< Oy s (Df 1 N, 02 4 LBV | yrany X
’ N log x

We next treat 7. Define

h(pk)( 1)
= 1——),
en(x) ot Pk »

Z;N

which arises as the mean value of 4 (n) in the estimate

Z h(n) = pp(x)®n p(x) + O (4n(N>n(x) + %)

P~ (n(Bn+1))>N

using a similar argument as that which was used to bound 7> (but keeping track of powers p* with k > 2
as well). Writing A(n) = Zpk I h(p*) and noticing that Re(h(p*)) <0 for all primes p and all k > 1, it
follows that Re(uy(x)) < 0, and we thus have

o =P < Y () — ()] (16)
n<x n<x
P~ (n(Bn+1))>N P~ (n(Bn+1))>N

Following the usual proof of the Turdn—Kubilius inequality (e.g., as in Section II1.2 of [Tenenbaum 1995]),
we have

> ) — @)

P~ (n(Bn+1))>N

1
= > kP =0y sWIux)*+0 (mh(xn (4”<N>n<x) + N))

n<x
P~ (n(Bn+1))>N

= X ) h(p")qul)—cl>N,B<x>|uh<x>|2+0(|uh(x>|<4”<N>n<x>+%)).

n=<x k gt Il n
Pf(n(Bn+l))>Np 1
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Denote by X the double sum in this last expression. Splitting the terms p = g from p # g, ¥ can be
estimated with Lemma 2.4 to give

S= > hPHREH D et Y BEHE Y T

prgl<x m=x/(p*q") pr<x m=x/p
p#q.p.q>N P~ (m(Bp*qg'm+1))>N p>N P~ (m(Bp*m+1))>N
h(p")h(q’) 1 1 |h(p*)I? 1
=Dy p(x) Y. == 1== )+ @y ) Y ———(1-= |+ 0@ Mmy(x)).
gl <x p q o p p
p#q p a>N p>N

where 75 (x) is the number of integers < x that are product of at most two primes. Furthermore,

h(p*)h(q") 1 1
> (-

shal<x pq p q
p#q.p.q>N
k l k !
_ 2 |h(p)||h(p")] |h(p™)||h(g")]
R D S
pk,plfx pk,qlfx
p>N pkq1>x,p,q>N

1
= |pn (> + O(o—h(x)2 + +x—”%—h(x)2),

h(p*)|? 1
o= Y ! (;’k)' (1——),

pf<x p
p>N

where we defined

and used Cauchy—Schwarz in the last line. It follows that
1
T =Py @m0 < <I>N,B(x)(oh(x)2 + N) +47 M, (x)

L Oy p(x) (Uh (x)2 + l) 447N 10g2x '
N log x
Hence,
1 lo
Z 0 = O < . (Oh @+ N) " 47T(N)< SE2t | en (x)ln(x))

n<x 10g
P~ (n(Bn+1))>N

1 1
< (D(f, 1; N, x)% + —)cDN,B(x) g, 082 17
N log x

using |up(x)] < zngx 1/p <2log, x + O(1) and the estimate

1= F(PHP 1 11— Re(f(p))
o3 (x)* = ZT(l—;) < Yy ———= <N> D(f. 1; N, x)2+0(N)

ph<x N<p<x p
p>N
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Inserting (17) into (16), and using this in the definition of 77, we get

Z |eh(n) _eij_f(x;N)|2
n<x

P~(n(Bn+1))>N
<< Z |e;Lh()C) _ eijf(x;N)|2 + Z |eh(ﬂ) _ el‘vh()C)|2

n<x n<x
P~ (n(Bn+1))>N P~ (n(Bn+1))>N

) . 1 1
& Dy ()@ — TN 2y ¢N,B<x><D<f, 1; N, x)? + N) +4”<N>x1°g—2x. (18)
ogx

Moreover, as

3 1—Rep(f(p))+i 3 Im(J;(p))

pn(x) =— + O(1/N)

N<p<x N<p=x

1
=—D(f. LN, x)*+i-Tp(x; N) + O(ﬁ)’

it follows that
|eijf(x;N) _ e,u,h(x)|2 — |1 _ e—ID(f,l;N,x)2+0(1/N)|2 << D(f 1 N x)2 + l
9 9 b N .
Coupled with (18), this completes the proof of the first assertion of the lemma. The assertion with
f(Brn+1) in place of f(n) is proved similarly, and we leave the details for the reader. O

Lemma 2.11. Let n > 0 and C > 1. Let B > 1 be an even integer. Suppose furthermore that f :N — T
is a pseudopretentious multiplicative function, with f pretending to be h(n)n'' with h a pseudocharacter
and t € R. Then there is an infinite sequence {x;}; of positive real numbers and a large parameter N
(depending at most on n) such that if j = j(N) is chosen sufficiently large then

f(n) =hmn" +0®)

for all but OC(nCCDN,B(xj)) choices of n < xj with P~ (n(Bn + 1)) > N. Similarly, f(Bn +1) =
h(Bn+1)(Bn+ 1) + O(n) for all but OC(nCCDN,B(xj)) choices of n < x; with P~ (n(Bn+1)) > N.

Proof. The result is trivial for any n >>¢ 1, so in what follows we shall assume that 7 is smaller than any
fixed bound depending on C. Let F(n) := f (n)h(n)n~" for each n. We consider several cases, according
to the behavior of the series

Im(F (p))

3r(o0) = lim 3p(ri ) = lim ) | ——

p=x
First, suppose Jr(00) converges absolutely. Then, choosing N large enough in terms of n, it follows
that Jr(x; N) < n/2 for all x > N. In this case, we shall choose {x;}; to be the set of all x > N. Next,
suppose that Jg(o0) is unbounded. In this case, since Jp(n+1; N)—Tp(n; N) — 0 as n — oo, it follows
that the sequence of fractional parts of J ¢ (x; N)/27 must be dense in [0, 1], for any N. In this case, we
may choose any large N and {x;}; to be a sequence for which ||J¢(x;; N)/2m|| — 0, as j — oo. Lastly,
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suppose x — Jr(x; 1) is bounded but not convergent. Let o be a limit point of Jr(x; 1), and choose
{x;}; to be a sequence for which Jr(x;; N) — «a. Picking jj sufficiently large in terms of 7, then setting
N := xj, it follows that Jr(x;; N) < /2 for large enough j > jo. As F is 1-pretentious, we can assume
N is chosen large enough in terms of 1 (as in the analysis above) so that D(F, 1; N, 00)> +1/N < n¢*2,
Furthermore, as discussed above we have selected a sequence {x;}; such that | Jr(x;; N)/27| < n/2.
Taking j sufficiently large in terms of N, Lemma 2.10 and Chebyshev’s inequality give

{” <x;: P~ (n(Bn+1) > N, |F(n) — )| > gH

=4 Y IFmy =P
n<x

P~ (n(Bn+1)>N

1 log, x;
<12y () (DOF, 13 N, x)2 + )+ 247V 22X
N log x;

<L Dy p(xjn
< <I>N,B<xj>g, (19)

provided that 7 is sufficiently small (since C > 1). For all other n < x; with P~ (n(Bn+1)) > N we
choose j larger if necessary so that || J¢(x;; N)/2m || < n/2. It follows that

[F ) =o' = |F(n) = 1] £ [F(n) =75 410 — 1 < 24 2=,
which implies the first claim. The claim with f(Bn + 1) follows in the same way (with the same
subsequence {x;};) from Lemma 2.10 (which holds with f(Bn + 1) as well). O

Remark 2.12. In the sequel, we will apply Lemma 2.11 twice in a context in which a common subsequence
will be sought for a pair of functions f and g (see the proofs of Lemma 3.2 and Proposition 1.5 below),
and it is not immediately clear why such a subsequence is available in general. Fortunately, in both of
these contexts, the functions f and g will be finite-valued, say taking values in ug for some K € N. A
particular feature of this case is that if /1| and h; are pseudocharacters associated with f and g respectively,
and F := fh; and G := gh, then the fact that D(F, 1; x), D(G, 1; x) < 1 immediately implies that

F(p) =1=G(p) except on a set S of primes for which Y _¢1/p < oco. This means, in particular, that

peS
Jr(x), Jg(x) both converge absolutely as x — oco. Thus, according to the above proof, we can take our
subsequence {x;}; for f to consist of all sufficiently large x, and the same subsequence is admissible

for g. Thus, a choice of common infinite subsequence for both f and g necessarily exists.

Proof of Proposition 2.9. Suppose there is an ¢ > 0 and a pair (z, w) € T2 such that (f(n), g(n + 1)) ¢
B:((z, w)) for all large n1% Let h be a pseudocharacter such that f is hn' !_pretentious, and assume it has
order kr (i.e., h : N — ;). Select {n;}; on which f(2n;) — z, and hence for j chosen large enough

101fere and elsewhere, we write B¢ ((z, w)) to denote the e-ball about (z, w) in C2 with respect to the ¢! -norm.
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we have f(2n;) =z + O(£?). By Lemma 2.11, we can choose N sufficiently large in terms of & and a
sequence {x,}, such that,

f@njm) = zh(m)m" + 0(?),

for all but 0(83CI>N,2,11. (x¢)) integers m < x; with P~ (m(2njm +1)) > N. Thus, if ¢ is sufficiently small
then for all but a small number of exceptions, we have

(h(m)ym'", g(2n;m + 1)) ¢ Bae3((1, w)).

Let I be a symmetric arc of length ¢/4 about 1, and let J be a symmetric arc of the same length about w.
To yield a contradiction, we shall presently show that there exists a sufficiently dense subset of integers
m < xy that satisfies the following properties:

(i) h(m) =1.

(i) P~(m@2n;m+1)) > N.
(il) gmn;+1) e J.

(iv) m'" e 1.

The proof of this argument is similar to that of Proposition 2.3. For convenience, put X := x,, for some
sufficiently large index ¢ (depending at most on €). Then we wish to bound

S — Z ll(mit)lh(m):llj(g(zmnj+1))‘
m
m<X
P~ (mQ2njm+1))>N

We write the arcs I and J as the images of intervals [a, b] and [c, d] (say) in R under the map ¢ — e(?),
such that [a, b] contains an integer (so that / contains 1). We consider two cases, depending on ¢. First, if
t =0 then 1;(m'") = 1 for all m. Using the properties of Beurling polynomials, we have the minorization

lj(g(anm+1))Z<|J|— > éK(Z)(e(dl)g(zn,-mH)l+e(—cl)g(2njm+1)l))
O=<|l|=K

. 1
z<|J|— > BK(I)(e(dl)g(2njm+1)_l+e(—cl)g(2njm+1)l))—K—_H, (20)
1<|ll=K

for any parameter K = K (X) to be chosen. Inserting this into the definition of & and summing over
m < X with the given conditions, we get

1 - A log X
CEIV DS D BKa)(e(dl)M_,(X)+e<—cl>M,<X>>—0(Of; )
m=<X I<|ll|l=K
P~ (mQ2njm+1))>N
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where for any / € Z we have put

Lhom=18(2nim +1)7!
Mi(X) = > ) / :

m
m<X

P~ (m@2njm+1))>N

Expressing 1m)=1 = kir > vk h(m)", we have

1 h(m)'gn;m+ 1)~ 1
MI(X):EZ Z (m)Vg( n;m ) ::k_ Z My(X: ),

m r
v(kr) m<X O<v<kr—1

P~ (mQ2njm+1))>N
for any / € Z. Inserting this into our lower bound for &, we find

I h(m)"
CEr =D DI DD —— = 0((log X)/K)

O<v<kr—1 m<X
P~ (m(@2njm+1))>N

1 .
Tk > > Be(D(e(dhM_(X;v) +e(—cl)Mi(X: v))

O<v<kr—11<|l|I<K

1
= Y S —0((log X)/K). 1)

O<v<kr—1

Fix 0 < v < kr — 1. Now, by hypothesis, g is not pseudopretentious, so that g'1 p-. y is nonpretentious
for all [ € Z\{0}. Hence, Theorem 2.1 implies that

v . )
My(X: ) = Z (h1lp-~n)(m) (gZ_>N)(2njm +D o(log X).
m<X

for all 1 < |/| < K. Multiplying by 1/|/| and summing over 1 </ < K in the above estimate, we get

h Vv
s= Y M oo X)og K,

m<X
P~ (mQ2njm+1))>N

for all 0 < v < kr — 1. Recall that 4/ is nonpretentious for all 1 < j <r—1, and thus 4" */ is nonpretentious
for all 0 <t < g — 1. In particular, by Theorem 2.1 we have

R p-on ()1 p-on 2njm + 1)

m

=o(log X).

m<X

Now suppose v =vr, for v 0. Then h¥ = x ", and thus splitting m according to residue classes modulo ¢
(noting that N > ¢q), we get

X' m)lp—onm)lp-yQuim+1) ¢ y Lp==n(m)1p-oy2njm 4 1)
2 " = 2 @' ) " ~
m<X a (mod q) m<X

m=a (mod q)
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If 2nja+1,q) =1 then Lemma 2.4 and partial summation implies that

Z lp--n(m)lp--n(2njm+1)

=8N.2n,.q10g X + 0@ M),
m

m<X
m=a (mod q)

On the other hand, if (2n;a + 1, g) > 1 then the sum is 0. It follows that

Z Z x'm)1p-ony(m)lp-on@2njm+1)

m
I<v<k—1m<X

=0yomq(ogX) Y > x@'x0@nja+ 1)+ 0,(4" V)

1<v<k—1a (mod q)

= o(log X),

for x suitably large relative to N, since the Jacobi sum is O for all 1 < j < k — 1. It follows that when
v # 0, we have

Sy = o((log X)(log K)) = o(log X),

if K = K(X) is chosen to be tending to infinity with X sufficiently slowly, and therefore

1| 1
6> — — —o(log X).
> > — —o(log X)
m<X
P~ (m(2n;jm+1))>N

Next, suppose ¢ # 0. Arguing as before, this time invoking a minorization like (20) with 1;(n'") as well
and using the triangle inequality, we have (see (21) and the lines preceding it)

1 h(m)” 1 1
6=— > I Y, —— ) > D Mty (X )|
kr m kr Ry, 2)
O<v<kr—1 m<X O<v<kr—1 0<ll],|l2|<m u,ve{—1,+1}
P~ (m(@2njm+1))>N max{|l1],|2[}=1

=:% Z T,,

O<v<kr—1
where R(l1, [) := max{l, |[;|} max{1, |l>|} whenever [;/; # 0, and we have set

h(m)’g(2njm + 1)''m'"!
— :

My, 1, (X v) = >
m<X
P~ (m@2njm+1))>N

—ilit 3

Since n +— g(n)l2 lp—(,,)>Nn”1’ is nonpretentious for all [, # 0, and n +— h(n)"1p-)=nn is nonpre-

tentious whenever max({|/|, |/2|} > 1, Theorem 2.1 implies that M;, ;,(X; v) = o(log X) for all such [y, [»
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and any v. In particular,

h(m)¥ 1
n-img X M (e ¥

m<X 1<l,Lb<K lllz
P~ (m@2njm+1))>N
h(m)"”
=11J] > —— +o((log X)(log K)?).
m<X

P’(m(an_m+1))>N

As above, if v # 0 then T, = o(log X). Hence, we get

1
&> |1||J — —o(logX
> [1]|J] E - o(log X),
m<X
P~ (m@2njm+1))>N

for K = K(X) — oo sufficiently slowly. Invoking Lemma 2.4 (with ¢ = 1) and partial summation, we
get that when X is sufficiently large relative to N,

1
> — =5y.5log X +o(log X).
m<X m
P~ (mQn;m+1))>N

Since |I| > |I]|J]| > €2, this shows that

8_2‘1>N,B(X)

&
> kr X

log X.

Hence, assuming (as we may) that ¢ < (kr)~2, the set of n = 2mn; with h(m) =1, Im't — 1| < ¢/4,
lg(mn; +1) —w| <e/4and P~ (m(2n;m+ 1)) > N (i.e., satisfying properties (i)—(iv) above) intersects
in a set of positive upper density with the set of n < 2n; X where f(m) = h(m)m'™ + O(g?). It thus
follows that for a set of integers n with positive upper density, we have

|f(n) —zl = | f(m) = 1]+ O(e?) = [h(m)m" — 1|+ O(e*) = |m"" — 1|+ 0(?) < §

and [g(n+1) —w| = [g2mn; + 1) —w| < ¢/4. Consequently, (f(n), g(n+ 1)) € Bye/3((z, w)) which
contradicts our initial assumption. This contradiction completes the proof. U

Having established the above proposition, we now know that if {(f(n), g(n + 1))}, # T2 then either
both f and g are pseudopretentious, or neither is. To complete the proof of Proposition 2.6, therefore, we
shall show that the latter case is not possible.

Proof of Proposition 2.6. Let us assume for the sake of contradiction that one of f and g are not
pseudopretentious. Proposition 2.9 implies that, then, both f and g are not pseudopretentious. Let
a,b:N— R/Z be completely additive functions for which f(n) =e(a(n)) and g(n) = e(b(n)). For each

M e N let
1 1
FM(xl,xz) = E -,
log M oy’ n
(a(n),b(n+1))€l0,x1]x[0,x2]




176 Oleksiy Klurman and Alexander P. Mangerel

and Gy (x1, x2) = x1x7 identically for all M. Applying Theorem 2 of [Niederreiter and Philipp 1973]
gives that for any K > 1 we have

Dy ({(f(n), gn+1N}) = sup |Fyu(x1,x2) — Gulxi, x0)| (22)

x1,x%2€[0,1)

Z fm)™gn4 D™ . 23)

n

1 1
< ——+ >
K
+1 10gM05|m1|.|mzlsK R(my, my)
(m1.m2)#(0,0)

n<M

where R(m1, my) = max{l1, |m|} max{1, |m;|} whenever mm, # 0. Now, by hypothesis, there is an
& > 0 and a point (z, w) € T2 such that (f(n), g(n+ 1)) ¢ B:((z, w)) for all large n. In particular, this
means that if 7, and J,, are, respectively, the symmetric arcs of length 2¢ about z and about w, then

1 1
Dy({f(n), g+ Dlp)= sup [—— > ——[I||J]
1.sct |logM oy’ n
ares (f(n).gn+1))elxJ
1 1
> ~ — B.((z,
2 iog it > - = Be((z w))‘
n<M
(f(n),g(n+1)el, xJy,
= |Iz||Jw|
> 62,

From (14), we get Dy, ({(f (n), g(n+1))},) > &2, Combining this with (22) and choosing K = |C/e? | with
C > 0 a sufficiently large constant, the pigeonhole principle implies that for some pair (1, m3) # (0, 0)
with |mi], [ma] < K

Z fn) 1g:anrl) ’ >, log M.

n<M

Note that since neither f nor g is assumed to be pseudopretentious, we must have mm, # 0 as otherwise
Halész’ theorem would yield

my

gn
n

=o(log M).

’

J )™
>

n<M

n<M
Thus, we may apply Proposition 2.2, which gives that f and g are indeed both pseudopretentious and the
result follows. U

3. Proof of Proposition 1.7

Before addressing Propositions 1.5 and Theorem 1.6, we pause to prove Proposition 1.7, as its proof will
be related to several subcases of Theorem 1.6 especially. Write f(n) = fo(n)n'' and g(n) = go(n)n”/,
where fp and go are completely multiplicative functions taking values in g and u;, respectively. We show
in this section that if { f (n), g(n + 1)}, # T2 then ¢/’ € Q. To that end, we will need the following lemma,
which is a standard extension of a “repulsion” estimate for the pretentious distance due to Granville and
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Soundararajan [2007] (see, for instance, Lemma C.1 in [Matoméki et al. 2015] for the case k = 2). We
recall that for arithmetic functions F', G : N — U, where U denotes the closed unit disc, and x > 2, we set

3 1—Re(F(p)(Tp)))”2
p

D(F, G; x) .= (

p=x

Lemma 3.1. Letk > 1 and let f : N — uy be a multiplicative function. Then

inf D(f, n't: x) > %min{,/logzx, D(f, 1; x)} — Ox(1).

[Tl<x

Proof. We first assume that t > 1. The triangle inequality [Granville and Soundararajan 2007] gives
kD(f,n'"; x) = D5 '™ x) =D, 0™ x). (24)

Now, the Vinogradov—Korobov zero-free region (see, for instance, Section 9.5 of [Montgomery 1994])
gives that
lc(14+1/logx +it)| <« (log2+|7])* forall 1 < || < x2.

It follows that

D1, n'™*; x)? = > log, x — log

1— Re(p—ikr)
Z p

§<1 +L+irk>| —0(Q)
e log x

>log, x —0.67log,|kt| — O(1) > 0.331log, x — Ok(1).

Inserting this estimate into (24), we get that

, 1
D(f,n'"; x) > ﬁ,/logzx — Ok (1) (25)
in this case. Suppose now that |7| < 1. We may assume that
D1, n'™; x) < 3D(f. 15 x) (26)

since in the opposite case the lemma follows immediately from (24). By the prime number theorem, for
each |u| < k the asymptotic

D, n™; x)? =log(1 + |u|log x) + Ok (1)
holds. In particular,
D1, n'™*; x)? =log(1 + k|t|log x) + Ok (1) =log(1 + |t|logx) + O (1) = D(1, n'%; x)? + O (1),
for |t| < 1. Applying the triangle inequality once again, then invoking (24) and (26), we find that
D(f, 1;x) <DL, 2% x) + D(f, n'"; x)
=D(1, n'™*; x) + D(f, n'%; x) + 0r(1)
< 3D(f, 1; x) +kD(f, n'"; x) + Ok (D).



178 Oleksiy Klurman and Alexander P. Mangerel

Combined with (25), this yields the claim. Il

The next result shows that for most n with P~ (n(Bn + 1)) large, we can reduce to the case that fo = h;
and gog = hj, where hy, hy defined as in Proposition 2.6. This will allow us to use the results of previous
sections in proving Proposition 1.7.

Lemma 3.2. Let f(n) = fo(n)n' and g(n) = go(n)n”/, where fy and gy are completely multiplicative
functions taking values in i and wu;, respectively. Let n > 0 be sufficiently small (in terms of k and ). Then
there exist pseudocharacters hy, hy with the following properties. Let B be an even integer. Then there
is a subsequence {x;}; and a parameter N depending at most on n such that if j is sufficiently large (in
terms of n) then the following holds: for all but O (n®y p(x;)) integers n < x; with P~ (n(Bn+1)) > N,
we have fo(n) = h1(n) and go(Bn+1) = hy(Bn+1).

Proof. Since f(n)* =n'', we have
kKF(n L1k
n n+1 1
Z M — Z — 4 O(k|t]) > log x.
n<x n n<x n
A similar estimate holds with g/ in place of f¥. Thus, by Proposition 2.2 we have that f and g are both
pseudopretentious, and that there are real numbers ¢, t, € R with #{, t, = O (1), primitive characters
and x, with conductors ¢g; and g, and g1, g = O (1) and completely multiplicative functions /1, &, such
that k1 (n)* = x1(n/(n, ¢)) and hy(n)! = x2(n/(n, g5°)), and such that
D(fo, n' 705 x) = D(f, i (mn'; x) < 1
D(go, hon'®~"5 x) = D(f, i (a5 x) < 1.

Suppose that when y; and x> do not vanish, they take values in u, and ug, respectively. We begin by
showing that t; =t and 1, = t’. Applying Lemma 3.1 with F = foh;,

1> D(F,n'"D: x) > inf D(F, n'*; x)

[u|<x

1
> kr min{,/log, x, D(F, 1; x)} — Ok (1)
’

1
= —D(F, 1; x) — Ox(1),
2y D 15 x) = Oc(D)

It follows that D( fo, #1; x) <k.» 1, and hence the triangle inequality yields
D(1, 2" x) < D(fohy, 15 x) +D(fohy, n' 775 x) < 1.

Arguing as in the proof of Lemma 3.1 it is clear that for x sufficiently large,

1 log x
1 ((t1—1) ) |[+0 (1) >log, x—O 1+10g[ ——2%
§< Tiogx T ))‘+ (Dzlogy x < +og<1+m —z|logx>)

D(1, n'179; x) =log, x—log

can only be bounded if #; = ¢. Similarly, we must take r, = t. Now, set Fo(n) := fo(n)h;(n) and
Go(n) := go(n)hy(n). Lemma 2.11 implies that for a suitable choice of N (depending only on 5, f and
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g) and a common subsequence {x;}; (see Remark 2.12 for an explanation of why this exists), we get that
for large enough j,

l{n<x;: P (n(Bn+1))>N,|Fo(n) — 1| > n}| KNPy p(x;))
{n<x;: P (n(Bn+1))>N,|Go(Bn+1) = 1| > n}| K n®y,p(x)).

It follows that for all but O(n®y p(x;)) integers n < x; with P~ (n(Bn + 1)) > N, we have that
Fo(n) =1+ 0O(), and Go(Bn + 1) =1+ O(n), for N sufficiently large. But since Fy and G take
discrete values, for these n, Fo(n) = Go(Bn + 1) = 1 when 7 is sufficiently small (in terms of k and /).
In light of the definition of Fy and G, this implies the claim. O

Proof of Proposition 1.7. We suppose that f(n)* =n'* and g(n) =n'", foralln € N. Let f(n) = fo(n)n'"
and g(n) = go(n)n'", where fX =1=gl, ty:=t/kand t, :=1'/1. As (n +1)'2 = n'2 + O(|t|/n), it
is equivalent to consider when the sequence of pairs ( fo(n)n'"!, go(n + 1)n'®2) is, or is not dense for n
sufficiently large. We first suppose that ¢/t" = r1/s; € Q\{0}. In this case, since

(f(m)ks1, g(n+ Diry = (nisin (n+1)int) = {(z,z) € T?} £ T?,

we have (f(n), g(n+ 1) # T2. Suppose now that 1/t ¢ @, and that {( fo(n)n'", g(n + 1)n'")}, is not
dense in T2. By Proposition 2.6, we know that f and g must be pseudopretentious. Thus, let 4; and &,
be pseudocharacters with conductors ¢ and ¢, respectively, and u, v € R such that f is h;n'*-pretentious
and g is hon'V-pretentious. From the proof of Lemma 3.2, it follows that u = #; and v = t,. Now, replacing
n by Bn, where B = 2q,q2>, it follows that

(fo(m)n'™, go(Bn + 1)n') ¢ B.(zf(B)B™'", wB™"™).

Set (z/, w') = (ijB)B""l , wB ™). Now, according to Lemma 3.2 (applied with n = &), we can choose
x sufficiently large (belonging to a prescribed infinite subsequence) and N suitably large in terms of &,
such that fy(n) = hi(n) and go(Bn+ 1) = hy(Bn + 1), for all but 0(83¢N,B(x)) elements n < x with
P~(n(Bn+1)) > N. Hence, we know that

(h1(m)n'™, hay(Bn+ 1)n'2) ¢ B.((z', w'))

for all but 0(83CDN,B(X)) of those n. On the other hand by Proposition 2.3 there are > 82/(kl)d>N,B(x)
numbers n < x on which max{|n'" — /|, [n'®2 —w’|} < &/4 and hy(n) = hy(Bn + 1) = 1, whence

(h1(m)n™, hy(Bn+ Dn'™) = (0", n'"') € B.ja((z/, w')).

This must intersect with the set of n where (fy(n), go(Bn + 1)) = (h1(n), ho(Bn + 1)), provided that
¢ is sufficiently small (in terms of k& and [ alone). This contradicts the earlier claim, and proves the
proposition. O
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4. The eventually rational case

In this section, we prove Proposition 1.5. That is, we assume that f and g are both eventually rational
functions, i.e., for some N sufficiently large there is an m € N such that for all primes p > N we have
f(p)™ =1, and that { f (n)}, and {g(n)}, are both dense. Appealing to Proposition 2.6 once again, we
may assume that f is hn'/-pretentious and g is hon'"2-pretentious, k and / are minimal positive integers
such that h’f = x1 and hl2 = x2. As above, we let r and s denote the respective orders of x; and x>. To
prove Proposition 1.5, we need the following technical result, which extends Lemma 2.12 of [Klurman
and Mangerel 2018] (which is the special case M’ =1 and M" = Py :=[],_y p). In what follows, for a

positive integer n we write rad(n) :=]],,, p to denote the squarefree kernel of n.

pln
Lemma 4.1. Let N > 2q1q> be a positive integer, and let m,m’', m" be coprime squarefree positive
integers such that Py = mm'm”, with (m’, 2q1q2) = 1. Let M' and M" be integers with rad(M’) = m’
and rad(M") =m" and M" odd, and suppose M is a multiple of 2q,q> with rad(M /2q1q2) = m. Then

1 =M ’ 1 M= 1 = 1 = 1 2
n=—mM M) L+, M)=11r =1 1h(n+1)=1
= 1—— 1) ) logx.
Z n (MM/klrs pl_ﬂll/( p) ol )) o8t

n<x
M|n

Proof. The proof of Lemma 4.1 is similar to that of Lemma 2.12 of [Klurman and Mangerel 2018], and
we merely sketch the proof here. If S denotes the LHS above then, as M, M" and M" are coprime, using
orthogonality modulo M’ gives

1 Lov aw+1).m7) =110y =1 Ly v m+1)=1 ( , b
=— E : E E hi(n' M)*hy(n'M +1)

/
kris n'<x/M n'M 0<a<kr—10<b<ls—1

W M=—1(M")

1 x (M) Z hy (M) Z Z X(n/)hl(n/)ahZ(Mn/‘i‘1)b1(n/,M”):ll(Mn/-H,M”):l.

= . / /
krlsX(M,)q& (M") nM

0<a<kr—1 0<b<ls—1n'<x/M

One proceeds as in the proof of Lemma 2.12 in [Klurman and Mangerel 2018] (using Theorem 2.1)
to show that whenever ab # 0, the contributions to the full sum are o(log x), irrespective of x. In the
remaining case a = b =0, and yx is nonprincipal modulo M’, the contribution to the full sum is o(log x)
as well. It thus follows that

1 Lo =111, m7)=1
— i i 1
Mo (M )krls Z n’ +ollogx)
n'<x/M
1 2
=— 1——)lo log x),
MM'krls p1|_/\[/l”( p) gx+o(logx)

the main term arising from the coprimality of M and M” provided that x is large enough in terms of M
(using, e.g., the fundamental lemma of the sieve). This proves the claim. g

Proof of Proposition 1.5. Let N be such that for all p > N, we have f(p)* = g(p)! = 1. Assume for con-
tradiction that ( f(n), g(n+1)) ¢ B:(z, w), for some ¢ > 0 and some pair (z, w) € T2 By Proposition 2.6,
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we know that D(f, hin'’; x), D(g, han''; x) <, 1, for some hy, h, completely multiplicative taking
values in roots of unity. By multiplying the characters x; and x, corresponding to /| and &, by the
principal character modulo Py, we may assume that /2, and %, are equal to 1 at all of the primes p < N.
Furthermore, as fh; and gh, also take values in roots of unity for all but finitely many primes, the proof
of Lemma 3.1 implies that t = t' = 0. Now since {f(n)}, and {g(n)}, are dense, and f(p), g(p) take
values in a set of bounded order roots of unity for all but finitely many primes, we know that there is (at
least) a prime p and a prime p’ at which the argument of f(p) = e(«) and g(p’) = e(B), with «, 8 ¢ Q.
The additional hypothesis of the proposition implies that, in fact, p # p’. With ¢ > 0 and z, w € T given
above, we may apply Kronecker’s theorem (with « and with §, separately) to get a, b € N such that

ICF(p), g(PP) — (2f Cqiq2), w)lle, < e.

Now set B = 2q1g2 p®. Thus, in the remainder of the proof, in order to achieve a contradiction it will
suffice to check that we can find n such that f(Bn) = f(2q192) f(p)* and gnB + 1) = g(pHb. Let
n > 0 be a parameter to be chosen depending at most on ¢, k, r, [ and s. By Lemma 2.11 (see also
Remark 2.12), there is a suitable infinite sequence of x (and a possibly larger choice of N) for which
we have f(n) = h;(n) and g(Bn + 1) = hao(Bn + 1) for all but O (n®y p(x/B)) integers n < x with
P~(n(Bn + 1)) > N. Thus, it suffices to show that there are > EZCDN’B(X/B) integers n < x with
P~ (n(Bn+1)) > N that satisfy:

(i) fnB/(nB, Pf,o)) =1l=g((mB+1)/(nB+1, P;’,O)).
(i) (p")l |l nB+ 1) but mB(nB+1), Py/pp’) =2q1¢>.

To do this, we shall apply Lemma 4.1. Let m = p, m’ = p’ and m” = Py /pp’, and set M = B, M’ = (p’)”
and M" =m". As f(nB/(nB, Py°)) = hi(nB) and g((Bn +1)/(Bn + 1, PYy°)) = ha(Bn + 1) for all
but 0(83CI>N,B(x/B)) choices of n < x/B, Lemma 4.1 implies that the number of n < x with B | n and
satisfying the other required properties is

> ! l—[ | 2 s 1 Sy 3(2/B)
_Z </B).
B(P/)b_l(l?/ — Dkrls Y p (p/)bkrls N.,B
17<

p"tpp'B
Choosing n =C ((p’)bkrle1 with a sufficiently small constant C = C(¢) > 0 (noting that this quantity
depends only on ¢) implies the claim. U

5. Some preliminary cases of Theorem 1.6

In this section, we shall dispose of several special cases of Theorem 1.6. In this way, we shall be able to
reduce our work in proving Theorem 1.6 in Section 6 to focusing on functions with certain prescribed
behavior. In this section, we shall assume that either f(p)* = p' or g(p)! = p'* for all sufficiently large
primes p. Since the argument in the first case (i.e., with f) is symmetric to that with g, we shall focus
only on the case with f. We consider three subcases of this case, according to the behavior of g:
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subcase (1): We assume that f(p)* = p'! for all large primes p, and g is an eventually rational function

(see Lemma 5.1).

subcase (ii): We assume that f(p)¥ = p* holds only for large primes p and g(p)! = p'* holds for large
primes p (see Lemma 5.2 for a more precise formulation).

subcase (iii): We assume that f(p)¥ = p'’ for all p, and g(p)' = p'*’ only for large p (see the discussion

following the proof of Lemma 5.2). In what follows, we recall that for each n € N, fo(n) := f(n)n=" [k

an go(n) := g(n)n_i’,/l.

Lemma 5.1. Suppose there are positive integers N and k and a real t such that for all p> N, f(p)* = p'.
Suppose moreover that g is eventually rational. Then {(f (n), g(n + 1))}, is dense in T>.

The same result holds with the roles of f and g reversed (and replacing n — n + 1 in the analysis

below by n+—n —1).

Proof. By choosing N larger if necessary, and replacing k& by some multiple of k, we may assume
that g(p)* =1 for all p > N. Now suppose (f(n — 1), g(n)) ¢ B:(z, w) for n sufficiently large. By
Proposition 2.6, f and g are both pseudopretentious, and following the argument in the previous section,

one can show that f is hn'/k

-pretentious, with /; a pseudocharacter with conductor g, and similarly g
is h,-pretentious where £ is a pseudocharacter with conductor g,.!! We may assume that ¢ # 0 here,
otherwise f and g are both eventually rational, which is a case dealt with by Proposition 1.5, proven in
the previous section. Since {g(n)}, is dense, but with rational argument for all but finitely many primes,
there exists a prime p be such that g(p) = e(x) with o ¢ (). We now fix an even integer B = 2q g2 p’,
where the exponent r is chosen (via Kronecker’s theorem) such that g(p)" = g(2q1¢2)w + O (¢?). Now,

if m is chosen so that P~ (m(Bm — 1)) > N, it follows that for m sufficiently large,
f(Bm—1)= fo(Bm —1)(Bm — 1)"""* = fo(Bm — 1) B"/*m'"/* 4 0 (&?).

Thus, it follows that
(fo(Bm — 1)ym""/% go(m)) ¢ Bejp(zB~"/%, 1) (27)

for all m sufficiently large with P~ (m(Bm — 1)) > N. Now, by Lemma 3.2,'2 for all but O (¢3®y (x))
integers m < x (with x chosen from appropriate infinite increasing sequence and N suitably large) with
P~(m(Bm —1)) > N we have

(fo(Bm —1), go(m)) = (hi(Bm — 1), hy(m)) + O ().

T An application of Lemma 3.1, as in the previous section, implies that gh,, which takes finite roots of unity as values, is
1-pretentious.

12Strictly speaking, Lemmata 3.2 and 2.3 deal only with the pair of linear forms (n +— n, n +— Bn + 1); however, the same
results can be derived with (m +— Bm — 1, m — m) with minimal change to the proofs.
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Moreover, by Proposition 2.3 there are > 2d ~. B (x) such integers for which (A (Bm—1), hao(m))=(1, 1),
and such that m"/* = zB=""/* 1- 0 (&?). Hence, it follows that

(fo(Bm — 1)ym'"'* go(m)) = (h1(Bm — Dym""/* hy(m)) = (zB~"/*, 1) + O (&?),

for a positive upper density set of m. But this contradicts (27). The contradiction implies

{fn=1, g} ={f(), g+ D}, =T?,
as claimed. O

Lemma 5.2. Suppose there are positive integers N, k, | and real numbers t, t' such that for all p > N,
f(p)* = p' and g(p)' = p'"', but for any m € N and any u € R there is an integer n such that f (n)" # n'".
Then {(f(n), g(n+ 1))}, is dense.

Proof. If t/t’ ¢ Q then the proof is the same as the corresponding case in the proof of Proposition 1.7
(which only used data about integers n such that n(Bn + 1) > N for suitable B). Conversely, suppose
t = at'/b for some a, b € Z, with b # 0, and suppose there is an & > 0 and a pair (z, w) € T? such
that (f(n), g(n+ 1)) ¢ B:(z, w) for all n large. We may assume that ¢¢’ # 0, since otherwise f or g is
eventually rational, and this was covered in the previous lemma. Furthermore, since we may replace k
by kb and [ by la, we may assume that ¢ = ¢’. By hypothesis, we can choose a prime py < N for which
f(po)k/ pé’ is not a root of unity of any order. Indeed, if every p < N satisfied f(p)*/p'" € w,, for some
m > 1, we could replace k with km and ¢ with tm so that f(p)* = p'"™. Making these replacements
for k and for ¢ iteratively at every prime p < N would imply that f(n)X = n™ for all n, where k' € N
and u € R. This contradicts our initial hypothesis regarding f. Thus, as per the above paragraph we can

choose py < N such that f(2pg)(2po) /% = e(a), where o ¢ @. We may thus choose £ such that
(f 2p0)2po) ") = e(al) =z + O(&?).

Now, '3 we pick m with P~(m((2po)‘m + 1)) > N and such that m = w + O(e?). By assumption, it
follows that
g(2po) m+1) = (2po)'m+ 1" = 2po)'“m" + O(e?),
for sufficiently large m. Then, setting n = (2pg)‘m and assuming that m is sufficiently large, we have
(f (), g(n+1)) = (f2po)m", (n+ D)

=n" ((f2p0)2p0) )", D + O(?)

=w-(zw, 1)+ 0(?)

= (z, w) + O (&%),
in contradiction to the claim. U

3This can be done, for example, by applying Proposition 2.3 with every pair of values of /4 (n) and hy(Bn 4+ 1), then
combining all of these contributions.
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Turning to subcase (iii), it remains to consider the case that f(n)f = n'’ for some k e N and 7 € R,
and g(p)! = pi’, for all p > N but such that for each m € N and u € R there is n € N with g(n)™ #
n'*. The argument is symmetric to that given in subcase (ii) (perhaps up to considering the sequence
{f(Bn—1), g(n)},, for a suitable choice of B). We leave the details to the interested reader.

6. Proof of Theorem 1.6: The remaining cases

In this section, we prove Theorem 1.6, except in the exceptional cases that were dealt with in the previous
section. By symmetry, we may assume that for one of the functions, say f, we have that for all k € N
and ¢ € R there are infinitely many primes p such that f(p)* # p'’. First, suppose for contradiction that
there is an ¢ > 0 and a point (z, w) € T? such that

(f(n), g(n+1)) ¢ B.((z, w)) for all sufficiently largen.

Applying Proposition 2.6, we know that f and g are, respectively, h;n''- and hon'" -pseudopretentious,
where the conductors of the pseudocharacters 4 and h; are g; and g5, respectively. We need two technical
results in order to proceed in the proof of Theorem 1.6. The first will allow us to simultaneously control
the angular distribution of the values of the irrational function f at prime powers p™, as well as the
angular distribution of p™, for t € R.

Lemma 6.1. Let f : N — T be completely multiplicative function such that for all t € R and | € N there
are infinitely many primes p such that f(p)' # p''. Letz€ T,u e Rand 8,1 € (0, 1). Let I C T be the
symmetric arc about 1 with length 28. Then for any k, N € N there exists n € N with P~ (n) > N and
m € N such that the following hold:

@ [fm)™" —z| <n.

(i) n'*m e 1.
(iii) k| m.
Moreover if u # 0 then for any w € T we can choose I to be a symmetric arc about w of length 26.
Proof. We consider two cases. First, suppose there is a prime p > N for which f(p) and p* are such
that if f(p) = e(a) and p'™* = e(B) then {1, a, B} are Q-linearly independent (thus, u # 0 necessarily).
Equivalently, {1, ko, k8} is Q-linearly independent. In this case, we can apply Kronecker’s theorem to
find mg such that

I(f (p)kmo, p™kmoy — (z, w)ll¢, < min{n, 8}?,

and the claim follows with m = kmg and n = p. Now, suppose that for all primes p > N we have that
f(p) and p'* have Q-linearly dependent arguments. Equivalently, we can find a root of unity &, such
that f(p) =§, p'* for each prime p > N. We consider two subcases of this case. First, if {£ plp>Nisa
set of roots of unity of bounded order, say M, then it follows that f(p)M' = p/*M' for all p > N. This
contradicts our initial assumption that f(p)* # p* for infinitely many p (with k = M! and t = uM!).
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Next, suppose that {£,} - v is such that for any M > 1 we can find a prime p > N such that §, = e(a/b)
with b > Mk and (a, b) = 1. Pick M > 2n~2, and choose p = p(M) in this way. For g, r € N parameters
to be chosen, note that

f(p)k(gb+r) — e(ark/b)pik(gb-i-r)u.

Writing z = e(y), we may select 0 < £ < b — 1 such that y € [k¢/b, k(€ + 1)/b], whence
ly —kt/bl <k/b<1/M < in*.

We will thus pick » such that ar = £(b), so that | f (p)*&b+") — zpikeb+nu| < 52/2 Now, if u = 0 and
w = 1 then we are done, as we can take n = p and m = kr (i.e., with g = 0). Otherwise, if u # 0 (and w

is not necessarily 1), the sequence {pkb48} ¢ 18 dense in T. Thus, having already chosen r, it follows that

ikgbu

we can pick g such that |p —wp k| < %min{nz, 82}. Hence, we get that

ik(gb+ryu __ w| ikgbu

p = |pkeb —wpikre| < 82,

| f(pYFEOHD — 2| < | f(p)FEPHT) — p=ikKGhHnu| oz pmiklsbtnu 1) < 2,

Thus, selecting m = k(gb 4+ r) and n = p suffices to prove the claim in this case. O

Lemma 6.2. Let f, g : N — T be completely multiplicative functions such that { f (n)}, ={g(n)}, =T,
but that {(f(n), gn+ 1))}, # T2, and furthermore that f satisfies the hypotheses of Lemma 6.1. Suppose

that f and g are, respectively, hin''- and hzn”/-pretentious, where h and h, are pseudocharacters of

conductor q1 and q,, respectively, and h’f’ = héY = 1. Finally, let N, B > 1, with 2q1q> | B, and let u € R
and z € T. Then for any n > 0 sufficiently small (in terms of u) there is a positive upper density subset
T, =T,(n) of An.B.1(h1, ha; 1, 1; u) on which | f (n) — z| < n, where I is the symmetric arc of length 2n
about 1.

In words, the lemma states that we can find a “large” set of integers n satisfying P~ (n(Bn+1)) > N
such that f(n) is close to z, hi(n) = ha(n) =1, and n'* € I.

Proof. Let w € T be a parameter to be chosen (based on ¢ and u). By Lemma 6.1, choose ny with
P~ (ng) > N and m a multiple of kr such that f(n¢)" =z + 0 (n?) and (ng)"™ = w4+ O (n?), and set
B = Bny'. Since f is pretentious to h (n)n', by Lemma 2.11 we can choose x from a suitable infinite
sequence (and N slightly larger if necessary) such that for all but o’/ (klrsng' )@y, p(x)) integers
n <x with P~ (n(B'n+ 1)) > N we have f(n) = hi(n)n' + O (n?). Now, furthermore, Proposition 2.3

gives
2 2

n n
! % , my ® , ’
> lrs N8 (x/ngy) Kirsnl? N,B (X)

x
An.pr(hy, hos 1, 158, u) N [1, —mi|
My

provided that /u ¢ Q. Choosing w = 1 in this case, it follows that for all n in this set we have
f(nnf) = zh(mn'" + O(n*) = z+ O(n?), and moreover (nnf)™ =1+ O(n*). We define, in the case
t/u ¢ Q, the set

T, :={nny :ne Ay p r1(hi, ho; 1,1, ¢, u)}.
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If, instead, #/u = a/b and a < b and n~'/? > b/a (without loss of generality), we can conclude that
if n'' =14 O(n*b/a) then n'* = L5+ 0 (n*/?), where ¢, is a fixed primitive a-th root of unity, and
0 <c¢ <a — 1. By Proposition 2.3 once again, we have

An.p.r(hi, ho; 1, 1,000 |:1, im]‘ > ” — DN p(x),
ng klrsng
where I’ C I is a symmetric subinterval of I about 1 of length 5. By the pigeonhole principle, there
is a choice 0 < ¢y < a — 1 such that n'* = £;° + O(n*/?) for at least a proportion > 1/a of these n.
Choosing w = ¢,  in this case, it follows that for all n € An ,rr(hi, hy; 1,15 1) we have f(nng') =
f(no)"h(m)n' =1+ 0(n*) and (nnf)™ =1+ O (n*/?). In this case, we define

T, :={nny :n € Ay p p(hi, ha; 1, 1;1)}.

We now observe that for any n’ € T, (regardless of the nature of ¢ /u), h1(n") = h1(ng)"h1(n) = 1, since
kr |m and h*" = 1. Furthermore, we have h(Bn’ 4+ 1) = ho(B'n 4+ 1) = 1 by choice of B’, and as we
saw above, f(n') =z + O(n?) and (n')* = 1+ O(n*/?) simultaneously. It follows that 7, has positive
upper density, that 7, € Ay p.;(h1, ho; 1, 1; u) (provided 7 is small enough) and that on 7, we have
f (') =z+ O(n?). This implies the claim if 7 is small enough. O

Proof of Theorem 1.6, Part 2. We assume here that f is both irrational, and such that for each k € N and
t € R, there are infinitely many primes p for which f(p)* # p'’; we can do this since the other cases
where f is irrational were treated in the previous section. Now, suppose that {(f(n), g(n 4+ 1)}, stays
outside of an arc of radius ¢ (in £') about (a, b) € T?. This means that | f(n) —a|+|gn+1) —b| > ¢
for all large n. By Proposition 2.6, there are minimal positive integers k, [, r and s, pseudocharacters
hy, hy with conductors g1, g = O.(1) taking values in g, and pu; respectively, and ¢1, #, € R such
that D( f, hin'™; x), D(g, hon'2; x) <, 1. Let I be a symmetric interval of length g2 about 1, and let
B be an integer of our choosing, chosen subject only to the constraint that 2¢g g, | B. Consider those
ne Ay p.1(hy, hy; 1,15t — ) =: T. By Proposition 2.3, T has positive upper density. We have three
possible scenarios:

(i) There is a positive upper density subset of 7 on which | f(Bn) —a| >3e/4 and |g(Bn+1)—b| <¢e/4.
(i1) There is a positive upper density subset of 7 on which |g(Bn+1)—b|>3e/4 and | f (Bn) —al| <¢e/4.

(iii) Except on an upper density zero subset of 7 we have | f (Bn) —a| > ¢/4 and |g(Bn+1) —b| > ¢/4.
Consider alternative (iii). It is clearly true that | f(n) — a f (B)| > ¢/4 for all but a zero upper density
subset of N. By Lemma 6.2 (taking u = t; — f, and z = a f(B) in the notation there), we can find a

positive upper density subset Taf(73) C T on which | f(n) —a f(B)| < /4, contradicting the conditions
of case (iii). Thus, (iii) can clearly not occur. Suppose next that we are in case (i). Then, writing

f(Bn)g(Bn+1)—ab=g(Bn+ 1)(f(Bn) —a)+a(g(Bn+1) —b)
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and using the unimodularity of g(Bn 4+ 1) and a together with the triangle inequality, we get that
- €
|f(Bn)g(Bn+1) —ab| = |f(Bn) —a| —|g(Bn+1) —b| = 3

on a subset of positive upper density in 7. The same condition occurs in case (ii) as well (by essentially
the same argument). Now, put F(n) := f(n)h;(n)n~""" and G (n) := g(n)ha(n)n~""2. We recall that for
neT,hi(n)=hyn)=1and n'>" =14 0(e?). Foreachn e T sufficiently large we have
F(n)G(Bn+1)= f(n)g(Bn+ )n"""(Bn + 1)
= f(Bn)g(Bn+1)-n' " f(B)B™ + O(c?)
= f(Bn)g(Bn+1)- f(B)B™ + O(&?).

It follows that on some positive upper density subset of 7', we have

|F(n)G(Bn+ 1) — ba f(B)B™| > §

for ¢ sufficiently small. At this point, we will select B using the following remarks. First, we are supposing
that for any k € N and ¢ € R there is a prime p such that f(p)* # p'’. As such, for any M > 1 we can find
P sufficiently large in terms of M such that f(P)P ™" = e(x) where either « ¢ Q or else o € Q with

2

denominator at least M. Taking M =< ¢~ “, we can choose r such that ar lies in the same 0(82)—length

arc of T as the argument of (2g1¢2)"?baf (2q1¢>). Consequently, with this choice of r we find that
f(PY P2 =b(2q192)"af (24142) + O ().
Finally, we choose B = 2g1g, P", and with this choice
f(B)B™' =ba+ 0(£?).

It then follows that
IF)GBnt 1) —1]> Z

for each n belonging to a positive upper density subset of 7/ C T. Now, with N large we select by
Szemerédi’s theorem (see [Gowers 2001]) a long arithmetic progression S C T’; in particular, |S| — oo
as x — o0. As in the proof of Theorem 2.1 in [Klurman and Mangerel 2018], we have that on one hand

wEISN[Lx] <Y IFmGBn+1)— 1]

nes
1 -
=2|SNJ1, x]|(1 —Re(m ;F(n)G(Bn-i- 1))).
nes

Now write S ={a + jd : 0 < j < |S| — 1}, for some d € N and a > 0. Let L; and L, denote the
integer-valued linear forms L{(j) :=a + jd and L,(j) := Ba+ 1+ Bjd, so that if n € S then there is a
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n’ € N for whichn = L{(n’) and Bn+ 1 = L,(n’). For every prime p define

al ; 1 v~ v
My(F(Ly), G(Lo) = lim — 3 F(p)"G(p)"” 3 L.
vi,v2>0 n<X
PYITL1(n), p*2 || Lo(n)

Theorem 1.3 of [Klurman 2017] (see also Remark 2.12 in [Klurman and Mangerel 2018]) shows that as
x — oo along a suitable infinite subsequence,

ZF(n)G(Bn-i— D
nes

1 1
_ |Sﬂ[1,x]|<l—[ M,(F(L), G(Ly)) + O(D(F, 1; N, Bx) + D(G, I; N, Bx)+ﬁ+—1oglogx)>'

p=x
A simple calculation shows that M, (F (L), G(L2)) =0if p < N and for p > N we have
1+ (F(p)=1)/p+(G(p)—1)/p+0(1/p?) if p{Bd,

Mp(F(L1), G(L2)) = y 1+ (F(p)—1)/p+0(1/p?) if p| B, pid,
1pfa(Ba+1) +F(p)min{v,,(a),v,,(d)} + G(p)min{v,,(Ba+1),v,,(d)} ifp |d.

whence it follows that

[ [ Mp(F(L). G(Ly)) =1+ OD(F, 1: N.x)* + D(G, 1; N.x)* + 1/N).

p=x

Since F and G are both 1-pretentious then, provided x and N are large enough in terms of ¢ this yields
the inequality

e 1SN X1l < £1S N1, x]),

which is patently false when ¢ is sufficiently small. Note that we can argue in precisely the same way with
the roles of f and g reversed to conclude that case (ii) cannot occur provided that g(n)’ # ni’ for some
t' (looking at the forms (g(n), f(n — 1)) instead). This contradiction completes the proof of Theorem 1.6
in those cases not covered in the previous section. U
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Birationally superrigid Fano 3-folds of codimension 4
Takuzo Okada

We determine birational superrigidity for a quasismooth prime Fano 3-fold of codimension 4 with no
projection centers. In particular we prove birational superrigidity for Fano 3-folds of codimension 4
with no projection centers which were recently constructed by Coughlan and Ducat. We also pose some
questions and a conjecture regarding the classification of birationally superrigid Fano 3-folds.

1. Introduction

A prime Fano 3-fold is a normal projective Q-factorial 3-fold X with only terminal singularities such that
—Kx is ample and the class group CI(X) = Z is generated by —K x. To such X there corresponds the
anticanonical graded ring
R(X,—Kx)= @ H(X,-mKx),
meZ=q

and by choosing minimal generators we can embed X into a weighted projective space. By the codimension
of X we mean the codimension of X in the weighted projective space. Based on analysis by Altinok,
Brown, Iano-Fletcher, Kasprzyk, Prokhorov, Reid, and others (see for example [Altinok et al. 2002]) there
is a database [Brown and Kasprzyk 2009] of numerical data (such as Hilbert series) coming from graded
rings that can be the anticanonical graded ring of a prime Fano 3-fold. Currently it is not a classification, but
it serves as a list, meaning that the anticanonical graded ring of a prime Fano 3-fold appears in the database.

The database contains a huge number of candidates, which suggests difficulty in the biregular classifi-
cation of Fano 3-folds. The aim of this paper is to shed light on the classification of birationally superrigid
Fano 3-folds. Here, a Fano 3-fold of Picard number 1 is said to be birationally superrigid if any birational
map to a Mori fiber space is biregular. We remark that in [Ahmadinezhad and Okada 2018] a possible
approach to achieving birational classification of Fano 3-folds is suggested by introducing notion of solid
Fano 3-folds, which are Fano 3-folds not birational to either a conic bundles or a del Pezzo fibration.

Up to codimension 3, we have satisfactory results on the classification of quasismooth prime Fano
3-folds: the classification is complete in codimensions 1 and 2 [Iano-Fletcher 2000; Chen et al. 2011;
Altinok 1998] and in codimension 3 the existence is known for all 70 numerical data in the database.
Moreover birational superrigidity of quasismooth prime Fano 3-folds of codimension at most 3 has been
well studied (see [Iskovskikh and Manin 1971; Corti et al. 2000; Cheltsov and Park 2017; Okada 2014a;

MSC2010: primary 14J45; secondary 14E07, 14E08.
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Ahmadinezhad and Zucconi 2016; Ahmadinezhad and Okada 2018] and [Okada 2014b, 2018] for solid
cases in codimension 2).

For quasismooth prime Fano 3-folds of codimension 4, there are 145 candidates of numerical data
in [Brown and Kasprzyk 2009]. In [Brown et al. 2012], existence for 116 data is proved, where the
construction is given by birationally modifying a known variety. This process is called unprojection and,
as a consequence, a constructed Fano 3-fold corresponding to each of the 116 families admits a Sarkisov
link to a Mori fiber space, hence it is not birationally superrigid. The 116 families of Fano 3-folds are
characterized as those that possess a singular point which is so called a type I projection center (see
[Brown et al. 2012] for details). There are other types of projection centers (such as types IIy, ..., II;, IV
according to the database [Brown and Kasprzyk 2009]). Through the known results in codimensions 1, 2
and 3, we can expect that the existence of a projection center violates birational superrigidity. Therefore
it is natural to consider prime Fano 3-folds without projection centers for the classification of birational
superrigid Fano 3-folds (see also the discussion in Section 5).

According to the database [Brown and Kasprzyk 2009], there are 5 candidates of quasismooth prime
Fano 3-folds of codimension 4 with no projection centers. Those are identified by database numbers #25,
#166, #282, #308 and #29374. Among them, #29374 corresponds to smooth prime Fano 3-folds of degree
10 embedded in P7, and it is proved in [Debarre et al. 2012] that they are not birationally superrigid
(not even birationally rigid, a weaker notion than superrigidity). Recently Coughlan and Ducat [2018]
constructed many prime Fano 3-folds including those corresponding to #25 and #282 and we sometimes
refer to these varieties as cluster Fano 3-folds. There are two constructions, Gg‘) and C, formats (see
[Coughlan and Ducat 2018, Section 5.6] for details and see page 205 for concrete descriptions) for #282
and they are likely to sit in different components of the Hilbert scheme.

Theorem 1.1. Let X be a quasismooth prime Fano 3-fold of codimension 4 and of numerical type #282
which is constructed in either Gé4) format or Cy format. If X is constructed in C, format, then we assume

that X is general. Then X is birationally superrigid.

For the remaining three candidates #25, #166 and #308, we can prove birational superrigidity in a
stronger manner; we are able to prove birational superrigidity for these 3 candidates by utilizing only nu-
merical data. Here, by numerical data for a candidate Fano 3-fold X, we mean the weights of the weighted
projective space, degrees of the defining equations, the anticanonical degree (—K x)> and the basket of sin-
gularities of X (see Section 3). Note that we do not know the existence of Fano 3-folds for #166 and #308.

Theorem 1.2. Let X be a well-formed quasismooth prime Fano 3-fold of codimension 4 and of numerical
type #25, #166 or #308. Then X is birationally superrigid.

2. Birational superrigidity

Basic properties. Throughout this subsection we assume that X is a Fano 3-fold of Picard number 1, that
is, X is a normal projective QQ-factorial 3-fold such that X has only terminal singularities, — Ky is ample
and rank Pic(X) = 1.
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Definition 2.1. We say that X is birationally superrigid if any birational map o : X --+ Y to a Mori fiber
space Y — T is biregular.

By an extremal divisorial extraction ¢ : (E CY)— (I’ C X), we mean an extremal divisorial contraction
¢: Y — X from a normal projective (D-factorial variety Y with only terminal singularities such that E is
the p-exceptional divisor and I' = ¢ (E).

Definition 2.2. Let H ~g —nKx be a movable linear system, where »n is a positive integer. A maximal
singularity of H is an extremal extraction ¢: (E C Y) — (I' C X) such that

ap(Kx) 1
<

XA =" T n

’

where

e ¢(X,H) :=max{A | Kx + AH is canonical } is the canonical threshold of (X, H),
e ag(Kyx) is the discrepancy of Ky along E, and

o mg(H) is the multiplicity along E of the proper transform of H.

We say that an extremal divisorial extraction is a maximal singularity if there exists a movable linear
system # such that the extraction is a maximal singularity of H. A subvariety I' C X is called a maximal
center if there is a maximal singularity ¥ — X whose center is I

The following is the fundamental theorem in the study of birational superrigidity, which emerged in
[Iskovskikh and Manin 1971] and has been simplified and generalized in [Pukhlikov 1998; Corti 1995].

Theorem 2.3 [Corti 1995, Theorem 4.10 and Proposition 2.10]. If X admits no maximal center, then X

is birationally superrigid.

For the proof of birational superrigidity of a given Fano 3-fold X of Picard number 1 we need to
exclude each subvariety of X as a maximal center. In the next subsection we will explain several methods
of exclusion under a relatively concrete setting. Here we discuss methods of excluding terminal quotient
singular points in a general setting.

For a terminal quotient singular point p € X of type %(1, a,r —a), where r is coprime to a and
0 < a < r, there is a unique extremal divisorial extraction ¢: (E C Y) — (p € X), which is the weighted
blowup with weight %(1, a,r —a), and we call it the Kawamata blowup (see [Kawamata 1996] for details).
The integer r > 1 is called the index of p € X. For the Kawamata blowup ¢: (E CY) — (p € X), we
have Ky = ¢*Kx + %E and

r2

EH)=— .
(£ a(r —a)
For a divisor D on X, the order of D along E, denoted by ordg (D), is defined to be the coefficient of E
in *D.
We first explain the most basic method.
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Lemma 2.4 [Corti et al. 2000, Lemma 5.2.1]. Let p € X a terminal quotient singular point and
¢o: (E CY)— (p € X) the Kawamata blowup. If (—Ky)? ¢ IntNE(Y), then p is not a maximal

center.

For the application of the above lemma, we need to find a nef divisor on Y. The following result,
which is a slight generalization of [Okada 2018, Lemma 6.6], is useful.

Lemma 2.5. Let p € X be a terminal quotient singular point and ¢ : (E C Y) — (p € X) the Kawamata
blowup. Assume that there are effective Weil divisors D, ..., Dy such that the intersection Supp(D;) N
-« - N Supp(Dy) does not contain a curve through p. We set
e::min{M 1 5i5k},
n;
where n; is the positive rational number such that D; ~q —n;Kx. Then —p*Kx — AE is a nef divisor for
0<Aic<e

Proof. We may assume e > 0, that is, Supp(D;) passes through p for any i. For an effective divisor
D ~g —nKy, we call ordg (D)/n the vanishing ratio of D along E. For 1 <i <k, we choose a component
of D;, denoted D;, which has maximal vanishing ratio along E among the components of D;. Clearly
D N---N D; does not contain a curve through p and we have

ordg (D]
eﬂ:min{ﬂ | 1 §i§k} > e,
i
where n € Q is such that D] ~g —n}Kx. Since D}, ..., D, are prime divisors, we can apply [Okada
2018, Lemma 6.6] and conclude that —p*Kx — ¢’E is nef. Then so is —¢p*Kx —AE forany 0 < A < ¢’
since —¢* Ky is nef, and the proof is completed. U

We have another method of exclusion which can sometimes be effective when Lemma 2.4 is not
applicable.

Lemma 2.6. Let p € X be a terminal quotient singular point and ¢: (E C Y) — (p € X) the Kawamata
blowup. Suppose that there exists an effective divisor S on X passing through p and a linear system L of
divisors on X passing through p with the following properties:

(1) Supp(S) NBs L does not contain a curve passing through p.

(2) For a general member L € L, we have
(—Ky-S§-L) <0,
where S, L are the proper transforms of S, L on Y, respectively.

Then p is not a maximal center.

Proof. According to [Okada 2018, Lemma 2.20], it suffices to show that there exist infinitely many distinct
curves on Y which intersect — Ky nonpositively and E positively. For a curve or a divisor A on X, we
denote by A its proper transform on Y.
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We write L ~ —nKy. Write S =) m;S; + T, where m; > 0, S; is a prime divisor and T is an effective
divisor which does not pass through p. We have

(—Ky-T-L)=nl(—Kx)’ =0,
where T ~ —I[ K x for some [ > 0. Since
0= (=Ky-S-Ly=) mi(=Ky-8-L)+(=Ky-T-L),

there is a component S; for which (—Ky - S’,- . I:) < 0. Since p € S; NBs £ C Supp(S) NBs L, we may
assume that S is a prime divisor by replacing S by S;.

Write £={L, | » € P'}. For A € P!, we write S-L; = > ciCy. i, where ¢; > 0 and C; ; is an irreducible
and reduced curve on X. Then,

S L= Zciéx,i + &,
i

where E is an effective 1-cycle supported on E. Since any component of E is contracted by ¢ and — Ky
is p-ample, we have (—Ky - E) > 0. Thus, for a general A € P!, we have

0> (—Ky-S-Ly) > Zci(_KY -Cii)-
i
It follows that (— Ky - C‘M) < 0 for some i. We choose such a éx,i and denote it by C‘j\” By assumption (1)

the set
{C‘f | » € P! is general}

consists of infinitely many distinct curves. We have (—Ky - C’;’) < 0 by the construction. We see that
(E - C‘;) > (0 since C‘j{ is the proper transform of a curve passing through p. Therefore p is not a maximal
center by [Okada 2018, Lemma 2.20]. O

Fano varieties in a weighted projective space. Let X be a prime Fano 3-fold. As in the introduction, we
choose minimal generators of the anticanonical ring R(X, —Kx) and let X C P :=P(aq, ..., a,) be the
corresponding embedding. We say that X C PP is anticanonically embedded. We denote by xo, ..., x, the
homogeneous coordinates of PP with deg x; = a;. Let

Fil=F,=---=Fy=0

be defining equations of X inside [P, where F; € C[x, ..., x,] is a homogeneous polynomial of degree
d; with respect to the grading deg x; = a;. We assume that P is well-formed, that is,

ocda; [0<i<ni#jl=1

for j =0,1,...,n. Note that X is not contained in a linear cone (i.e., a smaller weighted projective space
in P) by minimality of generators of R(X, —Kx).
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Definition 2.7. We say that X is well-formed if codimy (X NSing(P)) > 2. We say that X is quasismooth
if the affine cone

(Fl=F,=---=Fy=0) c A" = Spec C[xy, . .., x,]
is smooth outside the origin.

Remark 2.8. The description of Sing([P) is given in Remark 2.12 below. Under the assumption that
X C P is an anticanonically embedded quasismooth prime Fano 3-fold, we believe that well-formedness
is a very mild condition (or perhaps it is automatically satisfied). For example, a quasismooth weighted
complete intersection X C P which is not contained in a linear cone is well-formed (see [lano-Fletcher
2000, Theorem 6.17]).

In the following we assume that X C P is well-formed and quasismooth. For 0 <i < n, we define
py, =(0:---:1:---:0) € P, where the unique 1 is in the (i4-1)-th position, and we define D; = (x; =0)NX
which is a Weil divisor such that D; ~ —a,; K x.

Lemma 2.9. If (—K X)3 < 1, then no curve on X is a maximal center.

Proof. The same proof of [Ahmadinezhad and Okada 2018, Lemma 2.1] applies in this setting without
any change. U

Lemma 2.10. Assume thatay <a; <...<a,. Ifan_lan(—l(x)3 <4, then no nonsingular point of X is

a maximal center.
Proof. The proof is almost identical to that of [Ahmadinezhad and Okada 2018, Lemma 2.6]. ]

Definition 2.11. Let C C {xop, ..., x,} be a nonempty set of homogeneous coordinates. We define

Qe := ﬂ(z =0)cP, Tx@):=MC)NXCX.

zeC

Sometimes we denote
e =g, ..., x;,), Hx(C)=Ix,...,x,),
when C = {x;,, ..., x;, }. We also define
gcd(C) := ged{deg(x;) | x; € C}.

Remark 2.12. We explain some consequences of well-formedness and quasismoothness, which will be
frequently used. We keep the above notation and assumptions:

(1) For the singular locus, we have Sing(X) = XNSing(P). For the proof see [Dimca 1986, Proposition 8].
Note that X C P is additionally assumed to be a (weighted) complete intersection in [loc. cit.] but
the same proof applies.
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(2) The singular locus of [’ can be described as follows:

Sing(P) = U ).

CC{x0, ... xn}
ged({xo,....x, \C)>1

By (1), we have
Sing(X) = U Mx(C).
CC{x0,--sXn}
ged({xo,....xa \C)>1
(3) For C C {xg, ..., x,}, we define
% (C) :=Mx(C) N ( [ G# 0)).
z€{x0,....,xn J]\C

Let C C {xo, ..., x,} be a subset such that r := gcd({xq, ..., x5} \C) > 1. Then any point p € X
which is contained in IT% (C) is a cyclic quotient singular point of index  and hence any point p € X
which is contained in IT1x (C) is a cyclic quotient singular point of index divisible by r.

Lemma 2.13. Let p € X be a singular point of type %(l, 1, 1) and let
b:=max{a; |0 <i <n,a; is odd}.
If2b(—Kx)3 < 1, then p is not a maximal center:

Proof. Let C = {x;,, ..., x;,} be the set of homogeneous coordinates of odd degree. The set [1x(C) =
D;N---ND
since X has only terminal singular points. Let ¢: (E C Y) — (p € X) be the Kawamata blowup. Then

consists of singular points by Remark 2.12. In particular I1x (C) is a finite set of points

Im

ordE(Dij) > % since 2D,-j is a Cartier divisor passing through p and thus —bp*Kx — %E is nef by
Lemma 2.5. We have
(—bp*Kx — 1E) - (—Ky)*=b(—Kx)’ — § <0.

This shows that (—Ky)? ¢ Int NE(Y) and p is not a maximal center by Lemma 2.4. O

Definition 2.14. Let p = p,, € X be a terminal quotient singular point of type i(l, ¢, ax — c) for some ¢

with 1 <c¢ < %ak. For a nonempty subset C = {x;,, ..., x;,} C {xo, ..., x,}, we define

a;.
v, (C) := min{ J },

1<j<m a,-jak

where a;; is the integer such that 1 < a;, < ax and a;; is congruent to a;; modulo ai, and call it the initial
vanishing ratio of C at p.

Definition 2.15. For a terminal quotient singularity p of type }(1, a,r —a), we define
Wp(p) = a(r - a)5

and call it the weight product of p.
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Lemma 2.16. Let p = py, € X be a terminal quotient singular point. Suppose that there exists a subset
C C {xo, ..., x,} satisfying the following properties:
(1) pelx(C), or equivalently xi ¢ C.
(2) Nx(CU{xe}) = 2.
(3) ivrp(C) = Wp(p) (=K x)°.
Then p is not a maximal center.
Proof. We write C = {x;,, ..., x;, }. We claim that [1x(C) = D; N---ND;_

if ITx (C) contains a curve, then [Ty (C U {x;}) = [1x(C) N Dy # & since Dy is an ample divisor on X.

This is impossible by the assumption (2). Note that we have ord E(D;;) > aj;/ax (see [Ahmadinezhad
and Okada 2018, Section 3]) so that

is a finite set of points. Indeed,

ordg (D))

a,-j

e = min{ [1<j fm} > ivr, (C).

By Lemma 2.5, —¢*Kx —ivrp(C) E is nef and we have

ivr, (C
(—p* Ky —ivip(Q)E)(—Ky)? = (—Kx)® — ivry (C) <0
wp(p)
by the assumption (3). Therefore (—Ky )? ¢ IntNE(Y) and p is not a maximal center. O

Let p € X be a singular point such that it can be transformed to p,, by a change of coordinates. For
simplicity of the description we assume p =p,, and wesetr =ap > 1. Letg: (E CY) — (p€ X) be
the Kawamata blowup. We explain a systematic way to estimate ordg (D;) for coordinates x; and also
an explicit description of ¢. It is a consequence of the quasismoothness of X that after renumbering the
defining equation we can write

F = oyx;xj, + (other terms) for 1 </ <n—3,

where o; € C\ {0}, m; is a positive integer, xo, X;,, ..., X;, , are mutually distinct so that by denoting the
other 3 coordinates as x;,, x,, xj; we have

{XOsxilv .- -axi,,,gvle,szaxjg} = {xo’ e ,xn},

and we can choose x;,, xj,, xj, as local orbi-coordinates of X at p. In this case the singular point p is of
type

1

Fajsajsaj).

Definition 2.17 [Ahmadinezhad and Okada 2018, Definitions 3.6 and 3.7]. For an integer a, we denote
by a the positive integer such that a =a (mod r) and 0 < a < r. We say that

W1, .y Xg) = 2(by, ... by)

is an admissible weight at p if b; = a; (mod r) for any i.
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For an admissible weight w at p and a polynomial f = f(xg, ..., x,), we denote by f% the lowest
weight part of f, where we assume that w(xg) = 0.

We say that an admissible weight w at p satisfies the KBL condition if xS" 'xjp e " for1<l<n-3
and

(bj,,bj,,bjy) =(aj,,aj, aj).

Let w(xy,...,x,) = %(bl, ..., by) be an admissible weight at p satisfying the KBL condition. We
denote by @y : Ow — P the weighted blowup at p with weight w, and by Yy, the proper transform of X
via ®y. Then the induced morphism ¢y = ®yly, : Yw — X coincides with the Kawamata blowup at p.
From this we see that the exceptional divisor E is isomorphic to

Ey:=(@g =--=g.-3=0)CP(1,...,by),
where g; = F¥(1, x1, ..., x,). Note that the KBL condition implies that the equations defining Ey, cut
out a copy of P(b;,, bj,, bj,). We refer readers to [Ahmadinezhad and Okada 2018, Section 3] for details.

Lemma 2.18 [Ahmadinezhad and Okada 2018, Lemma 3.9]. Let w(xq, ..., x,) = %(bl, ...,by) bean
admissible weight at p € X satisfying the KBL condition. Then the following assertions hold:

(1) We have ordg(D;) > b;/r for any i.
Q) If FY = ozlx(’)"’xil, where a; € C\ {0}, for some 1 <[ <n — 3, then the weight
Wy, xn) =2, b)),
where b;. = bj for j # 1 and b; = b; +r, satisfies the KBL condition. In particular, ordg (D;) >
(bi+r)/r.
We will use the following notation for a polynomial f = f(xg, ..., x,):
» For a monomial p = xg" ... xy", we write p € f if p appears in f with nonzero (constant) coefficient.

e For a subset C C {xg,...,x,} and IT = I1(C), we denote by f| the polynomial in variables
{xo, ..., x,}\C obtained by putting x; =0 for x; € C in f.

3. Proof of birational superrigidity by numerical data

We prove birational superrigidity of codimension 4 quasismooth prime Fano 3-folds with no projections
by utilizing only numerical data. The numerical data for each Fano 3-fold will be described in the
beginning of the corresponding subsection. The Fano 3-folds are embedded in a weighted projective
7-space, denoted by [P, and we use the symbol p, ¢, r, s, t, u, v, w for the homogeneous coordinates of P.
We use the following terminologies: Let X C [P be a codimension 4 quasismooth prime Fano 3-fold. For
a homogeneous coordinate z € {p, ¢, ..., w},

e D,:=(z=0)N X is the Weil divisor on X cut out by z, and

e p, € P is the point at which only the coordinate z does not vanish.
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Note that Theorem 1.2 will follow from Theorems 3.1, 3.2 and 3.4.

Fano 3-folds of numerical type #25. Let X be a well-formed quasismooth prime Fano 3-fold of numerical
type #25, whose data consist of the following:

o X CPQ2p,54 6/, 75,8, %, 10,, 11,).

s (—Kx)}=.

o deg(F|, F», F3, Fy, Fs, Fs, F;, Fg, Fo) = (16, 17, 18, 18, 19, 20, 20, 21, 22).
« By={7x3(1,1,1), £(1,1,4), 1(1,2,5)}.

Here the subscripts p, g, ..., w of the weights means that they are the homogeneous coordinates of
the indicated degrees, and By indicates the numbers and the types of singular points of X.

Theorem 3.1. Let X be a well-formed quasismooth prime codimension 4 Fano 3-fold of numerical
type #25. Then X is birationally superrigid.

Proof. By Lemmas 2.9 and 2.10, no curve and no nonsingular point on X is a maximal center. By
Lemma 2.13, singular points of type %(1, 1, 1) are not maximal centers.

Let p be the singular point of type %( 1, 1, 4). Replacing the coordinate v if necessary, we may assume
p=py. WesetC={p,s,u,v} Wehave

ivr,(C) = % = wp(p)(—Kx)*.

By Lemma 2.16, it remains to show that [Ty :=[Ix(CU {q}) = &. We set [1 :=TI(CU {g}) C P so
that [Ty = I1N X. Since p; ¢ X, one of the defining polynomials contain a power of . By looking
at the degrees of Fi, ..., Fy, we have t? € Fy. Similarly, we have r3 € Fz and w? € Fy after possibly
interchanging F3 and F,;. The monomial ¢ (resp. r3) is the only monomial of degree 16 (resp. 18)
consisting of the variables r, f, w. The monomials w? and ¢?r are the only monomials of degree 22
consisting of the variables r, ¢, w. Hence, rescaling r, f, w, we can write

Filn=1, FKln=r), Fln=w’+at’

for some o € C. The set [y is contained in the common zero locus of the above 3 polynomials inside IT.
The equations have only trivial solution and this shows that [Tx = &. Thus p is not a maximal center.
Let p = p; be the singular point of type %(1, 2,5) and set C = {p, q, r}. We have
ivrp(€) = 7 = wp(p)(—Kx)*.

By Lemma 2.16, it remains to show that [Ty :=ITIx(CU {s}) = &. We set IT :=I1(CU {s}) C P so that
[y =IINX. Since p;, pu, Pv, Pw ¢ X, We may assume 12 € Fi, u* € F3, v* € Fg and w? € Fy after
possibly interchanging defining polynomials of the same degree. Then we can write

Filn=1*, Fln=u’4+avt, Fsln=v>+pwu, Folp=w>+yt’r,
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for some «, B, y € C. This shows that [1y = & and thus p is not a maximal center. This completes the
proof. g

Fano 3-folds of numerical type #166. Let X be a well-formed quasismooth prime Fano 3-fold of numer-
ical type #166, whose data consist of the following:

« X CP2p. 24,335, 4, 4u. 50, 50)-

- (—Kx)*=g¢.

« deg(Fy, F», F3, F4, Fs, Fo, F7, Fy, Fo) = (8,8,8,9,9,9, 10, 10, 10).
« Bx={11x3(1,1,1), 11, 1,2)}.

Theorem 3.2. Let X be a well-formed quasismooth prime codimension 4 Fano 3-fold of numerical type
#166. Then X is birationally superrigid.

Proof. By Lemma 2.9 no curve is a maximal center.

Letp=(ap:ay:---:ay) € X be a nonsingular point where «, o, ..., o, € C. By Remark 2.12,
we have [1x(p,q,r,s,t,u) = since X does not have a singular point of index 5. Then we can take
a coordinate x € {p, q,1,s,t,u} such that p € (x # 0), i.e., @y # 0. The common zero locus of the
homogeneous polynomials in the set

{agegxxdegy _asegyydegx | S {p’ q,r,s, tu,v, w} \ {X}}

is a finite set of points including p. Any polynomial in the above set is of degree at most 20 since
x ¢ {v, w}. It follows that the base locus of |I;"(—leX)| is a finite set of points, that is, —/ Kx isolates p
(see [Corti et al. 2000, Definition 5.2.4 and Lemma 5.6.4]), where [ < 20. By the argument in [loc. cit.,
Section 5.3], we conclude that p is not a maximal center since 20 < 4/(—Kx)>.

Let p be a singular point of type %(1, 1, 1). After a change of coordinates, we may assume p = p,. We
setC=1{q,r, s,t,u}. We have

ivip(C) = § = wp(p) (—Kx)*.

Moreover we have [1x(CU {p}) = & because X is quasismooth and it does not have a singular point of
index 5. Thus, by Lemma 2.16, p is not a maximal center.

Let p be the singular point of type %(1, 1, 2). After a change of coordinates, we may assume p = py.
We set C = {p, q, r}. Then we have

ivip(C) = § = wp(p) (=K x)’.

By Lemma 2.16, it remains to show that [Ty :=TIx(CU{s}) = @. We set [1 :=T1(C U {s}) C P so that
Iy =IIN X. We have

Nx = (Filn = F2ln = F3ln = F7ln = F3ln = Foln =0) N I1.
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We see that Fi|r, F>|m, F3|o consist only of monomials in variables ¢, u and that F7|r, F3lm, Folm
consist only of monomials in variables v, w. It follows that

Mx(p,q,r,s,v,w)=Tx NI, w)=(Filn=Fln=FFKko=0NIp,q,r,s, v, w).

We have I1x(p, q,r, s, v, w) = since X is well-formed, quasismooth and X has no singular point of
index 4 (see Remark 2.12). Hence the equations

Filn=Fln=Fln=0
imply ¢t = u = 0. Similarly, by considering [1x(p, g, 1, s, t, u) = &, we see that the equations
Filn = F3ln = Foln =0

imply v = w = 0. It follows that [1x = @ and p is not a maximal center. Therefore X is birationally
superrigid. O

Fano 3-folds of numerical type #282. Let X be a well-formed quasismooth prime Fano 3-fold of numer-
ical type #282, whose data consist of the following:

e X CP(1,,64,6,, 7,8, 9,10y, 11,).
o (—Kx)*= 3.
o deg(Fy, F», F3, F4, Fs, Fg, F7, F3, Fo) = (16, 17, 18, 18, 19, 20, 20, 21, 22).
e B={2x1(1,1,1),2x £(1,1,2), ¢(1, 1,5), 3(1, 1, 6)}.
Proposition 3.3. Let X be a well-formed quasismooth prime codimension 4 Fano 3-fold of numerical

type #282. Then no curve and no point is a maximal center except possibly for the singular point of type
1

=(1,1,5).

6

Proof. By Lemmas 2.9, 2.10 and 2.13, it remains to exclude singular points of type %(1, 1,2) and
%(1, 1, 6) as maximal centers.

Let p be a singular point of type %(1, 1,2) and let ¢: (E C Y) — (p € X) be the Kawamata blowup.
We claim that [Tx (p, s, t, w) = D, N Dy N D, N Dy, is a finite set of points (containing p). Since X does
not contain a singular point of index 10, we may assume that v> € Fg. Then, by rescaling v, we have

Fs(0,4,7,0,0,u,v,0)= v?

and this shows that [1x(p, s, t, w) = [1x(p, s, t, v, w). The latter set consists of singular points {2 x
%(1, 1,2), é(l, 1,5)} (see Remark 2.12) and thus ITx (p, s, t, w) is a finite set of points. We have

ordg(D,), ordg(Dy) > %, ordg(D;), ordg(Dy) > 3.

By Lemma 2.5, N := —¢*Kx — %E is a nef divisor on Y and we have (N - (—Ky)?) = 0. Thus p is not
a maximal center by Lemma 2.4.
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Let p = p; be the singular point of type %(1, 1,6) and set C = {p, g, r}. We have
ivrp(C) = § = wp(p)(—Kx)°.

We set IT:=TI(C U {s}). We see that p;, p,, py, pw ¢ X since X does not have a singular point of index
8,9, 10, 11. It follows that 2 € F, w? € Fy and we may assume u? € F3, v* € Fs. Then, by rescaling
t,u, v, w, We can write

Filn=1*, Fln=avt+u®, Feln=pwu+v?, Folnp=w?

where «, 8 € C. This shows that [Ty (CU{s}) =T1NX = @. Thus p is not a maximal center by Lemma 2.16
and the proof is completed. g
Fano 3-folds of numerical type #308. Let X be a well-formed quasismooth prime Fano 3-fold of numer-
ical type #308, whose data consist of the following:

® X C [FD(1[J7 Sqa 67‘7 65" 7t7 81,47 91}7 1011))‘

o (—Kx)* =5

o deg(Fy, F», F3, Fy, Fs, Fg, F7, Fg, Fy) = (14, 15, 16, 16, 17, 18, 18, 19, 20).

« By ={3(1,1,1),4(1,1,2), 1(1,2,3),2 x ;(1, 1,5)}.

Theorem 3.4. Let X be a well-formed quasismooth prime Fano 3-fold of numerical type #308. Then X is

birationally superrigid.

Proof. By Lemmas 2.9, 2.10 and 2.13 no curve and no nonsingular point is a maximal center and the
singular point of type %(1, 1, 1) is not a maximal center.

Let p be the singular point of type %(1, 1, 2), which is necessarily contained in (p=¢g =t =u=w =0),
andlet ¢: (E CY) — (p € X) be the Kawamata blowup. We set C = {p, ¢, u} and I1 =I1(C) C P. Since
Pr» Pw € X, we have 12 € Fi, w? € Fy and we can write

Filn= 2, Fyo|lp = w? +at’r +,3t2s,

where «, 8 € C. Thus,
[xC)=MINX=I0x(p,q,t,u,w),

and this consists of two é(l, 1, 5) points and p. In particular D, N D, N D, = I1x(C) is a finite set of
points. We have
ordg(Dy) = %, ordg(Dy) =3, ordg(Dy) > 3,

hence N := —8¢"Kx — %E is a nef divisor on Y by Lemma 2.5. We have
2
(N-(—Ky)*) =8(—Kx)’— % -3 =—1 <0.

By Lemma 2.4, p is not a maximal center.
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Let p be a singular point of type %(1, 1,5). After replacing r and s, we may assume p = p;. We set
C={p,q,r}. We have
ivrp(€) = § = wp(p) (—Kx)>.

Since py, pu, Pv, Pw ¢ X, We may assume t? € F1, u* € F3,v% € Fs, w? € Fy after possibly interchanging
F3 with F4 and Fg with F;. Then, by setting IT = I1(C U {s}) and by rescaling ¢, u, v, w, we have

Filn=1*, Fln=u*+avt, Fslp=v"+puwu, Foln=uw?

where «, B € C. This shows that [Tx(C U {s}) = & and p is not a maximal center by Lemma 2.16.
Finally, let p be a singular point of type %(1, 2,3)andlet ¢: (E CY)— (p € X) be the Kawamata
blowup. Replacing the coordinate w, we may assume p = p,. We write

F3 =A@ p 4+ ng’r +vg®s+qfii + fie» Fa=XNq’p+1/'q*r +V'¢%s +qgn + gi6»

where A, w, v, A, ', v € C and fi1, fi6, &11, &16 € C[p, 1, s, t, u, v, w] are homogeneous polynomials
of the indicated degrees. Since X is quasismooth at p = p, and is of type %(1, 2, 3), the matrix

P 520 e (k M v)
L) ) @) WV
is of rank 2.

We first consider the case where v’ —vu’ # 0. By replacing r and s, we may assume that © =" =1
and L = v = A" = u’ = 0. We consider the weight at p

W(p’ r’ s? t’ M’ v’ w) = %(]" 17 1’ 25 3’ 4’ 5)5

which is an admissible weight satisfying the KBL condition. Then F3' = g°r and F, N = g°s, and this
implies ordg (D, ), ordg (Dy) > g by Lemma 2.18. Note that ordg (D)) > w(p) = % by Lemma 2.18. We
setC={p,r,s}and I[1 =T1(CU{q}). By rescaling ¢, u, v, w, we can write

Filn=t>, Fln=u’+avt, Fsln=v>+pwu, Folp=uw?

where o, B € C. Hence I1x(CU {q}) = @. Since D, is an ample divisor, this implies that D, N D, N D;
is a finite set of points (including p). By Lemma 2.5, N := —¢*Kx — %E is a nef divisor on Y. We have

(N (=Ky)?) = (=Kx)* = §(EY) = 55— 35 =0,

and this shows that p is not a maximal center.
Next we consider the case where uv’ —vu’ = 0. By replacing r and s suitably and by possibly
interchanging F3 and F4, we may assume that

F=¢’p+qfii+ fies Fi=q>*s+qg11+ ge.

Let w be the same weight at p as in the previous case, which is again an admissible weight satisfying the
KBL condition. Tt is straightforward to see that F\¥ = q3 p, so that ordg (D)) > g. Let L C |—6Kx]| be
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the pencil generated by the sections r and s. Since ordg (D, ) = % and ordg (Dy) > %, a general member
L e £ vanishes along E to order % so that L ~ —6¢* Ky — %E We have

L - ordg(D,) 1 ordg(D,)
—Kv-D, - I)=6(—Ky)3 — —"P (EH=__"2"P -
(—Ky-Dy-L) =6(—Kx) o (Y = <
since ordg (D)) > g. By Lemma 2.6, p is not a maximal center and the proof is complete. g

4. Birational superrigidity of cluster Fano 3-folds

In this section we prove Theorem 1.1 which follows from Theorems 4.2 and 4.4 below.

#282 by Gg‘) Jormat. Let X be a quasismooth codimension 4 prime Fano 3-fold of numerical type #282
constructed in G§4) format. Then, by [Coughlan and Ducat 2018, Example 5.5], X is defined by the
following polynomials in P := P(1,, 64, 6,, 75, 8;, 94, 10,, 11,,):

Fy :tz—qv—l-ng,
F=ut—qw+sv+ p2t),
F3 =1+ p*t) —uQo+q(gr+ p*1),
Fy = (w+ p*s)s — Piog +u(u+ p*s),
Fs=tw—uv+s(gr+ p4t),
Fo = (qr + p*Dt — Qow +v(v + p°n),
F = rs? — wu + t Py,
Fg= P09 — (vw + p4qw + pzuv +uqr +str — stpz),
Fo=rs(u+ pzs) —vPp+w(w+ p4s).
Here P>, Q9 € Clp, q,r,s,t,u, v, w] are homogeneous polynomials of the indicated degree. Recall that
(—Kx)’ = g5
Lemma 4.1. The following assertions hold:

(1) r? € Py and u € Q.
2) X C P iswell-formed.

Proof. 1t is straightforward to check that X is quasismooth at p, € X if and only if rle Ppandue Qo,
and this proves (1).
We prove (2). We set

[Ty :=Tx(p,s,u,w), Ilz:=Tlx(p,s,t,v,w).
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It is enough to show that neither I, nor I3 contain a surface (note here that P2|r, 7 0 by (1)). We see
that I is isomorphic to the closed subscheme in P(6,4, 6,, 8;, 10,) defined by the equations

t? —quv = tv+q2r =qPi2|n, :qrt+v2 =tPiln, =vPi2ln, =0.

We leave the readers to check that T, does not contain a surface. We see that I3 is isomorphic to the
closed subscheme in P(6,, 6,, 9,) defined by the equations

—uQolm1, +q*r = —q P2\, +u® = Pialn, Qoln, — ugr = 0.

Hence I3 does not contain a surface since it is clearly a proper closed subset of the surface P(6, 6, 9).
Thus X C P is well-formed. O

Theorem 4.2. Let X be a codimension 4 Fano 3-fold of numerical type #282 constructed in Gg&) format.
Then X is birationally superrigid.

Proof. By Lemma 4.1, X C P is well-formed. We can apply Proposition 3.3 and it remains to exclude the
singular point p € X of type %(1, 1, 5) as a maximal center. We have p = p, since p, € X and X has a
unique singular point of index 6. We set C ={p, ¢}, [1 =T1(C) and I" :=TIx(C) =1 N X.

We will show that I is an irreducible and reduced curve. By Lemma 4.1, we can write

Pioln=Ar?,  Qoln = pu,

where A, u € C\ {0}. Then we have

Filn =%+ psu, Fyln = ws 4 u?, Filn = rs> — wu + Atr?,
Foln = ut +sv, Fsln =tw —uv, Fsln = Aur?u — (vw + str),
Fsln = tv — pu?, Foln = —puw + v, Folg = rsu — Avr? 4+ w?.

We work on the open subset U on which w 7% 0. Then I' N U is isomorphic to the Z/11Z-quotient of the
affine curve

rPv+pdr®—1=0)c Aiv.

It is straightforward to check that the polynomial Ar?v + p’rv® — 1 is irreducible. Thus TN U is an
irreducible and reduced affine curve. It is also straightforward to check that

Fﬂ(w:O):Xﬂ(p:q:w:0):{pr,ps}.

This shows that I' is an irreducible and reduced curve.
Let ¢: (E CY) — (p € X) be the Kawamata blowup and let A be the proper transform via ¢ of a
divisor or curve A on X. We show that D pN Dq N E does not contain a curve. Consider the weight

w(p.q.s.t,u,v,w)=+(1,6,1,2,3,4,5),
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which is clearly an admissible weight satisfying the KBL condition. We set g; = F*(p, g, 1,5, ¢, u, v, w).

We have
g =W+ pYs —rg +uu+ ps),

g7 =52+t

88 = Auu — st,

g0 = s(u+ p>s) — Av.
Since E is isomorphic to the subvariety

(g4 = g7 = g8 = g9 = 0) C l]j)(lps 6q7 lS’ 2t’ 3149 41}9 Sw)v
it is straightforward to check that D pN [)q N E consists of a finite set of points (in fact, 2 points). Thus
we have Dp . Dq =T since D,-D,=T.
We have
D,~—¢*Kx —tE, D,~—6¢*Ky—¢E,

for some integer e > 6 and hence

(D,-T)=(D3-Dy) =

1 e

By [Okada 2018, Lemma 2.18], p is not a maximal center. O
#282 by C; format. Let X be a quasismooth codimension 4 prime Fano 3-fold of numerical type #282

constructed in Cp format. Then, by [Coughlan and Ducat 2018, Example 5.5], X is defined by the
following polynomials in P(1,, 6, 6,, 7, 8;,9,, 10,, 11,)):

Fy =tRg — S6Q10+ su,
F,=tu—wSg+sv,

F; = rS62 — vRg +u?,
Fy=1010— Se P12 +sw,
Fs =rsS¢ —wRg +uQo,
Fs =rs” — PiuRs+ Ql,
Fr=rtSe—vQi0+uw,
Fg=rst —wQio+uPr,
Fo=rt>—vPj+ w.

Here Pi», Q10, R, S6 € Clp, q,r,s,t,u, v, w] are homogeneous polynomials of the indicated degree.
In the following we assume that g € Sg, and then, we assume that S¢ = g by a change of coordinates.

Lemma 4.3. Under the above setting, the following assertions hold:
(1) r2 € Pp,ve Qo andt € Rg.

(2) X C P iswell-formed.
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Proof. We have p, € X and X is quasismooth at p, if and only if r? e Pp. Similarly, it is easy to check
that if v ¢ Q1o (resp. ¢ ¢ Rg), then X is not quasismooth at p, (resp. p,). This proves (1). We leave the
readers to check that neither I, nor I13 contain a surface, where I1,, I13 are those given in the proof of
Lemma 4.1, and this proves (2). U

Theorem 4.4. Let X be a quasismooth prime codimension 4 Fano 3-fold of numerical type #282 con-
structed by C; format. We assume that q € S¢. Then X is birationally superrigid.

Proof. By Lemma 4.3, we can apply Proposition 3.3 and it remains to exclude the singular point p of type
%(1, 1, 5) as a maximal center.
The singular point p corresponds to the solution of the equation

p:s:[:u:v:w:S6:0,

and thus p = p, since S¢ = ¢ by our setting. We set C = {p, ¢} and I1 = I[1(C).

We will show that I' := I1 N X is an irreducible and reduced curve. We have I[1x({p, q,r, s}) = @
(see the proof of Proposition 3.3). Hence I' N (s = 0) = [Ix({p, g, s}) does not contain a curve and it
remains to show that I' N\ Uy is irreducible and reduced, where U, := (s # 0) C P is the open subset. By
Lemma 4.3 we can write

2
Ppln=Ar", Quln=nv, Rglnp=rt,

for some A, i, v € C\ {0}, and we have S¢|;; = 0. Note that F;| = Fi|n(r, s, t, u, v, w) is a polynomial

5

- r.u.v.w D€ the affine scheme

in variables r, s, t, u, v, w and we set f; = F;|n(r, 1,¢,u, v, w). Let C C A
defined by the equations

fi=f=-=fo=0.

Then I' N Uy is isomorphic to the quotient of C by the natural Z/7Z-action. We have
fi=vi*+u, fa=putv+w, fr = —puv* +uw,
fH=tu+v, s = —vtw 4+ puv, fg=rt—uvw+kr2u,
f3=—vtv+u2, f6=r—kvr2t+u2v2, fgzrtz—kr2v+w2.

By the equations f; =0, f, =0 and f4 =0, we have

u=—vt’, v=—tu=vt, w=—ptv=—pvit
By eliminating the variables u, v, w and cleaning up the equations, C is isomorphic to the hypersurface
in AZ, defined by

r—avrlt + M2v2t6 =0,

which is an irreducible and reduced curve since pv % 0, and so is I' N U,. Thus I" is an irreducible and

reduced curve.
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Letp: (E CY)— (p € X) be the Kawamata blowup. We have e := ordg (D) > g and ordg (D)) = %
so that we have

Dy~ —6¢*Ky — ¢E=—6Ky+ % E, D,~—¢*Kx—LE=—Ky.

e 1
6 6

We show that D, N D, N E does not contain a curve. The Kawamata blowup g is realized as the weighted
blowup at p with the weight
W(p? q’ s’ t’ M’ v? w) = %(1’ 6’ 1’ 27 3’ 4? 5)7

which is an admissible weight satisfying the KBL condition. We have

F)' = —Agrl 4+t (v +h) +sw,

FY = —autr® +rs?,

Fg' = aur® +rst,

Fy = —avr? +rt?,
where we define & := QF, — nv. Note that / is a linear combination of up, tp?, sp3, rp* and thus £ is

divisible by p. It follows that E is isomorphic to the subscheme in P(1,, 64, 15,2, 3,, 4,, 5,,) defined
by the equations

kq—t(,uv—l—h)—sw:kut—sz=Au+st=—kv—i—tz:O.

It is now straightforward to check that Dq ND »NE=(p=qg=0)NE is a finite set of points (in fact, it
consists of 2 points). This shows that Eq . l~)p =T since D,-D,=T. We have

(Dy- )= (D}, - D) =6(—Kx)* = &(E) =5 — 55, <0

since e > 6. By [Okada 2018, Lemma 2.18] p is not a maximal center. O

5. On further problems

Prime Fano 3-folds with no projection centers. We further investigate birational superrigidity of prime
Fano 3-folds of codimension ¢ with no projection centers for 5 < ¢ < 9. There are only a few such
candidates, which can be summarized as follows.

« In codimension ¢ € {5, 7} there is a unique candidate and it corresponds to smooth prime Fano
3-folds of degree 2¢ 4 2. All of these Fano 3-folds are rational (see [Iskovskikh and Prokhorov 1999,
Corollary 4.3.5 or Section 12.2]) and are not birationally superrigid.

« In codimension 6 there are 2 candidates; one candidate corresponds to smooth prime Fano 3-folds of
degree 14 which are birational to smooth cubic 3-folds (see [Takeuchi 1989; Iskovskikh 1979]) and
are not birationally superrigid, and the existence is not known for the other candidate which is #78
in the database.
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 In codimension 8 there are 2 candidates; one corresponds to smooth prime Fano 3-folds of degree
18 which are rational (see [Iskovskikh and Prokhorov 1999, Corollary 4.3.5 or Section 12.2]), and
the existence is not known for the other candidate which is #33 in the database.

e In codimension 9 there is a unique candidate of smooth prime Fano 3-folds of degree 20. However,
according to the classification of smooth Fano 3-folds there is no such Fano 3-fold (see e.g., [Takeuchi
1989, Theorem 0.1]).

It follows that, in codimension up to 9, #33 and #78 are the only remaining unknown cases for birational
superrigidity (of general members).

Question 5.1. Do there exist prime Fano 3-folds which correspond to #33 or #78? If yes, then is a
(general) such Fano 3-fold birationally superrigid?

In codimension 10 and higher there are a lot of candidates of Fano 3-folds with no projection centers.
We expect that many of them are nonexistence cases and that there are only a few birationally superrigid
Fano 3-folds in higher codimensions.

Question 5.2. Is there a numerical type (in other words, graded ring database ID) #i in codimension
greater than 9 such that a (general) quasismooth prime Fano 3-fold of numerical type #i is birationally
superrigid?

Classification of birationally superrigid Fano 3-folds. There are many difficulties in the complete clas-
sification of birationally superrigid Fano 3-folds. For example, we need to consider Fano 3-folds which
are not necessarily quasismooth or not necessarily prime. We also need to understand subtle behaviors of
birational superrigidity in a family.

Question 5.3. Is there a birationally superrigid Fano 3-fold which is either of Fano index greater than 1
or has a nonquotient singularity?

Remark 5.4. By recent developments [Pukhlikov 2019; Suzuki 2017; Liu and Zhuang 2019], it is known
that there exist birationally superrigid Fano varieties which have nonquotient singularities at least in very
high dimensions. On the other hand, only a little is known for Fano varieties of index greater than 1
(see [Pukhlikov 2016]) and there is no example of birationally superrigid Fano varieties of index greater
than 1.

We concentrate on quasismooth prime Fano 3-folds. Even in that case, it is necessary to consider those
with a projection center, which are not treated in this paper. Let X be a general quasismooth prime Fano
3-fold of codimension c. Then the following are known:

e When ¢ =1, X is birationally superrigid if and only if X does not admit a type I projection center
(see [Iskovskikh and Manin 1971; Corti et al. 2000; Cheltsov and Park 2017]).

e When ¢ =2, 3, X is birationally superrigid if and only if X is singular and admits no projection
center (see [Iskovskikh and Pukhlikov 1996; Okada 2014a; Ahmadinezhad and Zucconi 2016;
Ahmadinezhad and Okada 2018]).
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With this evidence we expect the following.

Conjecture 5.5. Let X be a general quasismooth prime Fano 3-fold of codimension at least 2. Then X is
birationally superrigid if and only if X is singular and admits no projection centers.
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Coble fourfold, Gg-invariant quartic threefolds,
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We construct two small resolutions of singularities of the Coble fourfold (the double cover of the four-
dimensional projective space branched over the Igusa quartic). We use them to show that all Ge-invariant
three-dimensional quartics are birational to conic bundles over the quintic del Pezzo surface with the
discriminant curves from the Wiman—Edge pencil. As an application, we check that Ge-invariant three-
dimensional quartics are unirational, obtain new proofs of rationality of four special quartics among them
and irrationality of the others, and describe their Weil divisor class groups as Ge-representations.
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1. Introduction

Consider the projectivization P> of the standard permutation representation of the symmetric group S
over an algebraically closed field k of characteristic zero, and the invariant hyperplane P* given by the
equation

X1+x2+x3+x4+x5+x6=0 (1.1)

therein, where xi, ..., xg are homogeneous coordinates in 5. Consider the classical family of Gg-
invariant quartics X,, t € KU {o0}, in this hyperplane defined by the equations

(xl +x2 +x3 +x4 —i—xs +x6) t(x12+x§+x32+xf+x52+x§)2 =0; (1.2)
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studied in [Beauville 2013]. Every Gg-invariant quartic in P* is one of the quartics X,; moreover, most
of these quartics have automorphism groups isomorphic to Gg, and every quartic threefold with a faithful
Ge-action is isomorphic to some X, (see Lemma 3.4). We refer to these quartics as Gg-invariant quartics.

Every quartic X, is singular along a certain 30-point orbit Y39 C P* of the group G (see Section 3.1),
and X3 coincides with Sing(X,) unless ¢t = oo or ¢ is in the finite discriminant set

. 1 1 1
D:={3.7.5

}. (1.3)

3~

For these special values of ¢ the singular locus of X; is even larger (see Theorem 3.3 for its detailed
description).

The quartic X /4 that corresponds to the parameter t = 4—1‘ is particularly interesting. Its equation can be
written as

(xi‘+x§+x§+x2+x§+xé)— %(x%+x%+x§+xf+x52+x§)2 =0 (1.4)

inside the hyperplane (1.1). It is called the Igusa quartic. The Igusa quartic is singular along a union of 15
lines (that itself forms an interesting configuration CR, called the Cremona—Richmond configuration).
In this sense, X4 is the most singular of all Ge-invariant quartics, except for X, (which is a double
quadric, i.e., a quadric with an everywhere nonreduced scheme structure).

The quartic X, is known as the Burkhardt quartic. It has the largest symmetry group among the other
quartics in this family (with the exception of X,); see [Coble 1906] and Lemma 3.4. It also has many
other interesting properties; see for instance [Todd 1936; de Jong et al. 1990; Hunt 1996, Section 5].

The quartics X6 and X7,10 have been studied in [Cheltsov and Shramov 2016b], compare [Todd
1933; 1935; Cheltsov and Shramov 2014].

The double cover of P* branched over the Igusa quartic is called the Coble fourfold. We denote it
by # and write

T — p*

for the double covering morphism. The Coble fourfold can be written as a complete intersection in the
weighted projective space P(2, 1%) of the hyperplane (1.1) with the hypersurface

xg = (x} x5 + x5+ x5+ x5 +xg) — Alf(x12+x§+x32+xf+x52+x§)2, (1.5)

where x is the coordinate of weight 2. The Coble fourfold #  is singular along the Cremona—Richmond
configuration CR, because so is the Igusa quartic. Moreover, it has a big group of symmetries: it carries
an action of the symmetric group G¢ by permutation of coordinates

g (X() X1 X2 1X3:X4 X5 :x6) = (XO cXg(1) - Xg(2) - Xg(3) - Xg(4) - Xg(5) ng(())), (1.6)
and also the Galois involution o : % — % of the double cover

O(XQ X1 :X2:X3:X4:X5:X6):=(—X0:X1:X2:X3:X4:X5:Xg), (1.7)
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commuting with the symmetric group action. One can check (see Corollary 3.5) that they generate the
whole automorphism group

Aut(%) = Gg X 11,

where u, denotes the group of order 2. Sometimes it is convenient to twist the action of the symmetric
group by the Galois involution. The obtained action

8O (X0 X1 :X2:X3:Xx4:X5:X6) = (€(8)X0:Xg(1) : Xg(2) : Xg(3) : Xg(4) : Xg(5) : Xg(6))» (1.8)

where g € Gg and €(g) is the sign of the permutation g, is called the twisted action. In contrast,
the action (1.6) is called the natural action. It is important not to confuse between these two actions, so
we strongly recommend the reader to keep an eye on them. Note however, that the actions agree on the
alternating group 2l¢ C Gg. Similarly, if G is a subgroup of G, by the natural and the twisted action
of G on # we mean the restrictions to G of the natural and the twisted actions of Gg, respectively.

Recall that the group G¢ has outer automorphisms (in fact, the group Out(Sg) is of order 2; see for
instance [Howard et al. 2008]) characterized by the property that they take a transposition in G¢ to a
permutation of cycle type [2, 2, 2]; see Lemma 5.12 for other information about outer automorphisms. If
the image of a subgroup G C S under an outer automorphism is not conjugate to G, we call this image
a nonstandard embedding of G. For instance, we have nonstandard embeddings of &5, A5, &4 x G, etc.

The first main result of this paper is a construction of two small resolutions of singularities of the Coble
fourfold that are equivariant with respect to maximal proper subgroups of Gg; note that the rank of the
Ge-invariant Weil divisor class group of # (with respect both to the natural and the twisted action of G¢)
equals 1; see Corollary 5.4, hence there are no small resolutions of singularities of ¢ equivariant with
respect to the entire group G¢. The varieties %4 > and %5 | discussed below already appeared in [Farkas
and Verra 2016] in a slightly different context. A smooth quintic del Pezzo surface S is unique up
to isomorphism, and Aut(S) = Gs; see for instance [Dolgachev 2012, Section 8.5]; we fix such an
isomorphism.

Theorem 1.9. Consider the twisted Ge-action (1.8) on the Coble fourfold %'

(i) For every nonstandard embedding G4 x Sy — Gg there is an G4 x Sy-equivariant small resolution
of singularities
pa2: Yo =Blp, p p, p,(P*xP?) — %,

where Blp, p, p,. P, (P2 xP?) is the blow up of P> xP? at a general quadruple of points Py, Py, P, P3
in P? x P2,

(ii) For every nonstandard embedding Gs — Gg there is an Gs-equivariant small resolution of singular-
ities

ps1: %1 =Ps(wz) — ¥,

where S is the quintic del Pezzo surface and 74 is a vector bundle of rank 3 on S.
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(iii) The maps p42 and ps,| are isomorphisms over the complement of the Cremona—Richmond configu-
ration CR C % and are uniquely defined up to the Galois involution o of % over P* by the above
properties.

(iv) For every nonstandard embedding Gs — S¢ and every subgroup G4 C Ss there is a unique
Ga-equivariant small birational map 0, : %51 --+» %4 2 such that the diagram

Si—————— + %o
105,1\1 AZ
p @y pi (1.10)
S y P2

commutes, where p: % 1 = Pgs(%43) — S is the natural projection, py : % 2 — P2 x P2 — P2 is the
composition of the blow up with the first projection, and ¢ is the unique S4-equivariant birational

contraction S — P2.

The vector bundle %4 is described explicitly in Section 2.2.

The Coble fourfold is constructed from the Igusa quartic X4, but it turns out that it has a very
interesting property with respect to all Ge-invariant quartics. Since the pencil {X,} is generated by X /4
and the double quadric X ,, we have

XiaNX;=XooNX; foranytg{%,oo}.

Hence the restriction of X,4 to X, has multiplicity 2, so that the double cover 77 : % — P* splits over X;.
In other words, 7~ (X,) is the union of two irreducible components that are isomorphic to X, and are
swapped by the Galois involution (1.7). It is natural here to replace the parameter ¢ in the pencil with the
new parameter T defined by

2+1
t= , 1.11
2 (1.11)
and define the subvarieties 2, C % C P(2, 1°) by (1.1), (1.5), and the formula
T
x0+§(x12+x%+x§+xf+x52+x§)=0. (1.12)

Note that 27 C ¢ is fixed by the natural action of Gg, but is not fixed by the twisted action. This trivial
observation leads to various reductions of groups of symmetries.
With this definition of 27 we have an equality (see Lemma 3.12)

JT_I(X(TZ+1)/4) = % U %—T-

The map o: 27 — 2~ is an isomorphism and the map 7 : 27 — X(;241),4 is an isomorphism for
all T # 00. The map 7 : 2o — (Xoo)red 18 the double covering branched over (Xoo)rea N X1/4. Thus,
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the threefolds £ have the same singularities as the quartics X, (except for Z5, which becomes smooth
away from the Gg-orbit X39; see Remark 3.13).
We consider the preimages of the divisors 27 in the small resolutions %5 ; and % ,:

2= 01 (20), 2= 0p,(20). (1.13)

Because of the mixture of the natural and the twisted action, the natural groups of symmetries of the
maps 0s 1 : 3&@5’1 — 27 and pg7: 3&;4’2 — 27 (that is, the groups with respect to which these maps are
equivariant) get smaller. In particular, for 7 # 0, co the first of them reduces to 2(5 and the other to

As0:= (64 x G) NAg = G4.
Our second main result is the following. Recall the discriminant set © defined in (1.3).
Theorem 1.14. The maps
psa: 20— 2 and  pag: 270 — 2%
are birational contractions for all T, and are small for T # 0. Similarly, the maps
mopsi: 20 = Xgapys and wopsn: 277 = Xy

are birational contractions for all T # 0o, and are small for T # 0, 0o. Moreover, %5’1 is smooth (and

thus ps.1 is a small resolution of singularities of Z) unless
_ 241
4

The above maps are equivariant with respect to the following group actions:

t en.

‘ P5,10rTTOLPs 1 4,2 0F T O P42
T ;é 0, (0. ¢] 9[5 Ql4’2

tT=00rt=00 Ss G
where all subgroups of G¢ are nonstandard and the action is twisted.

We use the above results to construct an interesting (birational) conic bundle structure on the quartics X,
as follows. The fourfold %5 | = Ps(%4) by definition comes with a P2-fibration p: %1 — S over the
quintic del Pezzo surface S. We consider its restriction to the threefolds %5’1 C %5.1. We show that the
maps

p: 5&”3 T8

are 2s-equivariant conic bundles (and for 7 = 0, co they are Ss-equivariant). We also discuss their
properties, and identify their discriminant curves in S with the Wiman—Edge pencil (see Section 3.2 for
its definition and the choice of parametrization) of 2As-invariant divisors from the linear system |—2Kg]|.

All this is combined in our third main result. Recall that a flat conic bundle 2" — § is called standard
if both 2" and S are smooth and the relative Picard rank p(%2"/S) equals 1.
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Theorem 1.15. The map p: %5’1 — S is a flat conic bundle, equivariant with respect to the group s
(for T =0, oo it is Gs-equivariant). It is a standard conic bundle unless
241
=
4

Its discriminant locus is the curve Agy C S from the Wiman—Edge pencil, where

en.

‘E3—‘L'

s(@ = 57243

(1.16)

for an appropriate choice of the resolution ps .

We apply the above results in several ways. First, we prove unirationality of G¢-invariant quartics X,
(see Corollary 4.2). Further, we give a new and uniform proof of rationality and irrationality of the
quartics X,. For t ¢ ® irrationality follows from the description of the intermediate Jacobian of a resolution
of singularities of X, via the Prym variety arising from the conic bundle; see Theorem 4.4. For t € © we
show that the conic bundle can be transformed birationally into the product S x P!, hence X is rational;
see Theorem 4.6. Finally, we describe the class groups CI(X;) of Weil divisors of the quartics X, as
Ge-representations (see Theorem 5.1), and discuss G-Sarkisov links centered at these quartics for some
subgroups G C G¢. We also prove unirationality and irrationality of the threefold 2%, and describe its
class group as an G¢g X p,-representation.

The plan of our paper is the following. In Section 2 we construct the resolutions of the Coble fourfold %
and prove Theorem 1.9. In Section 3 we discuss the conic bundle structures on the Gg-invariant quartics
induced by the resolutions of the Coble fourfold, and prove Theorems 1.14 and 1.15. In Section 4 we
prove rationality and irrationality of the quartics X;, and in Section 5 we describe the G¢-action on their
class groups. In the Appendix we discuss the Cremona—Richmond configuration CR = Sing(X/4) of 15
lines in P* and show that such configuration is unique up to a projective transformation of [P*.

Throughout the paper k denotes an algebraically closed field of characteristic zero; however, many
constructions do not use the assumption that the field is algebraically closed. By u,, we denote the cyclic
group of order n. Furthermore, we denote by

Gniny = 6ny X Gy CSpyyn, and Ay, = Anyn, NSp; 0y C Anjpny (1.17)
the subgroup of &, ,, that consists of permutations preserving the subsets of the first 7 and the last n;
indices, and its intersection with the alternating group A,,,+,, C G;,4n,. Note that 2,5 » = &, _».
2. Small resolutions of the Coble fourfold

Recall that the fourfold % is defined by (1.5) as the double cover of P* (considered as the hyperplane (1.1)
in P?) branched over the Igusa quartic (1.4). It comes with the natural and the twisted actions of the
symmetric group Sg; see (1.6) and (1.8), the double covering 7: % — P* and its Galois involution
o:% — %;see (1.7), commuting with both actions of Gg.
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The fourfold # has been studied by Coble [1915; 1916; 1917]. He showed that % is a compactification
of the moduli space of ordered sets of 6 points in the projective plane. A modern treatment of % has been
given in [Dolgachev and Ortland 1988; Matsumoto et al. 1992; Hunt 1996; Howard et al. 2008]; see also
[Bauer and Verra 2010]. In particular, Dolgachev and Ortland [1988] proved that % can be obtained as
the GIT-quotient (??)®/ SL3(K) with respect to the diagonal action of SL3(K). In [Clingher et al. 2019]
the variety # came up in the study of moduli spaces of K3 surfaces. Hunt [1996] called it the Coble
variety (he also denoted it by #). In the current paper we prefer to call ¢ the Coble fourfold.

Since the Coble fourfold # is singular, it is interesting to construct its resolution of singularities that
would be natural from the geometric point of view. One interesting resolution was provided by Naruki
[1982]; see also [Hacking et al. 2009; Dolgachev et al. 2005, Section 2]. It has plenty of important
properties due to its interpretation as a moduli space of cubic surfaces. However, it is quite big (it has a
horde of exceptional divisors). On the other hand, one can observe that the variety % has non-Q-factorial
singularities, so we can hope to have a nice small resolution (i.e., with exceptional locus of codimension 2).

In this section we construct two small resolutions of singularities of #/; one is equivariant with respect
to the subgroup G4 2 C S¢ and another is equivariant with respect to the subgroup &5 C Sg. Note that
in both cases a nonstandard embedding of the subgroup is used (equivalently, a standard embedding is
composed with an outer automorphism of Gg) and in both cases we consider the twisted action of G on #/.

2.1. Blow up of P*> x P2. Let W3 be the irreducible three-dimensional representation of the symmetric
group G4 with the nontrivial determinant, i.e., a summand of the four-dimensional permutation repre-
sentation. Explicitly, W3 = R(3, 1) in the notation of [Fulton and Harris 1991, Section 4.1]. Choose a
G4-orbit of length 4

(P, Pi, P>, P3} C P(W3) = P2

In appropriate coordinates such quadruple can be written as
Phb=(1:1:1), Pi=(1:0:0), P,=(0:1:0), P3=(0:0:1). (2.1)

Denote by
PiPiCP(W3), 0<i<j<3,

the line passing through the points P; and P;.
Consider the diagonal action of G4 on P(W3) x P(W3) and the diagonal quadruple

P ={Py, P, P>, P;} CP(W3) xP(W3), P;=(P,P).

Note that P is an G4-orbit. The vector space W3 ® W3 can be regarded as a representation of the
group Gy 2; see (1.17), where G, acts diagonally and the nontrivial element of &, interchanges the
factors. The linear span of the points P; in P(W3 ® W3) induces an embedding of the permutation
representation k* of &4 (with the trivial action of &,) into W3 ® W3. We denote by

Ws = (W3 ® W3)/k* (2.2)
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the quotient five-dimensional representation of G4 5. Note that as a representation of Gy it is the direct
sum Ws|g, =R(2,2) ®R(2, 1, 1); here we again use the (standard) notation oi [Fulton and Harris 1991,
Section 4.1].

The linear projection W3 ® W3 — W3 induces a rational map

T42: P(W3) X P(W3) = P(W3® W3) --» P(W5s).

Note that the center of this projection is the linear span of the orbit P in P(W3 ® W3), which intersects
P(W3) x P(W3) exactly by P. Therefore, to regularize the map 774 » we should consider the blow up %4 »
of P(W3) x P(W3) in the quadruple P

D2 := Blp, py. by, (P(W3) x P(W3)) £ P(W3) x P(W3) (2.3)

with B being the blow up morphism. This induces a commutative diagram:

();// < (2.4)

P(W3) x P(W3) = — — == = = 5 P(W5)

By construction the fourfold #; » is smooth and carries a faithful action of G4 5. The above diagram is
G4 2-equivariant.

We are going to show that the map 74 : %4>, — P(Ws) defined by the diagram (2.4) factors through
the Coble fourfold; more precisely, 74 » factors as a composition

Yo L2 7 T P(Ws),

with p4 2 being a small G4 >-equivariant resolution of singularities. We accomplish this in two steps.
First, consider the linear projection

P(W3) x P(W3) < P(W3 @ W3) --»

from the linear span of the points Py, P>, and Ps; as before, the latter linear span intersects P(W3) x P(W3)
exactly by the triple Py, P>, P3. If (u; : us : u3) and (v; : v; : v3) are homogeneous coordinates on the
first and the second factors of P(W3) x P(W3) such that (2.1) holds, this map is given by

((u1 U u3), (l)l U2 v3)) = (u2v3 CU3V1 T UV D U3V D UVR I/tzvl), (2.5)

and it is easy to describe its structure. We denote by yy, ¥2, y3, 21, 22, and z3 the homogeneous coordinates
on P>, so that the right-hand side of (2.5) is the point (y; : y2:¥3:21:22:23).
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Lemma 2.6. The linear projection P(W3) x P(W3) --» P3 with center in the span of the points Py, P>, P3

induces an &3 »-equivariant commutative diagram

Blp, p,, P, (P(W3) X P(W3))

/ K

PW3)xP(W3) — — — — — — — — — — — — — — — — — >, —— P
where B’ is the blow up, %’ 5 C P> is a singular cubic hypersurface given by the equation

Y1Y2¥3 = 212223, 2.7)
and /OA’LZ is a small birational contraction. The map ,04’”2 contracts
e the proper transforms of the six planes P(W3) x P; and P; x P(W3), 1 <i <3, and
o the proper transforms of the three quadrics P,_PJ x PiP;,1<i< Jj <3,

onto nine lines L;;, 1 <1, j <3, given in P> by the equations

w=zu=0, k#i, l#].

Moreover, P:;,z is an isomorphism over the complement of the lines L;;. Finally, the map /OA’L2 o ()
takes the point Py to the point Pg=(1:1:1:1:1:1) € @4”2.
Proof. The map is toric, so everything is easy to describe. We skip the actual computation which is
straightforward but tedious. 0

The cubic fourfold (2.7) is known as Perazzo primal, [Dolgachev 2012, Exercise 9.16; Looijenga 2009,
Section 6].

Using the equation (2.7) one can easily check that the union of the nine lines L;; is the singular locus
of the cubic % ,.

The second step is to project the cubic %{2 from the point P;.

Lemma 2.8. The linear projection 7} ,: %/, --» P(Ws) from the point Py defines a regular map
my 5 Bl P, (%)) — P(W5s) that fits into a commutative diagram

4
P42

Blpy (%) @
F &‘ / (2.9)
, 2
Yy m e + P(Ws)

where % is the Coble fourfold, w: % — P(W5s) is the double covering, and ,04/(’2 is a small birational
morphism. Furthermore, the exceptional locus of py , is the union of proper transforms of the six

planes I1,, C %{2 given by the equations

i =Yw@), 1<i<3,
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indexed by all bijections w: {1, 2,3} — {1, 2, 3}; the map ,04’(’2 contracts them onto six lines in % (i.e.,
rational curves that are isomorphically projected to lines in P(Ws)), and is an isomorphism over the

complement of those.

Proof. Note that the point P is a smooth point of the cubic @4/’2, so the projection from it factors through
a double covering of P(W5s); in fact, this is the Stein factorization for the morphism nj(’ ,- We have to
identify its branch divisor with the Igusa quartic.

Take a point

Yitz)=On:y2:¥3:21:22:23)

in ® which is different from P;. The line M(,,..,) in P(W5) passing through the point (y; : z;) and the
point P can be parametrized as

My, ={(A+puyr: A+ py2: A+ puys : A+ pzr A+ pzz 0 A+ uzz)l, (2.10)

where A and p are considered as homogeneous coordinates on this line. Substituting this parametrization
into (2.7), we see that the intersection of M(,,..,) with the cubic %, is given by the equation

A+ uyD) A+ uy2)(A + wys) = (A + pz1) (A + nz2) (A + ©z3).

Expanding both sides and canceling the factor u that corresponds to the intersection point P}, we can
rewrite the above equation as

(51(9) — $1(2)A% + (52(¥) — $2(2) A+ (53(y) — 53(2))u? =0, (2.11)

where s; denotes the elementary symmetric polynomial of degree d. Restricting (2.11) to the hyperplane

yi+yn+ytzi+z22+z3=0, (2.12)

which is identified by the linear projection ﬁﬁu from the point P with the space P(W5s), we obtain
the equation of the double cover over P(Ws) we are interested in (embedded into the projectivization
of the vector bundle Op(ws) ® Opws)(—1) over P(Ws)). The branch divisor of 7 , is given in the
hyperplane (2.12) by the discriminant of the quadratic (2.11)

(52(3) — 52(2)* —4(s1(y) — $1(2)) (53 (y) — 53(2)) = 0. (2.13)

Let us show that the quartic X” C P* defined by equations (2.12) and (2.13) is isomorphic to the Igusa
quartic; this will identify the double covering with the Coble fourfold in a way respecting the projection
to P4, that is, ensuring that the upper right triangle in diagram (2.9) is commutative.

To do this we use the following substitutions:

xi=y1—300)+ 311, xu=z1+3510) - 3512),
=y —350)+151), xs=z22+315100) — 351(2), (2.14)

x3=y3—35100) +351(2), Xe=z3+351(y) — 351(2).
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They express the composition of the projection 77, , with a particular identification of its target space P(Ws)
with the hyperplane (1.1) in P°. A direct verification shows that substituting these expressions into (1.4)
of the Igusa quartic we get (2.13). This proves that (2.13) is isomorphic to the cone over the Igusa quartic
with the vertex at the point P;, hence its intersection with (2.12) is isomorphic to the Igusa quartic.

Finally, we describe the exceptional locus of the projection nj(’ ,- Clearly, it is the union of those
lines M(y,;;) that are contained in the cubic %} ,, i.e., the subvariety of those points (y; : z;) for which (2.11)
is identically zero. This condition can be rewritten as

$1(y) —51(2) = $2(y) — $2(2) = 83(y) —53(2) =0

Of course, this is equivalent to (y; : z;) € I1,, for some permutation w. Thus the exceptional locus is
the union of the proper transforms of the planes IT,,. Each of these planes passes through P, hence is
contracted onto a line in P* = P(W5s). O

Remark 2.15. There is also a computation-free way to identify the branch divisor X" of the map 7 , with
the Tgusa quartic. Indeed, note that the singular locus of X” contains 15 lines (the images of the 9 singular
lines L;; of %f , and the images of the 6 planes IT,,), then check that they form a Cremona-Richmond
configuration (e.g., by using Theorem A.8), and then apply Corollary A.14.

Remark 2.16. Using (2.11) it is easy to write the (birational) involution of the double covering 6?/4/’2 ——»P*
explicitly. Indeed, choose a point (y; : z;) = (y1: ¥2 : y3: 21 : 22 : Z3) on the cubic @4’ , C P> different
from P(;. Using the parametrization (2.10), we see that the point (y; : z;) corresponds to A = 0. Keeping
in mind that s3(y) = s3(z) at our point (y; : z;), and finding the second root of the (2.11) in A/u, we
conclude that the involution of the double covering @4”2 --» P* is given by

i 2 zi) = ((51(y) = s1(2)yi — (52() —52(2)) : (51(¥) — 51(2))zi — ($2(y) — 52(2)))- (2.17)
Furthermore, the induced birational involution of P(W3) x P(W3) can be written as

0420 (1 :uz:uz), (v :v2:v3))
V) — U3 U3 — Vg V1 — VU2 Uy —us usz —uj up—uy
> — . , . — i (2.18)
((det(v; b)) det(i:vl) " det() gg)) (det(vg v) det(i:vl)  det(! zg)))

to see this one can just compose (2.5) with (2.17) and observe that it gives the same result as a composition

of (2.18) with (2.5). Similarly, we deduce from (2.13) that the ramification divisor of the map 74, is
given by the equation

§2(u2v3, uzvy, u1v2) = $2(U3v2, UIV3, UVY),

that can be compactly rewritten as
Uiv] UV U3V3
det( i ) —0. (2.19)

V1 v2 U3

This gives a determinantal representation of a threefold birational to the Igusa quartic.
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Combining the results of Lemmas 2.6 and 2.8 we obtain a commutative diagram

ﬂ/
P(W3) x P(W3) «——— Blp, p, p,(P(W3) x P(W3)) ¢——— %

| o) 1

ﬂ//

Tap | - - %/2 Blp, (%/2) (2.20)
4.2 P
Lo I
P(Ws) < i v

where the upper right square is Cartesian and the composition %4 » — P(W3) x P(W3) of the upper
horizontal arrows is the blow up map .

Proposition 2.21. The linear projection w4 2: P(W3) x P(W3) --+» PP(Ws) with center in the span of the
points Py, P, P>, and P5 gives rise to a commutative diagram

/ 742 / (2.22)

P(W3) x P(W3) = — — ~2 = = 5 P(W5)

where p4 3 is a small resolution of singularities defined uniquely up to a composition with the Galois
involution o : % — %. The map p4 > contracts

o the proper transforms of the eight planes P(W3) x P; and P; x P(W3), 0 <i <3,
e the proper transforms of the six quadrics P,_P] X P,_PJ 0<i<j<3, and
e the proper transform of the diagonal P(W3) — P(W3) x P(W3),

and is an isomorphisms on the complement of those. Moreover, the morphism 14 5 induces a nonstandard
embedding G42 — Gg such that p4 s is G4 2-equivariant with respect to the twisted action of G4, on %'

Proof. We define the map p4 » as the composition of the right vertical arrows in (2.20). Its uniqueness up
to o is evident. We note that the composition
pazo B P(W3) x P(W3) --» & C P(2, 1°)

can be defined by explicit formulas:

X0 = —UIU3VIV2 — UU2V2V3 — UU3VIV3 + U UV V3 + UQU3V V2 + U U3VLV3,

x1 = 5 (uav3 — 2u3v1 — 2u1v2 + U3V + U3 + Uzvy),

Xy = %(—21421)3 +u3vy — 2uv2 +uzvy + uv3 +urvy),

X3 = $(—2uv3 — 2u3vy + u1vs + u3vy + U1 vs + usvy), (2.23)

X4 = 3(uav3 + u3vy + u1vz + uzvy — 2u1v3 — 2unv1),

X5 = %(sz3 +uzvy +uvy —2u3vy +u1v3 — 2uvy),

X6 = %(uzv_z 4+ uzvy +uiva — 2uzvy — 2u vz + upvy).
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Indeed, xq defines in % the ramification divisor of the map m, hence its pullback to P(W3) x P(W3)
coincides (up to a scalar) with the equation (2.19) of the ramification divisor of 74 >. The pullbacks
of x1,...,x¢ are given by the composition of (2.14) and (2.5), which gives the required formulas.
Substituting those into (1.5), we see that the scalar in the formula for xg is £1. So, (2.23) gives one of
the two maps p4 2, while the other sign choice gives o o p4 2.

For the description of the exceptional locus of ps4 2 we combine the results of Lemmas 2.6 and 2.8 with
the simple observation (using (2.5)) that the map ,02’2 of ~! from (2.20) takes the two planes P(W3) x Py
and Py x P(W3) to the planes IT,,, where w are cycles of length 3; takes the three quadrics PyP; x PyP;
to the planes I1,,, where w are transpositions; and takes the diagonal to IT,,, where w is the identity
permutation.

The space W5 by definition (2.2) comes with an G4 action, such that the map w4 2: %2 — P(Ws)
obtained by resolving the indeterminacy of the linear projection 742 is G4 2-equivariant. It follows that
its branch divisor, which was shown to be the Igusa quartic X4, is invariant under this action. On the
other hand, it is well known that Aut(X,4) = S¢ (this follows for instance from [Finkelnberg 1987,
Section 3; Hunt 1996, Proposition 3.3.1]; see also Lemma 3.4 below). Thus, we obtain an embedding
64,2 —> 66.

Moreover, for every element g € G4 5 the conjugation of the diagram (2.22) by g gives a diagram of
the same form. Since p4 » is uniquely defined up to o, we obtain an equality

1 _ k@)

gopsnog 0 04,2,

where k: G40 — Z/27 is a group homomorphism. Using the explicit expression for xg provided by (2.19)
it is easy to see that transpositions in the group &4, change the sign of x¢. This means that k is the
homomorphism of parity G¢ — Z/2Z restricted to G4 2, which means that the map p4 5 is equivariant
with respect to the twisted action (1.8) of G¢ on %

Finally, to show that the embedding G4, < G¢ is nonstandard, we use (2.23) to observe that
transpositions in G4 2 go to permutations of cycle type [2, 2, 2] in G¢. Alternatively, we could notice that
the restriction of the representation (1.1) with respect to a standard embedding &4 <— G¢ decomposes as
a direct sum of three irreducible representations of G4 (see (5.11) and Lemma 5.12), while (2.2) is the
sum of two irreducibles. g

Let us emphasize again that there are exactly two maps pa4 2 that fit into commutative diagram (2.22):
the first is given by (2.23) and the second is obtained by its composition with o, i.e., by the change of
sign of xo. The particular choice (2.23) will lead us to a particular choice of the map ps | in the next
subsection.

We write down here a simple consequence of Proposition 2.21 concerning the Weil divisor class group
of the Coble fourfold.

Corollary 2.24. One has Tk C(#) = 6.
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Proof. Since the map p42: %2 — % is a small resolution of singularities, it induces an isomorphism
Cl(#') = Pic(#4.2), and since %} 7 is the blow up of P2 x P2 in 4 points, its Picard rank equals 6. O

In Theorem 5.1 we will describe the action of the group G4 x u, on Cl(#) ® Q.

Remark 2.25. For each three-element subset I C {1, ..., 6} denote by Ic{l,..., 6}its complement.
Consider the hyperplane H; C P* defined in (1.1) by the equation

in = 0. (2.26)

Note that H; = Hj. In the terminology of the Appendix these are the ten jail hyperplanes (A.5) of the
Cremona—Richmond configuration. The preimage of H; on % splits as the union of two irreducible
components. Indeed, consider the subvariety 7 C ¢ defined by the (2.26) together with the equation

xo + %(22;& - le.2> =0. (2.27)

iel iel
Then it is easy to check that
Y (Hy) =77 (Hy) = 75 U o4

An even easier way to see this splitting is provided by the morphism p4 ». Indeed, using formulas (2.23)
one can check that the preimages on P2 x P? of the six hyperplanes Hiy4, Hios, Hi34, Hize, Hass,
and Hjsg are divisors given by equations

(1 —u3z)vo=0, wui(va—v3)=0, wu3z(vy—vy)=0,

(U —u3z)vi =0, (U1 —ux)v3=0, wuz(vyi—v3)=0,

respectively. Each of these divisors is a union of two irreducible components, and each component is the
product P; P; x P2 or P> x P; P; for appropriate i and j. Note that the action of G4 on the set of all
twelve of these irreducible components is transitive. For each I denote

A = p ().

Therefore, if I is one of the above six triples or one of their complements, then ,3(%”,4’2) is one of the
above twelve components, hence these divisors %”14’2 form a single G4 »-orbit.

Similarly, formulas (2.23) show that the preimages on [P x [P? of the remaining four hyperplanes
Hy23, Hys6, Haa6, and Higs are irreducible divisors singular at the points Py, P, P>, and P3, respectively.
This means that for each of the above four triples / the preimage T, 21 (Hy) of Hy on % 5 consists of two
irreducible components, one of them being the exceptional divisor of the blow up g over the corresponding
point P,. A straightforward computation shows that

42 42 42 42
Ay Hser s Hags
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are the exceptional divisors, while

4,2 4,2 4,2 4,2
Hises  Mzas Hsss K
are the proper transforms of irreducible divisors from P2 x P2,
Using the above observations we can write down the resolution p4 > as a blow up. Set

42 40 42 42 42 42 40 42 42 42
AT =gy + Hsg + Hoge + 45, and AT = 50+ Hogy + A5 + A -

Then the divisor —jff 2 s B-ample. Since rk Pic(%,z)e“-2 =2 by definition (2.3) (indeed, the group G4 >
acts transitively on the set { P;, P>, P3, P4} and swaps the factors of P(W3) x P(W3)) the divisor %ﬁf 2
is ps4p-ample, so that the divisor —j‘ff’z is also p42-ample. We conclude that the small birational
morphism p4 > is the blow up of the Weil divisor 756 + 534 + 35 + 26 on #'. Note that the other
choice of an &4 »-equivariant small resolution of singularities of ¢/, that is, the morphism o o p4 2, is the

blow up of the Weil divisor J#{,3 + H#is¢ + 346 + H345 on ¥

2.2. P2-bundle over the quintic del Pezzo surface. In this section we construct another resolution of the
Coble fourfold, using geometry of the quintic del Pezzo surface. Before explaining the construction, we
start with recalling this geometry (we refer the reader to [Dolgachev 2012, Section 8.5; Cheltsov and
Shramov 2016a, Section 6.2] for more details).

Let S be the (smooth) del Pezzo surface of degree 5. Recall that S can be represented as the blow up
of P2 in four points (in five different ways), and one has Aut(S) = Gs. The vector space H 0¢s, a)gl) is
the unique irreducible six-dimensional representation of G5 (corresponding to the partition (3, 1, 1) in the
notation of [Fulton and Harris 1991, Section 4.1]); see [Shepherd-Barron 1989, Lemma 1]; in particular,

1

this representation is invariant under the sign twist. Moreover, the anticanonical line bundle wy " is very

ample and defines an &5-equivariant embedding
S P =PHS, 05")Y)

such that S is an intersection of five quadrics in P°. The five-dimensional space of quadrics passing
through S in P? is an irreducible representation of Gs; see [Shepherd-Barron 1989, Proposition 2]. We
denote by

Ws:= HY (P, I5(2))" (2.28)

its dual space. Later, we will identify this space with the space defined by (2.2).

Below we consider the Grassmannian Gr(2, WSV) = Gr(3, Ws) of two-dimensional vector subspaces
in WY (respectively, three-dimensional subspaces in Ws) and denote by % and %; the tautological
rank 2 and rank 3 subbundles in the trivial vector bundles on this Grassmannian with fibers W; and Ws,
respectively.

The following result is well known.
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Lemma 2.29. There is an Ss-equivariant linear embedding P> ¢ P(A3Ws) such that
S =Gr(3, Ws) NP’ C P(A*W5)

is a complete intersection of the Grassmannian Gr(3, Ws) with P>,

Proof. We use the technique of excess conormal bundles developed in [Debarre and Kuznetsov 2018,
Appendix A]. Since S is an intersection of quadrics, the composition

WY ® Ops — I15(2) — (Is/13)(2)

is surjective. The conormal sheaf N, Sv/ps =g/l § is locally free of rank 3 on S, hence the above surjection
induces an Gs-equivariant map S — Gr(3, W) such that the pullback of the dual tautological bundle %"

from Gr(3, Ws) to S is isomorphic to (Is/] 52)(2). By adjunction formula we have

det(Is/13) = wps), @ wy ' = det(WY) @ 0§ @ g ',
hence
det((Is/13)(2)) = det(WY) ® wg !,

hence the pullback of Og3,ws) (1) = det(%3v) to § is isomorphic to det(WSV) ® a)gl. The induced map
AYWY = HO(Gr(3, Ws), Gaiaws) (1) — HO(S, det(WY) ® w5 ') = det(WY) ® H(S, wg')

is Gs-equivariant and surjective (since the target space is an irreducible Gs-representation). Moreover,
since the Gs-representation H°(S, a)gl) is invariant under the sign twist, the above composition defines
an embedding

P> =P(H(S, wg")Y) — P(A*Ws)

such that S C Gr(3, Ws) NP>, It remains to show that this embedding of S is an equality.

Since Gr(3, Ws) C P(A3Ws) is cut out by Pliicker quadrics that are parametrized by the space
WY ® det(WY), we obtain a map (where the first isomorphism takes place by [Debarre and Kuznetsov
2018, Proposition A.7])

WY ®@det(WY) = HY(P(A*Ws), Igiaws) (2) — HO(P?, I5(2)) = WY (2.30)

which by construction commutes with the natural Gs-action. It is nonzero since Gr(3, Ws) does not
contain P>, hence it is an isomorphism by irreducibility of Ws. Since S is an intersection of quadrics, it
follows that S = Gr(3, Ws) N [P>. O

Remark 2.31 (cf. [Shepherd-Barron 1989, Corollary 3]). In (2.30) we obtained an Gs-equivariant
isomorphism WY ®det(WJ) =W This allows to identify W as the (unique) irreducible five-dimensional
representation of &5 with det(Ws) being trivial. It corresponds to the Young diagram of the partition (3, 2)
in the notation of [Fulton and Harris 1991, Section 4.1].
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We denote the restriction of the tautological bundles %5 and %4 to S also by % and %3. The tautological
embeddings %, — W5v ® Os and 73 — W5 ® Os induce &s-equivariant maps

Ps(%) — P(WJ) and Pgs(%) — P(Ws).
Below we describe these maps explicitly. We start with the first of them.

Lemma 2.32. The image of the map @ : Ps(%) — P(WY) is the Segre cubic hypersurface in P(W3) = P4,
and Ps (%) provides its small Ss-equivariant resolution of singularities.

Proof. Let us describe the fiber of @ over a point of P(WY). Thinking of such a point as of a four-
dimensional subspace Uy C W3, we conclude that

@ ' ([Us]) = Gr(3, Us) NP° € Gr(3, Ws) NP> = S.

Since Gr(3, Uy) = [P3, this intersection is a linear space contained in S, hence either is empty, or is a
point, or is a line. Conversely, if L C § is a line, then

WL =0L® 0L (—1)

because %," is globally generated with det(%,") = a)gl. Moreover, the section

L=Pp(O) = Pr(nl|L) — Ps(%)

of the projection P (%>|1) — L is contracted by the map @ . This proves that @ contracts precisely the
exceptional sections over the ten lines of S, hence the image

Z =@ (Ps(%)) C P(WY)

is a hypersurface with ten isolated singular points and the map P5(%,) — Z is a small resolution of
singularities. On the other hand, since det(%5) = ws, it follows that

Wps(2) = @ Opawy) (—2).

Since the map Pg(%) — Z is small, we have wz = ﬁp(w;)(—2)|z, so that Z is a cubic hypersurface.
It remains to notice that the only three-dimensional cubic with ten isolated singular points is the Segre
cubic; see e.g., [Dolgachev 2016, Proposition 2.1]; alternatively, one can deduce this from the fact that
the group &s acting in the irreducible five-dimensional representation W< has a unique cubic invariant,
which must thus define the Segre cubic. O
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Remark 2.33 [Dolgachev 2016, Section 2; Prokhorov 2010, Proposition 4.6]. The relation of the quintic
del Pezzo surface S and the Segre cubic threefold Z extends to an Gs-equivariant diagram

Mo,e
Blsu(PH)« - - — - — - - Ps(%)
p3 \ Z / S = ./\70,5

Here M, is the moduli spaces of stable rational curves with n marked points, the left outer diagonal
arrows provide its Kapranov’s representation (the lower left arrow is the blow up of five general points
on P?), the right outer diagonal arrows compose to the forgetful map My ¢ — My s, the inner diagonal
arrows contract ten smooth rational curves each (and provide two &s-equivariant small resolutions of Z),
and the dashed arrow is a flop in these curves.

The above diagram can be thought of as an G5-Sarkisov link from the Mori fiber space Ps(%,) — S
to P3 centered at Z; see Section 5.1 below for explanation of terminology. It is natural to ask what is the
Gs-Sarkisov link starting from Pg(%3) — S. We will see in diagram (2.48) below that it is a symmetric
link centered at the Coble fourfold #'.

So, we consider the projectivization Pg(%43) of the rank 3 bundle %3 and denote it by

%51 :=Ps().

The embedding %3 < Ws ® s induces an Gs-equivariant diagram

%1
/ R (2.34)
S

P(Ws)

where p is the natural projection % | = Pg(%3) — S, and 75| is the composition of the embedding
%1 — S x P(Ws) with the projection to the second factor. In particular, the restriction of the map p to
any fiber of 75 ; is an isomorphism to its image. This allows to consider every fiber

Sw =15 | (w)

of the map 75,1 as a closed subscheme of S. In the next lemma we describe these subschemes.

For each point w € P(W5s) denote by Ws/w the four-dimensional quotient of the space W5 by the line
in W5 that corresponds to w. Every two-dimensional subspace in Ws/w gives (by taking preimage) a
three-dimensional subspace in W5 containing w. This allows to consider Gr(2, Ws/w) as a subvariety
of Gr(3, W5s).
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Lemma 2.35. The fiber S, of the map ns | over a point w € P(Ws) can be described as
S = Gr(2, Ws/w) NP> C Gr(3, Ws) NP> = 8.
In particular, S, is either a zero-dimensional scheme of length 2, or a line, or a conic.

Proof. The first equality is obvious. Consequently, S,, is a linear section of the four-dimensional
quadric Gr(2, W5/w) of codimension at most 4. So, if §,, is zero-dimensional, it is a scheme of
length 2. Furthermore, if S, is one-dimensional, it is either a line or a conic. It remains to notice
that dim S, < dim S = 2 since S is irreducible. Il

Our goal is to describe the map 75 1 in (2.34). We start by presenting some surfaces in %5 | contracted
by it. Recall that S contains 10 lines. Recall also that %4 is a subbundle in the trivial vector bundle with
fiber W5 over S, so that %5 ; is a subvariety in S x P(W5s).

Lemma 2.36. For every line L C S there is a unique line L’ C P(W5s) such that for the surface Ry = L x L'
one has
Rp C %1 CSxP(Ws). (2.37)

In particular, the map s | contracts Ry, onto the line L'. Moreover, if L1 # L, are distinct lines on S

then the corresponding lines L, L’2 C P(Ws) are distinct as well.

Proof. Since L is a line on Gr(3, Ws), there is a unique two-dimensional subspace U, C W35 such that
L Cc P(Ws/U,) C Gr(3, Ws). Then for every point [Uz] of L we have U, C Us, thatis, U, ® 01 C 24|,
hence

LxPUy)=Pr(U,®OL) CPs(%)=%5.

Thus, the line L' = P(U,) C P(W5s) has the required property.
Furthermore, for any two-dimensional subspace U, C W35 the intersection

P(Ws/Uz) NS =P(Ws/Up) NP?

is a linear space contained in S, hence is either empty, or a point, or a line. In particular, two distinct
lines L and L, on S cannot correspond to the same subspace U, C W5, hence the corresponding lines L
and L} in P(Ws) are distinct. O

As we already mentioned, a quintic del Pezzo surface is classically represented as the blow up of P? in
four general points. Let ¢: S — P2 be one of such blow up representations with exceptional divisors Eq,
E\, E;, and E3. Denote by e; their classes in Pic(S), and by ¢ the pullback of the line class from P2 to S,
so that

Ks~—=30+ey+e+er+es.

The line bundle &s(£) defines the contraction ¢: S — P2 and the line bundle &5(2¢ — ey — e] — €2 — €3)
defines a conic bundle ¢: S — P!. The combination of ¢ and ¢ defines an embedding

Ox@: 8> P> xP!
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whose image is a divisor of bidegree (2, 1). Moreover, the composition of ¢ x ¢ with the Segre
embedding P? x P! < P is the anticanonical embedding of S, therefore we have an exact sequence of
normal bundles

0 — Ng/prupt = Ngjps = Np2ypijpsls — 0. (2.38)
The first of these bundles is isomorphic to
P Op(2) ® P Op1 (1) = O5(4L —eg — €1 — €3 — e3),

and the second is isomorphic to %3 (6¢ — 2eg — 2e; — 2ey — 2e3) by the proof of Lemma 2.29. The third
vector bundle in (2.38) can be computed as follows: We denote by Jp» the tangent bundle of P".

Lemma 2.39. For any positive integers m, n we have Npn ypn jpmntmn = Fpn K Fpn.

Proof. Let A and B be vector spaces of dimension m + 1 and n 4 1 respectively. Tensoring pullbacks
to P(A) x P(B) of the Euler sequences

0— Opay > AQ Opay(1) = Ipay — 0 and 00— Oppy — BQ Opp)(1) — Ipi) — 0,
we obtain an exact sequence

0— Opayxp) > A® Opayxps) (1, 0) ® B ® Opayxps)(0, 1)
— A® BQ Opayxpp)(1, 1) = Tpay X Ip) — 0.

Comparing it with the restriction to P(A) x P(B) of the Euler sequence
0— OpayxpB) > AQ B Opayxpy(1, 1) = Ipaen)IPpayxp) — 0

of P(A ® B) and with the pullbacks of the Euler sequences of P(A) and P(B), we obtain an exact

sequence
0 — prp(4) Tp(a) ® Pip(s) TpB) = TpaeB)Pa)xps) = Tp) W Tps) — 0,
where prp 4, and prpp) are the projections, which proves the lemma. O

Applying Lemma 2.39 in the case m =2, n = 1, we see that the third bundle in (2.38) is isomorphic to
¢ (Tp2) @ ¢" (Tp1) = 9" Tp2 ® O5(4L —2e0 — 2e1 — 2e3 — 2e3).

So, twisting the normal bundle sequence (2.38) by the line bundle &s(—6£€ + 2eg 4 2e; + 2e; 4 2e3) we
obtain

0—> Os(—20+ey+er+er+e3) > U —> o (Fp2(—2)) > 0 (2.40)

Denote by r,: § — Pg(%;3) the section of the projection p induced by the first map in (2.40).
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Lemma 2.41. There is a line 'y C P(W5s) and a commutative diagram

S L pys)

|

r,C—— P(Ws)

that identifies the line I', with the base of the conic bundle ¢. In particular, for any w € I'y the
fiber Sy, = n;ll (w) is a conic from the pencil @.

Proof. By definition of r,, the composition
5107y S — p(Ws)

is given by the line bundle O5(2¢ — ey — e} — e2 — e3) on S, hence factors as the projection ¢ followed
by a linear embedding. This proves that we have the required diagram. Moreover, it follows that for
every w € I the fiber 75 11 (w) contains a conic from the pencil ¢. By Lemma 2.35 the fiber coincides
with this conic. O

For each contraction ¢: S — P? (recall that for a quintic del Pezzo surface S there are five such
contractions), define the surface

Ry, =71,(S) CPs(%), (2.42)
so that the map 75 1 contracts it onto the line I'y, C P(W5).

Lemma 2.43. The five lines Iy C P(Ws) corresponding to the contractions ¢: S — P2 are pairwise
disjoint. Moreover, for each ¢ the line Ty, is distinct from the lines L' C P(W5s) associated with lines L
on S in Lemma 2.36.

Proof. If w is a common point of the curves I, and I'y/, then by Lemma 2.41 the fiber S, is a conic that
belongs to the corresponding pencils ¢ and ¢’, hence the pencils coincide, hence ¢ = ¢'.

Assume that I'y, = L', where L’ is associated with some line L C S as in Lemma 2.36. By Lemma 2.36
we have L C S, for each w € L' =T, and by Lemma 2.41 when w runs over I, the curves S,, run over
the corresponding pencil of conics @. So, the assumption we made implies that every conic in the pencil
contains the line L, which is absurd. U

Now we are ready to prove the main result of this subsection.

Proposition 2.44. The Gs-equivariant morphism ms 1: %1 — P(Ws) gives rise to a commutative
diagram

P51
5.1 x

/ ) / (2.45)

S P(Ws)
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where % is the Coble fourfold, w: % — P(Ws) is the double covering, and ps.1 is a small resolution of
singularities, defined uniquely up to composition with the Galois involution o : % — % . Furthermore,
the exceptional locus of ps 1 is the union of 15 irreducible rational surfaces {Rp}rcs U{Ry},. s p2, such
that:

o R = P! x P'; each of these surfaces is contracted by p onto the line L C S and by ms.| onto the
line L' C P(W5s).

* R, = S withthe map p: R, — S being an isomorphism and with the map 7s 1|r, being the conic
bundle ¢: R, — Ty, over the line Iy C P(W5s).

Moreover, the morphism 15 1 induces a nonstandard embedding G5 — G¢ such that ps .1 is Ss-equivariant
with respect either to the natural or to the twisted action of Gs on %'

Using a compatibility result from Proposition 2.50, we will show in Section 2.4 that ps is Gs-
equivariant with respect to the twisted action of a nonstandard &s.

Proof. By Lemma 2.35 the map 75,1 is generically finite of degree 2. Denote by R C %5 ; the ramification
locus of the morphism 75 1: %51 — P(Ws5) and by B =75 1 (R) C P(W5) its image. Let us show that B
is the Igusa quartic. For this we show that B is projectively dual to the Segre cubic Z = w (Ps(%));
see Lemma 2.32.

Indeed, by Lemma 2.35 we know that B is the locus of w € P(W5s) such that S, is either a double
point or a curve. On the other hand, w defines a hyperplane P(w') C P(WY) in the dual projective space,
and

@ (ZNPw™) =Ps(2) xpwy) P(w™)

is a relative hyperplane in the P!'-bundle Pg(%:) — S. Moreover, the zero locus of the corresponding
section of %," is precisely the scheme S,,. If S,, is zero-dimensional then by [Kuznetsov 2016, Lemma 2.1]
we have

o (ZNPw™)) =Bly, (9),

and if it is one-dimensional, then @ ~!(Z N P(w')) contains the surface Ps, (%5]s, ), hence is reducible.
Thus, @ ~!(Z NP(w')) is singular if and only if w € B. Since the singular points of Z are nodes, and o
resolves them, it follows that B is the projective dual of Z. Hence B = X4 is the Igusa quartic (see
[Hunt 1996, Proposition 3.3.1]).

It follows from Lemma 2.35 that the map 75 1 is an étale double cover over P(W5s) \ B, and that the
Stein factorization of the map ms | provides a (unique up to o) decomposition

U L 7 T P(Ws),

where ps 1 is a birational map.



Coble fourfold, Gg-invariant quartic threefolds, and Wiman—Edge sextics 235
Let us show that ps5 ; is small. Indeed, since det(%3) = ws, it follows that
a)%l = JTS*’lﬁn:D(ws)(—?)) = ,O;lﬂ*ﬁ[p(ws)(—:S). (2.46)

On the other hand, 7 is a double covering branched over a quartic, hence one has wy = 7% Opw;)(—3).
Thus wa , = pZ @, i.e., the map ps 1 is crepant. Since %5 1 is smooth it follows that the map ps 1 is an
isomorphism over the smooth locus of ¢/, hence the exceptional locus of ps ; is contained in

P51 (Sing(#) = 75 | (Sing(X 1)) = 75} (CR),

i.e., in the preimage of the Cremona—Richmond configuration of 15 lines. But by Lemma 2.35 the fibers
of 75,1 are at most one-dimensional, hence dim(n; 11 (CR)) < 2. This proves that ps 1 is small.

Next, let us show that
751 (CR) = (U R(p) U (U RL>. (2.47)
¢ L

By Lemmas 2.36 and 2.41 the surfaces R; and R, are contracted onto the union of ten lines L and five
lines Iy, in P(W5s), which are pairwise distinct by Lemmas 2.36 and 2.43. Therefore

CR = (U r(p) U (2UL’).
@ L
It remains to show that for any w € I'y, or w € L' the fiber §,, = s, 11 (w) is contained either in R, or
in Ry. If w € Ty, this is proved in Lemma 2.41. Now take w € L’. By Lemma 2.36 we have L C S,,,
hence by Lemma 2.35 the curve S, is either the line L (hence S,, C Ry) or a conic (hence S,, C R, for
appropriate ¢). This proves (2.47).

The vector space W5 by definition (2.28) comes with a natural Gs-action, and, moreover, the map
75,1 %5,1 — P(Ws) is Gs-equivariant. It follows that its branch divisor B = X /4 is invariant under this
action. This gives an embedding &5 — Aut(X/4) = S C Aut(#), such that for every element g € Ss
the conjugation of the diagram (2.45) by g gives a diagram of the same form. Therefore, one has

k@

gopsi10g 0051,

where k: G5 — Z/27 is a group homomorphism. If it is trivial, then ps ; is equivariant with respect to
the natural action, and if k is the homomorphism of parity, then ps ; is equivariant with respect to the
twisted action (as we mentioned above, we will show in Section 2.4 that k is indeed the homomorphism
of parity).

To show that the embedding G5 < Gg is nonstandard we use the same argument as in the proof of
Proposition 2.21. The restriction of the five-dimensional representation (1.1) to the image of a standard
embedding &5 — G4 decomposes as a direct sum of two irreducible representations (see Lemma 5.12),
while the Gs-representation W5 is irreducible by (2.28) and [Shepherd-Barron 1989, Proposition 2]. [J
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Similarly to the case of p4 », the morphism ps ; is not uniquely defined even when the corresponding
nonstandard subgroup Gs is fixed. Moreover, there is a commutative diagram

P 100051

—————— + %51
/ \ / \ (2.48)
0ops,|

Here Ps. i 00 o ps,1 is a small birational map. In fact, we know that rk Pic(S)®s = 1; see for instance
[Cheltsov and Shramov 2016a, Lemma 6.2.2(i)]; this means that

rk C1(%5 1) = rk Pic(%5,1)5 =2,

and therefore rk Pic(#)®s = 1. The latter implies that ps 1 and o o p5 1 are the only Gs-equivariant small
resolutions of singularities of % and that p5_ % o0 o ps 1 is an Ss-flop. Consequently, the diagram (2.48) is
an Gs-Sarkisov link between two copies of the Mori fiber space %5 1 — S centered at % (see Section 5.1).

Remark 2.49. Recall the notation of Remark 2.25. Denote
A = p3 (),

SO that one has s, 1(H 1) = 75, 1(H ) = j‘fs Ty %5 ! One can check that ten out of twenty divisors
% lc %; 1 are the preimages of lines on S via the map p, and the other ten are relative hyperplane
sections for p (this decomposition is the orbit decomposition for the action of Gs5). We denote by ,%ﬁ
the sum of the divisors of the first type, and by > the sum of the divisors of the second type. The
divisor jﬁf 1is the p-pullback of an ample divisor on S, hence it is p5 1-ample. Consequently, —>" s
ps.1-ample, hence the small birational morphism ps ; is the blow up of the Weil divisor ps | (j‘f_s’l) on%.
See Remark 2.57 below for an explicit description of this blow up.

2.3. Compatibility of resolutions. In this section we relate the resolutions %, > and %5 ; of the Coble
fourfold. Recall that the first of them is associated with a nonstandard embedding G4 7 < Gg, and the
second is associated with a nonstandard embedding Gs < G¢. Note that each (standard or nonstandard)
subgroup &4 C G¢ can be extended to a subgroup G42 C S¢ and such extension is unique. Indeed,
the second factor G, in G4 = G4 x Gy is just the centralizer of G4 in G4. Recall also that for
each G4 C G5 = Aut(S) there is a unique S4-equivariant contraction ¢ : § — P? of the quintic del Pezzo
surface S onto the plane.

Proposition 2.50. Let G5 «— Gg be a nonstandard embedding. Choose a subgroup &4 C Gs and
let G4 C B¢ be its unique extension. Let pao: Yo — % be the Gaz-equivariant resolution of
singularities constructed in Proposition 2.21 and let ¢ : S — P? be the unique S4-equivariant contraction
of the quintic del Pezzo surface. Then there is a unique Ss-equivariant resolution ps1: %1 — % as
in Proposition 2.44 and a unique S4-equivariant small birational map 0,: % | --+ %4 » such that the
diagram (1.10) is commutative.
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Of course, if ps 1 is fixed, there is only one 6; such that the inner triangle in the diagram (1.10)
commutes, namely, 6] = ,04_’ ; o ps.1. But it is a priori not clear why the outer square commutes. So, to
prove Proposition 2.50 we move in the opposite direction: we first construct #; such that the outer square
commutes, and after that check that the inner triangle commutes for this 6; and for an appropriate choice
of ps,1.

We start with some notation and a lemma. Let ¢: S — P2 be the G4-equivariant contraction, and,
as before, denote by Eg, E|, E», and E3 the exceptional divisors of the blow up ¢, by e; their classes
in Pic(S) and by £ the pullback of the line class of [P?. Recall also the rank 3 bundle %3 on S.

Since %3V is globally generated and det(%SV) |E, = a)gl |E, = OF, (1), we have

WU\, = O, ® O, ® O, (—1).

Therefore, we have a canonical surjective morphism %3 — 0, (—1) of sheaves on §. The sum of these
morphisms gives an exact G4-equivariant sequence

3
0> &— % —> @Ok (-1)—>0 (2.51)
i=0

and defines a rank 3 vector bundle & on S equivariant with respect to Gy.

Lemma 2.52. One has & = 05(—£)®3.

Proof. Consider the composition of the embedding
Os(—2+ep+e1+ex+e3) = s

from (2.40) with the projection %3 — O, (—1). If it is equal to zero, then the map %3 — O, (—1) factors
through a map ¢*(9p2(—2)) — O, (—1). But the sheaf ¢*(Fp2(—2)) restricts to E; trivially, hence no
such map exists. This contradiction shows that the composition is nontrivial. But since

Os(=2L+eg+e1 +ex+e3)|g = O, (—1),

any nontrivial morphism Os(—2¢ 4 ep 4 e; + €2 + e3) — Of,(—1) is surjective. Therefore, the sum of
these morphisms Os(—2¢+eg+e; +ex+e3) —> @1.3:0 Ok, (—1) is surjective, hence its kernel is 0g(—2¢)
and we have a commutative diagram

0 —— O5(=20) —— Os(—20+eg+e1 +ex+e3) —— @y Ok, (—1) —— 0

| | |

0 & A P;_y O (—1) ——0

Taking into account (2.40), we see that the first column extends to an exact sequence

0— O5(—=20) > & —> ¢*(Ip2(—2)) — 0. (2.53)
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It remains to show that it coincides with the pullback of a twist of the Euler sequence on P2, Since
the pullback functor ¢* is fully faithful, and the Euler sequence is the unique nonsplit extension of 2
by Op2, it is enough to show that (2.53) is nonsplit.

Assume on the contrary that there is a splitting ¢*(Ip2(—2)) — &. Composing it with the embedding
& — 94, we obtain a splitting ¢*(Ip2(—2)) — %3 of (2.40). It induces an embedding

S xp2 FI(1, 2; 3) = Ps (@™ (Fp2(—2))) — Ps(%) = % 1,
such that its composition with 5 1 coincides with the projection
S xp2 FI(1,2; 3) — FI(1, 2; 3) — (P?)V.
But this contradicts the fact that ps 1 is a small contraction. ]

Proof of Proposition 2.50. Let us construct the map 6;. Let V| be a three-dimensional vector space such
that the target plane of ¢ is P(V}). We can choose an isomorphism

ap: P(Vi) — P(W3)

such that the points of P(V}) to which the divisors E; are contracted by ¢ go to the points P; of P(W3)
defined by (2.1). Note that such an isomorphism is unique and S4-equivariant.

Next, let V, be the three-dimensional vector space such that & = V, ® 0s(—£). Note that the
space Vo, = H (S, £(¢)) has a natural structure of an G4-representation, and the above isomorphism
& =V, ® Os(—L) is G4-equivariant. Under this identification the first map in (2.51) becomes an
G4-equivariant embedding of sheaves

Vo ® Og(—0) == a4, (2.54)

which is an isomorphism away from the union of E;. Its dual map extends to an exact G4-equivariant

sequence
3

0— 2" £5 vy ® 05(0) — @ 0x, — 0. (2.55)
i=0
The second map defines four linear functions on V,’, i.e., four points on P(V;). We can choose an
isomorphism

az: P(V2) — P(W3)

such that these points go to the points P; of P(W3) defined by (2.1). Again, such an isomorphism is
unique and G4-equivariant.

Now we put all the above constructions together. The morphism & defined by (2.54) induces a birational
map

S x P(Vy) Z Pg(Va ® Os(—0)) 2> Ps(%3) = %5 .
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We define 6, as the composition
—1 . —1
%51 55 S x P(Vy) £55 P(V) x P(Va) 2292 P(W3) x P(W3) os 245,

where the last map is the inverse of the blow up (2.3). Clearly, 6, is birational and G4-equivariant, since
all the maps used in its definition are. Finally, its composition with p; equals ¢ o p by construction, hence
the outer square in (1.10) commutes.

Next, let us show an equality of the maps

40601 =75 (2.56)

from %5 1 to P(Ws). For this, consider the diagram

Py, P, P, P
WY ® O WY @WY @0y — B gy o
H ;l(azv@a.v) ‘
HO(S,£Y)
WY ® 0 VY ® VY ®os Dio s
L] l
u) VY ® O5(t) Bio 7,

Here the bottom line is (2.55), the middle line is obtained from it by passing to global sections and
tensoring with Oy, and the maps between these lines are induced by evaluation of sections (hence the
lower squares commute). The top line is obtained by identification (2.2), the upper-right square commutes
by definition of o and ;. Therefore, there is a unique identification of the spaces W in this diagram
(note that the one in the top line is defined by (2.2), while the other is defined by (2.28)) such that the
upper-left square commutes. From now on we use implicitly the induced identification of the spaces Ws.

As a result of this commutativity two morphisms WY ® 0s — V,’ ® 0s(¢) in the diagram coincide.
One of them induces the rational map

S x P(Vy) 25 %% 1 2205 P(Ws),
and the other induces the rational map
S x P(Vs) L9 pvy) x P(Vs) 22925 P(W3) x P(W3) 7425 P(Ws);

the map ¢ appears here because all the global sections of ¢5(£) are pullbacks via ¢. So, we have an
equality of rational maps

Tap0(ap Xxan)o(p xid) =ms510&

from S x P(V,) to P(Ws). Composing it with the map £ ~! on the right and using (2.4) and the definition
of 6, we deduce the required equality (2.56).
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From (2.56) we further deduce an equality
7T o(psp001) =m4p006) =751.

Hence, the composition p4 2 06} provides one of the two possible factorizations ps | of the morphism 75 ;.
This shows that for one of the two choices of ps 1, the inner triangle in (1.10) is commutative. O

It is worth noting that if we want to replace the map p; in the diagram (1.10) by another projection p;
and preserve its commutativity, we will have to replace the subgroup G5 containing &4 by the unique
other such subgroup (more precisely, we will have to replace the embedding &5 < G4 with the one
obtained from it by a conjugation with the factor G, in G45).

Remark 2.57. Recall the notation of Remarks 2.25 and 2.49, and assume that we are in the situation
of Proposition 2.50: the resolution p4 1 is defined by (2.23) and the resolution ps ; is such that the
diagram (1.10) commutes. Then we have

S 501 5.1 5.1 5.1 5.1 5.1 5.1 5.1 5.1 5.1

A = Mgy + Hse T Hje + Hys + Higy + Hze + Higs +Hys + Hose + M

S0 50 5.1 5.1 5.1 5.1 5.1 5.1 5.1 5.1 5.1

A = Hyse + A5y + Hiss + Ay + Hse + s + Hijs + Aoz + A5 + H5s -
Consequently, ps. is the blow up of the Weil divisor

Hase + s + 35 + Ao + Hise + Has + Hae + Hze + Hza + Hos
on%.

2.4. Proof of Theorem 1.9. In Proposition 2.21 we constructed the morphism p4 » for some nonstandard
subgroup &4, C Gg, and checked that it is G4 2-equivariant for the twisted action and small. To
construct p4 » for any other nonstandard embedding, we may use a conjugation by an appropriate element
of G¢. This proves assertion (i).

Similarly to the above, in Proposition 2.44 we constructed a morphism ps ; for some nonstandard
embedding G5 — Gg (and the same trick as above then gives ps ; for any other nonstandard G5 C Gg) and
checked that it is small. Moreover, the compatibility isomorphism 6; was constructed in Proposition 2.50;
by the way it proves assertion (iv).

Furthermore, we checked that the morphism ps | is &s-equivariant with respect either to the natural or
to the twisted action of G5 on #'. To show that the action is twisted, we use Proposition 2.50. Choose a
subgroup G4 C Gs, a transposition g € G4, and consider the commutative diagram (1.10). Since 6; is

1

G4-equivariant and g o pg 208~ =0 0 p42 (as p42 1s equivariant with respect to the twisted action), we

have

gopsi08 '=gopsr00i08  =gopir08 0 =00ps200=00ps,1,

hence ps 1 is equivariant with respect to the twisted action as well. This completes the proof of assertion (ii).

Finally, recall that we checked in Propositions 2.21 and 2.44 that p4 7 and ps ; are isomorphisms over
the complement of the Cremona—Richmond configuration CR = Sing(X/4) C P4, This gives the proof
of assertion (iii) and completes the proof of Theorem 1.9. O
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3. Conic bundle structures on Sg-invariant quartics

Recall the pencil {X;} of Gg-invariant quartics defined by the (1.2) inside the hyperplane P* C P>
given by (1.1). In this section we discuss the conic bundle structures on the quartics X; induced by the
resolutions of the Coble fourfold.

3.1. Sg-invariant quartics revisited. We start by collecting some facts about automorphism groups
of X, their singularities and class groups.

Let CR be the Cremona—Richmond configuration of 15 lines with 15 intersection points; see the
Appendix. The intersection points of the lines of CR form the orbit

Ti5={g - 2:2:=1:—-1:-1:-1) | g € G¢}.
Besides this, we consider also the orbits

S ={g-G:—=1:=1:—1:—-1:-1)]| g € Sg},

To={g-(1:1:1:=1:=1:=1) |ge&¢,

Tis={g-(1:-1:0:0:0:0) | g € S},

T={g-(:1:0:0: v’ | & € Ge},

where w is a primitive cubic root of unity and the lower index on the left-hand side stands for cardinality
of the orbit. We note that

Ti5s CCR, X30CCR, (ZgUXjpUX;5)NCR=2.
Remark 3.1. The quartic X, defined by (1.2) with t = 0o is the quadric O given by the equation
x12+x%+x32+xf+x52+x§=0 (3.2)
taken with multiplicity 2. Note that
QcNYis =9, QoNCR = X3,
and the intersection is transversal.

The singularities of the quartics X, have been described by van der Geer [1982] in terms of these orbits.
Recall the discriminant set © defined by (1.3).

Theorem 3.3 [van der Geer 1982, Theorem 4.1]. One has

t tgDU{oo} t=75 t= ua

=
10
Sing(X;) %30 CR  X30UXis X30UXjp 230U

=

=
AN—

In particular, X, is normal if t # oo.

Moreover, all singular points of the quartics X, are nodes provided that t # zlt’ 0.

One can describe automorphism groups of the quartics X;.
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Lemma 3.4. The following assertions hold.:

(i) One has Aut(X1,7) = PSpy(F3), where F5 is the field of three elements.
(ii) One has Aut(X;) = &g provided that t ¢ {% oo}.

(iii) If X is a normal quartic hypersurface with a faithful action of the group S, then X is isomorphic to
one of the quartics X;.

Proof. Assertion (i) is well known; see e.g., [Coble 1906].

Take any ¢ # oco. Since the quartic X; is normal by Theorem 3.3, its hyperplane section is the
anticanonical class, hence the group Aut(X,) is naturally embedded into PGLs(k). Moreover, one
has &g C Aut(X;) by the definition of X,. It follows from the classification of finite subgroups of PGL5 (k)
that either Aut(X;) = G¢ or Aut(X,) = PSp,(F3); see [Feit 1971, Section 8.5]. But the group PSp,(F3)
has a unique invariant quartic hypersurface in P*, which is the Burkhardt quartic X, /2. This proves
assertion (ii).

Finally, assume that X is a normal quartic hypersurface invariant under some faithful action of the
group &g on P4, Using the classification of projective representations of the group &g we deduce that
this action comes from an irreducible five-dimensional representation of Gg; in fact, it is enough to look
at the classification of projective representations of the smaller group 2lg, which can be found for instance
in [Conway et al. 1985, page 5]. The latter Gg-representation is unique up to an outer automorphism and
a sign twist (cf. Lemma 5.12). This implies assertion (iii). O

Corollary 3.5. We have Aut(%') = Gg X W,.

Proof. The group on the right-hand side acts on # by (1.6) and (1.7), and the action is clearly faithful. It
remains to show that any automorphism of % belongs to this group. For this we note that the morphism
7. % — P* is defined by the ample generator of Pic(#). Indeed, rk Pic(%') = 1 by Lefschetz hyperplane
section theorem (see [Dolgachev 1982, Theorem 4.2.2]), because # is a hypersurface in the weighted
projective space P(2, 1°). The pullback of the hyperplane in P* via 7 is not divisible in Pic(%') by degree
reasons, and thus generates Pic(#'). Hence 7 is equivariant with respect to any automorphism of %. This
induces a homomorphism Aut(%#') — PGL5(K) whose kernel is generated by the Galois involution o .
The image of the homomorphism is the subgroup of PGLs(K) that fixes the branch divisor X4 of 7.
Moreover, the latter subgroup acts faithfully on X4, hence is contained in Aut(X,4) = Ge. O

For further reference we state here a description of the class groups of X;.

Lemma 3.6. The following table lists the ranks of the class groups of the quartics X;:

t t¢©U{OO} l:% l:% t:% =

=S

rk C1(X,) 6 1 16 11 7
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Proof. First, assume 1 ¢ D U{oo}. Let X, be the blow up of X, at its singular points. Then X, is smooth by
Theorem 3.3. Now the assertion follows from [Cynk 2001, Theorem 2] and [Beauville 2013, Lemma 2].
The cases t = % t= é, and 1 = 17—0, are discussed in [Kaloghiros 2011, Theorem 1.1(iii); Cheltsov and
Shramov 2016b, Sections 5-6].
Finally, consider the case t = }1. As it was already mentioned, the Igusa quartic X4 is projectively
dual to the Segre cubic threefold Z C P*. In fact, projective duality gives an Gg-equivariant birational
map Z --+ X1,4 that blows up 10 ordinary double points of Z and blows down the proper transforms

of 15 planes on Z; see e.g., the proof of [Prokhorov 2010, Lemma 3.10]. In particular, one has
tk C1(X1/4) =1k CI(Z) + 10 — 15,

and since the class group of the Segre cubic Z has rank 6 (see e.g., [Prokhorov 2013, Theorem 7.1]), we
obtain rk CI(X1/4) =1. O

In Theorem 5.1 we will describe the action of the group G4 on CI(X;) ® Q.

3.2. Wiman-Edge pencil. Consider the projective plane P? with homogeneous coordinates wy, wa,
and wj and the following two polynomials of degree six

= 2 22 2D 2
Do(wy, wr, w3) = (w; —w3) (w3 —wi)(w; —w3),

_ (3.7)
Do (wy, wy, w3) = w? + wg + wg + (w% + w% + w%)(w‘f + w‘z‘ + wg‘) — 12w%w§w§.

It is easy to see that the sextic curves on P> defined by these polynomials are singular at the following
four points

1:1:1), (A:—-1:-1), (=1:1:-1), (=1:—1:1), (3.8)
hence they induce a pair of global sections
Do, o € H(S, 05?)

of the double anticanonical line bundle on the blow up S of P? at the points (3.8), i.e., on the quintic del
Pezzo surface. By [Edge 1981] the section @, is invariant with respect to the action of Aut(S) = Gs,
while the @ is acted on by G5 via the sign character. Therefore, there is an Gs-invariant pencil of
2As-invariant curves A C S given by the equation

DPy+5Poy =0, s€kU{oo}. (3.9)

As we already mentioned, the curves A are double anticanonical divisors on S. We refer to the pencil (3.9)
as the Wiman—Edge pencil. It was studied in various contexts in [Wiman 1896b; Edge 1981; Inoue and
Kato 2005; Cheltsov and Shramov 2016a, Section 6.2; Dolgachev et al. 2018; Zamora 2018].

Theorem 3.10 [Edge 1981; Cheltsov and Shramov 2016a, Theorem 6.2.9]. The Wiman—Edge pencil
contains exactly five singular curves: Ao, A, /125> and A, =3 They can be described as follows:
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o Ay is the union of 10 lines on S; it has 15 singular points.
* Ay, =3 are unions of 5 smooth conics; each of these curves has 10 singular points.

o Ay, a5 are irreducible rational curves; each of these curves has 6 singular points.

Every singular point of any of these curves is a node. The group s acts transitively on the set of singular

points and on the set of irreducible components of each of these curves.

Remark 3.11. The curves Ap and A, in the Wiman—Edge pencil are not just 2s-invariant, but also
Gs-invariant. The first of them, as we already mentioned, is the union of 10 lines. The other one is a
smooth curve of genus 6 known as the Wiman’s sextic curve; see [Wiman 1896b; Edge 1981]; it should
not be confused with a smooth plane sextic curve studied by Wiman [1896a]. By construction, Ao, admits
a faithful action of the group Gs, and one can show that its full automorphism group is also Gs.

3.3. Preimages of Sg-invariant quartics in the Coble fourfold. Recall that the Coble fourfold # is
defined as a complete intersection in the weighted projective space (2, 1°) of the hyperplane (1.1) with
the hypersurface (1.5). It comes with a double covering 7 : % — P* over the projective space in which
the pencil {X;} of Gg-invariant quartics sits, and with the Galois involution o : # — % of the double
covering.

As in Section 1, we define a pencil of hypersurfaces 2; C # by (1.12). By definition each of the
varieties 27 is Gg-invariant with respect to the natural Gg-action. Moreover, 2y and 2, are invariant
under the whole group Aut(%) = Gg X i,.

Lemma 3.12. For every T # 00 we have
JT_I(X(12+1)/4) =2:UZ ¢,

and the involution o induces an Sg-equivariant isomorphism o : X; — Z_; for the natural action
of G¢. The map 7w: X — X (;241y4 Is an isomorphism for all T # 0o, and the map 7@ Zoo — Xoo
factors through the double covering over the quadric Qoo = (Xoo)red defined by (3.2) that is branched
over X140 Qoo. The map 7 is Sg X uy-equivariant for T = 0, 00 and Se-equivariant otherwise.

Proof. The hypersurface 7~ (X (r24+1y/4) C & 1s defined by the equation
(xf —i—x;‘ +x§ —|—)ch1 +x§ —i—xé — }T(tz + 1)(x12 —i—x% +x32 —|—x§ +x52 —I—xé)2 =0,
which in view of the equation (1.5) of % can be rewritten as
0= x(z) - 14—2()612 +x% +x§ +x§ +x52 +x€2))2
= (xo + %(x]2 +x22 —i—)c32 +x§ +x52 —|-x62)2)(x0 — %()cl2 +x§ —|—x32 +x‘% +x52 +x62)2).

Hence 7~ (X (r24+1y/4) 18 the union of 27 and 2 ;. The Galois involution o acts by xo — —xo, hence
defines an isomorphism between 27 and 2~.. To check that the map 7: 27 — X(;244)4 is an iso-
morphism, just use (1.12) to express xg in terms of other x;; plugging it into the equation of the Coble
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fourfold %', we deduce the equation of the quartic X;. For T = oo this of course does not work, but the
equations of 2, just give

X x3 x4 xf x4+ xd =xF — (f x5+ x5+ xf+Hxd +xd) =0
which defines a double covering of O, whose branch locus is XoN Qoo = X174 N Q.
The equivariance of the maps o and 7 is obvious. 0

Remark 3.13. The singular locus of 2, consists of the unique G¢-orbit of length 30 that is projected
by 7 to the Gg-orbit X3¢; see e.g., [Przyjalkowski and Shramov 2016, Section 6].

Now we say a couple of words about the Weil divisor class groups of the threefolds 2. Consider the
set

a 1 3
D:=10,x1, +——, +—¢, (3.14)
o145 ]

that is, the preimage of the discriminant set © defined in (1.3) under the map (1.11).

Lemma 3.15. The following table lists the ranks of the class groups of the threefolds 2+ :

5 — - =+ L —+3
T T€®D =0 t==#£I ‘L'_:I:ﬁ 1:_:|:\/g

tkCI(Z) | 6 1 16 11 7

Proof. If we assume that T 7 oo, then the assertion follows from Lemma 3.6 in view of Lemma 3.12.
For 7 = 0o we argue similarly to the proof of Lemma 3.6 (see the proof of [Przyjalkowski and Shramov
2016, Proposition 6.3]). Let Z4 be the blow up of 2, along its singular locus, i.e., the preimage of the
Sg-orbit T30; see Remark 3.13. Then 2 is smooth, and one proceeds as in [Cynk 2001, Theorem 2],
using the computation of [Beauville 2013, Lemma 2]. O

3.4. Pencil of Verra threefolds. We consider the pullbacks 27>'! and 2.*? of the threefolds 2; to the
resolutions %5 | and % > of singularities of the Coble fourfold, so that 3&”{5’1 C %, and 3{;4’2 C % 2 are
defined by (1.13). In the next section we will study the first of them, but now let us consider the second
one. We assume that the map p4 > is defined by (2.23).

To simplify the situation, we consider the images of the threefolds 3&”{4’2 with respect to the contraction
B:%or— P2 x P2 = P(W3) x P(W3), see Section 2.1. Define

5?;1,2 — ,3(%{4’2) C ﬂ:D2 X [FDZ.

As in Section 2.1 we use (] : us : u3) and (v; : va : v3) for coordinates on the factors of P x P2, and
let P; = (P;, P;) with P; defined by (2.1).

Below we consider divisors of bidegree (2, 2) in P2 x P2 (and call them Verra threefolds) as conic
bundles over the first factor. We write their equations as symmetric 3 x 3-matrices with coefficients being
quadratic polynomials in u1, us, u3. So, if g(u) = (g;;(u)) is such a matrix, the corresponding equation
is g(u)(v) :==)_qij(w)vjv; =0.
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Proposition 3.16. The subvariety 2 ;"2 C P? x P? is a Verra threefold given by the equation

qo() (V) + Tqoo(u)(v) =0, (3.17)
where
1 0 uz(uy —uy) uz(uy —u3)
qo(u) = 3 uz(up —uy) 0 uy(uz —uz) |, and (3.18)
up(uy —uz) wy(uz —uz) 0
1 4(u%—u2u3+u§) u3(u1+u2)—2u1u2—2u§ uz(u1+u3)—2u1u3—2u§
goo(t) = 3 u3(u1+u2)—2u1u2—2u§ 4(u%—u1u3+u§) ul(u2+u3)—2u2u3—2u%
ur(uy +uz) —2uuz — 2u% ui(uy +usz) — 2urusz — 214% 4(u% —ujuy+ u%)
(3.19)

Proof. By (1.12), the variety 2 3’2 is given by the equation xo = 0. Writing the formula for x¢ from (2.23)
in the matrix form, we get (3.18). Similarly, 2 &2 is given by the equation

%(xl2 +x3 +x3 +x7+x3+x3) =0,
Substituting expressions for x; from (2.23) and rewriting everything in the matrix form, we get (3.19).
Therefore, (3.17) is the same as (1.12). Il
Remark 3.20. Of course, one can cancel the common factor % in (3.18) and (3.19). However, we prefer
to keep it so that go(#)(v) and goc(#)(v) are the same as the two summands in (1.12).
Since the maps f: 24? — Z42and myp =mwopyn: 24— X (2414 are birational for all 7 # oo,
the projection p;: 242 — P? provides every (reduced) Gg-invariant quartic with a birational structure

of a conic bundle. Similarly, the map p;: 242 — P? provides a birational structure of a conic bundle
on the threefold 2%,. The explicit formulas of Proposition 3.16 allow to compute their discriminant loci.

Lemma 3.21. The discriminant curve of the conic bundle py: 2 1’2 — P? is the curve A, C P? defined

by the equation
(512 +3)Pp+ (2 — 1) D =0, (3.22)

where ®y and ®, are the sextic polynomials (3.7), and the coordinates (w; : wy : w3) are related

to (uy : uy : u3) by the formula
Uy =wy+ w3, uUy=wi+w3i, U3=w;+ w.
Proof. A straightforward computation shows that
12 det(go(u) + Tgoo (1)) = (57> +3) P + (1° — 7) Pos. O

The drawback of this conic bundle model is the lack of flatness. Indeed, it is easy to see that over
each of the points P; (see (2.1)) the matrix go(u) is identically zero, so the fiber of .2 3’2 over P; is the
whole P2, In the next subsection we check that using the resolution %5 ; of the Coble fourfold, we obtain
flat conic bundles.



Coble fourfold, Gg-invariant quartic threefolds, and Wiman—Edge sextics 247

3.5. Pencil of conic bundles over the quintic del Pezzo surface. Recall that 3&”,5’1 C % is defined
in (1.13) as the preimage of the threefold 27 C % under the resolution ps51: %, — #%. For its
investigation it will be very convenient to use explicit formulas of Section 3.4. So, to benefit from those
we assume that we are in the situation of Proposition 2.50, i.e., a subgroup &4 C G5 and a nonstandard
embedding &5 — G are chosen, the choice of p4 is fixed as in (2.23), the map 6;: %5 | --» %2 is a
birational isomorphism for which the outer square of diagram (1.10) commutes, and ps | = p4,2 0 6;.

Remark 3.23. As we already discussed, for 7 # 0, oo the subvariety 27 is invariant with respect to
the natural action of G, while the map ps |: % — % is equivariant with respect to the twisted
action of &s C G. As a result, the subvariety 2.>! C #>! is only invariant under the action of the
subgroup 2As N S5 = 2As, on which the two actions agree. Similarly, the projection ps 1 : %;5’1 — 2 1s
only 2As-equivariant. On the other hand, for T = 0 or t = oo, the subvariety 2.>'! C % is &s-invariant
and the map ps,| is Gs-equivariant.

Lemma 3.24. The map p: 2! — S is a flat conic bundle with the discriminant curve Ay, C S defined
by (3.9), where

B -1
© 512437

The map p is Us-equivariant for T # 0, oo and Gs-equivariant for T =0, oco.

s(t) (3.25)

Proof. Equivariance of the maps p: 2:>'! — S follows from invariance of 2;>! discussed in Remark 3.23
and Gs-equivariance of the P2-bundle p: % | — S. The restriction of (1.10) gives a commutative diagram

%IS 1 _ _ 1 N <9}/{4,2
05,1 04,2 lﬂ
» 2, f;&,z (3.26)
l[’l
S Y p2

The divisor 22! C % is the preimage of the quadric threefold Qo C P(W5) with respect to the morphism
ms,1: %1 — P(Ws), hence it is the zero locus of a section of the line bundle Opg4,)(2). Since %f’l
form a pencil, all of them are the zero loci of sections of the same line bundle, hence correspond to
symmetric morphisms %3 — %’ on S (in particular, p: ,%rs’l — S is a conic bundle). Therefore, the
discriminant curve of 2;>:! is the zero locus of a morphism

ws = det(7%3) — det(7) = wy ',

i.e., a double anticanonical divisor.
On the other hand, the above diagram shows that the discriminant locus of .27>+! contains the proper
transform of the discriminant curve A; of 2 1’2 whose equation is (3.22). If 3 — 7 #£ 0t is a sextic
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curve passing with multiplicity 2 through each of the points P;, hence its proper transform to S is a curve

on § with equation

(512 +3)Po + (° — 1) Do =0, (3.27)

i.e., the curve Ay (). In the case when 73 — 17 =0, the curve A, is the union of six lines on P2, and its
proper transform on S is the union of six lines on S. But the conic bundle p: 2! — S is 2s-equivariant.
Thus its discriminant curve is Qs-invariant, and hence it should also contain the other four lines of S. We
conclude this case by noting that the sum of the ten lines Ag on S is a double anticanonical divisor, and it
is indeed given by the equation (3.27) with 73 — 7 =0.

It remains to show that the conic bundle is flat. For this we note that a nonflat point of a conic bundle
is a point of multiplicity at least 3 on its discriminant curve. But by Theorem 3.10 all singular points of
these curves are nodes. U

Before going further, we discuss some properties of the map s: P! — P! defined by (3.25).

Lemma 3.28. The map s: P! — P! is a triple covering with simple ramification at four points T = ++/—3
and T = +1/+/5.

Proof. A direct computation. U

In the next table we list some special values of 7 together with the values of the functions s(7)
and 1(t) = (2 + 1) /4 at these points.

1 / 3 1 3
s(7) 0 :|:\/Lj3 :|:#F5 00
1 1 1 1 7 3 1
{2 T 3 5

The second row contains the values of the parameter s that correspond to singular members of the
Wiman-Edge pencil (see Theorem 3.10) and infinity. The first row contains their preimages; boxed cells
mark ramification points of the map s(7); see Lemma 3.28. The third row contains the values of the
map ¢(7) at these points; boxed cells mark the points of the discriminant set © and infinity.

Since the degree of the map s is 3, the same singular curves in the Wiman—-Edge pencil may appear
as the discriminant loci of the preimages 3&;5’1 of different quartics X,. For instance, the Igusa and the
Burkhardt quartics both correspond to the union A of the ten lines on S. Note also that the quartics X /¢
and X7,10 share their discriminant curves with nonspecial quartics X_;, and X3,19 respectively. As we
will see in Proposition 3.30, these two are characterized by the fact that the corresponding curves in the
Wiman-Edge pencil are singular, while the total spaces of the threefolds %f*l are smooth. In Section 4
we will see that this subtle difference has a drastic effect on rationality properties.
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To proceed we will need the following general result. Its proof can be found in [Beauville 1977,
Proposition 1.2] or [Sarkisov 1982, Proposition 1.8], except for the fact that the singularity of Zp is a
node, but this can also be extracted from the arguments in either of these two papers.

Lemma 3.29 [Beauville 1977, Proposition 1.2; Sarkisov 1982, Proposition 1.8]. Let p: 2" — S be a
flat conic bundle over a smooth surface S. Assume that its discriminant locus A C S has a node at a
point P € S. Then 2 has a singular point over P if and only if the fiber Zp = p~'(P) is a conic of
corank 1 (that is, a union of two distinct lines), and in this case the singularity of & over P is a node at

the (unique) singular point of Z'p.

The next assertion describes the singular loci of the threefolds 27>-!. Recall the morphism s | defined
in (2.34) and the discriminant set D from (3.14).

Proposition 3.30. The threefold %f Lis smooth for all T & D (including T = 00). Fort € D the singular
locus of 27> is mapped by s, isomorphically to a subset of P* as follows:

T 0 #£1 =+ +

i
e

ms1(Sing(22>h) | Y15 Tis To X6

Fort €D the singularities of 3&;5’1 form a single As-orbit, every singular point Q of 3&”,5*1 is a node, and
the fiber p~'(p(Q)) of the conic bundle p: %f’l — § passing through Q is the union of two distinct
lines intersecting at Q.

Proof. To start with, let us show that for 7 # 0 the threefold 3&’,5*1 is smooth along the exceptional locus
of the morphism ps 1, which by Proposition 2.44 is the reducible surface

(U RL>U(U R(p) =75 (CR) C %,,. (3.31)
L @

Recall that each of its irreducible components is a smooth surface in %5 ;1 (see Lemmas 2.36 and 2.41).
Note that a Cartier divisor in a smooth fourfold is smooth along its intersection with a smooth surface
provided that their scheme intersection is a smooth curve. So, it is enough to check that the intersections
23'NRy and 275 N R, are smooth curves for all 7 # 0. But the divisors 2;>! form a pencil, and 2"

(which by definition is equal to the ramification divisor of 75 ;) contains all these surfaces. Therefore,
23'NR,=22"NR, and 27'NR,=23'NR,.

So, it is enough to show that 22! N R, and 23! N R, are smooth curves. But 25! = n;}(Qoo),
while R, and R;, are the preimages of the 15 lines of the Cremona—Richmond configuration CR. The
quadric Q« intersects all these lines transversally at two points away from the intersection points of
the lines by Remark 3.1, and taking into account Lemma 2.35 and Proposition 2.44 we conclude that
23N Ry is the union of two disjoint lines, and 23! N R,, is the union of two disjoint smooth conics.
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Since the map ps 1 : %5’1 — %7 is an isomorphism over P4 \ CR (because so is the map %5 | — %),
it follows that for all T % 0 we have

Sing(27") = Sing(27) \ CR,

and in view of Lemma 3.12, Theorem 3.3, Remark 3.13, and Lemma 3.29, we obtain the required
description of singularities of 2.>! for T # 0.

Next, consider the case t =0. The map p: 3&”05’1 — § is a flat conic bundle with the discriminant locus
being the curve Ay, i.e., the union of the 10 lines on S. It follows that 3{05’1 is smooth over the complement
of the 15 intersection points of the lines on S. Since all these points are nodes of Ag, Lemma 3.29 shows
that the threefold 3&”05’1 has a singularity over such a point P if and only if the conic (3&”05’1) p=p N(P)
is the union of two distinct lines (and then the singular point is a node located at the intersection point of
these lines). Since the 15 intersection points of the lines on S form a single 2s-orbit (see Theorem 3.10),
it is enough to check everything over one of them.

Take the intersection point P € S such that ¢(P) = (0:1:1). We know from diagram (3.26) that the
conic (3&”05’1) p is isomorphic to the conic (2 3’2)¢( p), hence by Proposition 3.16 it is given by the matrix

0 1 -1
qo(Ozl:l):% 1 0 0]). (3.32)
0 O

Its rank equals 2, hence (2 g,z)w( p), and thus also (3&”05’1) p, 1s a union of two lines. Moreover, the
intersection point of the irreducible components of (2 3’2)¢( p) is the point (0: 1: 1), and using (2.23) we
compute that

T42(00:1:1),0:1:1))=2:—=1:-1:2:—-1:-1) € Yys.

By s-equivariance of the map s | and transitivity of s-action on Y5 (see Corollary A.4) we conclude
that 75 1 (Sing(25")) = Y. 0

Corollary 3.33. For all T # 0, 00 the morphism 7ws 1 : 21 — X (;241))4 is birational and small. Also,

the morphism ps 1 : %0%1 — 2o is birational and small.

Proof. Indeed, as we have seen in the proof of Proposition 3.30, for T #0 the nontrivial fibers of 27>! — 2;
are 30 rational curves, one over each of the 30 intersection points of X3y = CRNQ. Since the
map 77 : 27 —> X(;241)/4 18 an isomorphism for 7 # 0o by Lemma 3.12, the assertion follows. 0

Remark 3.34. For v =0 the surface (3.31) is equal to the exceptional locus of 75 ; : 3&”05’1 — X1/4, hence
this morphism is not small, but is still birational.

3.6. Proofs of Theorems 1.14 and 1.15. For t # 0 the map ps.;: 2! — 2 is small and birational by
Corollary 3.33. The same argument works for p4 5 : %4’2 — 2 without changes. Finally, smoothness
of 273! for nonspecial 7 is proved in Proposition 3.30. The maps ps and 7 o ps,; have required
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equivariance by Remark 3.23 and Lemma 3.12. The same arguments prove equivariance of the maps p4 2
and 7 o ps 2. This completes the proof of Theorem 1.14.

Now let us prove Theorem 1.15. By Proposition 3.30 the total spaces of the conic bundles p: 3&”}1 )
are smooth for t ¢ D, so since rk Pic(S) =5, to show that p is a standard conic bundle for t ¢ D it is
enough to check that rk Pic(%f'l) = 6 for these 7. But since the map ps 1 : ,%”15’1 — 27 is small, we have

Pic(2>1) = CI(27).
Thus the assertion of the theorem follows from Lemma 3.15. O

Remark 3.35. Assume the notation of Remark 2.25, and suppose that ¢ ¢ {}‘, %, oo} One can check that
the restrictions of each hyperplane H;;; C P* to X, splits as the union of two smooth quadric surfaces
in Hij = P3. For t = % these two quadric surfaces collide into a smooth quadric with a nonreduced
structure, and for r = % they degenerate into unions of pairs of planes. Considering the preimages of these
surfaces on 25, where as usual ¢ = (2 + 1)/4, and using Remarks 2.25 and 2.49, one can describe the
small resolutions p4 2 and ps | of singularities of 27 as blow ups of certain Weil divisors on 27.

4. Rationality

In this section we provide some applications of the results obtained earlier. Namely, we check that all
quartics X, are unirational, give a new and uniform proof of irrationality of G¢-invariant quartics X,
for t ¢ ® U{oo} (and also of the threefold 2 ), and rationality of X, for r € ®.

4.1. Unirationality of Se-invariant quartics. We start with a short proof of unirationality of the Gg-in-
variant quartics X, and the threefold 2,. The next fact is well known.

Lemma 4.1. Let V be an irreducible Verra threefold, i.e., an irreducible hypersurface of bidegree (2, 2)
in P? x P2. Then V is unirational.

Proof. Let p;: V — P2, i =1, 2, be the natural projections. Both p; are (possibly nonflat) conic bundles.
Let L C P? be a general line, and put T = Py Y(L). Since V is irreducible and L is general, the surface
T is irreducible by Bertini’s theorem. Also, the map p; provides the surface T with a conic bundle
structure over L = P!, hence 7 is rational. Note also that 7 = V N (P> x L) is a divisor of bidegree (2, 2)
in P? x P!, hence the projection p;: T — P? is dominant (actually, T is a rational 2-section of py).
Since pi: V — [P? is a conic bundle, the standard base change argument implies unirationality of V. [J

Combining Lemma 4.1 with Proposition 3.16, we obtain
Corollary 4.2. The quartics X, t # 00, and the threefold %, are unirational.

Remark 4.3. One can use the same approach to prove rationality of the Burkhardt quartic X/, (this is a
classical fact going back to [Todd 1936]; see also Theorem 4.6 below). For this consider the corresponding
Verra threefold 277> C P2 x P2 and let T = p; ' (P P,) C 271 be the preimage of the line passing through
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two of the points (2.1), that is, the line vz = 0. As before, T is a divisor of bidegree (2, 2) in P2 x P!,
Using (3.18) and (3.19) we can rewrite explicitly its equation go(u)(vy, v2, 0) 4+ goo (1) (vy, v2,0) =0 as

(q0(1) + Goo () (v1, V2, 0) = % (U2 + WUV + W U3V + WU3V2) (U1V2 + W U2V + WU3VY + W U3VY),

where w is a primitive cubic root of unity. Thus we see that T = T; U T, where T; is a divisor of
bidegree (1, 1). In particular, each T; provides a rational section of the conic bundle p;: 2 ?’2 — P2 and
rationality of 2~ 411’2 follows. Since the threefold .2 41"2 is birational to the quartic X2, the rationality of
the latter follows as well.

4.2. Irrationality of nonspecial Sg-invariant quartics. Beauville [2013] proved that the quartic X; is
irrational provided that ¢ ¢ ® U {oo} by using the G¢-action on the intermediate Jacobian of a suitable
resolution of singularities of X;. By [Beauville 2013], the intermediate Jacobian J; of the blow up of
the 30 singular points of X; is five-dimensional, and the action of G¢ on J; is faithful; on the other hand, if
it is a product of Jacobians of curves, it cannot have a faithful Ge-action. Irrationality of the threefold 25
was proved using the same approach in [Przyjalkowski and Shramov 2016, Proposition 6.3]. With the
help of the conic bundle structure on these varieties constructed in Theorem 1.15, we can give another
proof of their irrationality.

Theorem 4.4. Ift ¢ © U {00}, then X, is irrational. Also, the variety Z is irrational.

Proof. By Theorem 1.14 it is enough to show that the threefold 3&”,5’1 is irrational for t ¢ D. By
Theorem 1.15 the map p: 2! — S is a standard conic bundle with the nodal discriminant curve A
contained in the linear system |—2K|. Here s = s(7) is given by the formula (1.16). The conic bundle p
induces a double cover A s = A that by Lemma 3.29 is branched only over the nodes of the curve A;.
Applying [Beauville 1977, Proposition 2.8], we see that the intermediate Jacobian of the threefold 5&”,5*1 is
isomorphic as a principally polarized abelian variety to the Prym variety Prym(As, Ay). Now [Shokurov
1983, Main Theorem] implies that Prym(A s» Ag) 1s not a product of Jacobians of curves, hence %f’l is
irrational. O

Remark 4.5. The intermediate Jacobian of EKIS*I can be described fairly explicitly. For instance, it was
observed by Dimitri Markushevich that it is isogenous to the fifth power of an elliptic curve (whose
Jj-invariant depends on t). Here is a sketch of his argument. Let % — 2, be a minimal Ge-equivariant
resolution of singularities, so that Jac(ﬁff) = Jac(%S’l). The action of the group G¢ on Jac(ﬁ&) can
be lifted to an action of the semidirect product G¢ x H 3(5&;,, Z) on H 3(3&, C). Now [Bernstein and
Schwarzman 2006, Theorem 3.1] proves that there is an G¢-equivariant isomorphism

H*(Z,, Q) = Q(66) © 1Q(S6),

where (Q(Sg) is the root lattice associated with the group G¢ considered as a Weyl group of Dynkin
type As, and A = A(7) is a complex number with positive imaginary part. Therefore, Jac(Z~) is isogenous
to E(1)°, where E(A) = C/(Z ® \Z).
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Note by the way, that there is another popular family of threefolds with five-dimensional intermediate
Jacobians, namely, smooth cubic threefolds. However, it was pointed out by Beauville that the quartics X;
are not birational to smooth cubics. Indeed, if a quartic X, is birational to a smooth cubic threefold Y,
then the intermediate Jacobian J(Y) is isomorphic to J;, and thus there is a faithful Gg-action on J(Y)
(note that J, must coincide with its Griffiths component in this case). Torelli’s theorem for smooth cubic
threefolds (see [Beauville 1982, Proposition 6]) implies that there is a faithful Gg-action on Y itself,
which is impossible, because the only cubic threefold with a faithful Gg-action is the Segre cubic that has
ten singular points.

It would be interesting to find out if the quartics X, with ¢ ¢ © are stably rational or not.

4.3. Rationality of special S¢-invariant quartics. The result of Theorem 4.4 is sharp: the threefolds
X12, X174, X176, and X719 are rational. In fact, rationality of the Burkhardt quartic X/, was proved
by Todd [1936] (see also Remark 4.3), rationality of the Igusa quartic X /4 follows from rationality of
its projectively dual variety (which is the Segre cubic), and rationality of the quartics X6 and X719
is also known; see [Todd 1933; 1935; Cheltsov and Shramov 2016b]. However, using our results one
can give a uniform proof of rationality of all these threefolds; this proof does not use explicit rationality
constructions.

Theorem 4.6. The quartics X1,2, X1/4, X176, and X710 are rational.

Proof. Suppose that 7 € D,sothatr €D and s € {0, £1/4/125, +1/4/=3}, where as usual t = (t>+1)/4
and s = s(7); see (3.25). By Theorem 1.14 it is enough to show that %5’] is rational.

Consider the conic bundle p: 3&”3*1 — S. The singular locus of its discriminant A; is a finite set of
nodes; see Theorem 3.10. Actually, by Lemma 3.24 the set Sing(A;) consists of 15 points when ¢ = %
ort= %, of 10 points when t = %, and of 6 points when t = %. We also know from Proposition 3.30 that
all singularities of 3&;5’1 are nodes, and for every singular point Q of 3&”{5’1 the fiber p~1(p(Q)) is the
union of two lines, with Q being their intersection point.

The conic bundle p is not standard because the threefold ,%”,5*1 is singular, so we start by transforming
it to a standard one. Let v: S — S be the blow up of the quintic del Pezzo surface S at Sing(A), and
consider the base change p’: 27>! x S — § of the conic bundle p. Its discriminant curve is the preimage
on § of the discriminant curve of p. In particular, it contains all exceptional curves of the blow up v as
irreducible components of multiplicity 2, and the corank of the fibers of p’ over the points of each of
these curves equals 1. Modifying the conic bundle along these lines as in [Sarkisov 1982, Lemma 1.14]
(see also [Debarre and Kuznetsov 2020, Section 2.5]), we can get rid of the corresponding components of
the discriminant. In other words, we obtain a small birational map

22V xg§ - 22! (4.7)

over S, such that the threefold 2> comes with a flat conic bundle j: 27>! — § whose discriminant
curve is the proper transform A; C § of A, with respect to v. In particular, the curve A, is smooth (hence
also 272! is smooth), and by Theorem 3.10 has ten connected components when ¢ = % ort= %, five
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components when ¢t = é, and just one component when ¢ = 1—70. Moreover, every connected component
of As is rational.

Since A is smooth, the conic bundle j has only simple degenerations. In particular, it induces an étale
double covering over A;. Since every connected component A?) C A, is smooth and rational, the double

covering is trivial, hence the preimage p~! (Agi)) consists of two irreducible components
~—1 A0\ _ @ /7
A = ejuer,

each being a P'-bundle over Aﬁ”. Choosing for each i one of them and contracting all chosen components
simultaneously over S (see [Sarkisov 1982, 1.17]), we obtain a commutative diagram

/

Here the horizontal arrow is a birational morphism, and p is an everywhere nondegenerate conic bundle.

75,1 75,1
’ —> ’
2 23]
b
S

Since § is a rational surface, its Brauer group is trivial, hence this [P!-bundle is a projectivization of a
vector bundle, hence birational to S x P!, hence rational. This means that %f’l is also rational. O

Remark 4.8. The birational transformation 27> --» 251 x ¢§ --» 2>! can be described very explicitly;
see Construction I in the proof of [Cheltsov et al. 2019b, Theorem 4.2]. It is a composition of the blow
ups of all singular points Q € 27! followed by the Atiyah flops in the union of proper transforms of the
two irreducible components of the conic p~!(p(Q)); see Proposition 3.30.

The construction that we used in the proof of Theorem 4.6 has the following consequence, which we
will need in Section 5. Recall the notation of (1.17).

Corollary 4.9. Fort € D the relative divisor class group Cl(%f'l /S) ® Q has the following structure as
a representation of the group Us:

1 3

Cl23/H®Q | 1®Indy’ (1) 1&hdy (1) 1ehdid) 161

Here Ind%5 stands for the induction functor from the subgroup G = A4 or G = Uz 2 = &3 in As, while 1
stands for the trivial representation, and —1 stands for the sign representation of Gs. The first summand 1
in each cell is generated by the canonical class of %5,1.

Proof. The canonical class K is invariant with respect to the group action, hence generates a trivial

23!
subrepresentation in C1(2;>'1 /S) ® Q. Consider the quotient

Clo(27'/8) @ @ := (CU(2;'/S) @ Q) /QK 5.1
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To describe it we use the notation introduced in the proof of Theorem 4.6. First, we have
Clo(2;1/8) = Clo((27! x5 8)/5).
Furthermore, since (4.7) is a small birational map, we have
Clo((27! x5 8)/8) = Clo(271/3).
Finally, it is clear that Clo(27>!/ S) ® Q is contained in an As-equivariant exact sequence
0~ Palr,1— P@ioejieale)n — Clo(Z;>'/$H®Q 0,

where we sum up over the set of irreducible components of AS(,), and the first map takes the class
[A%))] € Pic(S) to [O/1+[©]] € Pic(Z>1). It follows that Clo(Z;>!/$) ® Q has the basis [©/] —[6]],
and the group 2[5 permutes the basis vectors, possibly changing their signs.

Recall that the group s acts transitively on the set of irreducible components of As(,) by Theorem 3.10.
Let G C 25 be the stabilizer of some irreducible component of A s(t)» say, of Ai(g). The action of G on
the set {©(, ©;} defines a homomorphism v: G — {£1}, i.e., a one-dimensional representation of G,
and we conclude that

Clo(Z:31/8) ® @ = Ind¥ (v).

So, it remains to identify the possible stabilizers G for various 7, and the homomorphisms v.
When t = +3/+/5, the curve A s(r) 1s irreducible, hence G is the whole group 25, and since it has no
nontrivial one-dimensional representations, we conclude that

5,1 o ~ pit ~
Clo(75;) /S ®Q=Ind () = 1.

When 7 = 41/4/—3, the curve As(r) has five components, G is the subgroup 2l4 of s, and since
again it has no nontrivial one-dimensional representations, we conclude that

Clo(Z7}) /—4/5) ® 0 = Indy’ (D).

When 7 =0 or T = %1, the curve As(r) has ten components (corresponding to the lines on §) and G is
the subgroup 2z » = G3 of As. It remains to show that it fixes the components @{) and (%’ when 7 =0,
and swaps them when v = £1.

The stabilizer 23 » of a line L C S permutes three points of its intersection with other lines on S. Each
of these points, in its turn, is stabilized by a transposition in 2(3 » = &3. So, it is enough to check how
these transpositions act on &, and ©.

Consider the point P = (0: 1: 1) as in the proof of Proposition 3.30. Then it is easy to see that the
subgroup of 25 that preserves both lines passing through P is generated by the automorphism

1 0 0
g=[1 0 -1
1 -1 0
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of order two of the plane, while the fiber p~!(P) is given by (3.32) in the case T = 0, and by

2 1 =2
g0O0:1: D +geo@:1: =1 1 2 -1
2 -1 2

in the case T = 1. Now verifying that g fixes the components of the conic p~!'(P) if T =0 and swaps the
components if T =1 is straightforward.
The computation in the case T = —1 is similar to that in the case 7 = 1. O

The part of the above argument that identifies the relative class group of a conic bundle in terms of the
induced representation is completely general and can be proved for any conic bundle with only simple
degenerations, and for an arbitrary group acting on it.

5. Representation structure of the class groups

The main result of this section is the description of the G¢-action on the class groups of the Coble fourfold
and of the quartics X, and its applications to the equivariant birational geometry of these varieties. We
will be mostly interested in the quartics X; with ¢t # Alf, 00, because the quartic X/4 has nonisolated
singularities, and at the same time its class group is not very intriguing by Lemma 3.6 (see Remark 5.24
below), while the quartic X, is nonreduced; however, we will also perform the same computations for
the threefold 2.

5.1. The result and its applications. We start by stating our main result and its consequences. We will use
the following notation for representations of the symmetric groups. For each partition A = (A1, A2, ..., A;)
of an integer n (i.e., a nonincreasing sequence of positive integers summing up to n) we denote by

R(Q) =R(A1, A2, ..., Ar)

the irreducible Q-representation of the group &, as described in [Fulton and Harris 1991, Section 4.1].
For instance, R(n) is the trivial representation, while R(1") is the sign representation. Note that the
standard permutation representation is the direct sum R(n) @R(n — 1, 1).

We denote by R(A)X 1 and R(A)XI(—1) the representations of the group G¢ x p,, which are isomorphic
to R(A) when restricted to G¢ and on which the nontrivial element of u, acts by 1 or —1, respectively.

Theorem 5.1. The group CI(%) is torsion free and there are the following isomorphisms of Gg X p5-

representations:

ClZ)®Q=Cl(Zx) @Q=(R(6)X1) & (R(3, 3) X (—1)).
In particular, for the natural action of Gg there are isomorphisms of Gg-representations

Cl(Z) @ Q=Cl(Zx) ® Q=R(6) ®R(, 3),
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while for the twisted action of G¢ there are isomorphisms of Gg-representations
Cl(Z)Q=Cl(Zx) ® Q=R(6) DR(2, 2, 2).
Finally, there are the following isomorphisms of Gg-representations:
Cl(X;) ® Q=R(6) ®R(3, 3) Jort ¢ © U {oo}
Cl(X12) ® Q=R(6) ®R(3, 3) BR(3, 13),
Cl(X1/6) ® Q=R(6) ®R(3,3) ®R(2, 2, 2),
Cl(X7/10) ® Q@ = R(6) ®R(3, 3) ®R(1°).

The proof of Theorem 5.1 takes the next subsection, and now we discuss its applications to equivariant
birational geometry.

Recall that an n-dimensional variety X with an action of a group G is G-rational if there exists a
G-equivariant birational map between X and P” for some action of G on P”. Also recall that a G-
equivariant morphism ¢: X — § of normal varieties acted on by a finite group G is called a G-Mori fiber
space, if X has terminal singularities, one has rk Pic(X)¢ = rk C1(X), the fibers of ¢ are connected and
of positive dimension, the anticanonical divisor —Kx is ¢-ample, and the relative G-invariant Picard
rank rkPic(X/S)G equals 1.

The first application of Theorem 5.1 is due to the following expectation, which is proved in several
particular cases, see [Mella 2004; Shramov 2008; Cheltsov et al. 2019a, Proof of Theorem 1.1].

Conjecture 5.2. Let X be either a nodal quartic threefold, or a nodal double covering of a smooth
three-dimensional quadric branched over its intersection with a quartic. Let G be a finite subgroup
in Aut(X) such that

tk CI(X)¢ = 1.

If there is a G-equivariant birational map X --+ X', where X' — S’ is a G-Mori fiber space, then X = X'.

In particular, X is not G-rational.

Of course, this applies to each of the G¢-invariant quartics X, with ¢ # J—P 00, and to the threefold 2+
as well. For each subgroup G C G the rank of the invariant class group C1(X,)¢ can be easily computed
from the result of Theorem 5.1 by restricting the representation and computing the multiplicity of the trivial
summand. We used GAP [2017] to perform this computation; see http://www.mi-ras.ru/~akuznet/GAP-
code/rk-code.txt for the source code. To state our result in a precise form we first introduce our notation
for the (conjugacy classes of) subgroups of G¢ that will be used until the end of Section 5.1. We will also
use notation (1.17).

Notation 5.3. Given a subgroup G C G4 we denote by G C G4 the image of G under an outer auto-
morphism of Gg (it is well-defined up to conjugation). Furthermore, if G| C &,,,..., G, C G, are
subgroups and n; + - - - +n, < 6, then by G| x - - - x G, we denote the corresponding subgroup in

6111 X X Gnr = 6111 ny C 6n1+--~+n, C 66.

.....
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Next, we use the notation g [cy, ..., ¢,] for a cyclic subgroup of order d generated by a permutation
of cycle type [cy, ..., c-]. We abbreviate us[5] to just us.

By V4 we denote the Klein four-group, i.e., the unique subgroup of order 4 in A4 C S4. By V4, we
denote a subgroup of G472 C &6 whose projection to the first factor &4 gives an isomorphism with Vg,
while the projection to the second factor G is surjective.

By D», we denote the dihedral group of order 2n. It is naturally embedded into the group &, so
for n < 6 it is a subgroup of Sg; note that Dy, = 63,2.

There are four conjugacy classes of subgroups isomorphic to Dg in G¢. They can be described as follows.
The first class contains subgroups of (the standard) G4 in Gg; according to the above conventions, we will
refer to subgroups from this conjugacy class simply as Dg. There are three nontrivial homomorphisms

Uo: Dg — my, vi:Dg— py, vx:Dg— uy,
determined by their kernels
Ker(vo) = py[4],  Ker(vy) = Vi, Ker(vy) = 62,.

Thinking of these as of subgroups of symmetries of a square, the first is generated by rotations, the second
by reflections with respect to the lines passing through the middle points of its opposite sides, and the
third by reflections with respect to the diagonals; this is the mnemonics for the notation o, 4, and x. We
denote by Dg, D;, and Dg the images of the map

D8M64Xﬂ2;64,2C66

for v = v,, vy, and vy, respectively. Note that Dg = Ds.

The intersection &5 N S5 of a standard and a nonstandard subgroups Gs is a subgroup of order 20
isomorphic to ps X p4, and such groups form a unique conjugacy class of subgroups of order 20 in Gg.
Also, the subgroups g4 X fty, 3 X f3, Do, Dg X G2, (3 X f3) X fy, (3 X f3) X fy, and &G33 X M,
of G¢ are unique up to conjugation.

Finally, recall the definitions (1.6) of the natural and (1.8) of the twisted actions of G¢ on the Coble
fourfold # and on the threefold 2o, C %'. Theorem 5.1 implies:

Corollary 5.4. Figure 1 contains a complete list (ordered by cardinality) of subgroups G C G¢ such
that tk C1(X)© = 1, where X is either X;, or Zwo, or %. If X is either Zuo or ¥, and G is any subgroup
of G X W, that contains the second factor, then one also has rk C1(X o =1.

In particular, Conjecture 5.2 suggests that the varieties listed in Corollary 5.4 are not G-rational with
respect to the corresponding groups.

Another interesting case of G-equivariant behavior arises when rk C1(X)¢ = 2. The following result is
well known to experts.
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X, action of Gg G

X, 1 ¢DU{oo}; |Ge, A, Gs, Gs, G533 X o, As, Gu2, Guz, (U3 X f3) X fy,
Zso, natural action;|S3 3, G4, G4, Aa 2, ™As X G2, s X fy, G3 X p3, Dg x Gy, s,
%, natural action |S3, by X Wy, V4 X fL,, Dg, D¢, 63, Vi

Lo, twisted action; | Se, Us, Ss, G33 X Wy, As, G4, (3 X f3) X py, 633, G4,
7, twisted action %4,2, Ay x 67, 3 X Mms, 63,2, Ay, S3, [L6[3, 2]

G, As, G5, s, B33 X fy, As, Sy, Gua, (3 X f3) X g, B33, Gy,
g2, fs X gy, Dg x &3

Xi/6 Ge, Ao, G5, 633 X o, As, Gan, (U3 X w3) X Py, Sg, Ay 2, A4 X G2, Ay

Se, G5, 65, 633 X o, G40, 6_54,2,_6_53,3, Sy, G4, Ay X Ga, s X g,
G3 x 3, Dy x &3, G32, fy X fy, Dg, Dy, Va4 X 1o, G3, V42

X1

X710

Figure 1. Subgroups G C &g such that rk CI(X)G =1, where X is either X;, or 25, or %

Proposition 5.5 (cf. [Corti 1995; Hacon and McKernan 2013]). Let X be a terminal Fano variety (so
that, in particular, the canonical class Kx is a Q-Cartier divisor). Let G be a finite subgroup in Aut(X)
such that tk Cl(X)® = 2 and tk Pic(X)© = 1. Then there exists a unique G-equivariant diagram:

v NS N

Here X are varieties with terminal singularities such that
tk Pic(X+)% =1k CI(X1)° =2, 1kPic(X+/X)% =1,

the maps fy are small birational morphisms, the map t is a nontrivial G-flop, the maps 1 are small and

birational (and possibly are just isomorphisms), the varieties X', have terminal singularities,
rk Pic(X/,)% =k CI(X/,)% =2,

and each of the maps px., is either a K, -negative divisorial contraction onto a terminal Fano variety Z +
with tk C1(Z+)¢ = 1, or a G-Mori fibration.

The diagram (5.6) is a special case of a so-called G-Sarkisov link (that is a G-equivariant version
of a usual Sarkisov link; see e.g., [Corti 1995, Definition 3.4] or [Cheltsov 2005, Theorem 1.6.14] for
notation). One sometimes says that the link (5.6) is centered at X.

Theorem 5.1 allows us to write down a complete list of subgroups G C Gg for which Proposition 5.5 can
be used (as before, we obtained it with the help of GAP [2017]; see http://www.mi-ras.ru/~akuznet/GAP-
code/rk-code.txt for the source code).
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X, action of Gg G

X, t¢DU{oco}; |As, B33, sz, Ay x G2, &3 X w3, (U3 X f3) X fy, 3.2, Dy,
%007 natural ClCtiOl’l,; Mm3 X s, DSa Dé‘rs My X Uy X [y, 637 Q13,2’ M’6[6]’ IL6[39 2]’ Ms,
%, natural action | pyl4], wal4, 2], no12, 2] x w521, psl31, mol2, 2, 2]

Zso, twisted action; 6_55, gls, 6_54,2, 63,3, §l4,2, Ay X Gy, s X Ly, 6_53 X [,
@, twisted action |(3 X f3) X fty, Dg X &3, Dig, 3 X p3, Dg, Dy, Dy, pty X R,
M’Z X M’Z X ”‘27 Ql3,25 M’S’ l’l’4[4a 2]’ ILZ[Z] X ILZ[Z]a IL3[3]

As, G33, G4, 42, A4 x G2, Ay x G2, &3 x p3, (k3 X L3) X Ry, G32,

X = '
12 63,2, s, D1o, Dg, Dg, D, Dy, fy X py, g X fy X Py, Va X o

¥ Gs, 42, 833, G333, fs X By, B3 X w3, &3 x 3, D X o, S32, Dy,
1/6 Ry X o, 63, mel3, 2]

X e, As, G333, (U3 X p3) X g, Az 2, Ay X G, G3 X p3, 632, U4, Dg,
7/10

M’Z X M’Z X MZ? 637 IL6[6]5 IL6[3’ 2]5 IL4[4], I'LZ[29 2] X M2[2]’ M2[25 27 2]

Figure 2. Subgroups G C Gg such that rk CI(X)¢ =2, where X is either X;, or 2o, Or ¥

Corollary 5.7. Figure 2 contains a complete list (ordered by cardinality) of subgroups G C G¢ such
that tk CI(X)© = 2, where X is either X;, or Zso, or % In particular, for each of these varieties there is
a G-Sarkisov link (5.6) centered at X with respect to the corresponding groups.

Example 5.8. If 1 ¢ ® U {00} and G = s, the G-Sarkisov link (5.6) is obtained by restricting the
diagram (2.48):

Here t = (%2 4 1)/4, ¢ is the restriction of the map ps_; oo opsto %f’l (it is a composition of 30 Atiyah
flops), and 4 are the identity maps. The map ¢ can be also defined as the map induced by an action of
an odd permutation in the subgroup G5 C S¢ containing 2As.

Example 5.9. If G = Ss, then the G-Sarkisov link (5.6) for 2, comes from a restriction of the
commutative diagram (2.48) to 25 (recall that 25 is Aut(#/)-invariant).

5.2. Class group computation. In this section we prove Theorem 5.1. We start with a description of the
Gs-action on the Picard group of the quintic del Pezzo surface.

Lemma 5.10. There is an isomorphism of Gs-representations

Pic(S) @ @ =R(5) R4, 1).
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Proof. The surface S can be obtained as a blow up of [P? in four points, and this blow up is G4-invariant.
Therefore, one has

(Pic($) ® Q)|e, =R &R &R, 1).

Here the first summand is the pullback of the line class, and the last two form the permutation representation
spanned by the classes of the exceptional divisors of the blow up. Now the assertion easily follows, since

R(5)ls, =R@4), R4, Dls, =R@A) ®RE, 1), (5.11)

and moreover, by Pieri’s rule [Fulton and Harris 1991, Exercise 4.44] the irreducible Gs-representations
R(5) and R(4, 1) are the only ones that restrict to G4 as sums of R(4)’s and R(3, 1)’s. Il

Further on we will use a similar argument to describe an Gg-representation from its restriction to a
nonstandard subgroup Gs. For this the following calculation is quite useful.

Lemma 5.12. The following table contains all irreducible representations V of S, their images V under

an outer automorphism of Sg, and the restrictions of V and V to a standard subgroup Ss.

dim V 1% v Vs, Vies
1 R(6) R(5)
1 R(19) R(1%)
5 R(5,1) R(2% R(5) ®R(4, 1) R(22, 1)
5 R(2,1% R@3?Y) | RQ, 1)@R(1D) R(3,2)
9 R(4,2) R4, 1) ®R(3,2)
9 R(2%, 1%) R(2%, 1) ®R(2, 13)
10 R4, 1% R@3,1%) |R@, D®R3B, 1) R3B, 1) @®R2, 1%
16 R(3,2,1) R(3,2) ®R(@3, 1) @R(2%, 1)

Proof. The restrictions to &5 are computed by Pieri’s rule, so we only need to explain the action of an
outer automorphism. For this note that an outer automorphism acts on the conjugacy classes of G4 by
swapping the following cycle types

2] < [2,2,2], [3]<[3,3], [6]<« I[3,2],

and fixing the other types. By using the character table of G (see for instance [James and Liebeck 1993,
Example 19.17]) it is then straightforward to check that an outer automorphism swaps

RS, D« R(2.2,2, R21H<RGE3), RE 1) <RE ),
and fixes the other irreducible representations. O

Now we are ready to prove the part of Theorem 5.1 concerning the Coble fourfold.
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Proposition 5.13. The group CI(%) is torsion free, and there is an isomorphism
ClZ)Q=ROIX]) & R@3E,3) X (1))
of representations of the group Aut(%') = S¢ X |,.

Proof. Since % | — % is a small Gs-equivariant resolution, we have an Gs-equivariant isomorphism
Cl(#') = Pic(#5,1) with respect to the twisted action of a nonstandard subgroup Gs. Since %5 is
a P2-bundle over the quintic del Pezzo surface S, we have an Gs-equivariant direct sum decomposition

Pic(%5.1) = ZH & p*(Pic(S)).

Here the first summand is generated by the pullback of the hyperplane class of P* under the map 7 o ps.1,
and so is Gs-invariant. This proves that C1(#/) is torsion free.
Furthermore, it follows from Lemma 5.10 that there is an isomorphism of Gs-representations

(CL(Z) ® D)|s; =R(S) ®R(OS) ®R(A4, 1).
Since the embedding of G5 < Gg is nonstandard, it follows from Lemma 5.12 that
CLZ) ® D)|s, =R(6) DR(2,2,2);

we emphasize the fact that this isomorphism holds for the twisted action of G on #. The first sum-
mand R(6) is generated by the class H, hence lifts to R(6) X 1 as a representation of Gg x u,. Since the
quotient of Z' by the Galois involution o is P* and its class group is of rank 1, it follows that the action
of , on the second summand R(2, 2, 2) is nontrivial. Hence the natural action of G4 on the second
summand is obtained from R(2, 2, 2) by the sign twist, i.e., the corresponding representation is R(3, 3)
(recall that the sign twist modifies an irreducible representation by a transposition of its partition), and the
assertion of the proposition follows. U

Below we will also need to describe certain Gs-representations from their restrictions to 2ls. For this
the following calculation is useful. Denote by Rj, Rg, Rg’ , R4, and Rs the irreducible representations
of the group s of dimensions 1, 3, 3, 4, and 5, respectively; see for instance [Fulton and Harris 1991,
Exercise 3.5].

Lemma 5.14. The following table contains all irreducible representation of S5 and their restrictions
to As.

R(A) |R(B) R@) |R@E, 1 R@,1° | R3B,2) R2%1) | R@G3, 1%
R(L) | Ry Ry Rs R, @ R}

Proof. 1t is enough to know that a restriction of an Gs-representation R(A) to s contains the trivial
subrepresentation R; if and only if R(X) is trivial or is the sign representation, i.e., if A = (5) or A = (1°).
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This follows from Frobenius reciprocity, because
Indy’ (Ry) = R(5) ®R(1%).

With this in mind, there is only one way to represent the dimensions of R(A) as sums of dimensions of
irreducible 2s-representations. It remains to notice that the Gs-representation R(3, 12) is defined over Q,
while both three-dimensional 2{s-representations Rg and Rg/ are not, so the restriction of R(3, 12) to Us

splits as R @ RY. O

Now we are almost ready to attack the class groups of the quartics X,. For each 7 we have a natural
composition

Cl(#) = CI(# \ CR) = Pic(# \ CR) —=> Pic(2; \ CR) — CI(2Z; \ CR) = CI(2;). (5.15)

Here res denotes the restriction map. The first and the last isomorphisms take place since the Cremona—
Richmond configuration CR = Sing(#") has codimension greater than 1 both in # and 27, and the
second isomorphism follows from smoothness of % \ CR.

Lemma 5.16. For all T # 0 the composition C(%) — CI(2Z7) of the maps in (5.15) is an Sg-equivariant
embedding with respect to the natural action of &¢. For T = 00 it is an G¢ X W,-equivariant embedding.

Moreover, for T ¢ ® it is an isomorphism.

Proof. All the maps in (5.15) are equivariant with respect to the natural action of G¢ (or of the whole
group Gg X M, in case T = 00), hence so is the composition, and it remains to prove injectivity. For this
we forget about the Gg-action and consider the diagram

Pic(%5,1) ——— Pic(2>")

(ps.n*l l(ps,l)* (5.17)

Cl(¥) —— CI(Z7)

which is easily seen to be commutative. The vertical arrows are isomorphisms, since the birational
maps ps.1: %1 — % and ps 1: %5’1 — Z; for T # 0 are small by Theorems 1.9 and 1.14. So, it is
enough to check that the morphism res is injective, which is obvious, since %5 | is a P>-bundle over S
and ,%;5’1 is a (flat) conic bundle inside %5 ;.

Moreover, for T ¢ ® the conic bundle is standard, hence the image of the top arrow is a sublattice of
index 2 or 1, depending on whether the conic bundle has a rational section or not. Since we also know
from [Beauville 2013] or Theorem 4.4 that for t ¢ D the threefold 3&”15’1 is not rational, we conclude that
the conic bundle p: 2;>*! — S has no rational sections, and thus res is an isomorphism. g

Remark 5.18. Recall that by Lemma 3.12 for T #0, 0o one has an isomorphism 2; = X, for t = (t>41) /4.
Thus Proposition 5.13 and Lemma 5.16 provide a description of C1(X,) for all # ¢ ®© U {oo}.

It remains to analyze the class groups of the special quartics X;.
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We can think of the map (5.15) as of a map CI(#') — Cl(X,); this map is S¢-equivariant, where the
action of G¢ on # is natural. We denote the cokernel of this map by

ExCl(X,) :=Cl(X;)/ Cl(#),

and refer to this group as the excess class group of X,. To prove Theorem 5.1 we need to compute the

1 1

latter group for 7 = 3, ¢, and 110 as an Gg-representation. For this we need a couple of observations.

Lemma 5.19. For a standard subgroup &4 C Sg we have tk C1(X,)®* = 1 for any t # oo. In particular,
we have tk EXC1(X,)®* = 0 for any t # .

Proof. We may assume that &, preserves the homogeneous coordinates xs and xg on P>. Denote
pi = x{ 4+ —i—xé. Consider the quotients P°/&,4 and X,/S;4. Then

PS /&, = P(1,1,1,2,3, 4),

where the weighted homogeneous coordinates of weights 1, 1, 1, 2, 3, and 4 correspond to the G4-invariants
Xs, X6, P1, P2, P3, and pg4, respectively. The quotient variety X,/S4 is given in P(1, 1, 1, 2, 3, 4) by the
equations

pi=ps—tp3=0,

so that X,/64 = P(1, 1, 2, 3). Therefore, we have rk Cl(X,)64 =rk CI(X;/&4) = 1; see for instance
[Fulton 1984, 1.7.5]. Since also rk C1(#)%+ =1 (see Corollary 5.4), it follows that rk ExCI(X NG =0. O

Remark 5.20 [Cheltsov et al. 2019a, Remark 2.11]. An argument similar to the proof of Lemma 5.19
was (incorrectly!) used in the proof of [Cheltsov and Shramov 2014, Theorem 1.20] for the standard
subgroup 24 » = G4 in Gg to deduce that rk C1(X /2)216 = 1. However, the assertion is correct: it was
later obtained in [Cheltsov et al. 2019a, Corollary 2.10] by a different method. Using Theorem 5.1 we
can find this rank as well: indeed, one has rk C1(X; /2)9[6 =rk CI(X; /2)2[4,2 =1 by Corollary 5.4.

Lemma 5.21. For a nonstandard subgroup Gs C S¢ we have rk Cl(X1/6)65 = 2. In particular, we
have tk ExC1(X6)%5 = 1.

Proof. By [Cheltsov and Shramov 2016b, Section 6] the quartic X/¢ is Gs5-equivariantly isomorphic
away from codimension 2 to the blow up X /6 of ten lines in P3, that form a so-called double-five
configuration. Therefore we have CI(X /) = Cl(}A( 1/6) as Gs-representations. Furthermore, the group G5
acts transitively on this configuration of lines, hence rk Cl()A( 1 /6)65 =2. Since also rk C1(#)%5 = 1 (see
Corollary 5.4, and keep in mind that according to Notation 5.3 the nonstandard subgroup G5 C S is
denoted by &s), it follows that rk ExCI(X /)5 = 1. O

Now we are ready to describe the excess class groups for the special quartics.

Proposition 5.22. There are the following isomorphisms of Gg-representations:

ExCI(X12) ® Q=R(3, 1), ExCl(X1/6) ® Q=R(2,2,2), ExCI(X7/10) ® Q@ =R(1%).
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Proof. We replace the quartics X2, X1/6, and X7,19 by their partial resolutions of singularities 2 15’1,
3&”15/ \15 and 3&”35/ «lﬁ respectively. Similarly to the proof of Lemma 5.16, we obtain isomorphisms of
2s-representations

CIZ>/H®@Q= (CUZ>1/S) @ (Cl(2>/ Cl@> 1)) @Q = R, & (ExCI(X,) @ Q)la,,  (5.23)

with the summand R; on the right generated by the canonical class. Next we use the computation of
Corollary 4.9 to describe the left-hand side of (5.23). Namely, by Corollary 4.9 the left-hand side is
isomorphic to R} & Indg5 (v) for a certain subgroup G C 2s and its one-dimensional representation v.
Canceling the R; summands, we obtain an isomorphism

(ExCI(X,) ® @)|g; = Indy (v).

It only remains to use the description of the subgroup G and its representation v also provided by
Corollary 4.9.

In the case t = % so that T = 1, it gives

(ExCl(X1/2) ® Q) g, = Indﬁg,z(—n >~ R, ® R} ® Ry.

Therefore, by Lemma 5.14 we deduce that (ExCl(X,2) ® Q)|g, is isomorphic either to R(3, 1% @
R(4, 1) or to R(3, 1?) ®R(2, 1%), hence by Lemma 5.12 we have either ExCI(X /) ® Q =R(4, 1%) or
ExCI(X1,) ® Q@ = R(3, 13). The first case is impossible by Lemma 5.19, because by Pieri’s rule the
restriction of the G¢-representation R(4, 1?) to a standard subgroup &4 contains a trivial subrepresentation,
hence the required result.

Similarly, in the case t = %, sothatt =1/ /=3, we have

(ExCI(X1/6) ® @)|at; = Indy’ (1) = Ry @ R

Therefore, by Lemma 5.14 we deduce that (ExCI(X/6) ® Q)|gs; is isomorphic to the sum of one of the
representations R(5) and R(1°), and one of the representations R(4, 1) and R(2, 13). On the other hand,
(ExCI(X1/6) ® @)|s, should contain R(5) by Lemma 5.21, so it follows that (ExCI(X/6) ® Q)|g; is
either R(5) ®R(4, 1), or R(5) ®R(2, 1°). By Lemma 5.12 only the first of them can be obtained as a
restriction of a representation of G¢ with respect to a nonstandard embedding of &5, and the corresponding
representation of Sg is R(2, 2, 2). Thus, we have ExCl(X/6) ® @ =R(2, 2, 2).
Finally, in the case t = 17—0, so that T =3/ \/3, we have
(ExC1(X7/10) ® Q)|2s = Ry,

hence ExCl(X7,10) ® Q is either R(6) or R(19). Again, the first case is impossible by Lemma 5.19, hence
the required result. O

Now we are ready to prove the main result of this section.
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Proof of Theorem 5.1. The description of C1(#) ® Q is given by Proposition 5.13, and the descriptions
of Cl(Z2%) ® Q and CI(X,;) ® Q for r € © U {oo} follow from a combination of Proposition 5.13 with
Lemma 5.16. The last three isomorphisms follow from Proposition 5.22 in view of the definition of the
excess class group. U

Remark 5.24. To study G-equivariant birational maps of the remaining Gg-invariant quartic X4 to
G-Mori fiber spaces, one can replace X4 by its projective dual, which is the Segre cubic Z. This may
be simpler because Z has terminal singularities. The corresponding problem for Z was partially solved in
[Avilov 2016, Theorem 1.3]. In particular, if G is a standard subgroup s in &g, then rk C1(Z)¢ =1 by
[Avilov 2016, Proposition 3.1], and we expect that Z, and thus also X /4, is not G-rational. In this case
the induced action of G on Z is also given by a standard embedding s = G — Aut(Z) = Gg; see e.g.,
[Howard et al. 2008, Section 2.2]. On the contrary, if G is a nonstandard subgroup s in Gg, then Z is
known to be G-rational; see [Prokhorov 2010, 3.16].

Remark 5.25. One of the geometric interpretations of the nontrivial summands of CI(X;) ® () that
appear in Theorem 5.1 is as follows. Suppose that ¢ # %, 00, so that the singularities of X, are nodes
by Theorem 3.3. Let v: X, — X, be the blow up of all singular points of X, and let Dy, ..., D, be
the exceptional divisors of v. Then X, is smooth, and D; = P! x P'. Let M;" and M, be the rulings
from two different families on D;. One can check that there is a natural perfect pairing between the
vector subspace in H 4()~( ¢» C) spanned by the one-cycles MI.Jr — M;" and the space (CI(X;)/ Pic(X;)) ® C.
Note also that the structure of this subspace of H 4()? ¢» C) as an Gg-representation can be independently
deduced from [Schoen 1985, Proposition 1.3] and [Beauville 2013, Lemma 1].

Appendix: Cremona-Richmond configuration

The Cremona—Richmond configuration is the configuration CR of 15 lines with 15 triple intersection
points in P* formed by the singular locus of the Igusa quartic. By a small abuse of terminology, we will
sometimes say that the singular locus is the configuration CR itself. We refer the reader to [Cremona
1877; Richmond 1900; Dolgachev 2004, Section 9] for basic properties.

Explicitly, the configuration CR can be described as follows. Consider P* as the hyperplane given
by (1.1) in P> with the usual Gg-action. For each pairs-splitting

{1,...,6} =L ululs,
where |I1| = |Ib| = |I3]| = 2, let L(j,|1,/1;) be the line in P4 given by equations
x; =x;if {i, j} = I, for some p € {1, 2, 3}.
This gives 15 lines in P*; for instance, L1 2/3.4i5.6) is the line given by equations
X1 =Xp, X3=2X4, X5=Xg, (A.1)

and the other lines are obtained from this by the G¢-action.
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Similarly, for every two-element subset I C {1, ..., 6} let P; be the point in P* given by equations
x; =xj if eitheri, jelori, j € I,
where 1 is the complement of / in {1, ..., 6}. This gives 15 points in P*: for instance,
Pip=2:2:-1:-1:-1:-1), (A.2)

and the other points are obtained from this by the G¢-action (so, this is the set Y5 defined in Section 3.1).
It is easy to see that P; lies on L(y,|1,1,) if and only if I = I, for some p € {1, 2, 3}, i.e., if I is one of
the pairs in the pairs-splitting, or, equivalently, the pairs-splitting extends the pair /. In particular, there
are three lines through each of the points (corresponding to three pairs-splittings of 7), and there are three
points on each line (corresponding to three pairs in a pairs-splitting). Moreover, the points P; are the only
intersection points of the lines Ly, |1,|1;). Because of this CR is often referred to as a (153)-configuration.
In this section we discuss some properties of CR. In particular, in Theorem A.8 we show that CR is
determined uniquely up to a projective transformation of P* by its combinatorial structure (under a mild
nondegeneracy assumption), and that the Igusa quartic is the only quartic whose singular locus contains CR.
We start by a discussion of combinatorics of CR.

Lemma A.3. The configuration CR is combinatorially self-dual: an outer automorphism of G induces
a bijection between the set of points P; and the set of lines L, 1, 1,) that preserves the incidence

correspondence.
Proof. There is a natural bijection between subsets of cardinality two in the set {1, ..., 6}, and transposi-
tions in the group Gg. Similarly, there is a natural bijection between pairs-splittings of the set {1, ..., 6},

and elements of cycle type [2, 2, 2] in G¢. Let us denote the transposition corresponding to a subset
I'C{l,...,6}byw(]), and the element of cycle type [2, 2, 2] corresponding to a pairs-splitting (11, 2, I3)
of {1,...,6} by w(/y, I, I3). The incidence relation of lines and points of CR can be reformulated in
group-theoretic terms: the line L(;,|1,/1;) is incident to the point P; if and only if the permutations w(/) and
w(ly, I, I3) commute (or, which is the same, the composition w(/) o w([y, I, I3) has cycle type [2, 2]).

Choose an outer automorphism « of the group G¢. The automorphism « interchanges transpositions
with elements of cycle type [2, 2, 2]. Thus « defines a map from the set of points of CR to the set of lines
of CR, and a map from the set of lines of CR to the set of points of CR. Moreover, this map preserves
the incidence relation. 0

Lemma A.3 implies the following result that we used in the main part of the paper.

Corollary A.4. Every standard subgroup 215 C S¢ acts transitively on the set of lines of CR, and every
nonstandard subgroup As C S¢ acts transitively on the set of points of CR.

Proof. The first assertion is evident from combinatorics, and the second assertion follows from the first
one in view of the bijection of Lemma A.3. O
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The following description of CR is very useful. Choose a triples-splitting

{1,...,6}=KouK;, |Kol=|K;i|=3.

For each bijection g: Ko — K let I'(g) be the pairs-splitting formed by all pairs {ko, g(ko)}, where ko

runs through Ky (and hence g (ko) runs through K). The 6 lines and 9 points

{Lrg)}getsoko, k) and  {Pry x, } ko ki) ekox K

form a subconfiguration CR/KO’ k, C CR of the Cremona-Richmond configuration; see Figure 3. Because
of its characteristic shape we call it a jail configuration. Note that CR’KO’ k, 1s contained in the hyperplane

Hg, ::{Zxk=0}={2xk=0}=:HKl.

kEKO kEK}
We call it the jail hyperplane.
P4 Pis P35
L(1,62,43,5)
Pis P34 Py6
L1,512,6/3,4)
P36 Pys P4
L(1,42,53,6)

Laspa36  Laeprsss  Laapess

ssssss

ration CR.

The remaining 9 lines and 6 points

{Lko. k11 Ko\kol K1 \k1) } (ko kekoxk;  and  {Pr}ick, or 1ck,

form a complete bipartite graph; see Figure 4; we call it a bipartite configuration.

Py 3 Ps¢
Py P46
P> Pys

Figure 4. The bipartite subconfiguration CR{, , 3, 456 in the Cremona—Richmond
configuration CR.

For any decomposition
CR = CR), x, UCRg, g,

(AS)
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into a jail and bipartite subconfiguration its components interact quite weakly: every line L x| ko\ko|K1\k1)
from the bipartite component passes through a single point Py, , in the jail component. This gives a bijec-
tion between bipartite lines and jail points (compatible with the natural bijection of both sets with Ky x K1).

Lemma A.6. Let C be a configuration of 15 lines with 15 intersection points in P* which is not contained

in P and is combinatorially isomorphic to the Cremona—Richmond configuration. If C =C'UC” is a jail—

bipartite decomposition then the jail component C' spans a hyperplane, and the bipartite component C”
4

spans P~

Proof. The jail component C" has the shape shown in Figure 3. Two vertical lines do not intersect, hence
they span a hyperplane H' C P*. Three horizontal lines intersect each of them, hence they are contained
in H'. The last vertical line intersects the horizontal lines, hence it is also contained in H'.

The bipartite component C” has the shape shown in Figure 4. Assume it is contained in a hyperplane
H" C P*. Then every line of the bipartite component is contained in H”. Since every point of the jail
component lies on a line of the bipartite component, it follows that the jail component is also contained
in H”. Thus C C H”, which contradicts the assumptions of the lemma. O

Remark A.7. The set {1, 2, 3,4, 5, 6} has 10 distinct triples-splittings, giving rise to 10 distinct jail-
bipartite decompositions of the Cremona—Richmond configuration. The 10 hyperplanes supporting the
jail components of CR appeared in Remark 2.25.

Theorem A.8. Let C be a configuration of 15 lines with 15 intersection points in P* which is not contained
in P3 and is combinatorially isomorphic to the Cremona—Richmond configuration. Then it is projectively

isomorphic to the Cremona—Richmond configuration.

Proof. Choose a jail-bipartite decomposition C = C"' U C”. Choose five points Py, ..., Ps in the bipartite
component C” that are not contained in a hyperplane (this is possible by Lemma A.6), and let H' be the
hyperplane containing the jail component C'. Note that P; ¢ H' for all i. Indeed, if P; € H' then every
line of the bipartite component passing through P; would be contained in H’ (since it also contains a
point of the jail component), hence the three points of C” that are connected to P; by lines in C” will
be also contained in H'. Applying the same argument to one of these points, we would deduce that the
whole bipartite component is contained in H', hence C C H’, which contradicts our assumptions.

Assume that the points P;, P3, and Ps are not connected to each other by lines in C”; that is, they
are contained in one part of the bipartite component, and P,, P, are contained in the other. Since the
points P; do not lie on a hyperplane, they can be taken to points

Pi=(1:0:0:0:0), P3=(0:0:1:0:0), P;=(0:0:0:0:1),
P,=(0:1:0:0:0), P4=(0:0:0:1:0),

(A9)

of P* by a projective transformation. Since the hyperplane H’ does not pass through the points P;, it can
be simultaneously taken to the hyperplane defined by the equation

X1 —x2+x3—x4+x5=0.
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Now for each odd i and even j consider the line passing through P; and P;. By assumption it belongs to

the bipartite component C”. The intersection points of these lines with H' are the following six points
Pr=(01:1:0:0:0), P3p=(0:1:1:0:0), Ps5=(0:1:0:0:1),
P4=(01:0:0:1:0), Py4=(0:0:1:1:0), Ps4=(0:0:0:1:1).

(A.10)

It follows that P;; are points of the jail component C'. Consequently, the following six lines belong to the

jail component C':
(P12, Pag) ={x1 —xy=x3—x4 =x5 =0}, (P12, Ps4) = {x1 —x2 = x5 —x4 = x3 =0},
(P32, Pia) ={x3—xo=x1 —xa=x5 =0}, (P32, Pa) ={x3—x2=x5 —xa=x; =0},
(Psp, Pra) ={xs —xo=x1 —x4 =x3 =0}, (Psz, P34) ={x5 —x2 =x3 — x4 =x1 =0},
and their three extra intersection points
P1234=(1:1:12120), P1245=(1:1202121), P2345:(02121:121) (A.ll)
also belong to C'. Finally, the last point Py of the bipartite component is the point
Po=(P1, Pr3as) N (P3, Pioas) N (Ps, Pioza) =(1:1:1:1:1). (A.12)

This proves that such configuration is unique up to a projective transformation. The explicit transformation
from P* to P> that takes the points (A.9), (A.10), (A.11), and (A.12) to the points P; ; that were defined
in (A.2) is given by the matrix

-2 1 -2 1 1
1-2 1 1 1}’
1 -2 1-2 1
1 1 1 -2 1

in particular, the point Ps is mapped to the point P in (A.2). This completes the proof of Theorem A.8.
O

Remark A.13. Let C be a configuration combinatorially isomorphic to CR. Then one can always project C
isomorphically to P?. In particular, the assumption of Theorem A.8 requiring that the configuration is not

contained in P3 is necessary.

Corollary A.14. Let C be a configuration of 15 lines with 15 intersection points in P* which is not
contained in 3 and is combinatorially isomorphic to the Cremona—Richmond configuration. Suppose
that X is a quartic threefold that contains C in its singular locus. Then it is projectively isomorphic to the

lgusa quartic.

Proof. By Theorem A.8 it is enough to show that the Igusa quartic X is the unique quartic singular along C.
Suppose that X’ is another quartic with this property. Since X is irreducible, the intersection Z = XN X’ is
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two-dimensional, and deg Z = 16. Let C’ be one of the jail subconfigurations of C. Then C’ is contained in
a unique two-dimensional smooth quadric T'; this quadric is swept out by lines that meet three of the lines
in C'. The lines of C’ are singular both on X and X’, so we conclude that T is contained in Z. It remains
to notice that C contains 10 jail subconfigurations, all of them giving rise to different two-dimensional
quadrics contained in Z. The degree of the union of these quadrics is 20; this is greater than deg Z, which
gives a contradiction. U
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