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In this paper we prove that the p-adic L-function that interpolates the Rankin–Selberg product of a general
modular form and a CM form of higher weight divides the characteristic ideal of the corresponding Selmer
group. This is one divisibility of the Iwasawa main conjecture for this p-adic L-function. We prove this
conjecture using congruences between Klingen–Eisenstein series and cusp forms on the group GU(3, 1),
following the strategy of recent work by C. Skinner and E. Urban. The actual argument is, however,
more complicated due to the need to work with general Fourier–Jacobi expansions. This theorem is used
to deduce a converse of the Gross–Zagier–Kolyvagin theorem and the p-adic part of the precise BSD
formula in the rank one case.
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1. Introduction

Let p be an odd prime. An important problem in number theory is studying the relations between special
values of L-functions and arithmetic objects in p-adic families. The first case was studied by Iwasawa
in the 1950’s for class groups of number fields, resulting in the asymptotic formula for class numbers in
cyclotomic towers of field extensions. Later on, Mazur realized that the idea of Iwasawa’s theory can be
applied to elliptic curves which provides a powerful way to study their arithmetic (e.g., the BSD conjecture).
Such an idea was further generalized to many kinds of Galois representations. Kato [2004] formulated
the Iwasawa main conjecture for modular forms on GL2 /Q and proved one divisibility by constructing
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an Euler system. Later on, Skinner and Urban [2014] proved the other side of divisibility in the case
when the modular form is ordinary at p, using Eisenstein congruences on the unitary group U(2, 2).

Our paper can be viewed as an extension of Skinner and Urban’s approach to the Rankin–Selberg
product of a modular form f and an ordinary CM form whose weight is higher than f , using another rank
4 unitary group U(3, 1). Surprisingly, such a result has lots of arithmetic applications which cannot be
seen by previous techniques, including the proof by Skinner [2014] of the converse of a theorem of Gross,
Zagier and Kolyvagin, and the p-part of the precise BSD formula in the analytic rank one case [Jetchev
et al. 2017]. It is also the starting point and a key ingredient of the author’s work proving the Iwasawa main
conjecture for supersingular elliptic curves [Wan 2014b]. Now we describe the context of our main results.

Let K⊂C be an imaginary quadratic field such that p splits in K as (p)= v0v0. We fix an isomorphism
ι :Cp 'C and suppose v0 is determined by ι. There is a unique Z2

p-extension K∞/K unramified outside p.
Let 0K := Gal(K∞/K). Suppose f is a Hida family of ordinary cuspidal eigenforms new outside p
with coefficient ring I, a normal finite extension of the power series ring Zp[[W ]] of one variable W .
Let L be a finite extension of Qp with integer ring OL . Suppose ξ is an L-valued Hecke character of
A×K/K

× whose infinity type is
(
κ
2 ,−

κ
2

)
for some even integer κ ≥ 6 and such that ordv0(cond(ξv0))≤ 1

and ordv0(cond(ξv0)) ≤ 1. Denote by ξ the OL [[0K]]-adic family of Hecke characters containing ξ as
some specialization (we make this precise in Section 7B). We write Ôur

L for the completion of the maximal
unramified extension of OL and Îur for the normalization of the ring corresponding to an irreducible
component of I⊗̂OL Ôur

L .
In Section 2B, we associate with f , K and ξ a dual Selmer group X f ,K,ξ , which is a finite module over

the ring I[[0K]]. On the analytic side, for a finite set of primes 6 containing all bad primes, we construct
using a doubling method the “6-primitive” p-adic L-functions L6f ,ξ,K ∈ Îur

[[0K]], L6f,ξ,K ∈ Ôur
L [[0K]],

interpolating the algebraic parts of the special L-values LK
(

fφ, ξφ, κ2
)
, where fφ and ξφ are specializations

of the families f and ξ ( fφ has weight 2 and ξφ has infinity type (κ/2,−κ/2)). The general case when 6
does not necessarily contain all bad primes, is obtained by putting back the local Euler factors at primes
omitted. We let L f0,ξ,K be the specialization of L f ,ξ,K to a single form f0 of weight 2 and trivial character
in the family f , which we assume is defined over L . In Section 7E we also recall closely related p-adic
L-functions L6,Hida

f ,ξ,K and LHida
f ,ξ,K constructed by Hida. We also associate with f = f0, K, ξ a dual Selmer

group X f,K,ξ over Ôur
L [[0K]]. The Iwasawa–Greenberg main conjecture says that the characteristic ideal

of X f ,K,ξ (resp. X f,K,ξ ) is generated by L f ,ξ,K (resp. L f,ξ,K).
Let Q⊂ C be the algebraic closure of Q and let GQ = Gal(Q/Q) be the Galois group. Let G p ⊂ GQ

be the decomposition group determined by the inclusion Q ⊂ Qp coming from ι. We write ε for the
cyclotomic character and ω for the Techimüller character of GQ. Let g be a cuspidal eigenform on GL2 /Q

with the associated p-adic Galois representation ρg : GQ→ GL2(OL). We say g satisfies (irred) if

the residual representation ρg is absolutely irreducible.

If g is nearly ordinary at p, then ρg|G p is equivalent to an upper triangular representation and we say it
satisfies (dist) if
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the characters of ρg|G p on the diagonal are distinct modulo the maximal ideal of OL .

We will see later (in Section 7E) that if the CM form gξ associated to ξ satisfies (irred) and (dist) then
L f ,ξ,K ∈ I[[0K]].

In this paper, under certain conditions on f , ξ,K, we prove one inclusion (or divisibility) of the
Iwasawa–Greenberg main conjecture for L f ,ξ,K. Our first theorem is a three-variable result for Hida
families.

Theorem 1.1. Let f be a Hida family of ordinary eigenforms that are new outside p of square-free tame
level N , and suppose f has a weight two specialization f that has trivial nebentypus and is the ordinary
stabilization of a new form of level N . Let ρ be the mod p residual GQ-representation associated with
the Hida family f . Let ξ be a Hecke character of K×\A×K with infinity type

(
κ
2 ,−

κ
2

)
for some κ ≥ 6. If :

(a) p ≥ 5.

(b) ξ |A×
Q
= ω ◦Nm and κ ≡ 0 (mod 2(p− 1)).

(c) ρ f |GK is irreducible.

(d) There exists q | N that does not split in K and such that ρ f is ramified at q.

(e) The CM eigenform gξ associated to the character ξ satisfies (dist) and (irred).

(f) For each nonsplit prime v of Q we have that

ε
(
π f,v, ξv,

1
2

)
= 1.

(As in [Hsieh 2014c] ε
(
π f,v, ξv,

1
2

)
is the local root number for the base change of π f,v to Kv twisted

by ξv. It differs from the local root number for the Rankin–Selberg product of π f,v and gξ,v by a
factor χK/Q,v(−1).)

(g) Suppose the conductor of ξ is only divisible by primes split in K/Q.

Then LHida
f ,ξ,K ∈ Îur

[[0K]] and (LHida
f ,ξ,K) ⊇ char

Îur[[0K]]
(X f ,K,ξ ) as ideals of Îur

[[0K]]. Here char means the
characteristic ideal.

We also have a two variable theorem for a single form.

Theorem 1.2. Let N , f = f0, κ and ξ be as before. If

(a) p ≥ 5;

(b) the p-adic avatar of ξ |·|κ/2(ω−1
◦Nm) factors through 0K and κ ≡ 0 (mod 2(p− 1));

(c) ρ f |GK is irreducible;

(d) there exists q ‖ N that does not split in K.

Then
(L f,ξ,K)⊇ charÔur

L [[0K]]⊗OL L(X f,K,ξ )

is true as fractional ideals of Ôur
L [[0K]]⊗OL L.
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Unlike the previous theorem, in this theorem we allow both global root numbers +1 and −1 cases. In
particular Theorem 1.2 is not deduced as a consequence of Theorem 1.1. Both theorems are deduced
in the proof at the end of this paper. Theorem 1.2 is proved as the specialization of a “weaker version”
(since the assumption is weaker than that of Theorem 1.1) of the 3-variable main conjecture, where we
inverted all nonzero elements of I. This is where the ⊗L comes in. See the end of the paper for details.

Hida’s p-adic L-functions LHida
f ,ξ,K are more canonical than the L f ,ξ,K in that there is a constant in Q×p

showing up in our interpolation formula (see Proposition 7.7) that depends on some choices. Under the
assumptions of Theorem 1.1 we show that Hida’s p-adic L-function is integral: it belongs to Îur

[[0K]].
Note that in the setting of Theorem 1.2 we do not know if L f0,K,ξ is actually in Ôur

L [[0K]].
The assumptions on ρ f |GK and the local ε-factors in Theorem 1.1 are needed to appeal to results of

M. Hsieh [2012; 2014c] in proving the nonvanishing modulo p of some special L-values or vanishing of
the anticyclotomic µ-invariant. The square-freeness of N is put at the moment for simplicity (mainly to
avoid local triple product integrals for supercuspidal representations and we may come back to remove it
in the future).

The assumption (g) in Theorem 1.1 is due to lack of reference for [Hida and Tilouine 1993, Conjec-
ture in introduction]. Details are explained in Definition 7.8.

Hypothesis (b) of Theorem 1.2 means that L f,ξ,K can be evaluated at the trivial character of 0K, though
it is not a point at which it interpolates classical L-values. As a result, Theorem 1.2 has interesting
applications for the usual Bloch–Kato Selmer group of f .

The result of this paper is the foundation for several important breakthroughs on arithmetic of elliptic
curves and modular forms. Skinner [2014] has recently been able to use Theorem 1.2 to prove a converse
of the Gross–Zagier–Kolyvagin theorem: if the Mordell–Weil rank of an elliptic curve over Q is exactly
one and the Shafarevich–Tate group is finite, then its L-function vanishes to exactly order one at the central
critical point. The author has been able to prove an anticyclotomic main conjecture of Perrin-Riou when
the root number is −1 [Wan 2014a] (by comparing the Selmer group in the theorem with the one studied
by Perrin-Riou, using the Poitou–Tate long exact sequence and applying F. Castella’s generalization
[2019] of a formula of Bertolini–Darmon–Prasanna relating the different p-adic L-functions).

There is also joint work of the author with Skinner and Jetchev that uses Theorem 1.2 to deduce the
p-adic part of the precise BSD formula in the rank one case [Jetchev et al. 2017]. We remark that in the
above mentioned applications one can not appeal to the main conjecture proved in [Skinner and Urban
2014] since the global sign of the L-functions has to be +1 in [loc. cit.].

The methods of this paper can be adapted (with some additional arguments) to the case when f
is nonordinary as well. This forms the foundation of the author’s recent proof of the Iwasawa main
conjecture for supersingular elliptic curves formulated by Kobayashi (see [Wan 2014b]).

Our proofs of Theorems 1.1 and 1.2 use Eisenstein congruences on the unitary group U(3, 1), which
first appeared in [Hsieh 2011]. Recent works with a similar flavor include Skinner and Urban [2014]
using the group U(2, 2), and the work of Hsieh [2014a] for CM characters using the group U(2, 1). The
difference between our results and Skinner and Urban’s is that they studied the p-adic L-function of
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Rankin–Selberg product of a general modular form and a CM form such that the weight of the CM form
is lower, while in our case the weight of the CM form is higher. This is the very reason we work with
unitary groups of different signature.

We also mention there are works establishing the other divisibility of the main conjecture using Euler
systems [Wan 2014a; Lei et al. 2014] under some more restrictions. Together with Theorems 1.1 and 1.2
these give the full equality of the main conjecture in the case when all hypotheses are satisfied.

For clarity, we briefly discuss our proof of the theorems. The proof follows the main outline of Skinner
and Urban’s proof in [2014] (which in turn followed the main outline of Wiles’ proof of the Iwasawa
main conjecture for totally real fields). However, carrying this out requires new arguments. The main
steps are: (1) Constructing a p-adic family of Eisenstein series whose constant terms are essentially the
p-adic Rankin–Selberg L-function L6f ,K,ξ . (2) Proving that the Eisenstein series is coprime to p-adic
L-function (that is, modulo any divisor of the p-adic L-function it is still nonzero), which shows that its
congruences with cusp forms is “measured” by the p-adic L-function. (3) the Galois argument.

The main differences between our proof and that of Skinner and Urban are in steps (1) and (2). First, we
need to work with the unitary group U(3, 1) instead of U(2, 2) which is used in [Skinner and Urban 2014].
The reason is that by our assumption that the CM form has higher weight than f , the L-values interpolated
by the p-adic L-function L f ,ξ,K show up in the constant terms of holomorphic Eisenstein series on the
group U(3, 1) that are induced from the Klingen parabolic subgroup with Levi U(2)×K×. The cuspidal
representation on U(2) is determined by the automorphic representation π f and a Hecke character of A×K
whose restriction to A×

Q
is the central character of π f . As a result, the construction of the p-adic families

of the Eisenstein series via the pullback formula requires finding the right Siegel section at p (which turns
out to be different from the one used in [Skinner and Urban 2014]). To have the right pullback and to
make the Fourier–Jacobi coefficient computation not too hard, such choice of section is quite subtle. The
idea for our choice is similar to that in [Eischen et al. 2016] and is inspired by the formula for differential
operators on p-adic q-expansions on the group GU(3, 3). (The Siegel–Eisenstein series measure used
here to construct the p-adic L-function is the special case of [loc. cit.] (see Section 4.3, part II). We also
refer to [Eischen 2015, Sections 3 and 4] for a nice exposition and for details about those differential
operators. These differential operators are not logically needed for the construction in this paper though.)

Step (2) is the core of the whole argument. In [Skinner and Urban 2014], the Klingen–Eisenstein series
on U(2, 2) (which are also special cases of the series constructed in [Wan 2015a]) has a Fourier expansion
EKling =

∑
T aT qT , with T running over 2× 2 Hermitian matrices. By the pullback formula, we have

aT = 〈FJT Esieg, ϕπ 〉U(1,1),

where Esieg is a Siegel–Eisenstein series on U(3, 3), FJT Esieg is its T -Fourier–Jacobi coefficient (regarded
as a form on U(1, 1)), and ϕπ is a form in the U(1, 1) automorphic representation π considered in [Skinner
and Urban 2014] (again determined by π f and a Hecke character of A×K). The Siegel–Eisenstein measure
is constructed in Proposition 12.3. Computation tells us FJT Esieg is essentially a product of an Eisenstein
series and a theta function, and thus this pairing, and hence aT is essentially a Rankin–Selberg product.
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In our case, forms on U(3, 1) only have Fourier–Jacobi expansions (instead of Fourier expansions)

F 7→
∑
n∈Q

an(F)qn
:= FJ(F)

with an(F) ∈ H 0(Z◦
[g],L(n)), where Z◦

[g] is a two-dimensional abelian variety which is the abelian part
of the universal semiabelian scheme over a point in the boundary of a toroidal compactification of the
Shimura variety for GU(3, 1). The sheaf L(n) is a line bundle on Z◦

[g]. We can view each an(F) as an
automorphic form on the group U(2) · N , where U(2) is the definite unitary group appearing as a factor
of the Levi of the Klingen parabolic subgroup of U(3, 1), and N is the unipotent radical of the parabolic
subgroup, which is a Heisenberg group. It consists of matrices of the form

1 × × ×
1 ×

1 ×
1

 .
To study an(F) we use a functional lθ? on H 0(Z◦

[g],L(n)). This is just the pairing over N (modulo its
center) with an explicit theta function θ? on U(2) · N (defined in Lemma 6.46). In the following we do
the computation at an arithmetic point z.

We divide our argument into five steps:

(1) We first compute the n-th Fourier–Jacobi coefficient of a Siegel–Eisenstein series Esieg,z (in Section 6J),
considered as a form on the Jacobi group N ′ ·U(2, 2)⊆ U(3, 3) with N ′ a unipotent subgroup of U(3, 3).
It consists of matrices of the form 

1 × × × × ×
1 ×

1 ×
1
× 1
× 1


.

This turns out to be a finite sum of products of the form E2,z ·2z (see Proposition 6.44, with E2,z a
Siegel–Eisenstein series on U(2, 2)) and 2z a theta function on the Jacobi group (the Esieg,2 and 28D in
Proposition 6.44).

(2) Next we restrict this n-th Fourier–Jacobi coefficient to the group

(N ·U(2))×U(2)⊂ U(3, 1)×U(2)∩ N ′ ·U(2, 2).

Another computation shows that 2z essentially restricts to a form θ4× θ2,z on (N ·U(2))×U(2). (The
θ2,z is varying with the arithmetic point z while the θ4 is fixed, which justifies dropping the subscript z.)
The actual situation is slightly more complicated: it is actually a finite sum of such products. Applying
a functional lθ? (which is pairing with a fixed theta function θ? to the θ4-component of each summand
above), we show that 〈θ4, θ

?
〉N is a constant function on U(2) by Lemma 4.8 (which we manage to make
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nonzero), and then end up with a theta function θz on (the lower) U(2) (a finite linear combination of
θ2,z’s of each summand). See Lemma 6.46 for a precise formula. So using the pullback formula, we get
for EKling,z the Klingen–Eisenstein series defined in (6-13) (denoted EKling,D there),

lθ?(an(EKling,z))= 〈E2,z|U(2)×U(2), fz · θz〉1×U(2)

regarded as a form on the first U(2), which is the U(2) in the Levi of the Klingen parabolic subgroup.
Note that by Lemma 8.23 when z is varying in a p-adic family the lθ? takes values in the Iwasawa algebra
(the parameter space).

(3) To study its p-adic properties, we pair it with an auxiliary form hz on U(2) (Section 8B1):

〈〈E2,z|U(2)×U(2), fz · θz〉1×U(2), h〉U(2) = (∗) · 〈hz, fz · θz〉.

To obtain this formula, we use the doubling method formula for U(2)×U(2) ↪→ U(2, 2) applied to hz.
The (∗) is some p-adic L-function factor for hz coming from this (see Proposition 8.25 for details).

(4) We prove that such an expression is interpolated by an element B1 in the Iwasawa algebra (in (8-7)).
The pairing on the right-hand side is just a triple product integral

∫
[U(2)] hz(g)θz(g) fz(g) dg. The fact that

the θz can be taken to be an eigenform follows from considering the central character (see the proof of
Proposition 8.25).

(5) We use Ichino’s formula to evaluate(∫
[U (2)]

hz(g)θz(g) fz dg
)(∫

[U (2)]
h̃z(g)θ̃3,z(g) f̃z(g) dg

)
= 〈hz, h̃z〉〈θz, θ̃3,z〉〈 fz, f̃z〉 ·

L6
( 1

2 , π fz ×χ1,z
)
L6
( 1

2 , π fz ×χ2,z
)

L6(2, π fz, ad)L6(2, πθz, ad)L6(2, πhz, ad)

×

∏
v∈6

Iv(hz⊗ θz⊗ fz, h̃z⊗ θ̃3,z⊗ f̃z)

〈hz,v, h̃z,v〉〈θz,v, θ̃3,z,v〉〈 fz,v, f̃z,v〉
.

Here h̃z, θ̃3,z and f̃z mean some forms or vectors in the contragredient representation of the automorphic
representation for hz, θz and fz. The factor Iv is a local integral defined by Ichino, and χ1,z and χ2,z are
two CM Hecke characters showing up in the computation. We interpolate everything in p-adic families
and compare it to the product of several p-adic L-functions of modular forms or Hecke characters (see
the proof of Proposition 8.29 for details). Furthermore:

• We can choose hz’s and θz’s so that these p-adic L-functions are units in Îur
[[0K]]

× times a fixed
number in Qp.

• The ratio of the triple product and the product of these p-adic L-functions is a product of local
factors (we show that the triple product is a p-adic analytic function, so the product of these local
factors is a p-adic meromorphic function). We make the local choices such that for inert or ramified
primes these local factors involve only the Hida-family variable of f (which has nothing to do with
0+K or 0−K). For split primes, we compute these local factors explicitly.
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The constructions above finally provide a nonzero element of I, which is sufficient for our use. We are
thus able to prove in Proposition 8.29 that height one divisors of B1 are those of I.

After this, we can use the same argument as in [Skinner and Urban 2014] to deduce our main theorem:
by a geometric argument we construct a cuspidal family on U(3, 1) congruent modulo the p-adic L-
function L f ,ξ,K to the Eisenstein family constructed as above. Passing to the Galois side, we get a family
of Galois representations coming from cuspidal forms that is congruent to the family coming from our
Klingen–Eisenstein series, but which is “more irreducible” than the Eisenstein Galois representations.
Then an argument (the “lattice construction”) of E. Urban gives the required elements in the dual Selmer
group.

Remark 1.3. In fact at the point where L f ,ξ,K takes its central critical value, the Klingen–Eisenstein
family does not interpolate a classical Eisenstein series (i.e., not an interpolation point). Therefore even
in the case when the global root number for L f ,ξ,K is −1, so that the constant terms of the Eisenstein
family vanish identically along the central critical subfamily, the p-adic Eisenstein series itself can still
be nonzero in that subfamily.

Remark 1.4. We emphasize here that θ? is fixed throughout the whole p-adic family (instead of varying).
Note also that the space of theta functions with given Archimedean kernel function and level group at
finite places is finite-dimensional. The space H 0(Z◦

[g],L(n))⊗Zp Qp is generated by a finite number of
such theta functions. We will show in the text that by pairing the Îur

[[0K]]-adic Fourier–Jacobi coefficient
with one rational theta function (not necessarily p-integral!), we get an element in Îur

[[0K]]⊗Zp Qp. We
then show that by choosing the datum properly, this element is the product of a unit in Îur

[[0K]] and
a nonzero element in Qp, and proving it is prime to the p-adic L-function we study. Such strategy is
notably different from the one adopted in [Hsieh 2014c], where Hsieh argued p-integrally and proved
with a stronger result that the Fourier–Jacobi coefficient is already a unit. This is the very reason why we
do not need to study the theory of p-integral theta functions.

Remark 1.5. In [Zhang 2013] the special L-value showing up in the Fourier–Jacobi expansion is the
near central point of the Rankin–Selberg L-function, while in our case it is the central value of the triple
product L-function. Moreover, the Fourier–Jacobi coefficient considered in [loc. cit.] is nonzero only
when f is a CM form (see Theorem 4.12 in [loc. cit.]). This is due to the fact that we are pairing the
Fourier–Jacobi coefficient with the product of a theta function and an auxiliary form h on U(2), while
Zhang paired it with the theta function only (i.e., taking the h in our case to be the constant function). Our
strategy has the advantage that these central L-values are accessible to various results of nonvanishing
modulo p by Hsieh.

The rest of this paper is organized as follows. In Section 2, we recall some background information
and formulate the main conjecture. In Section 3, we discuss automorphic forms and p-adic automorphic
forms on various unitary groups. In Section 4 we recall the notion of theta function which plays an
important role in studying Fourier–Jacobi expansions as outlined above. In Sections 5 and 6, we make
the local and global calculations for Siegel and Klingen–Eisenstein series using the pullback formula of
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Shimura. In Section 7, we interpolate our previous calculations p-adically and construct the families. In
Section 8, we prove the coprimeness of (the Fourier–Jacobi coefficients of) the Klingen–Eisenstein series
and the p-adic L-function. Finally, we deduce the main theorem in Section 9.

2. Background

We first introduce our notation. We will usually take a finite extension L/Qp and write OL for its integer
ring and $L for a uniformizer. Let GQ and GK be the absolute Galois groups of Q and K. Let 0±K be the
subgroups of 0K such that the complex conjugation c acts by ±1. We take topological generators γ± so
that rec−1(γ+)= ((1+ p)1/2, (1+ p)1/2) and rec−1(γ−)= ((1+ p)1/2, (1+ p)−1/2) where rec :A×K→Gab

K
is the reciprocity map normalized by the geometric Frobenius. Let 9K be the composition

GK � 0K ↪→ Zp[[0K]]
×.

Define3K :=OL [[0K]]. Recall we defined a branch character ξ in the introduction. We will write σξ for the
Galois character corresponding to ξ via class field theory. We also let Q∞ be the cyclotomic Zp extension
of Q and let 0Q=Gal(Q∞/Q). Define9Q to be the composition GQ �0Q ↪→Zp[[0Q]]

×. We also define
εK and εQ to be the compositions K×\A×K

rec
−→ Gab

K → Zp[[0K]]
× and Q×\A×

Q

rec
−→ Gab

Q
→ Zp[[0Q]]

×

where the second arrows are the 9K and 9Q defined above. Let ω and ε be the Techimüller character
and the cyclotomic character. We also write χK/Q to be the quadratic character associated to K/Q.

Write c for complex conjugation. For a Hecke character χ we write χ c(x) := χ(c(x)). For a Galois
character χ we define χ c to be the composition of χ with conjugation by c (regarding c as an element in
the Galois group).

2A. p-adic families for GL2 /Q. Let M be a positive integer prime to p and χ a character of (Z/pMZ)×.
Let 3Q := Zp[[W ]] (we call Spec3Q(Qp) the weight space). Let I be a normal domain finite over 3Q. A
point φ∈Spec(I) is called arithmetic if the image of φ in Spec3(Qp) is the continuous Zp-homomorphism
sending (1+W ) 7→ ζ(1+ p)k−2 for some k ≥ 2 and ζ a p-power root of unity. We usually write kφ for
this k, called the weight of φ. We also define χφ to be the character of Z×p ' (Z/pZ)×× (1+ pZp) that
is trivial on the first factor and given by (1+ p) 7→ ζ on the second factor.

Definition 2.1. An I-adic family of modular forms of tame level M and character χ is a formal q-
expansion f =

∑
∞

n=0 anqn, an ∈ I, such that for a Zariski dense set of arithmetic points φ ∈ Spec(I) the
specialization fφ =

∑
∞

n=0 φ(an)qn of f at φ is the q-expansion of a modular form of weight kφ , character
χχφω

2−kφ (where ω is the Techimüller character), and level Mptφ for some tφ ≥ 0.

The Up operator is defined in both the spaces of modular forms and families. It is given by

Up

( ∞∑
n=0

anqn
)
=

∞∑
n=0

apnqn.

Note that (Up · f )φ =Up · fφ . Hida’s ordinary idempotent ep is defined by ep := limn→∞U n!
p . A form

f or family f is called ordinary if ep f = f or ep f = f (see for instance [Hida 1986, page 550]). A
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well-known fact is that every ordinary eigenform fits into an ordinary family of eigenforms f ([Hida
1988, Theorem II] for example).

According to the results of Deligne, Langlands, Shimura et al., there is a Galois representation
ρ f : GQ → GL2(Qp) for f . If the residual representation ρ f is irreducible then one can construct a
Galois representation ρ f : GQ→ GL2(I) such that it specializes to the Galois representation ρ fφ of fφ at
each arithmetic specialization φ ∈ Spec(I). We write T f for the representation space of ρ f .

2B. The main conjecture. Before formulating the main conjecture, we first define characteristic ideals
and Fitting ideals. We let A be a Noetherian ring. We write FittA(X) for the Fitting ideal in A of a finitely
generated A-module X . This is the ideal generated by the determinant of the r × r minors of the matrix
giving the first arrow in a given presentation of X :

As
→ Ar

→ X→ 0.

If X is not a torsion A-module, then FittA(X)= 0. This definition does not depend on the choice of the
presentation.

Fitting ideals behave well with respect to base change. For I ⊂ A an ideal

FittA/I (X/I X)= FittA(X) mod I.

Now suppose A is a Krull domain (a domain which is Noetherian and normal). Then the characteristic
ideal is defined by

charA(X) := {x ∈ A : ordQ(x)≥ lengthQ(X) for any height one prime Q of A}.

If X is not a torsion A-module, then we define charA(X)= 0.
We consider the Galois representation

T f ,K,ξ := T f ⊗̂Zp3K

with the GK action given by ρ f σξ−cε(4−κ)/2⊗̂3K(9
−c
K ). (Here c means composing with the complex

conjugation in the idele group, and − means taking inverse of the character.) We define the Selmer group
(recall κ is assumed to be even)

Sel f ,K,ξ :=ker
{

H 1(K, T f ,K,ξ⊗I[[0K]]I[[0K]]
∗)→H 1(Iv0, T f ,K,ξ⊗I[[0K]]

∗)×
∏
v - p

H 1(Iv, T f ,K,ξ⊗I[[0K]]
∗)

}
where ∗ means the Pontryagin dual HomZp(−,Qp/Zp). We also define the 6-primitive Selmer groups

Sel6f ,K,ξ := ker
{

H 1(K, T f ,K,ξ⊗I[[0K]]
∗)→ H 1(Iv0, T f ,K,ξ⊗I[[0K]]

∗)×
∏
v 6∈6

H 1(Iv, T f ,K,ξ⊗I[[0K]]
∗)

}
.

We let

X f ,K,ξ := (Sel f ,K,ξ )
∗ and X6

f ,K,ξ := (Sel6f ,K,ξ )
∗.
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These are finitely generated I[[0K]]-modules (see e.g., [Skinner and Urban 2014, Lemma 3.3]). We take
the extension of scalars of them to Îur

[[0K]] and still denote them by using the same notations. In Section 7
we construct p-adic L-functions LHida

f ,K,ξ and L6,Hida
f ,ξ,K which are elements in Îur

[[0K]] or its fraction field.
Their interpolation formulas are given in (7-5) (see also Definition 7.8). The three-variable Iwasawa main
conjecture is [Greenberg 1994]:

Conjecture 2.2. X f ,K,ξ and X6
f ,K,ξ are torsion Îur

[[0K]]-modules and

char
Îur[[0K]]

X f ,K,ξ = (LHida
f ,ξ,K), and char

Îur[[0K]]
X6

f ,K,ξ = (L
6,Hida
f ,ξ,K ).

We can also replace f with a single form f0 and have the two-variable main conjectures.

Conjecture 2.3. X f0,K,ξ and X6
f0,K,ξ are torsion Ôur

L [[0K]]-modules and

charÔur
L [[0K]]

X f0,K,ξ = (L
Hida
f0,K,ξ ), and charÔur

L [[0K]]
X6

f0,K,ξ = (L
6,Hida
f0,K,ξ ).

2C. Control of Selmer groups. In this subsection we prove a control theorem of Selmer groups which
will be used to prove Theorem 1.2. Let φ0 ∈ Spec I[[0K]](Qp) be the point mapping γ± to 1 and such
that φ0|I corresponds to the form f0. Let ℘ = kerφ0|I be the point of weight two and trivial character.
Then we prove the following proposition.

Proposition 2.4. Suppose ρ f |GK is absolutely irreducible. There is an exact sequence of OL [[0K]]-
modules

M→ X6
f ,K,ξ/℘X6

f ,K,ξ → X6
f0,K,ξ → 0

where M ⊗OL L has support of codimension at least 2 in SpecOL [[0K]]⊗ L.

Proof. We write IK for I[[0K]] for simplicity. Write T = T f ,K,ξ as a IK-module. Let T be the 3K-module
T f0,K,ξ . Recall that p = v0v0. We have an exact sequence

0→ T ⊗3K 3
∗

K→ T⊗IK I∗K→ T⊗IK (℘IK)
∗
→ 0.

Write GK6 for the Galois group over K of the maximal algebraic extension of K unramified outside 6.
From this we deduce

H 1(GK6 , T ⊗33∗K)
∼
−→ H 1(GK6 ,T⊗IK I∗K)[℘]

as in [Skinner and Urban 2014, Proposition 3.7]. We also have an exact sequence

H 0(Iv0,T⊗I[[0K]] (I[[0K]]
∗))

s1
→ H 0(Iv0,T⊗I[[0K]] (℘[[0K]]

∗))

→ H 1(Iv0, T ⊗OL [[0K]] (OL [[0K]]
∗))→ H 1(Iv0,T⊗I[[0K]] (I[[0K]]

∗)).

From these we deduce an exact sequence of 3K-modules

M := ((coker s1)
Gv0 )∗/℘ (coker s1)

Gv0 ↪→ X6
f ,K,ξ/℘X6

f ,K,ξ → X6
f0,K,ξ → 0.
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Let K∞,v0 (resp. K∞,v0) be the Zp-extension of K unramified outside v0 (resp. v0) and let 0v0 =

Gal(K∞,v0) (resp. 0v0 = Gal(Kv0/K)). Let γv0 ∈ 0v0 and γv0 ∈ 0v0 be topological generators. It is
well-known (e.g., see [Skinner and Urban 2014, Section 3.3.5] that we have

0→ T+→ T → T/T+→ 0

as GQp -modules. By the description of the Galois action, there is a γ ∈ Iv0 such that γ −1 acts invertibly
on T+⊗I[[0K]] (I[[0K]]

∗)). We take a basis (v1, v2) such that v1 generates T+ and the action of γ on T is
diagonal under this basis. Then it is not hard to see (by looking at the Iv0-action) that if

v ∈ H 0(Iv0,T⊗IK I∗K)

we have v ∈ (I[[0v0]])
∗v2 and if v ∈ H 0(Iv0,T⊗IK (℘IK)

∗) then v ∈ (℘IK)
∗v2. From the above discussion,

we know that ((coker s1)
Gv0 )∗/ kerφ′0(coker s1)

Gv0 is supported in

Spec(OL [[0v]]⊗ L).

Moreover by looking at the action of Frobv0 we see it is killed by the function a−1
p R− 1 where ap

is the invertible function in I which gives the Up-eigenvalue of f and R is the image in 0v of Frobv0

under class field theory. But ap(φ0) 6= 1 and R(φ0)= 1 so a−1
p R− 1 is nonzero at φ0. So the support of

M ⊗OL L has support of dimension at most zero and this proves the proposition. �

3. Unitary groups

In this section, we introduce our notation for unitary groups and develop the Hida theory on them. We
mainly follow [Hsieh 2014a, Sections 2–4] in our presentation, which in turn, summarizes portions of
Shimura’s books [1997; 2000]. We define Sn(R) to be the set of n× n Hermitian matrices with entries
in OK⊗Z R. We define a map eA =

∏
v ev : AQ→ C× where for each place v of Q, ev is the standard

additive character as in [Skinner and Urban 2014, 8.1.2] (which again follows Shimura’s convention). We
refer to [Hsieh 2014a, Section 2.8] for the discussion of the CM period �∞ ∈ C× and the p-adic period
�p ∈ Ẑur,×

p .

3A. Groups. Let δ′ ∈K be a totally imaginary element such that −iδ′ is positive. Let d =Nm(δ′) which
we assume to be a p-adic unit. Let U(2) = U(2, 0) and GU(2) = GU(2, 0) be the unitary group and
the unitary similitude group, respectively, associated to the skew-Hermitian matrix ζ =

( sδ′
δ′

)
for some

s ∈ Z+ prime to p. More precisely GU(2) is the group scheme over Z defined by, for any Z algebra A,

GU(2)(A)= {g ∈ GL2(A⊗Z OK) |
tgζg = λ(g)ζ, λ(g) ∈ A×}.

The map λ : GU(2)→ Gm , g 7→ λ(g) is called the similitude character and U(2)⊆ GU(2) is the kernel
of λ. Let G = GU(3, 1) and U(3, 1) be the similarly defined unitary similitude group and unitary group,
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respectively, over Z associated to the skew-Hermitian matrix 1
ζ

−1

 .
We denote this Hermitian space as V . Let P ⊆ G be the parabolic subgroup of GU(3, 1) consisting of
those matrices in G of the form 

× × × ×

× × ×

× × ×

×

 .
Let NP be the unipotent radical of P . Then if XK is the 1-dimensional space over K,

MP := GL(XK)×GU(2) ↪→ GU(V ), (a, g1) 7→ diag(a, g1, µ(g1)a−1)

is the Levi subgroup of P . Let G P := GU(2)⊆ MP be the set of elements diag(1, g1, µ(g1)) as above.
Let δP be the modulus character for P . We usually use a more convenient character δ such that δ3

= δP .
Since p splits as v0v0 in K, GL4(OK⊗Zp)

∼
−→ GL4(OKv0 )×GL4(OKv0

). Here

U(3, 1)(Zp)
∼
−→ GL4(OKv0 )= GL4(Zp)

is the projection onto the first factor. Let B and N be the upper triangular Borel subgroup of G(Qp) and
its unipotent radical, respectively. Let

K p = GU(3, 1)(Zp)' GL4(Zp),

and for any n ≥ 1 let K n
0 be the subgroup of K consisting of matrices upper-triangular modulo pn . Let

K n
1 ⊂ K n

0 be the subgroup of matrices whose diagonal elements are 1 modulo pn .
The group GU(2) is closely related to a division algebra. Put

D = {g ∈ M2(K) | gζ tg = det(g)ζ }.

Then D is a definite quaternion algebra over Q with local invariant invv(D)= (−s,−DK/Q)v (the Hilbert
symbol). The relation between GU(2) and D is explained by

GU(2)= D××Gm ResK/Q Gm .

For each finite place v we write D1
v for the set of elements gv ∈ D×v such that |Nm(gv)|v = 1, where Nm

is the reduced norm. In application we will choose the D to be the quaternion algebra ramified exactly at
∞ and the q in the main theorems.

Let 6 be a finite set of primes containing all the primes at which K/Q or ξ is ramified, the primes
dividing the level of f0 (as in the introduction), the primes dividing s, the primes such that U(2)(Qv)

is compact and the prime 2. Let 61 and 62, respectively, be the set of nonsplit primes in 6 such
that U(2)(Qv) is noncompact, and compact. We will sometimes write [D×] for D×(Q)\D×(AQ).
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We similarly write [U(2)], [GU(2, 0)], etcetera. For two automorphic forms f1, f2 on U(2) we write
〈 f1, f2〉 =

∫
[U(2)] f1(g) f2(g) dg. Here the Haar measure is normalized so that at finite places U(2)(Z`)

has measure 1, and at∞ the compact set U(1)(R)\U(2)(R) has measure 1.
We define Gn =GU(n, n) for the unitary similitude group for the skew-Hermitian matrix

(
−1n

1n
)

and
U(n, n) for the corresponding unitary group.

3B. Hermitian spaces and automorphic forms. Let (r, s)= (3, 3) or (2, 2) or (3, 1) or (2, 0). Then the
unbounded Hermitian symmetric domain for GU(r, s) is

X+ = Xr,s =

{
τ =

( x
y

)
| x ∈ Ms(C), y ∈ M(r−s)×s(C), i(x∗− x) > iy∗ζ−1 y

}
.

We use x0 to denote the Hermitian symmetric domain for GU(2), which is just a point. We have the
following embedding of Hermitian symmetric domains:

ι : X3,1× X2,0 ↪→ X3,3

(τ, x0) ↪→ Zτ ,

where Zτ =
( x

y
0
ζ/2

)
for τ =

( x
y

)
.

Let Gr,s = GU(r, s) and Hr,s = GLr ×GLs . Let Gr,s(R)
+ be the subgroup of elements of Gr,s(R)

whose similitude factors are positive. If s 6= 0 we define a cocycle

J : Gr,s(R)
+
× X+→ Hr,s(C)

by J (α, τ )= (κ(α, τ ), µ(α, τ )), where for

τ =

(
x
y

)
and α =

a b c
g e f
h l d


(where α is a block matrix with respect to the partition (s+ (r − s)+ s)),

κ(α, τ )=

(
htx + d hty+ lζ

−ζ−1(gtx + f ) −ζ−1gty+ ζ−1eζ

)
, µ(α, τ )= hx + ly+ d

in the GU(3, 1) case and

κ(α, τ )= htx + d, µ(α, τ )= hx + d

in the GU(3, 3) case. Let i ∈ X+ be the point
( i1s

0

)
. Let K+

∞
be the compact subgroup of U(r, s)(R)

stabilizing i and let K∞ be the group generated by K+
∞

and diag(1r+s,−1s). Then

K+
∞
→ H(C), k∞ 7→ J (k∞, i)

defines an algebraic representation of K+
∞

. Later on in Section 6E we will also consider a different
choice i on the Symmetric domain for (r, s)= (3, 3) or (2, 2).
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Definition 3.1. A weight k is defined to be an (r+s)-tuple

k = (cr+s, . . . , cs+1; c1, . . . , cs) ∈ Zr+s

with c1 ≥ · · · ≥ cr+s , cs ≥ cs+1+ r + s.

Our convention for identifying a weight with a tuple of integers is different from others in the literature.
For example, our cs+i (1≤ i ≤ r ) and c j (1≤ j ≤ s) corresponds to −ar+1−i and bs+1, j in [Hsieh 2014a,
Section 3.1].

We refer to [Hsieh 2014a] for the definition of the algebraic representation Lk(C) of H with the action
denoted by ρk (note the different index for weight) and define a model Lk(C) of the representation H(C)
with the highest weight k as follows. The underlying space of Lk(C) is Lk(C) and the group action is
defined by

ρk(h)= ρk(
th−1), h ∈ H(C).

We also note that if each k = (0, . . . , 0; κ, . . . , κ) then Lk(C) is one-dimensional.
For a weight k, define ‖k‖ by

‖k‖ := −cs+1− · · ·− cs+r + c1+ · · ·+ cs

and |k| by
|k| = (c1+ · · ·+ cs).σ − (cs+1+ · · ·+ cs+r ).σc ∈ ZI .

Here I is the set of embeddings K ↪→ C and σ is the Archimedean place of K determined by our fixed
embedding K ↪→ C. Let χ be a Hecke character of K with infinity type |k|, i.e., the Archimedean part of
χ is given by

χ∞(z)= (zc1+···+cs · z−(cs+1+···+cs+r )).

Definition 3.2. Let U be an open compact subgroup of G(A f ). We denote by Mk(U,C) the space of
holomorphic Lk(C)-valued functions f on X+×G(A f ) such that for τ ∈ X+, α ∈ G(Q)+ and u ∈U we
have

f (ατ, αgu)= µ(α)−‖k‖ρk(J (α, τ )) f (τ, g).

Now we consider automorphic forms on unitary groups in the adelic language. The space of automorphic
forms of weight k and level U with central character χ consists of smooth and slowly increasing functions
F : G(A)→ Lk(C) such that for every (α, k∞, u, z) ∈ G(Q)× K+

∞
×U × Z(A),

F(zαgk∞u)= ρk(J (k∞, i)−1)F(g)χ−1(z).

We can associate a Lk(C)-valued function on X+×G(A f )/U given by

f (τ, g) := χ f (µ(g))ρk(J (g∞, i))F(( f∞, g)) (3-1)

where g∞ ∈ G(R) such that g∞(i)= τ . If this function is holomorphic, then we say that the automorphic
form F is holomorphic.
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3C. Galois representations associated to cuspidal representations. In this section, we follow [Skinner
and Urban 2014, Theorem 7.1, Lemma 7.2] to discuss the Galois representations associated to cuspidal
automorphic representations on GU(r, s)(AQ). Let π be an irreducible automorphic representation of
GU(r, s)(AQ) generated by a holomorphic cuspidal eigenform with weight k=(cr+s, . . . , cs+1; c1, . . . , cs)

and central character χπ . Let 6(π) be a finite set of primes of Q containing all the primes at which π is
unramified and all the primes dividing p. Then for some L finite over Qp there is a Galois representation
(see [Morel 2010; Shin 2011; Skinner 2012])

Rp(π) : GK→ GLn(L)

(n = r + s) such that:

(a) Rp(π)
c
' Rp(π)

∨
⊗ ρp,χ1+c

π
ε1−n where ρp,χ1+c

π
denotes the p-adic Galois character associated to

χ1+c
π by class field theory and ε is the cyclotomic character.

(b) Rp(π) is unramified at all finite places not above primes in 6(π), and for such a place w - p

det(1− Rp(π)(Frobw)q−s
w )= L

(
BC(π)w⊗χ c

π,w, s+
1− n

2

)−1

Here, the Frobw is the geometric Frobenius and BC means the base change from U(r, s) to GLr+s .
Suppose πv is nearly ordinary with respect to k (see Section 3H) and unramified at all primes v dividing p.
Recall v0 | p corresponds to ι :C'Cp. If we write κi = s− i+ci for 1≤ i ≤ s and κs+i = cs+i+s+r− i
for s+ 1≤ i ≤ r + s, then

Rp(π) |GK,v0 '


ξr+s,vε

−κr+s ∗ ∗ ∗

ξr+s−1,vε
κr+s−1 ∗

. . . ∗

ξ1,vε
−κ1

 ,
an upper-triangular matrix, where ξi,v are unramified characters. Using fact (a) above, we also know that
Rp(π)v0 is equivalent to an upper triangular representation as well (with the Hodge–Tate weight being
(−(κ1+1−r−s−|k|), . . . ,−(κr+s+1−r−s−|k|)), in our geometric convention ε−1 has Hodge–Tate
weight one).

3D. Shimura varieties. Now we consider the group GU(3, 1). For any open compact subgroup K =
K p K p of GU(3, 1)(A f ) whose p-component is K p = GU(3, 1)(Zp), we refer to [Hsieh 2014a, Sec-
tion 2.1] for the definition and arithmetic model of the associated Shimura variety, which we denote
as SG(K )/OK,(v0)

. The scheme SG(K ) represents the following functor: for any OK,(v0)-algebra R,
A(R)= {(A, λ, ι, ηp)} where A is an abelian scheme over R of relative dimension four with CM by OK

given by ι, λ is an orbit of prime to p polarizations and ηp is an orbit of prime to p level structures. There
is also a theory of compactifications of SG(K ) developed by Lan [2013]. We denote by SG(K ) a toroidal
compactification and S∗G(K ) the minimal compactification. We refer to [Hsieh 2014a, Section 2.7] for
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details. The boundary components of S∗G(K ) are in one-to-one correspondence with the set of cusp labels
defined below. For K = K p K p as above we define the set of cusp labels to be

C(K ) := (GL(XK)×G P(A f ))NP(A f )\G(A f )/K .

This is a finite set. We denote by [g] the class represented by g ∈ G(A f ). For each such g whose
p-component is 1 we define K g

P = G P(A f )∩ gK g−1 and denote S[g] := SG P (K
g
P) the corresponding

Shimura variety for the group G P with level group K g
P . By strong approximation we can choose a set

C(K ) of representatives of C(K ) consisting of elements g = pk0 for p ∈ P(A(6)
f ) and k0

∈ K 0 for K 0

the maximal compact subgroup of G(A f ) defined in [Hsieh 2014a, Section 1.10].

3E. Igusa varieties and p-adic automorphic forms. Now we recall briefly the notion of Igusa varieties
in [Hsieh 2014a, Section 2.3]. We remark that these materials are special cases in Hida’s book [2004,
Chapter 8]. Let V be the Hermitian space for the unitary group GU(3, 1) and let M be the standard lattice
of V as in [Hsieh 2014a, Section 1.8]. Let Mp = M ⊗Z Zp. Let Polp = {N−1, N 0

} be a polarization
of Mp. Recall that this means that N−1 and N 0 are maximal isotropic OK⊗Zp-submodules in Mp such
that they are dual to each other with respect to the Hermitian metric on V , and

rankZp N−1
v0
= rankZp N 0

v0
= 3, rankZp N−1

v0
= rankZp N 0

v0
= 1.

The Igusa variety IG(K n) of level pn is the scheme over OK,(v0) representing the quintuple A(R)=
{(A, λ, ι, ηp, j)} where the A, λ, ι, ηp are as in the definition for Shimura varieties of GU(3, 1) above,
and an injection of group schemes

j : µpn ⊗Z N 0 ↪→ A[pn
]

over R which is compatible with the OK-action on both sides. Note that the existence of j implies that
A must be ordinary along the special fiber. There is also a theory of Igusa varieties over SG(K ). Let
ω be the automorphic vector bundle on SG(K ) as defined in [Hsieh 2014a, Subsection 2.7.3]. As in
[loc. cit.] let H p−1 ∈ H 0(SG(K )/F, det(ω)p−1) be the Hasse invariant. Over the minimal compactification,
some power (say the t-th) of the Hasse invariant can be lifted to Ov0 , by the ampleness of detω. We
denote such a lift by E . By the Koecher principle we can regard E as in H 0(SG(K ), det(ωt (p−1))). Let
Om :=OK,v0/pmOK,v0 . Set T0,m := SG(K )[1/E]/Om . For any positive integer n define Tn,m := IG(K n)/Om

and T∞,m= lim
←−−n Tn,m . Then T∞,m is a Galois cover over T0,m with Galois group H'GL3(Zp)×GL1(Zp).

Let N ⊂ H be the upper triangular unipotent radical. Define

Vn,m = H 0(Tn,m,OTn,m ).

Let V∞,m = lim
−−→n Vn,m and V∞,∞ = lim

←−−m V∞,m be the space of p-adic automorphic forms on GU(3, 1)
with tame level K . We also define Wn,m = V N

n,m , W∞,m = V N
∞,m and W = lim

−−→n lim
−−→m Wn,m . We define

V 0
n,m , etcetera, to be the cuspidal part of the corresponding spaces.
We can make similar definitions for the definite unitary similitude groups G P as well and define Vn,m,P ,

V∞,m,P , V∞,∞,P , V N
n,m,P , WP , and so forth.
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Let K n
0 and K n

1 be the subgroup of H consisting of matrices which are in B3 ×GL1 or N3 ×GL1

modulo pn , for B3 and N3 being the upper triangular Borel subgroup of GL3 and its unipotent radical,
respectively. (These notations are already used for level groups of automorphic forms. The reason for
using the same notation here is that automorphic forms with level group K n

•
are p-adic automorphic

forms of level group K n
•

.) We sometimes denote IG(K n
1 )= IG(K n)/K n

1 and IG(K n
0 )= IG(K n)/K n

0 .
We can define the Igusa varieties for G P as well. For •= 0, 1 we let K g,n

P,• := gK n
•

g−1
∩G P(A f ) and

let I[g](K n
•
) := IG P (K

g,n
P,•) be the corresponding Igusa variety over S[g]. We denote An

[g] the coordinate
ring of I[g](K n

1 ). Let A∞
[g] = lim

−−→n An
[g] and let Â∞

[g] be the p-adic completion of A∞
[g]. This is the space of

p-adic automorphic forms for the group GU(2, 0) of level group gK g−1
∩G P(A f ).

For unitary groups. Assume the tame level group K is neat. Let c be an element in Q+\A
×

Q, f /µ(K ). We
refer to [Hsieh 2014a, Section 2.5] for the notion of c-Igusa schemes I 0

U(2)(K , c) for the unitary groups
U(2, 0) (not the similitude group). It parametrizes quintuples (A, λ, ι, η(p), j)/S similar to the Igusa
schemes for unitary similitude groups but requires λ to be a prime to p c-polarization of A such that
(A, λ, ι, η(p), j) is a quintuple as in the definition of Shimura varieties for GU(2). For gc with µ(g)∈A×

Q

in the class of c. Let cK = gc K g−1
c ∩U (2)(AQ, f ). Then the space I 0

U(2)(K , c) is isomorphic to the space
of forms on I 0

U(2)(
cK , 1) (see [loc. cit.]).

Embedding of Igusa schemes. In order to use the pullback formula geometrically we need a map from
the Igusa scheme of U(3, 1)×U(0, 2) to that of U(3, 3) (or from the Igusa scheme of U(2, 0)×U(0, 2)
to that of U(2, 2)) given by

i([(A1, λ1, ι1, η
p
1 K1, j1)], [(A2, λ2, ι2, η

p
2 K2, j2)])= [(A1× A2, λ1×λ2, ι1× ι2, (η

p
1 ×η

p
2 )K3, j1× j2)].

(3-2)

3F. Fourier–Jacobi expansions.
Analytic Fourier–Jacobi coefficients. Let β ∈ Q+. Over C we have the β-analytic Fourier–Jacobi
coefficient for a holomorphic automorphic form f on G = GU(3, 1) given by

FJβ( f, g)=
∫

Q\A

f

1 n
12

1

 g

 eA(−βn) dn.

The Haar measure is normalized so that the set (Q\A) has measure 1.

p-adic cusps. As in [Hsieh 2014a] each pair (g, j) ∈ C(K )× H can be regarded as a p-adic cusp, i.e.,
cusps of the Igusa tower. In the following we give the algebraic Fourier–Jacobi expansion at p-adic cusps.

Algebraic theory for Fourier–Jacobi expansions. We follow [Hsieh 2014a, pages 16–17] to give some
background about the algebraic theory for Fourier–Jacobi expansion on the group G = GU(r, 1). These
are special cases developed by Lan [2012; 2013]. Recall [g] is a cusp label corresponding to class
g ∈ G(A f ). One defines Z[g] a group scheme over S[g] using the universal abelian variety as in [loc. cit.]
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and denote Z◦
[g] the connected component over S[g]. There is a line bundle L(β) on Z[g] determined by β

[Hsieh 2014a, Subsection 2.7.4].
Now let f ∈ H 0(IG(K n

1 )/R, ωκ) be a scalar weight κ ≥ 6 (i.e., of weight (0, 0, 0; κ)) modular form
over an O algebra R, then by [Hsieh 2014a, Subsection 3.6.2] there is a Fourier–Jacobi expansion of f at
the p-adic cusp (g, h) for h ∈ H

FJh
[g]( f )=

∑
β∈S[g]

ah
[g](β, f )qβ

where
ah
[g](β, f ) ∈ ( Â∞

[g]⊗O R)⊗A[g] H 0(Z◦
[g],L(β))

and S[g] is a sublattice of Q determined by the level subgroup. This is given by evaluating f at the Mumford
family (M, h−1 jM, ωM) where jM is a fixed level structure (see [Hsieh 2014a, Subsection 2.7.4]). (Note
that we do not have the subscript N 1

H there since it is a scalar weight κ .)

Siegel operators. We have a Siegel operator 8 at the p-adic cusp (g, h) defined by

8h
[g] : H

0(IG(K n
1 )/R, ωκ)→ An

[g]⊗O R

f 7→8h
[g]( f ) := ah

[g](0, f ).

The Siegel operator at [g] can be defined analytically as follows: for any g ∈ G(A f ) we define

8P,g( f )=
∫

NP (Q)\NP (AQ)

f (ng) dn. (3-3)

We fix the Haar measure on NP(Q)\NP(AQ) as in [Skinner and Urban 2014, Section 8.2]. The relation
between the algebraic and analytic Siegel operator is given in [Hsieh 2014a, (3.12)].

3G. Weight space for GU(3, 1). Let H = GL3×GL1 and T ⊆ H be the diagonal torus. Then H '
H(Zp). We let 32 = 3 be the completed group algebra Zp[[T (1+ pZp)]]. This is (noncanonically)
isomorphic to a formal power series ring with four variables. There is an action of T (Zp) on the Igusa
scheme given by its action on the embedding j :µpn⊗Z N 0 ↪→ A[pn

]. (See [Hsieh 2014a, Definition 3.4],
which in turn, follows Hida’s convention [2004, Section 8.2].) This gives the spaces of p-adic modular
forms for GU(3, 1) a structure of 3-algebra. A Qp-point φ of Spec3 is call arithmetic if it is determined
by a character [k]·[ζ ] of T (1+ pZp)' (1+ pZp)

4 where k is a weight and ζ = (ζ1, ζ2, ζ3; ζ4) for ζi ∈µp∞ .
Here [k] is the character by regarding k as a character of T (1+Zp) by [k](t1, t2, t3, t4)= (t

−c4
1 t−c3

2 t−c2
3 t−c1

4 )

and [ζ ] is the finite order character given by mapping (1+ p) to ζi at the corresponding entry of T (Zp).
We often write this point kζ . We also define ω[k] as a character of the torsion part of T (Zp) (canonically
isomorphic to (F×p )

4) given by ω[k](t1, t2, t3, t4)= ω(t
−c4
1 t−c3

2 t−c2
3 t−c1

4 ).
We can define the weight ring 3P for the definite unitary group G P as well.

3H. Nearly ordinary forms. Here for convenience we again follow Hsieh’s treatment of Hida theory, but
point out that the results are actually due to Hida [2002]. We refer to [Hsieh 2014a, 3.8.3 and 4.3] for the
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definition of the Up operator and Hida’s idempotent e acting on the space V N
∞,∞ of p-adic automorphic

forms on GU(3, 1) and the nearly ordinary subspace of the space of p-adic modular forms. The space of
nearly ordinary automorphic forms (cusp forms) is denoted as Word (W0

ord). For q = 0 or ∅ we let V q
ord

be the Pontryagin dual of Wq
ord. Then we have the following theorem [Hsieh 2014a, Theorem 4.21]:

Theorem 3.3. Let q = 0 or ∅. Then:

(1) V q
ord is a free 3 module of finite rank.

(2) For any k very regular we have natural isomorphisms

Mq
ord(K ,3)⊗3/Pk

∼
−→ eMq

k (K ,Op)

where Mq
ord(K ,3) is defined in Definition 3.5. Here we identify eMq

k (K ,Ov0) with its image in the
space of p-adic automorphic forms of weight k under βk for the map βk defined in [Hsieh 2014a,
(3.3)].

Remark 3.4. If K is a general CM field, then the statement of the corresponding result is more complicated;
see [Hsieh 2014a, Section 4.5].

3I. 3-adic forms.

Definition 3.5. For any finite 3 algebra R, and q = 0 or ∅ we define the space of R-adic ordinary forms
to be

Mq
ord(K , R) := Hom3(V

q
ord, R).

Similarly, if R is a 3P -algebra, then we define

Mord,[g],P(K P,[g], R) := Hom3P (Vord,P,[g], R).

Here the subscript [g] means that the prime to p level group is K g
P as defined previously.

For any f ∈Mord(K , R) we have an R-adic Fourier–Jacobi expansion

FJh
[g]( f )=

∑
β∈S[g]

ah
[g](β, f )qβ (3-4)

obtained from the Fourier–Jacobi expansion on Wq
ord, where ah

[g](β, f ) ∈ R⊗̂ Â∞
[g]⊗A[g] H 0(Z◦

[g],L(β))
(see [Hsieh 2014a, Subsection 4.6.1]). We also have an R-adic Siegel operator which we denote as 8̂h

[g].
Let

w′3 =


1

1
1

1

 ∈ GL4(Zp)' U(3, 1)(Zp).

(Notice that we used the place v0 to identify GL4(Zp) with U(3, 1)(Zp) here. We use w′3 instead of w3

as in [Hsieh 2014a, page 35] to distinguish it from w3 ∈ U(3, 3).) Now we have the following important
theorem:
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Theorem 3.6 [Hsieh 2014a, Theorem 4.26]. Let R be as before. We have the following short exact
sequence

0→M0
ord(K , R)→Mord(K , R)

8̂
w′3=⊕8̂

w′3
[g]

−−−−−−→⊕g∈C(K )Mord(K
g
P , R)→ 0.

We need one more theorem which gives another definition of nearly ordinary p-adic modular forms
using Fourier–Jacobi expansions.

Definition 3.7. Let R be a finite torsion free 3-algebra. Let X (K ) be the set {(g, h)} where g runs over
a set of representatives of cusp labels C(K ) and h runs over T which is the diagonal torus of H . Let
Nord(K , R) be the set of formal Fourier–Jacobi expansions

F =
{ ∑
β∈S[g]

a(β, F)qβ, a(β, F) ∈ (R⊗̂ Â∞
[g])

3
⊗ H 0(Z◦

[g],L(β))
}

g∈X (K )

(here ⊗̂ means completed tensor product, and the superscript 3 in (R⊗̂ Â∞
[g])

3 means that the 3-action
as a nebentypus character is compatible with the 3-algebra structure of R), such that for a Zariski dense
set XF of points φ ∈ Spec(R) such that the induced point in Spec(3) is some arithmetic weight kζ , the
specialization Fφ of F is the Fourier–Jacobi expansion of a nearly ordinary modular form with prime
to p level group K , weight k and nebentype at p given by [k][ζ ]ω−[k].

Then we have the following theorem [Hsieh 2014a, Theorem 4.25]:

Theorem 3.8. Mord(K , R)=Nord(K , R).

Remark 3.9. The proof uses the p-adic q-expansion principle for GU(r, 1), which is proved by Hida
[2009, Theorem 0.1] (also recalled in [Hsieh 2014a, Subsection 3.6.4]). The q-expansion principle follows
from the irreducibility of the Igusa scheme. As mentioned by Hida [2014a] the Igusa scheme is not
quite irreducible; in fact the component group is isomorphic to the quotient of GL3(Zp)×GL1(Zp) over
his M1, which is the subgroup consisting of matrices (g1, g2) with det g1 = det g2. (Hida proved the
monodromy group, i.e., the image of π1(SK (G)/Fp , s) in GL3(Zp)×GL1(Zp) is exactly this M1.) By
our definition of X (K ) above, it clearly contains a representative of this quotient. So we still have the
q-expansion principle.

4. Background for theta functions

Now we recall briefly the basic notions of theta functions and theta liftings, following closely to [Zhang
2013] with some modifications.

4A. Heisenberg group. Let W be a finite-dimensional vector space over Qv with a nondegenerate
alternating form 〈 · , · 〉. We define

H(W ) := {(w, t) | w ∈W, t ∈Qv}

with multiplication law: (w1, t1)(w2, t2)=
(
w1+w2, t1+ t2+ 1

2〈w1, w2〉
)
.
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4B. Schrödinger representation. Fix an additive character ψ of Qv and a complete polarization as
W = X ⊕ Y of W where X and Y are maximal totally isotropic subspaces of W . Let S(X) be a space of
Bruhat–Schwartz functions on X , and define a representation ρψ of H(W ) on S(X) by

ρψ(x) f (z)= f (x + z), x ∈ X

ρψ(y) f (z)= ψ(〈z, y〉) f (z), y ∈ Y

ρψ(t) f (z)= ψ(t) f (z), t ∈Qv

This is called the Schrödinger representation. By the theorem of Stone and von Neumann, ρψ is the
unique irreducible smooth representation on which Qv = {(0, t) | t ∈Qv} acts via the character ψ .

4C. Metaplectic groups and Weil representations. Let Sp(W ) be the symplectic group preserving the
alternating form 〈 · , · 〉 on W . Then Sp(W ) acts on H(W ) by (w, t)g = (gw, t) (we use column vectors
for w ∈W and the left action of Sp(W ) as [Zhang 2013]). By the uniqueness of ρψ , there is an operator
ωψ(g) on S(X), determined up to scalar, such that

ρψ(gw, t)ωψ(g)= ωψ(g)ρψ(w, t)

for any (w, t) ∈ H(W ). Define the metaplectic group S̃pψ(W )= {(g, ωψ(g)) as above } which we often
abbreviate as S̃p for short. Thus S̃p(W ) has an action ωψ on S(X) called the Weil representation.

Now suppose ψ =
∏
v ψv is a global additive character of Q\AQ and W is a finite-dimensional vector

space over Q equipped with an alternating pairing 〈 · , · 〉. We can put the above construction together for
all v’s to get a representation of S̃p(W )(A) on S(X (A)). This can be viewed as a projective representation
of Sp(W ) (a representation with image in the infinite dimensional projective linear group). We now
give formulas for this representation. Let {e1, . . . , en; f1, . . . , fn} be a basis of W = X ⊕ Y such that
〈ei , f j 〉 = δi j . With respect to this basis, we write elements in X in row vectors, and the projective
representation of S̃p(W )(AQ) on Proj S(X (A)) is given by the formulas

• ωψ
(( A

tA−1

))
φ(x)= |det A|1/2φ(x A);

• ωψ
((1 B

1

))
φ(x)= ψ(x B tx/2)φ(x);

• ωψ
((
−1

1))
φ(x) = γ φ̂(x) where φ̂ means the Fourier transform of φ with respect to the additive

character ψ . The γ is an 8-th root of unity which is called the Weil constant.

4D. Dual reductive pairs. A dual reductive pair is a pair of subgroups (G,G ′) in the symplectic group
Sp(W ) satisfying:

(1) G is the centralizer of G ′ in Sp(W ) and vice versa.

(2) The action of G and G ′ are completely reducible on W .

We are mainly interested in the following dual reductive pairs of unitary groups. Let K be a quadratic
imaginary extension of Q, (V1, ( · , · )1) be a skew Hermitian space over K and (V2, ( · , · )2) a Hermitian
space over K. Then the unitary groups U(V1) and U(V2) form a dual reductive pair in Sp(W ), where
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W = V1⊗ V2 is given the alternating form 1
2 trK/Q(( · , · )1⊗ ( · , · )2) over Q. The embedding of the dual

reductive pair (U(V1),U(V2)) into Sp(W ) is

e : U(V1)×U(V2)→ Sp(W ), e(g1, g2) · (v1⊗ v2)= v1g1⊗ g−1
2 v2.

4E. Splittings. Suppose dimK V1 = n and dimK V2 = m. If χ1 and χ2 are Hecke characters of K× such
that χ1|A×

Q
= χn

K/Q and χ2|A×
Q
= χm

K/Q, then there is a splitting (see [Harris et al. 1996, Section 1])

s : U(V1)×U(V2)→ S̃p(W )

determined by χ2 and χ1. This enables us to define the Weil representations of U(V1)×U(V2) on S(X (A))
which we denote as ωχ1,χ2 = ωχ1 ⊗ωχ2 .

4F. Theta functions. Now let us define theta functions.

Definition 4.1. Let φ ∈ S(X (AQ)). Define the theta kernel function

θ(φ)=
∑

l∈X (Q)

φ(l).

Let J = H(W )nSp(W ) ( J̃ = H(W )n S̃p(W )) be the Jacobi group with Sp(W ) acting on H(W ) by
(w, t) · g = (wg, t) (S̃p(W ) acts on H(W ) by (w, t) · g̃ = (wg, t), where g is the image of g̃ in Sp(W )).
We define a theta kernel on J̃ (AQ) as below.

Definition 4.2. Let g̃ ∈ S̃p(W ) and (w, t) ∈ H(W ), define

θφ((w, t)g̃)=
∑

l∈X (Q)

ρψ(w, t)g̃.φ(l).

Using the Weil representation of the dual reductive pair above (with the choices of the splitting
characters) we define the theta kernel for the theta correspondence as follows:

Definition 4.3. θφ(g1, g2)= θ(ω(g1, g2)φ).

4G. Intertwining maps. Here, we study the intertwining maps between theta series corresponding to
different polarizations (X, Y ) of W . Suppose r ∈ Sp(W ), then (r X, rY ) gives another polarization of W ,
and all polarizations are obtained this way. If φ ∈ S(X) then we define an intertwining map (local or
global) δψ : S(X)→ S(r X) by

δψφ(xr)= ωψ(r−1)φ(x) (4-1)

for x ∈ X . We can see that δψ is an isometry intertwining the actions of J̃ .
Let W− be the skew Hermitian space which is isomorphic to W as Qv-vector spaces but equipped

with the alternating pairing −〈 · , · 〉. For a polarization (X, Y ) of W we present the intertwining formula
for the two polarizations (X ⊕ X−)⊕ (Y ⊕ Y−) and {w⊕w,w ∈W }⊕ {w⊕−w,w ∈W } of W ⊕W−.
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We write the formula for the map δψ : S(X (Qv)⊕ X−(Qv))→ S(W (Qv)) and its inverse

δψ(φ)(x1, y)=
∫
ψ(2〈x2, y〉)φ(x1+ x2, x2− x1) dx2

δ−1
ψ (φ)(x1, x2)=

∫
ψ(〈−x1− x2, y〉)φ

(
x1− x2,

1
2 y
)

dy. (4-2)

Another easy property is that if the two polarizations (X, Y ) and (r X, rY ) are globally defined, then the
theta kernels 2φ and 2δψ (φ) are defined and

2φ(u, ng)=2δψ (φ)(u, (rn)g).

4H. Special cases. Here we give two special cases which are used later. Case One is used in Section 8C
to construct families of theta functions on U(2). Case Two is used in the computation of Fourier–Jacobi
coefficients for the Siegel–Eisenstein series on U(3, 3) as a finite sum of products of Siegel–Eisenstein
series and theta functions.

4H1. Case one. We write V for the two-dimensional Hermitian space over K for ζ/δ with respect to the
basis (v1, v2), V− for the Hermitian space for −ζ/δ with respect to the basis (v−1 , v

−

2 ), and V1 for the
one-dimensional skew Hermitian space with the metric δ with respect to the basis v. Let W = V ⊗V1 and
W− = V−⊗ V1. We define several polarizations for the Hermitian space W :=W ⊕W− (the alternating
pairing being the direct sum of those for W and W−).

Definition 4.4. X :=Qv1⊗ v⊕Qv2⊗ v

X− :=Qv−1 ⊗ v⊕Qv−2 ⊗ v

Y :=Qδv1⊗ v⊕Qδv2⊗ v

Y− :=Qδv−1 ⊗ v⊕Qδv−2 ⊗ v.

Fix the additive character ψ =
∏
ψv. Thus W = X ⊕ Y and W− = X−⊕ Y− are globally defined

polarizations. For a split prime v we write v = ww for its decomposition in K. We will often use
an auxiliary polarization Wv = X ′v ⊕ Y ′v of Wv = W ⊗K Kv with respect to Kv ' Kw ×Kw ' Q2

v and
Wv = X

′
−
v ⊕Y

′
−
v that is defined by X ′v = Kwv1⊗ v⊕Kwv2⊗ v, Y ′v = Kwv1⊗ v⊕Kwv2⊗ v and similar

for X
′
−
v , Y

′
−
v . This polarization is better suited for computing the Weil representation. For split primes v

let δ′′ψ : S(X
′
v)→ S(Xv) and δ−,

′′

ψ : S(X
−,′

v )→ S(X−v ) be the intertwining operators between the Schwartz
functions defined above.

Let Wd
= {w⊕w,w ∈W } (d stands for diagonal). We denote the intertwining maps

δψ : S(Xv ⊕ X−v )→ S(Wd
v )

and if v splits,

δ′ψ : S(X
′

v ⊕ X
′
−

v )→ S(Wd
v ).

Recall the formulas given in (4-2).
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Remark 4.5. In application in Section 6 we compute the intertwining operator

δψ : S(Xv ⊕ X−v )→ S(Wd
v )

(for W = (V ⊕ V−)⊗ V1) in this special case and the Weil representations restricting to semidirect
products H(W)n (U(V ⊕V−)×U(V1)) (recall U(V ⊕V−)×U(V1) ↪→ Sp(W)). We provide the matrix
forms of these semidirect products that will be used in Section 6. Let U1 and U2 be unitary groups
associated to the matrices 

1
ζ

−1
−ζ

 and
(

13

−13

)

respectively, and let U′1 and U′2 be the unitary groups associated to(
ζ

−ζ

)
and

(
12

−12

)
,

considered as subgroups of U1 and U2 respectively in the obvious way. Let N1 be the subgroup of U1

consisting of matrices of the form 
1 x1 ∗ x2

12 ζ x∗1
1
−ζ x∗2 12

 ,
and N2 ⊂ U2 the subgroup consisting of matrices of the form

1 x t + 1
2(xy∗− yx∗) y

12 y∗ 0
1
−x∗ I2

 .
The corresponding semidirect products mentioned above are J1 = N1U′1 and J2 = N2U′2. These are used
later in computing Fourier–Jacobi coefficients (see Definition 6.5 for J2).

4H2. Case two. Now we discuss another special situation which will be used in the Fourier–Jacobi
coefficient computations for the Siegel–Eisenstein series on GU(3, 3).

The local set-up. Let v be a place of Q. Let h ∈ S1(Qv), h 6= 0. Let Uh be the unitary group of this
matrix and let Vv be the corresponding one-dimensional Hermitian space. Let

V2,v = K2
v ⊕K2

v = Xv ⊕Yv

be the Hermitian space associated to U2 = U(2, 2) with the alternating pairing denoted as 〈 · , · 〉2. Let
W = Vv ⊗Kv V2,v. Then

(−,−) := TrKv/Qv
(〈−,−〉h ⊗Kv 〈−,−〉2)



408 Xin Wan

is a Qv linear pairing on W that makes W into an eight-dimensional symplectic space over Qv. The
canonical embedding of Uh ×U2 into Sp(W) realizes the pair (Uh,U2) as a dual pair in Sp(W). Let λv
be a character of K×v such that λv|Q×v = χK/Q,v . As noted earlier, there is a splitting Uh(Qv)×U2(Qv) ↪→

S̃p(W ,Qv) of the metaplectic cover S̃p(W ,Qv)→ Sp(W ,Qv) determined by the character λv. This
gives the Weil representation ωλv,1, which we denote here as ωh,λv (u, g) of Uh(Qv)×U2(Qv) where
u ∈Uh(Qv) and g ∈U2(Qv), via the Weil representation of S̃p(W ,Qv) on the space of Schwartz functions
S(Vv ⊗Kv Xv) (we use the polarization W = Vv ⊗Kv Xv ⊕ Vv ⊗Kv Yv). Moreover, we write ωh,λv (g) to
mean ωh,λv (1, g). For X ∈ M1×2(Kv), we define 〈X, X〉h := tXh X (note that this is a 2× 2 matrix). We
record here some useful formulas for ωh,λv which are generalizations of the formulas in [Skinner and
Urban 2014, Section 10.1].

ωh,λv (u, g)8(X)= ωh,v,λv (1, g)8(u−1 X),

ωh,λv (diag(A, tA−1))8(X)= λ(det A)|det A|1/2K 8(X A),

ωh,λv (r(S))8(X)=8(X)ev(tr〈X, X〉h S),

ωh,λv (η)8(X)= |det h|v

∫
8(Y )ev(TrKv/Fv (tr〈Y, X〉h)) dY.

The global set-up. Let h ∈ S1(Q), h > 0. We can define global versions of Uh,GUh,W , and (−,−),
similar as the local case above. Fixing an idele class character λ=⊗λv of A×K/K

× such that λ|Q× = χ1
K/Q,

the associated local splitting described above then determines a global splitting Uh(AQ)×U1(AQ) ↪→

S̃p(W ,AQ) and hence an action ωh := ⊗ωh,λv of Uh(AQ)×U1(AQ) on the Schwartz space S(VAK ⊗ X).
In application, we require the infinity type of λ to be

(
−

1
2 ,

1
2

)
.

For any Schwartz function 8 ∈ S(VAK ⊗ X) we define the theta function

2h(8,−) : J (A)→ C.

associated to it by
2h(8, u, g)=

∑
x∈V⊗X

ωh,λ(g)8(x), g ∈ J (A).

4I. Theta functions with complex multiplication. We consider the situation of theta correspondences
for U(ζ )= U(V ) and U(V1). Let V be a two-dimensional Hermitian vector space over K. Let L be an
OK lattice such that it gives an abelian variety AL = C2/L .

Let H be a Riemann form on V and ε : L→U be a map where U is the unit circle of C (in application
the ε is given by the formula after [Zhang 2013, (38)], there is a line bundle LH,ε on AL associated to H
and ε as follows: define an analytic line bundle LH,ε ' C×C2/L with the action of L given by

l · (w, x)=
(
w+ l, ε(l)e

( 1
2i H

(
l, w+ l

2

))
x
)
, l ∈ L , (w, x) ∈ C2

×C

where e(x) = e2π i x . The space of global sections of this line bundle is canonically identified with the
space T (H, ε, L) of theta functions consisting of holomorphic functions f on V such that

f (w+ l)= f (w)ε(l)e
( 1

2i H
(
l +w+ l

2

))
, w ∈ V, l ∈ L .
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There are arithmetic models for the above abelian variety and line bundle. Shimura defined subspaces
T ar(H, ε, L)⊂ T (H, ε, L) of arithmetic theta functions by requiring that the values at all CM points are
in Q which under the canonical identification, are identified with rational sections of the line bundle (see
[Lan 2012, Section 2.6], and also [Zhang 2013, Appendix B] for a discussion in terms of theta kernel
functions. Note that we only need to consider arithmetic sections, but not integral sections.)

Adelic theta functions. Now we consider theta functions for U(3, 1). Let the Hermitian form on V be
defined by

〈v1, v2〉 = v1ζv
∗

2 − v2ζv
∗

1 .

Let U f be some compact open subgroup of U (ζ )(A f ).

Definition 4.6. We define the space TA(m, L ,U f ) of adelic theta functions as the space of functions

2 : N (Q)U(ζ )(Q)\N (A)U(ζ )(A)/U(ζ )∞U f N (L) f → C,

where N = NP ⊂U (3, 1) and U (ζ ) ↪→U (3, 1) as before;

N (L) f =
{
(w, t) | x ∈ L̂, t + 1

2wζw
∗
∈ µ(L)ÔK

}
,

where µ(L) is the ideal generated by wζw∗ for w ∈ L and 2 satisfies

2((0, t)r)= e(mt)2(r), r ∈ N (A)U (ζ )(A).

Since U(ζ ) is anisotropic, the set U(ζ )\U (ζ )(A)/U(ζ )∞U f consists of finitely many points
{x1, . . . , xs} ⊂ U(ζ )(A f ). We assume that for each xi the p-component is within GL2(Zp) under
the first projection U(Qp)' GL2(Qp). In this paper, we consider the case satisfying the following:

Assumpution. The lattice L is such that m(δ−1
K/Q)lζ

tl is always integral for any i and l ∈ xi L .
Then for any

2 ∈ TA(m, L ,U f ),

write 2i (n)=2(nxi ) for n ∈ N (A) as functions on N (A). Then for each i we define the function

θi (w∞)= e
(
−m 1

2wζw
∗
)
2i ((w∞, 0)).

If this function is holomorphic then it is a classical theta function in T (H, ε, xi L) where H and ε are
defined as follows. The

H(v, v) := −2mivζ tv.

As in [Hsieh 2014a, Subsection 7.2.3], we choose a finite idele u= (uv)∈AK, f ) such that OKv =Zv⊕Zvuv
for each finite place v. For each l ∈ xi L let xl and yl be the unique elements in AQ, f such that

1
2 lζ t l = xl + ylu.
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Let ψ be the standard additive character Q\AQ such that at the Archimedean place it is given by
ψ(x∞) = e2π i x∞ . Let ψm(x) = ψ(m trK/Q(x) for x ∈ AK. Define ε(l) = ψm(−xl). Then under our
assumptions the ε is well defined and takes a value of ±1.

If it is the case that for all i the θi is holomorphic, then we say it is a holomorphic adelic theta function
and write the corresponding space as T Hol

A (m, L ,U f ).

We make the following identification (recall we defined Z◦
[g] in Section 3F)

H 0(Z◦
[g],L(β))⊗C' T Hol

A (β, L ,U f )

for certain level group U f =Up×
∏
v - p Uv.

A functional. Recall that we constructed a theta function θφ on the Jacobi group J (V ) from the Schwartz
function φ. As mentioned in the introduction, we only need to develop a rational theory on theta functions
instead of p-integral theory. Upon choosing v1 ∈ V1 such that 〈v1, v1〉 = 1 we have an isomorphism
V ' W = V ⊗ V1. We also consider W− = V−⊗ V1. It is the space W but with the metric being the
negative of W . Let H− = H(W−) be the corresponding Heisenberg group. We have an isomorphism of
H and H− (as Heisenberg groups) given by

(w, t)→ (w,−t).

We construct a theta function θ? = θφ1 on H−oU(V−) for the Schwartz function φ1. We have chosen a
set {x1, . . . , xs} above. We write

〈θφ1, θφ〉(xi ) :=

∫
[N ]
θφ1(nxi )θφ(nxi ) dn.

and

(φ1, φ)xi =

∫
X (AQ)

ωλ−1(xi )(φ1)(x)ωλ(xi )(φ)(x) dx .

Then it is easy to check for each xi ,

〈θφ1, θφ〉(xi )= (φ1, φ)xi . (4-3)

We first construct a functional l ′θ? on the space H 0(Z◦
[g],L(β)), which we identify with some T (β, ε, L)

for appropriate ε and L as before (we save the notation lθ? for later use) with values in A[g].

Lemma 4.7. The general elements in H 0(Z◦
[g],L(β)) is a linear combination of θφ

�∞
’s with coefficients in

A[g], where φ =
∏
v φv are kernel functions such that φ∞ is defined as in Definition 6.12, and φv takes

Q-values for v <∞.

Proof. This can be seen by interpreting the theta functions defined before [Zhang 2013, Theorem B.2]
in terms of Weil representations presented here. Note that the CM period �∞ is missing in [loc. cit.,
Theorem B.2]. The algebraicity follows from [Shimura 1976, Theorem 2.5]. In fact in [loc. cit.] the
period is h(z0) for some weight 1

2 form h on Sp4, as our Hermitian space is two-dimensional, and z0 is a
CM point with h(z0) 6= 0. This h(z0) is just �∞ up to multiplying by a nonzero algebraic number. �



Iwasawa main conjecture for Rankin–Selberg p-adic L-functions 411

We define

l ′θ?
(
θφ

�∞

)
(xi ) :=

∫
N (Q)\N (AQ)

θω
λ−1 (xi )(φ1)(n)θωλ(xi )(φ)(n) dn

=

∫
X (AQ)

ωλ−1(xi )(φ1)(x)ωλ(xi )(φ)(x) dx . (4-4)

The last equality is easily seen, and we denote the last term as (ω−1
λ (xi )(φ1), ωλ(xi )(φ)). Note that in

N (Q)\N (AQ) we identified H with H− using the above isomorphism. (In the literature, people usually
consider

∫
N (Q)\N (AQ)

θφ(n)θφ1(n) dn for θφ and θφ1 on the same space of theta functions. We use a
different convention for the sake of simplicity.) So by taking appropriate φ1 the l ′θ? is a rational functional.
We extend the definition of l ′θ? to whole H 0(Z[g]◦,L(β)) linearly. Thus, it is well defined.

Lemma 4.8. The l ′θ? takes values in the space of constant functions on any theta function θφ as above.

Proof. We note that for any φ,

(ωλ−1(xi )(φ1), ωλ(xi )(φ))= (φ1, φ). (4-5)

This is a standard fact and can be seen by simply unfolding the definition and integration. The lemma
follows from the above equation. �

Remark 4.9. Later we will use this functional on Fourier–Jacobi coefficients for U(3, 1). We can view
it as a function on G P NP(A) by FJ[g](p, f )= FJP(pg, f ) for p ∈ G P NP(A) and thus an adelic theta
function. Lan [2012] has proved the following compatibility of the analytically and algebraically defined
Fourier–Jacobi expansions using the usual identification of the global sections of L(β) with (classical or
adelic) theta functions, keeping the rational structures

FJ[hg](−, f )= FJh
[g]( f )(−).

Note that the period factor appearing in [Hsieh 2014a, Section 3.6.5] is 1 since we are in the scalar
weight κ .

5. Klingen–Eisenstein series

From now on throughout this paper we define zκ = (κ − 3)/2 and z′κ = (κ − 2)/2.

5A. Archimedean picture. Let (π∞, V∞) be a finite-dimensional representation of D×
∞

. Let ψ∞ and τ∞
be characters of C× such thatψ∞|R× is the central character of π∞. We assume here that τ∞(z)= z−κ/2zκ/2

and ψ∞ is trivial. Then there is a unique representation πψ of GU(2)(R) determined by π∞ and ψ∞ such
that the central character is ψ∞. These determine a representation πψ ×τ∞ of MP(R)'GU(2)(R)×C×.
Here for g ∈ GU(2)(R) and x ∈ C×, we identify with it an element

m(g, x)=

µ(g)x−1

g
x

 ∈ MP(R).
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We extend this to a representation ρ∞ of P(R) by requiring that NP(R) acts trivially. Let I (V∞)=
IndG(R)

P(R) ρ∞ (smooth induction) and I (ρ∞)⊂ I (V∞) be the subspace of K∞ -finite vectors. (Elements of
I (V∞) can be realized as functions on K∞.) For any F ∈ I (V ) and z ∈ C× we define a function Fz on
G(R) by

Fz(g) := δ(m)3/2+zρ(m) f (k), g = mnk ∈ P(R)K∞.

There is an action σ(ρ, z) on I (V∞) by

(σ (ρ, z)(g))(k)= Fz(kg).

We let ρ∨
∞

and I (ρ∨
∞
) be the corresponding objects by replacing π∞, ψ∞, τ∞ with π∞⊗ (τ∞ ◦Nm),

ψ∞τ∞τ
c
∞

, τ c
∞

. Let

w =


1

1
1

−1

 .
Then there is an intertwining operator A(ρ∞, z,−) : I (ρ∞)→ I (ρ∨

∞
) by

A(ρ∞, z, F)(k) :=
∫

NP (R)

Fz(wnk) dn.

In this paper, we use the case when π∞ is the trivial representation. By the Frobenius reciprocity law
there is a unique (up to scalar) vector ṽ ∈ I (ρ) such that k.ṽ = detµ(k, i)−κ ṽ for any k ∈ K+

∞
. We fix

v and scale ṽ such that ṽ(1)= v. In π∨ it has the action of K+
∞

given by multiplying by detµ(k, i)−κ .
There is a unique vector ṽ∨ ∈ I (ρ∨) such that the action of K+

∞
is given by detµ(k, i)−κ and ṽ∨(w)= v.

Then by uniqueness there is a constant c(ρ, z) such that A(ρ, z, ṽ)= c(ρ, z)ṽ∨.

Definition 5.1. We define Fκ ∈ I (ρ) to be the ṽ as above.

We record the following lemma proved in [Wan 2015a, Section 5.4.2]:

Lemma 5.2. Let κ ≥ 6 and zκ = (κ − 3)/2. Then c(ρ, zκ)= 0.

5B. `-adic picture. Let (π`, V`) be an irreducible admissible representation of D×(Q`) and π` is unitary
and tempered if D is split at `. Let ψ and τ be characters of K×` such that ψ |Q×` is the central character
of π`. Then similar to the Archimedean case, there is a unique irreducible admissible representation πψ
of GU(2)(Q`) determined by π` and ψ`. As before we have a representation πψ × τ of MP(Q`) and
extend it to a representation ρ` of P(Q`) by requiring that NP(Q`) acts trivially. Let I (ρ`)= IndG(Q`)

P(Q`)
ρ`

be the admissible induction.
Define Fz for F ∈ I (ρ`) and ρ∨` , I (ρ∨` ), A(ρ`, z, F) etcetera as before. For v 6∈6 we have D×(Q`)'

GL2(Q`). Moreover, we can choose isomorphism as a conjugation by elements in GL2(OK,`) (note that
both groups are subgroups of GL2(K`)).

Definition 5.3. When π`, ψ`, τ` are unramified and ϕ` ∈ V` are spherical vectors, then there is a unique
vector F0

ϕ`
∈ I (ρ`) which is invariant under G(Z`) and F0

ϕ`
(1)= ϕ`.
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5C. Global picture.

Definition 5.4. We define an Eisenstein data D = (6, π,ψ, τ, ϕ) to consist of the following:

• A finite set of primes 6 containing all bad primes.

• An irreducible unitary cuspidal automorphic representation (π =⊗vπv, V ) of D×(AQ) and a vector
ϕ =

∏
v ϕv ∈ π , which is ordinary at p.

• The ψ =
∏
ψv and τ =

∏
τv, CM characters of K×\A×K of infinite types (0, 0) and

(
−
κ
2 ,

κ
2

)
,

respectively, such that ψ |A×
Q

is the central character of π . We define ξ := ψ/τ .

Remark 5.5. In application the ϕ we use later on is not of the form
∏
v ϕv, but is a finite sum of such

functions. However all theory extends to this situation easily by linear combination.

We define I (ρ) to be the restricted tensor product of ⊗v I (ρv) with respect to the unramified vectors
F0
ϕ`

for some ϕ =⊗vϕv ∈ π . We can define Fz , I (ρ∨) and A(ρ, z, F) similar to the local case. The Fz

takes values in V which can be realized as automorphic forms on D×(AQ). We also write Fz for the
scalar-valued functions Fz(g) := Fz(g)(1) and define the Klingen–Eisenstein series

E(F, z, g) :=
∑

γ∈P(Q)\G(Q)

Fz(γ g).

This is absolutely convergent if Re z� 0 and has meromorphic continuation to all z ∈ C.

5D. Good Klingen–Eisenstein sections. We specify good choices for Klingen–Eisenstein sections at
local places. We write

w =


1

1
1

−1

 .
• For the Archimedean place we define FD,∞ := Fκ .

• For finite places v outside 6, we define FD,v := F0
ϕv

.

• For finite places v inside 6, let y be an element in Ov divisible by some high power of the uniformizer
$v at v (to be made precise in the next chapter). Let Y be the set of matrices A ∈ U(2)(Qv) such that
M = A− 1 satisfies

M(1+ yyN )= ζ yy

for some N ∈ M2(Ov). Let ϕ be some vector invariant under the action of Y. Let K (2)
v be the subgroup

of G(Qv) of the form 1 f c
12 g

1


where

g =−ζ t f , c− 1
2 f ζ t f ∈ Z`, f ∈ (yy), g ∈ (ζ yy), c ∈Ov.
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We define Fy,v to be supported in PwK (2)
v and is invariant under the right action of K (2)

v , and such that

Fy,v(w)= τ(yy)|(yy)2|−z−3/2
v Vol(Y) ·ϕ.

This Fy,v is the Klingen–Eisenstein section FD,v that we choose.

• For the p-adic places we use the following:

Definition 5.6. Define F0,•
D,p ∈ Ip(ρ) to be the Klingen section described as follows It is supported in

P(Qp)w
′

3 Bt(Zp) where Bt(Zp) consists of matrices in GL4(Zp) which are upper triangular modulo pt ,

w′3 =


1

1
1

1

 ∈ GL4(Zp),

and is right invariant under Nt(Zp) for Nt(Zp)⊆ Bt(Zp) consisting of matrices which are 1 along the
diagonal modulo pt ; see [Wan 2015a, Section 4], note the differences in the indices discussed there
(Subsections 4.D.2 and 4.D.4 in [loc. cit.]). The w′3 here is the wBorel there.). Moreover we require that
the value of F0,•

D,p on w′3 is given by ϕ. We define the p-part level group Kt ⊂ GL4(Zp) to consist of
matrices congruent to some elements in B(Zp) modulo pt .

Now we briefly recall Hida’s Up operator for U(3, 1). We refer to [Hsieh 2014a, Section 3.8] for
geometric backgrounds for Up operators, and that it is compatible with our representation theoretic
description below. Let λ1, . . . , λ4 be 4 characters of Q×p , π = IndGLn

B (λ1, . . . , λ4).

Definition 5.7. Let k = (c4; c1, . . . , c3) be a weight. We say (λ1, . . . , λn) is nearly ordinary with respect
to k if the set

{valp λ1(p), . . . , valp λ4(p)} =
{
c1−

3
2 , c2+

3
2 , c3+

1
2 , c4−

1
2

}
We denote the set as {κ1, . . . , κr+s} so that κ1 > · · ·> κr+s .
We define the p-component of the Eisenstein data is generic if it satisfies Definition 6.30. Let

Ap := Zp[t1, t2, . . . , tn, t−1
n ] be the Atkin–Lehner ring of G(Qp), where ti is defined by

ti = N (Zp)αi N (Zp), αi =

(
1n−i

p1i

)
.

Then ti acts on π N (Zp) by

v | ti =
∑

x∈N |α−1
i Nαi

xiα
−1
i v.

We also define a normalized action with respect to the weight k following [Hida 2004]

v ‖ ti := δ(αi )
−1/2 pκ1+···+κiv | ti .

(The δ is the modulus character).
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Definition 5.8. A vector v ∈π is called nearly ordinary if it is an eigenvector for all ‖ti ’s with eigenvalues
that are p-adic units.

Now we define

EKling,D(g) := E
(∏
v - p

FD,v × F0,•
D,p, zκ , g

)
. (5-1)

The following proposition is easily proved as in [Skinner and Urban 2014, Proposition 9.8].

Proposition 5.9. The classical automorphic form corresponding to EKling,D defined by (3-1) is a holo-
morphic automorphic form on U(3, 1) with weight k = (κ; 0, 0, 0).

Suppose πp is nearly ordinary, in the sense that it is of the form π(χ1,p, χ2,p) with valp(χ1,p(p))=−1
2 ,

valp(χ2,p(0))= 1
2 . Then it is easy to check that the representation I (ρp) is nearly ordinary with respect to

the weight k. Suppose moreover that the p-component of the Eisenstein datum is generic. Then we have

Proposition 5.10. The F0,•
p is an eigenvector for all the actions ‖ti with eigenvalues

λ1 · · · λi (p−1)pκ1+···+κi ,

which are clearly p-adic units.

Proof. The proof is a little convoluted and given in [Wan 2015a, Subsection 4.4.1]. It uses the intertwining
operator which maps F0,•

p to the section supported on the big cell (denoted f ` there; see Lemma 4.16
of [loc. cit.]), whose eigenvalues are easy to compute. It is proved in [loc. cit., Lemma 4.17] that the
f ` is indeed an ordinary operator. In the generic case, the intertwining operator gives an isomorphism
between the corresponding principal series representations of GL4(Qp). Although our definition of being
“generic” is different from [loc. cit.], however the argument of [loc. cit., Lemma 4.17] still works. Then as
in the proof of [loc. cit., Lemma 4.19], one checks the F0,•

p and the f ` have the same action by the level
group K t , and that such vector is unique up to scalar in the corresponding principal series representation,
identifying the F0,•

p and the f ` under the intertwining operator. These altogether implies that F0,•
p is

indeed a nearly ordinary vector.
In our U(3, 1) situation the argument is also given by Hsieh [2011, Section 6.2]. �

Remark 5.11. It is worth pointing out that the definition is quite different from the U(2, 2) case in
[Skinner and Urban 2014]. The nearly ordinary section is supported on the set containing the Weyl
element w′3 instead of the identity. This description also coincides with property that in [Hsieh 2011,
Lemma 6.6] that the only Weyl element in which the ordinary section is nonzero is w′3.

Definition 5.12. Throughout this paper, we fix the tame level subgroup K (3,1)
D of U(3, 1)(Ap∞), under

which our EKling,D is invariant. We can do so by simply taking it to be the set of matrices congruent to 1
modulo the (yy)2 at each finite place not dividing p for the y above. We also define the p-component of
the level group as the Nt(Zp) above, where t is the one in the definition for “generic”.
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5E. Constant terms.

Definition 5.13. For any parabolic subgroup R of GU(3, 1) and an automorphic form ϕ we define ϕR to
be the constant term of ϕ along R given by the following

ϕR(g)=
∫

NR(Q)\NR(AQ)

ϕ(ng) dn

where NR is the unipotent radical of R.

The following lemma is well-known (see [Mœglin and Waldspurger 1995, Section II.1.7]).

Lemma 5.14. Let R be a standard Q-parabolic subgroup of GU(3, 1). Suppose Re(z) > 3
2 .

(i) If R 6= P then E( f, z, g)R = 0.

(ii) E( f, z,−)P = fz + A(ρ, f, z)−z .

5F. Hecke operators. Let K ′ = K ′6\{p}K
6
⊂ G(Ap

f ) be an open compact subgroup with K6
= G(Ẑ6)

and such that K := K ′K 0
p is neat. For each v outside 6 we have GU(3, 1)(Qv) ' GU(2, 2)(Qv) with

the isomorphism given by conjugation by some elements in GL4(OK,v). So we only need to study the
unramified Hecke operators for GU(2, 2) with respect to GU(2, 2)(Zv). We follow closely to [Skinner
and Urban 2014, Sections 9.5 and 9.6].

Unramified inert case. Let v be a prime of Q inert in K. Recall that as in [Skinner and Urban 2014,
Section 9.5.2] that Zv,0 is the Hecke operator associated to the matrix z0 := diag($v,$v,$v,$v) by the
double coset K z0K where K is the maximal compact subgroup of G(Zv). Let t0 := diag($v,$v, 1, 1),
t1 := diag(1,$v, 1,$−1

v ) and t2 := diag($v, 1,$−1
v , 1). As in [loc. cit., 9.5.2] we define

Rv := Z[Xv, q1/2, q−1/2
]

where Xv is T (Qv)/T (Zv) and write [t] for the image of t in Xv. Let HK be the abstract Hecke ring
with respect to the level group K . There is a Satake map: SK :HK →Rv given by

SK (K gK )=
∑

δ
1/2
B (ti )[ti ]

if K gK = tti ni K for ti ∈ T (Qv), ni ∈ NB(Qv) and extend linearly. We define the Hecke operators Ti

for i = 1, 2, 3, 4 by requiring that

1+
4∑

i=1

S(Ti )X i
=

2∏
i=1

(1− q3/2
v [ti ]X)(1− q3/2

v [ti ]
−1 X)

be an equality of polynomials of the variable X . We also define

Qv(X) := 1+
4∑

i=1

Ti (Z0 X)i .

Unramified split case. Suppose v is a prime of Q split in K. In this case we define z(1)0 and z(2)0

to be (diag($v,$v,$v,$v), 1) and (1, diag($v,$v,$v,$v)) and define the Hecke operators Z (1)0
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and Z (2)0 as above but replacing z0 by z(1)0 and z(2)0 . Let t (1)1 := diag(1, ($v, 1), 1, (1,$−1
v )) and

t (1)2 := diag(($v, 1), 1, (1,$−1
v ), 1). Define t (2)i := t (1)i and ti = t (1)i t (2)i for i = 1, 2. We define Rv

and SK in the same way as the inert case. Then we define Hecke operators T ( j)
i for i = 1, 2, 3, 4 and

j = 1, 2 by requiring that the following

1+
4∑

i=1

SK (T
( j)

i )X i
=

2∏
i=1

(1− q3/2
v [t

( j)
i ]X)(1− q3/2

v [t
( j ′)
i ]

−1 X)

be equalities of polynomials of the variable X . Here j ′ = 3− j and [t ( j)
i ]’s are defined similarly to the

inert case. Now suppose v =ww for a place w of K and a place v of Q. Define iw = 1 and iw = 2. Then
we define

Qw(X) := 1+
4∑

i=1

T (iw)
i (Z (3−iw)

0 X)i and Qw(X) := 1+
4∑

i=1

T (iw)
i (Z (3−iw)

0 X)i .

5G. Galois representations. For the holomorphic Klingen–Eisenstein series, we can also associate a
reducible Galois representation with the same recipe as in Section 3C. Write τ ′ for the restriction of τ to
AQ and let στ ′ be the corresponding Galois character of GQ via class field theory. The resulting Galois
representation associated to the Klingen–Eisenstein series we defined above can be seen as follows:

στ ′σψcε−κ ⊕ σψcε−3
⊕ ρπ f .στ cε−(κ+3)/2.

Note that κ + 3 is an odd number; however, π f is a unitary representation whose L-function is the usual
L-function for f shifted by 1

2 . So it makes sense to write in the above way. This can be obtained in
the same manner as [Skinner and Urban 2014, Sections 9.5 and 9.6], by studying the Hecke operators
defined above. Indeed the Galois representation is determined by its local Euler factors at unramified
places, which has been worked out in [loc. cit., in particular Proposition 9.14].

6. Siegel–Eisenstein series and pullback

6A. Generalities.
Local picture. Our discussion in this section follows [Skinner and Urban 2014, Sections 11.1–11.3]
closely. Let Q = Qn be the Siegel parabolic subgroup of Gn consisting of matrices

( Aq
0

Bq
Dq

)
. It consists

of matrices whose lower-left n × n block is zero. For a place v of Q and a character χ of K×v we let
In(χv) be the space of smooth Kn,v-finite functions (here Kn,v means the maximal compact subgroup
Gn(Zv)) f : Kn,v → C such that f (qk) = χv(det Dq) f (k) for all q ∈ Qn(Qv) ∩ Kn,v (we write q as
block matrix

( Aq
0

Bq
Dq

)
). For z ∈ C and f ∈ I (χ) we also define a function f (z,−) : Gn(Qv)→ C by

f (z, qk) := χ(det Dq))|det Aq D−1
q |

z+n/2
v f (k), q ∈ Qn(Qv) and k ∈ Kn,v.

For f ∈ In(χv), z ∈ C, and k ∈ Kn,v, the intertwining integral is defined by

M(z, f )(k) := χn
v(µn(k))

∫
NQn (Fv)

f (z, wnrk) dr
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where NQn is the unipotent radical of Qn , and wn :=
(
−1n

1n
)
. For z in compact subsets of {Re(z) > n/2}

this integral converges absolutely and uniformly, with the convergence being uniform in k. In this case it
is easy to see that M(z, f ) ∈ In(χ

c
v). Let U ⊆ C be an open set. By a meromorphic section of In(χv) on

U we mean a function ϕ : U 7→ In(χv) taking values in a finite-dimensional subspace V ⊂ In(χv) and
such that ϕ : U→ V is meromorphic. A standard fact from the theory of Eisenstein series says that this
has a continuation to a meromorphic section on all of C.

Global picture. For a Hecke character χ =⊗χv of A×K we define a space In(χ) to be the restricted tensor
product defined using the spherical vectors f sph

v ∈ In(χv) (invariant under Kn,v) such that f sph
v (Kn,v)= 1,

at the finite places v where χv is unramified.
For f ∈ In(χ) we consider the Eisenstein series

E( f ; z, g) :=
∑

γ∈Qn(Q)\Gn(Q)

f (z, γ g).

This series converges absolutely and uniformly for (z, g) in compact subsets of{
Re(z) > n

2

}
×Gn(AQ).

The defined automorphic form is called Siegel–Eisenstein series.
The Eisenstein series E( f ; z, g) has a meromorphic continuation in z to all of C in the following sense.

If ϕ : U→ In(χ) is a meromorphic section, then we put E(ϕ; z, g) = E(ϕ(z); z, g). This is defined at
least on the region of absolute convergence and it is well-known that it can be meromorphically continued
to all z ∈ C.

Now for f ∈ In(χ), z ∈ C, and k ∈
∏
v -∞ Kn,v

∏
v |∞ K∞, there is a similar intertwining integral

M(z, f )(k) as above but with the integral being over NQn (AQ). This again converges absolutely and
uniformly for z in compact subsets of {Re(z) > n/2}× Kn . Thus z 7→ M(z, f ) defines a holomorphic
section {Re(z) > n/2}→ In(χ

c). This intertwining operator has a continuation to a meromorphic section
on C. For Re(z) > n/2, we have

M(z, f )=⊗vM(z, fv), f =⊗ fv.

The functional equation for Siegel–Eisenstein series is

E( f, z, g)= χn(µ(g))E(M(z, f );−z, g)

in the sense that both sides can be meromorphically continued to all z ∈ C and the equality is understood
as an equality of meromorphic functions of z ∈ C.

6B. Embeddings. We define some embeddings of a subgroup of GU(3, 1)×GU(0, 2) into some larger
groups. This is used in the doubling method. First we define GU(3, 3)′ to be the unitary similitude group



Iwasawa main conjecture for Rankin–Selberg p-adic L-functions 419

associated to 
1

ζ

−1
−ζ


and GU(2, 2)′ to be the unitary group associated to(

ζ

−ζ

)
.

We define embeddings

α : {g1× g2 ∈ GU(3, 1)×GU(0, 2), µ(g1)= µ(g2)} → GU(3, 3)′

and

α′ : {g1× g2 ∈ GU(2, 0)×GU(0, 2), µ(g1)= µ(g2)} → GU(2, 2)′

by α(g1, g2)=
( g1

g2

)
and α′(g1, g2)=

( g1
g2

)
. We also define isomorphisms

β : GU(3, 3)′ ∼−→ GU(3, 3) and β ′ : GU(2, 2)′ ∼−→ GU(2, 2)

by

g 7→ S−1gS or g 7→ S′−1gS′

where

S =


1

1 −ζ/2
1

−1 −ζ/2

 and S′ =
(

1 −ζ/2
−1 −ζ/2

)

We write γ and γ ′ for the embeddings β ◦α and β ′ ◦α′, respectively.
We define an element ϒ ∈ U(3, 3)(Qp) such that ϒv0 = S−1

v0
and ϒ ′v0

= S−1,′
v0

, where S is defined
as above. We know that under the complex uniformization, taking the change of polarization into
consideration the map (3-2) is given by

i([τ, g], [x0, h])= [Zτ , (g, h)ϒ] (6-1)

(see [Hsieh 2014a, Section 2.6].)

6C. Pullback formula. We recall the pullback formula of Shimura. Let χ be a unitary idele class
character of A×K . Given a cusp form ϕ on GU(2) we consider

Fϕ( f ; z, g) :=
∫

U(2)(AQ)

f (z, S−1α(g, g1h)S)χ(det g1g)ϕ(g1h) dg1,

f ∈ I3(χ), g ∈ GU(3, 1)(AQ), h ∈ GU(2)(AQ), µ(g)= µ(h)
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or

F ′ϕ( f ′; z, g)=
∫

U(2)(AQ)

f ′(z, S
′
−1α(g, g1h)S′)χ(det g1g)ϕ(g1h) dg1

f ′ ∈ I2(χ), g ∈ GU(2)(AQ), h ∈ GU(2)(AQ), µ(g)= µ(h)

This is independent of h. We see that the above integrals can be factorized as local integrals, which we
denote as Fϕv ( fv; z, gv) and F ′ϕv ( f ′v; z, gv), respectively. The pullback formulas are the identities in the
following proposition.

Proposition 6.1. Let χ be a unitary idele class character of A×K .

(i) If f ′ ∈ I2(χ), then F ′ϕ( f ′; z, g) converges absolutely and uniformly for (z, g) in compact subsets of
{Re(z) > 1}×GU(2, 0)(AQ), and for any h ∈ GU(2)(AQ) such that µ(h)= µ(g)∫

U(2)(Q)\U(2)(AQ)

E( f ′; z, S′−1α(g, g1h)S′)χ(det g1h)ϕ(g1h) dg1 = F ′ϕ( f ′; z, g).

(ii) If f ∈ I3(χ), then Fϕ( f ; z, g) converges absolutely and uniformly for (z, g) in compact subsets of{
Re(z) > 3

2

}
×GU(3, 1)(AQ) such that µ(h)= µ(g)∫

U(2)(Q)\U(2)(AQ)

E( f ; z, S−1α(g, g1h)S)χ(det g1h)ϕ(g1h) dg1 =
∑

γ∈P(Q)\GU(3,1)(Q)

Fϕ( f ; z, γ g),

with the series converging absolutely and uniformly for (z, g) in compact subsets of{
Re(z) > 3

2

}
×GU(3, 1)(AQ).

This is a special case of [Wan 2015a, Proposition 3.5], which summarizes results proved in [Shimura
1997].

6D. Fourier–Jacobi expansion. From now on we fix a splitting character λ of K×\A×K of infinity type(
−

1
2 ,

1
2

)
which is unramified at p and unramified outside 6 and such that λ|A×

Q
= χK/Q. Let τ be a Hecke

character of K×\A×K of infinity type
(
−
κ
2 ,

κ
2

)
.

Definition 6.2. For β ∈ Sn(Q) and ϕ a holomorphic automorphic form on GU(n, n) we define the β-th
Fourier coefficient

ϕβ(g)=
∫

Sn(Q)\Sn(A)

ϕ

((
1n S

1n

)
g
)

eA(−TrβS) d S.

For a prime v and fv ∈ In(τ ) we also define the local Fourier coefficient at gv ∈ GU(n, n)(Qv) as

fv,β(z, gv)=
∫

Sn(Qv)

fv

(
z, ωn

((
1n Sv

1n

)
gv

))
ev(−TrβSv) d Sv.

For ϕ a holomorphic automorphic form on GU(3, 3) and β ∈Q+ we define

FJβ(ϕ)(g)=
∫

Q\A

ϕ

13
S 0
0 0
13

 g

 eA(−TrβS) d S.
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For E( f ; z, g) with f ∈ I3(τ ) we define

FJβ( f ; z, g)= FJβ(E( f ; z,−))(g).

The following formula is proved in [Wan 2015a, Subsection 3.3.1].

Proposition 6.3. Suppose f ∈ I3(τ ) and β ∈Q+. If E( f ; z, g) is the Siegel–Eisenstein series on GU(3, 3)
defined by f for some Re(z) sufficiently large, then the β-th Fourier–Jacobi coefficient Eβ( f ; z, g) satisfies

Eβ( f ; z, g)=
∑

γ∈Q2(Q)\GU2(Q)

∑
x∈K2

∫
S1(A)

f (w3

13
S x
tx 0
13

 j(1, γ )g)eA(−βS) d S (6-2)

where

j : U(1, 1)×U(2, 2) ↪→ U(3, 3)

is given by

j(g1, g2)=


A B

D′ C ′

C D
B ′ A′


if g1 =

( A
C

B
D

)
∈ U(1, 1), g2 =

( A′
C ′

B ′
D′
)
∈ U(2, 2).

Definition 6.4. If gv ∈ U(2, 2)(Qv), x ∈ K2
v and a ∈ K×v , we define

FJβ( fv; z, x, gv, a)=
∫

S1(Qv)

fv,z(w3

13
S x
tx 0
13

 j(diag(a, ta−1), gv))eQv
(−TrβS) d S.

We have

FJβ( fv; z, x, g, a)= τv(det a)|det aa|−(z+1/2)
A FJtaβx( fv; z, a−1x, g, 1).

Definition 6.5. For x, y ∈ K2
v and t ∈Qv, we write n(x, y, t) for

1 y t + 1
2(yx∗− xy∗) x

12 x∗ 02

1
−y∗ 12

 .
So that it becomes a Heisenberg group if we give the pairing 〈(x1, y1), (x2, y2)〉= y1x∗2+x2 y∗1−y2x∗1−x1 y∗2 .
(see [Zhang 2013, Section 4]).

Lemma 6.6. We write

FJβ( fv; z, n(x, y, t)α(1, u))=
∫

S1(Qv)

f

w3

13
S 0
0 0
13

 (x, y, t) j(1, u)

 eA(−TrβS) d S
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for u ∈U (2, 2)(Qv) and n(x, y, t) as above. Suppose for some place v we have

FJβ( fv; z, n(x, 0, 0)α(1, u))= f (u, z)ωβ,λ(u)φ(x)

for any u, n(x, 0, 0) as above, and some Schwartz function φ ∈ S(W d) and some f ∈ I ((τ/λ)v, z). Then
we have

FJβ( fv; z, (x, y, t)α(1, u))= f (u, z)ωβ,λ(n(x, y, t) · u)φ(0)

for any n(x, y, t).

Note that comparing with [Ikeda 1994] we have switched the roles played by x and y.

Proof. Since13
S x
tx
13




11

A−1

B A−1
1

A

=


1 x B A−1

A−1

B A−1
1
−Bx A


13

S− x B tx x A
Atx

13

 ,
it follows that

FJβ

(
fv; z, x,

(
A B A−1

A−1

)
g, a

)
= τ c

v (det A)−1
|det AA|z+3/2

v ev(−Tr(taβaB))FJβ( f ; z, x A, g, a).

Now the lemma is a consequence of
1 −y

12

1
y∗ 12

=


1 y t + 1
2(yx∗− xy∗) x

12 x∗ 02

1
−y∗ 12




1 t − 1
2(yx∗+ xy∗) x

12 x∗ 02

1
12


where we write y∗ for ty. �

6E. Archimedean cases. We let i :=
( i
ζ/2

)
or ζ2 depending on the size (3×3) or (2×2). Let Jn(g, Z) :=

det(Cgi + Dg) for g =
( Ag

Cg

Bg
Dg

)
be the automorphic factor for U(n, n). The Siegel section we choose

is fsieg,D,∞ = fsieg,∞ := fκ(g, z) := J3(g, i)−κ |J3(g, i)|κ−2z−3 and f ′sieg,D,∞ = f ′sieg,∞ := f ′κ(g, z) =
J2(g, i)−κ |J2(g, i)|κ−2z−2. Recall for ϕ ∈ π∞ we define the pullback sections

Fκ(z, g) :=
∫

U(2)(R)
fκ(z, S−1α(g, g1)S)τ (det g1)π(g1)ϕ dg1

and

F ′κ(z, g) :=
∫

U(2)(R)
f ′κ(z, S′−1α(g, g1)S′)τ (det g1)π(g1)ϕ dg1

If we define an auxiliary f ◦κ,n(z, g) = Jn(g, i1n)
−κ
|Jn(g, i1n)|

κ−2z−n for n = 2, 3, then fκ(g, z) =
f ◦κ,3(gg0) and f ′κ(g, z)= f ◦κ,2(gg0) for

g0 = diag
(

1,
s1/2d1/4
√

2
,

d1/4
√

2
, 1,

(
s1/2d1/4
√

2

)−1

,

(
d1/4
√

2

)−1)
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or

g0 = diag
(
s1/2d1/4
√

2
,

d1/4
√

2
,

(
s1/2d1/4
√

2

)−1

,

(
d1/4
√

2

)−1)
depending on the sizes.

Lemma 6.7. The integrals are absolutely convergent for Re(z) sufficiently large and for such z, we have:

(i) FD,Kling,∞(z, g) := Fκ(z, g)= Fκ,z(g).

(ii) F ′D,∞ := F ′κ(z, g)= π(g)ϕ, where Fκ,z is defined in Definition 5.1 using ϕ as the v there.

Fourier coefficients. The following lemma is [Skinner and Urban 2014, Lemma 11.4].

Lemma 6.8. Suppose β ∈ Sn(R). Then the function z → fκ,β(z, g) has a meromorphic continuation
to all of C. Furthermore, if κ ≥ n then fκ,n,β(z, g) is holomorphic at zκ := (κ − n)/2. For y ∈
GLn(C), f ◦κ,n,β(zκ , diag(y, ty−1))= 0 if detβ ≤ 0 and if detβ > 0 then

f ◦κ,n,β(zκ , diag(y, ty−1))=
(−2)−n(2π i)nκ(2/π)n(n−1)/2∏n−1

j=0(κ − j − 1)!
e(i Tr(βyty)) det(β)κ−n det yκ .

The local Fourier coefficient for fκ can be easily deduced from that for f ◦κ .

Fourier–Jacobi coefficients. The following lemma can be found in [Wan 2015a, Lemma 4.4].

Lemma 6.9. Let zκ = (κ − 3)/2, β ∈ R+. Then:

(i) FJβ(zκ , f ◦κ,3, x, η, 1)= f ◦κ,1,β(zκ + 1, 1)e(i Tr(txβx)). Recall that η =
(
−12

12
)
.

(ii) If g ∈ U(2, 2)(R), then

FJβ,κ(zκ , f ◦κ,3, x, g, 1)= e(i Trβ)c1(β, κ) f ◦κ−1,2(zκ , g′)ωβ,λ∞(g
′)8β,∞(x).

where g′=
( 12
−12

)
g
(12
−12

)
, c1(β, κ)=((−2)−1(2π i)κ/(κ−1)!) detβκ−1 and8β,∞=e−2π Tr(〈x,x〉β ).

Recall that the 〈x, x〉β is a 2 by 2 matrix.

Lemma 6.10. We have

FJβ( fκ , x, g, 1)= e(i Trβ)c1(β, κ)J (g, i)−κωβ,λ∞(g
′g0)8β,∞(x)

for all g ∈ U(2, 2)(R), x ∈ C2.

Proof. Note that

fκ(g, zκ)= J (g, i)−κ = J (gg0, i)−κ J (g0, i)κ =
(√

d
2

)−κ
J (gg0, i)−κ . �

Lemma 6.11. Let x1 = (x11, x12), x2 = (x21, x22) where the xi j ∈ R. Then

δ−1
ψ (ω1,λ(ηg0)81,∞)(x1, x2)=

1
4(s

1/2d1/2)e−2π
√

d(sx2
11+x2

12)e−2π
√

d(sx2
21+x2

22)

Proof. Straightforward from the expression for 81,∞ and δψ . �



424 Xin Wan

We summarize the key definitions associated to the Archimedean datum below.

Definition 6.12. Recall we defined fsieg,D,∞ = fsieg,∞ := fκ(g, z) := J3(g, i)−κ |J3(g, i)|κ−2z−3 and
f ′sieg,D,∞ = f ′sieg,∞ := f ′κ(g, z)= J2(g, i)−κ |J2(g, i)|κ−2z−2. Now set

8D,∞ = ω1(g0)81,∞, f2,D,∞(g)= f ′κ−1(gg0),

8′′D,∞ = ω1(ηg0)8D,∞, f ′′2,D,∞(g)= f ′κ−1(gηg0),

φ1,∞(x1, x2)= φ2,∞(x1, x2)=
1
2(s

1/4d1/4)e−2π
√

d(sx2
1+x2

2 ), x1, x2 ∈ R.

Finally we record a lemma.

Lemma 6.13. Let Z ∈ X2,2 and 8β,Z (x)= e(tr(〈x, x〉β Z)). For any g ∈ U(2, 2)(R),

ωβ,λ∞(g)8β,Z = det J (g, Z)−18β,g(Z).

Proof. Similar to [Skinner and Urban 2014, Lemma 10.1]. �

Example 6.14. We work out an example for the theta function constructed via the Weil representation
whose Archimedean Schwartz function is given by Definition 6.12. We check that it is nothing but the
adelic theta function defined before. We take the w2 in [Zhang 2013, Appendix B] to be the identity. The
z there is thus equal to the w1 there. We first note that

N 3

1 z t + zζ z∗/2
12 ζ z∗

1


acting on i gives

( i+t+zζ z∗/2
ζ z∗

)
. Thus the complex structure on N/Z(N )∞ is given by the complex

conjugation of z. (Note that the z is not the z in [loc. cit.] — instead it plays the role of u there.)
Now write z= (z1, z2), and write x = (x1, x2)∈Q2. A straightforward computation using the formulas

for Weil representation of H(W ) implies that the classical theta function is a sum∑
x

∏
v<∞

φv(x)e−(x
2
1+2x1z1+z2

1/2)2π
√

d
· e−(x2+2x2z2+z2

2/2)2πs
√

d

for x running over some lattice of Q2. This is clearly holomorphic with respect to the complex structure.
In fact comparing with the notations in [loc. cit.], taking the u there to be 2(z1, z2)ζ and z there to be 2ζ ,
this theta function is nothing but the one considered in [loc. cit.].

In applications later on, we also take Schwartz functions in φ f ∈ S(A f ) and consider the associated
theta function 2φ for φ = φ1,∞×φ f . Suppose the 2φ is right invariant under the open compact level
group K ⊆ NU (ζ )(A f ). Then we define L to be a certain lattice contained in

(N (Q)∩ K )/(Z(N )(Q)∩ K )

satisfying the assumption after Definition 4.6, and U f = K ∩U(ζ )(A∞). The associated classical theta
functions θφ is indeed in T Hol

A (1, L ,U f ).
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6F. Unramified cases. Let v be a prime outside6 (in particular v - p). Then the Siegel sections fsieg,D,v=

fv,sieg = f sph
v and f ′sieg,D,v = f ′v,sieg = f sph,′

v is defined to be the unique section that is invariant under
GU(n, n)(Zv) (n = 3, 2) and is 1 at identity.

Lemma 6.15. Suppose π,ψ and τ are unramified and ϕ ∈ π is a new vector. If Re(z) > 3
2 then the

pullback integral converges and

FKling,D,v := Fϕ( f sph
v ; z, g)=

L(π̃, ξ, z+ 1)∏1
i=0 L(2z+ 3− i, τ ′χ i

K)
Fρ,z(g)

where Fρ is the spherical section defined using ϕ ∈ π . Also

F ′D,v := F ′ϕ( f sph,′
v , z, g)=

L
(
π̃ , ξ, z+ 1

2

)∏1
i=0 L(2z+ 2− i, τ ′χ i

K)
π(g)ϕ.

This is a special case of [Lapid and Rallis 2005, Proposition 3.3].

Fourier coefficients.

Definition 6.16. Let 80 be the characteristic function of O2
K.

Lemma 6.17. Let β ∈ Sn(Qv) and let r := rank(β). Then for y ∈ GLn(Kv),

f sph
v,β (z, diag(y, ty−1))

= τ(dety)|detyy|−z+n/2
v D−n(n−1)/4

v ×

∏n−1
i=r L(2z+ i − n+ 1, τ ′χ i

K)∏n−1
i=0 L(2z+ n− i, τ ′χ i

K)
hv,tyβy(τ

′(qv)q−2z−n
v ).

where hv,tyβy ∈ Z[X ] is a monic polynomial depending on v and tyβy but not on τ . If β ∈ Sn(Zv) and
detβ ∈ Z×v , then we say that β is v-primitive and in this case hv,β = 1.

Proof. This is a computation of Shimura [1997, Propositions 18.14 and 19.2]. See also [Skinner and
Urban 2014, Lemma 11.7]. �

Fourier–Jacobi coefficients.

Lemma 6.18. Suppose v 6∈6 and not dividing p. Let β ∈ S1(Qv) such that β 6= 0. Let y ∈ GL2(Kv) be
such that tyβy ∈ S1(Zv), let λ be an unramified character of K×v such that λ|Q×v = 1. If β ∈ GL1(OK,v),
then for u ∈ Uβ(Qv), we have

FJβ( f sph
3 ; z, x, g, u)= τ(det u)|det uu|−z+1/2

v

f sph
2 (z, g′)(ωβ,λv (u, g′)80)(x)

L(2z+ 3, τ ′)
.

Here g′ =
( 12
−12

)
g
( 12
−12

)
, and the f sph

2 on the right is in I (τ/λ).

This is a formal generalization of [Skinner and Urban 2014, Lemma 11.8].

Definition 6.19. Recall we have defined fsieg,D,v = fv,sieg = f sph
v and f ′sieg,D,v = f ′sieg,v = f sph,′

v . We also
define φ1,v and φ2,v to be the Schwartz function on Xv which is the characteristic function of Z2

v. We
define f2,D,v = f sph,′

v , 8D,v =80 and 8′′D,v =80.
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6G. Ramified cases. Let f †
∈ In(τ ) (n = 2 or 3) be the Siegel section supported on Q(Qv)wn Q(Zv),

which takes value 1 on wn NQ(Zv). The Siegel section we choose is I3(τ ) 3 fsieg,v = fsieg,D,v = f †(gγ̃v)
where γ̃v is 

1
12 12/(yy)

1
12


where y ∈Ov is some fixed element such that the valuation is sufficiently large (can be made precise in
the text). We also define

I2(τ ) 3 fsieg,D,v = f ′sieg,v = f †(gγ̃ ′v)

where γ̃ ′v =
( 12 12/yy

12

)
.

Pullback formulas. Recall the notations in Section 5D.

Lemma 6.20. Let ϕ be some vector invariant under the action of Y defined before, then

FKling,D,v := Fϕ(z, w)= τ(yy)|(yy)2|−z−3/2
v Vol(Y) ·ϕ.

Also

F ′D,v := F ′ϕ( f ′v,sieg; z, g)= τ(yy)|(yy)2|−z−1
v Vol(Y) ·π(g)ϕ.

The proof is a special case of [Wan 2015a, Lemma 4.9 and 4.10].

Fourier coefficients.

Lemma 6.21. (i) Let β ∈ S3(Q`). Then fv,β(z, 1)= 0 if β 6∈ S3(Z`)
∗. If β ∈ S3(Z`)

∗ then

fv,β(z, diag(A,t A−1))= D−3/2
` τ(det A)|det AA|−z+3/2

` e`

(
β22+β33

yy

)
where D` is the discriminant of K`.

(ii) If β ∈ S2(Q`), then fv,β(z, 1)= 0 if β ∈ S2(Z`)
∗. If β ∈ S2(Z`)

∗ then

f ′v,β(z, diag(A,t A−1))= D−1/2
` τ(det A)|det AA|−z+r/2

` e`

(
β11+β22

yy

)
.

The proof is a special case of [Wan 2015a, Lemma 4.12].

Fourier–Jacobi coefficients.

Lemma 6.22. If β 6∈ S1(Zv)
∗ then FJβ( f †

; z, x, g, 1)= 0. If β ∈ S1(Zv)
∗ then

FJβ( f †
; z, x, g, 1)= f †(z, g′η)ωβ,λv (h, g′η−1)80(x).Vol(S1(Zv)),

where g′ =
( 12
−12

)
g
( 12
−12

)
.

The proof is a special case of [Wan 2015a, Lemma 4.13].
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Definition 6.23. Let A = 12/(yy). Thus

FJβ( fsieg,v; z, x, g, h)= f †
(

z, g′
(

1
−A 1

)
η

)(
ωβ,λv

(
h, g′

(
1
−A 1

)
η

))
80(x)

for h ∈ Uβ(Q`). We define 8′′D,v := ωβ
((1 A

1

))
80 and 8D,v = ωβ,λv

(( 1
−A 1

)
η
)
80. We also define

f2,D,v = ρ
(( 1
−A 1

)
η
)

f †
∈ I2(τ/λ).

Split case. Suppose v = ww is a split prime. Recall we have the local polarization X ′v ⊕ Y ′v. Now we
write x ′1 = (x

′

11, x ′12) and x ′2 = (x
′

21, x ′22) with respect to Kv ' Kw×Kw. The following lemma follows
from a straightforward computation and will be used later.

Lemma 6.24. Let χθ,v be a character of Z×v such that

cond(λv) < cond(χθ,v) < ordv(yy).

Then it is possible to choose a Schwartz function φ′1 such that the function

φ′2(x
′

2) :=

∫
X ′1

δ′−1
ψ (8′′v)(x

′

1, x ′2)φ
′

1(x
′

1) dx ′1

is given by

φ′2(x
′

2)=

{
λvχθ,v(x ′22) x ′21 ∈ Zv, x ′22 ∈ Z×v ,

0 otherwise.

Moreover we can ensure that when we are moving our datum in p-adic families, this φ′1 is not going to
change.

Remark 6.25. Note here we have flexibility on choosing the χθ,v for split v. It is an analogue of the
fact that in the doubling method, if we choose the Siegel section as in the beginning of this subsection,
then the local pullback integral is nonzero if the test vector has appropriate conductor. This flexibility is
important for our argument in Section 8C.

We define

φ1,v = δ
′′

ψ(φ
′

1), φ2,v = δ
−,′′

ψ (φ′2). (6-3)

Nonsplit case.

Lemma 6.26. We consider the action of the compact abelian group U(1)(Qv) on δ−1
ψ (8′′v) by the Weil

representation (using the splitting character λv) of

1×U(1)(Qv) ↪→ 1×U(2)(Qv) ↪→ U(2)(Qv)×U(2)(Qv) ↪→ U(2, 2)(Qv).

We can write δ−1
ψ (8′′v) as a sum of eigenfunctions of this action. Let m =max{ordv(cond λv), 3)+ 1. If

ordv(yy) > m, then there is such a nonzero eigenfunction φ2,v whose eigenvalue is a character λ2
vχθ,v
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for χθ,v of conductor at least $m
v , such that there is a Qp-valued Schwartz function φ1,v and a set of

constants Cv,i ∈Qp and uv,i ∈ U(1)(Qv)’s such that the function

φ2,v(x2)=

∫
X1(Qv)

∑
i

δ−1
ψ (Cv,iωβ,λv (uv,i , 1)8′′v)(x1, x2)φ1,v(x1) dx1

(here 1 ∈ U(2, 2)(Qv)).

Proof. Consider the embedding U(1, 1) ↪→ U(2, 2) by

j : g 7→


s−1

1
s−1

1




ag bg

ag bg

dg dg

cg dg



s

1
s

1


for g=

(ag
cg

bg
dg

)
. Define f8′′v

(
g, 1

2

)
= (ωβ,λv ( j (g))8′′v)(0)∈ I2(τ/λv). We define i :U(1)×U(1) ↪→U(1, 1)

by

i(g1, g2)=

(
1/2 −1/2
−δ−1

−δ−1

)(
1

g1

)(
1 −δ/2
−1 −δ/2

)
. (6-4)

For g1 ∈ U(1)(Qv),

f8′′v
(
i(1, g1),

1
2

)
= (ωβ,λv ( j ◦ i(1, g1))8

′′

v)(0)= (δψωλv (1, g1)δ
−1
ψ 8′′v)(0).

Here in the first and last expression 1 ∈ U(2)(Qv) and g1 is viewed as the element in the center of
U(2)(Qv). Thus we are reduced to proving the following lemma. �

Lemma 6.27. Let g1 = 1+$m
v .a ∈ U(1)(Qv) for m as in the above lemma and a ∈ OK,v, if n = yy is

such that ordv n > m then f8′′v
(
i(1, g1);

1
2

)
6= f8′′v

(
1; 1

2

)
.

Proof. We have the following:(
1/2 −1/2
−δ−1

−δ−1

)(
1

g1

)(
1 −δ/2
−1 −δ/2

)
=

(
1/2 −g1/2
−δ−1

−δ−1g1

)(
1 −δ/2
−1 −δ/2

)
=

(
1/2+ g1/2 −δ/4+ δg1/4
−δ−1

+ δ−1g1 1/2+ g1/2

)
and (

a b
c d

)(
1 1/n

1

)
=

(
a a/n+ b
c c/n+ d

)
=

(
n(ad − bc)/(c+ nd) a/n+ b

0 c/n+ d

)(
1

n/(1+ nd/c) 1

)
.

Now the lemma follows readily. �

Definition 6.28. From now on we fix the choices and define the local characters χθ,v as in Lemma 6.24
and Lemma 6.26.

As before we summarize the definitions associated to our Eisenstein datum at v.
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Definition 6.29. Recall we defined fsieg,D,v = fsieg,v = f †(gγ̃v) where

γ̃v =


1

12
1
yy 12

1
12

 ,
and defined

f ′sieg,D,v = f ′sieg,v = f †(gγ̃ ′v)

where γ̃ ′v =
( 12 12/(yy)

12

)
. Let

f2,D,v = ρ

((
1
−A 1

)
η

)
f †
∈ I2

(
τ

λ

)
.

We define 8D,v = ωβ,λv
(( 1
−A 1

)
η
)
80. We also define the φ1,v and φ2,v as in (6-3) or as in Lemma 6.26,

depending on whether v is split or not.

6H. p-adic cases. We recall some results in [Wan 2015a, Section 4.D] with some modifications. Recall
that we have the triple (πp, ψp, τp) and ξp :=ψp/τp in the p-component of the Klingen–Eisenstein datum
D, where χp is the central character of πp and ψp|Q×p = χp. Suppose πp is nearly ordinary in the sense
that πp = π(χ1,p, χ2,p) such that ordp(χ1,p(p)) = −1

2 and ordp(χ2,p(p)) = 1
2 . We write τp = (τ1, τ2)

and ξp = (ξ1, ξ2).

Definition 6.30. The triple (πp, ψp, τp) is generic if there is a t ≥ 2 such that ξ1, ξ2, χp, χ
−1
p ξ1, χ

−1
p ξ2

all have conductor pt .

Although the definition for generic points is different from [Wan 2015a, Definition 4.21], the argument
there goes through since the only place using this definition is Lemma 4.19 there, which can be proved
completely in the same way under our definition for generic. We define: ξ †

1 = χ1,pξ 2, ξ
†
2 = χ2,pξ 2. Let

K (3,3)
⊆ GL6(Zp) be the subgroup consisting of matrices congruent to upper triangular matrices modulo

pt . We define ft to be the Siegel section supported in Q(Qv)Kt , invariant under K (3,3)
t and takes value 1

on the identity. We define

fsieg,D,p = fsieg,p(g) := g(τ ′p)
−3c−1

3 (τ ′p,−z)p−3tg(ξ †
1 )ξ

†
1 (−1)g(ξ †

2 )ξ
†
2 (−1)

×

∑
a,b∈p−t Z×p /Zp

m,n∈Zp/pt Zp

ξ
†
1(p

t a)ξ †
2(p

t b) ft

gϒ

 1 a+bmn bm
1 bn b

1
1

1
1

 . (6-5)

and
f �sieg,D,p = f �sieg,p(g) := g(τ ′p)

−3c−1
3 (τ ′p,−z)p−3tg(ξ †

1 )ξ
†
1 (−1)g(ξ †

2 )ξ
†
2 (−1)

×

∑
a,b∈p−t Z×p /Zp,

m∈Zp/pt Zp

ξ
†
1(p

t a)ξ †
2(p

t b) ft

gϒ

 1 a bm
1 b

1
1

1
1

 . (6-6)
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We also define

f ′sieg,D,p = f ′sieg,p(g) := g(τ ′p)
−3c−1

2 (τ ′p,−z)p−3tg(ξ †
1 )ξ

†
1 (−1)g(ξ †

2 )ξ
†
2 (−1)

×

∑
a,b∈p−t Z×p /Zp,m,n∈Zp/pt Zp

ξ
†
1(p

t a)ξ †
2(p

t b) ft

(
gϒ

( 1 a+bmn bm
1 bn b

1
1

))
. (6-7)

Here ϒ ∈ U(3, 3)(Qp) is such that

ϒ =


1

1
2 .12 −

1
2 12

1
−ζ−1

−ζ−1


via the first projection U(3, 3)(Qp)' GL6(Qp) and cn(τ

′, z)= τ ′(pnt)p2ntz−tn(n+1)/2.
Among these sections the fsieg,D,p and f ′sieg,D,p correspond to Siegel–Eisenstein series that we interpo-

late. The relations between these sections are

fsieg,D,p(g)=
∑

n∈Zp/pt Zp

f �sieg,D,p

(
gγ
(

1,
(

1
n 1

)
p

))
. (6-8)

The reason for introducing the � sections is to help computing the Fourier–Jacobi expansion.

Pullback formulas. We refer to [Wan 2015a, Subsection 4.D.1] for the discussion of nearly ordinary
vectors, which means the vector whose Up-eigenvalues are p-adic units. Let ϕ = ϕord

∈ πp be a nearly
ordinary vector.

Definition 6.31. We define the p-adic Klingen section F0(g) to be the F0,•
p defined in Definition 5.6,

multiplied by

g(τ ′p)
−1τ ′p(p

−t)pκ−2 p(κ−3)tξ 2
1,pχ

−1
1,pχ

−1
2,p(p

−t)g(ξ1,pχ
−1
1,p)g(ξ1,pχ

−1
2,p).

Then by the computations in [Wan 2015a] we have the following (see the end of [loc. cit., Section 4]):

Lemma 6.32. (1) Fϕ( fsieg,p, zκ , g)= F0(g) := FKling,p(g).

(2) F ′ϕ( f ′sieg,p, zκ , g)= p(κ−3)tξ 2
1,pχ

−1
1,pχ

−1
2,p(p

−t)g(ξ1,pχ
−1
1,p)g(ξ1,pχ

−1
2,p).π(g)ϕ.

Proof. For reader’s convenience we briefly recall the proof of [Wan 2015a] in case (1) of this lemma.
In our U(3, 1) case the proof is actually much simpler than the general case considered in [loc. cit.].
The proof uses the trick of [Skinner and Urban 2014, Proposition 11.13] of using the local and global
functional equations to reduce the local pullback integral for fsieg,p to that of another Siegel section f †

sieg,p

defined below. The computation of the pullback section of f †
sieg,p is easier than that of fsieg,p. We define

an auxiliary Siegel section f̃ †
sieg,p to be supported in Q3(Qp)wQ3(Zp), and such that it takes value 1 on
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wNQ3(Zp). We define

f †
sieg,p(g, z) := g(τ ′p)

−3c−1
3 (τ ′p,−z)p−3tg(ξ †

1 )ξ
†
1 (−1)g(ξ †

2 )ξ
†
2 (−1)

×

∑
a,b∈p−t Z×p /Zp,

m,n∈Zp/pt Zp

ξ
†
1(p

t a)ξ †
2(p

t b) f̃ †
sieg,p

gϒ

 1 a+bmn bm
1 bn b

1
1

1
1

, z

 .
We can show by direct checking that the Fϕ( f †

sieg,p, z, g) is invariant under Nt(Zp) defined above (as a
function of g). This can be seen by checking that the pullback of the Siegel section f †

sieg,p is already
invariant under Nt(Zp). Moreover the value of Fϕ( f †

sieg,p, z, g) at ww′3 can also be computed directly
[Wan 2015a, Lemma 4.38]. Returning to the pullback section of fsieg,p, we note that it is the image of
f †
sieg,p under the intertwining operator M(z,−). We apply [Wan 2015a, Proposition 4.40] (which is just a

variant of [Skinner and Urban 2014, Proposition 11.13]). By the uniqueness up to scalar of the vector
with the same action of the level group Bt(Zp) (see [Wan 2015a, Lemma 4.19], which is just a variant of
[Skinner and Urban 2014, Proposition 9.5]. Note that the result in [Wan 2015a] also works under our
assumption of genericity), we know that Fϕ( fsieg,p, zκ , g)= F0(g) up to scalar. Then applying [loc. cit.,
Proposition 4.40] again we can evaluate the Fϕ( fsieg,p, zκ , g) at w′3 and get the lemma. Note that this
simplified proof does not apply to the general case of [loc. cit.] including the U(2, 2) case of [Skinner and
Urban 2014], since there by looking at the Siegel–Eisenstein section we can only determine the action of
a level group which is smaller than the level group corresponding to the ordinary vector. �

Fourier coefficients.

Definition 6.33. We define the function 8ξ† as the function on the set of (2× 2) Qp-matrices as follows.
If x =

(a
c

b
d

)
is such that both its determinant and a are in Z×p then 8ξ†(x)= ξ †

1 (a)ξ
†
2 (det x/a). Otherwise

8ξ†(x)= 0. The following lemma is proved in [Wan 2015a, Lemma 4.46].

Lemma 6.34. We have

fsieg,p,β(1)= τ ′p(detβ)|detβ|κ−3
p 8ξ†

((
β21 β22

β31 β32

))
for

β =

β11 β12 β13

β21 β22 β23

β31 β32 β33


with β11, β12, β13, β23, β33 ∈ Zp, and is 0 otherwise.

Proof. This follows from straightforward computation using:

• The Fourier coefficients of the section ft as computed in [Skinner and Urban 2014, Lemma 11.12].

• The computation of the Fourier transform of the function 8ξ† defined above as detailed in [Wan
2015a, Lemma 4.28] (note that the proof also works under our assumption of genericity). We
compare it with the definition of fsieg,p using ft . �
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Fourier–Jacobi coefficients. For β ∈ S1(Qv)∩GL1(Zv) we compute the Fourier–Jacobi coefficient for
ft at β. We have the following [Wan 2015a, Lemma 4.54]

Lemma 6.35. Let x :=
( 1

D 1

)
(this is a block matrix with respect to (2+ 2)).

(a) FJβ( ft ;−z, v, xη−1, 1)= 0 if D 6∈ pt M2(Zp).

(b) If D ∈ pt M2(Zp) then FJβ( ft ;−z, v, xη−1, 1)= c(β, τ, z)80(v), where

c(β, τ, z) := τ(− detβ)|detβ|2z+2
v g(τ ′)g(τ ′p)τ

′

p(p
t)p−2t z−3t .

Note the formula

g(τ ′p)
3τ ′p(p

3t)p−6t z−6t
= g(τ ′p)τ

′

p(p
t)p−2t z−3tg(τ ′p)

2τ ′p(p
2t)p−4t z−3t .

Definition 6.36. Let K ′t ⊆GL4(Zp) be the subgroup consisting of elements congruent to upper triangular
matrices modulo pt . We define the Siegel section f ′t on I2(

τ
λ
) to be the section supported on Q2(Qp)K ′t ,

invariant under the right action of NB(Zp) and takes value 1 on the identity element. Let Ax be the
matrix

( 0
0

x
0

)
. We define f2,p =

∑
b g(ξ

†
2 )p
−tξ

†
2(−pt b)g(τ ′p)

−2c−1
2 (τ ′p,−z)ρ

(( 1
A−b 1

)
η
)

f ′t . Let φ
ξ

†
1
(x) :=

ξ
†
1 (x
−1)1Z×p

(x) where 1 denotes the characteristic function. Define

8p(v1, v2, v3, v4)= 1Zp⊕Zp(v1, v2)φ̂ξ†
1
(v3)1̂pt Zp(v4)

where the φ̂ means taking Fourier transform of φ. The precise formula is given by

8D,p(v1, v2, v3, v4)=

{
g(ξ †

1 )p
−2tξ

†
1(a), v1, v2 ∈ Zp, v4 ∈ p−t Zp, v3 ∈

a
pt +Zp for some a ∈ Z×p ,

0, otherwise.
(6-9)

These are defined just for computing Fourier–Jacobi coefficients and not used for the pullback formula.

We prove the following lemma:

Lemma 6.37. We have

g(τ ′p)
−3c3(τ

′

p,−zκ)p−3t
∑

a,b,m

FJ1

(
ρ

(
13

a bm
b

13

)
ft,p; zκ , v, g

)
ξ

†
1(−pt a)ξ †

2(−pt b)g(ξ †
1 )g(ξ

†
2 )

=

(
g(τ ′p)

−2c−1
2 (τ ′p,−z)p−tg(ξ †

2 )
∑

b

ξ
†
2(p

t b) f ′t

(
g
(

1
A−b 1

)
η

))
(ωβ,λp(g)8D,p(v1, v2, v3, v4)).

Recall Ax =
( 0

0
x
0

)
. Also under the projection U(3, 3)(Qp)' GL6(Qp), the v1, v2, v3, v4 appear as

1 v3 v4

1 v1

1 v2

1
1

1


.



Iwasawa main conjecture for Rankin–Selberg p-adic L-functions 433

The Weil representation is the one in Section 4H case two. We use ρ to denote the right action of
GU(3, 3)(Qp) on the Siegel sections. Note that for the Schwartz function 8D,p, we used the identification
K2

p 'Q4
p given by (x1, x2)→ ((v3, v1), (v4, v2)).

Proof. First we fix b and consider the Fourier–Jacobi coefficient of

∑
a,m

ρ





1 a bm
1

1
1

1
1




ft (6-10)

note that

w3

13

t v3 v4

v1 D1 D2

v2 D3 D4

13

α(1, η−1)



1 a bm
1

1
1

1
1



= w3



1 −a −bm
1

1
1

1
1


13

t ′ v′3 v′4
v1 D1 D2

v2 D3 D4

13

α(1, η−1)

where v′3= v3+D1.a+D3.bm, v′4= v4+D2.a+D4.bm and t ′= t+v1.a+v2.bm. From this, a calculation
using the above lemma (similar to [Skinner and Urban 2014, page 203]) shows that the Fourier–Jacobi
expansion of (6-10) at g is

(g(τ ′p)
−2c−1

2 (τ ′p,−z)p−tg(ξ †
2 )ρ(η) f ′t (g

′)(ωβ,λp(g
′)8D,p)(v1, v2, v3, v4).

So the Fourier–Jacobi expansion of

∑
a,b,m

ρ





1 a bm
1 b

1
1

1
1




ft
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is∑
b

(g(τ ′p)
−2c−1

2 (τ ′p,−z)p−tg(ξ2)ρ

((
1

A−b 1

))
× ρ(η) f ′t (g

′)(ω(g′)ωβ,λp

(
g′
(

1
A−b 1

))
8D,p)(v1, v2, v3, v4).

Note that ωβ,λp

(( 1
A−b 1

))
8D,p =8D,p. We get the required Fourier–Jacobi coefficient. �

We record some formulas

ρ(η) f2,p = f ′′2,p =
τp

λp
(−1)g(ξ †

2 )
∑

b

ξ
†
2(b)g(τ

′

p)
−2c−1

2 (τ ′p,−z)ρ
((

1 Ab

1

))
f ′t ,

8′′D,p := (ωβ,λp(η)8D,p)(v1, v2, v3, v4)=

{
ξ

†
1 (−v1) v3, v4 ∈ Zp, v1 ∈ Z×p , v2 ∈ pt Zp,

0 otherwise.
(6-11)

We define two Schwartz functions on X−,
′

p . Let φ′1,p be the characteristic function of Z2
p ⊂ Q2

p. Let

φ′2,p(x)= p−2tg(ξ †
1 )ξ

†
1(−pt x1) if x = (x1, x2) for x1 ∈ p−t Z×p , x2 ∈ p−t Zp, and is zero otherwise. xmesn

Definition 6.38. We summarize our definitions at the p-adic place. Recall we defined fsieg,D,p and
f ′sieg,D,p as in (6-5) and (6-7). The definition for f2,D,p is given in (6-12) below.

We defined 8D,p as in (6-9) and defined 8′′D,p as in (6-11). We also define φ1,p = δ
′′

ψ(φ
′

1,p) and
φ2,p = δ

−,′′

ψ (φ′2,p). It is easily checked that

δ
′,−1
ψ,p (ωβ,λp(ϒ)(ωβ,λp(η)8D,p))= φ

′

1,p �φ
′

2,p.

(One compares these with later computations after Definition 8.4.)

For convenience of the reader we explain how this computation is done. We first take standard complex
basis t(e1, e2; e−1 , e−2 ) for the Hermitian space corresponding to U(ζ )×U(−ζ ). To save space we write e
for t(e1, e2) and similarly for e−. Then the embedding

U(ζ )×U(−ζ ) ↪→ U(2, 2)

is reflected by the change of basis(
e

e−

)
7→

t S
(

e
e−

)
=

(
12 −12

−ζ/2 −ζ/2

)(
e

e−

)
.

We further take symplectic basis according to the polarization via Op ' Zp×Zp. Then under this basis
the ϒ (as homomorphism of 8-dimensional symplectic spaces) is given by the matrix

12/2 −12/2
−12 12

12 12

12/2 12/2

 .
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Using (4-1), the matrix for the intertwining operator δ
′,−1
ψ,p is

12 12

−12 12

12/2 12/2
12/2 −12/2

=


12

12

12

−12




12 12

−1/2 1/2
1/2 1/2

−12 12

 .
We get the composed map is given by the matrix

12

12

12

−12


and thus the formula.

6I. Pullback formulas again. In this section, we prove the local pullback formulas for U(2)×U(2) ↪→
U(2, 2) which will be used to decompose the restriction to U(2)×U(2) of the Siegel–Eisenstein series
associated to the character τ/λ on U(2, 2) showing up in the Fourier–Jacobi expansion of Esieg on U(3, 3).
Fortunately, the local calculations are the same as in the previous sections for f ′sieg and F ′ϕ’s except for
the case v = p.

p-adic case. We temporarily denote the p-component of an automorphic representation πh of some weight
two cuspidal ordinary eigenform h on U(2)(Qp) as π(χ1, χ2) with vp(χ1(p))=−1

2 and vp(χ2(p))= 1
2 .

We also temporarily write τ for τ/λ in this subsection. We let τp = (τ1, τ2) and require χ1τ
−1
2 and

χ2τ
−1
2 ξ

†
2 are unramified. We let ϕ = ϕss

∈ πh,p for ϕss
= πp

((
pt

1))
ϕord for some nearly ordinary vector

ϕord. Define

f2,D,p(g) := g(τ ′p)
−2c2(τ

′

p,−zκ/2)−1 p−tg(ξ †
2 )

∑
b∈p−t Z×p /Zp

ξ
†
2(bpt)ρ

((
1 Ab

1

))
f ′t (gϒ

′). (6-12)

It is hard to evaluate the integral directly. So we use the trick of using the functional equation as in
[Skinner and Urban 2014, Proposition 11.13] (which is also used in [Wan 2015a]). We first evaluate the
integral for the auxiliary f †

2,p

Fϕ( f †
2,p; z, g) :=

∫
U(2)(Qp)

f †
2,p(z, S−1α(g1, g)S)τ (det g)πh(g1)ϕ dg1

at

g = w =


1

1
1

−1


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where ϕ ∈ πh,p and

f †
2,p(g) := p−tg(ξ †

2 )
∑

b

ξ
†
2(bpt)ρ

((
1 Ab

1

))
f †(gϒ), f̃ †

sieg,p ∈ I2(τ
c).

The f2,p and f †
2,p are related by the intertwining operator, as used in the proof of Lemma 6.32. For

A ∈ U(2)(Qp)' GL2(Qp) note that

S−1 diag(A, 1)
(

1 Ab

1

)
=

(
−1 −A
−A

)(
1

−Ab− A−1 1

)
w.

So in order for this to be in supp f † we must have A−1
+ Ab ∈ M2(Zp). So A−1 can be written as( 1

n 1

)(
v

u )( 1
m 1

)
for v ∈ Zp\{0}, u ∈ −b+Zp and m, n ∈ pt Zp. Thus

A =
(

1 m
1

)(
v−1

u−1

)(
1

1

)(
1
n 1

)
.

A direct computation gives the integral equals

χ2(−1)χ1χ2(pt)pt (z+1)τ c((−pt ,−1))
∞∑

i=1

(χ1(p−1)τ c((p−1, 1))p−z−1/2)iφord

= pt (z+1)τ c((−pt ,−1))L p
(
π, τ, z+ 1

2

)
χ1χ2(pt)χ2(−1).

The π in the L-factor means the base change of π from U(2) to GL2. Note that it is not convergent at
z =−zκ and is defined by analytic continuation at that point.

Now we apply the functional equation trick to evaluate the pullback integral for f2,D,p, similar to the
proof of Lemma 6.32. As in [Skinner and Urban 2014, Proposition 11.28] the local constant showing up
when applying the intertwining operator at z =−zκ is

ε
(
π, τ,−zκ + 1

2

)
= g(τ 1χ1)τ1χ1(pt)g(τ 1χ2)τ1χ2(pt)g(τ 2χ2)τ2χ

−1
2 (pt)p3κ/2−6.

To sum up our original local integral for f2,p equals

L p
(
πh, τ

c, zκ + 1
2

)
g(τ 1χ1)τ1χ1(pt)g(τ 1χ2)τ1χ2(pt)p(2κ−5)tχ1(pt)pt/2ϕord.

Note that 〈ϕ̃ord, ϕss
〉 = 〈φ̃ord, ϕlow〉 ·χ1(pt)pt/2 where we define ϕlow=πp

((
1

1))
ϕord. Thus if we replace

ϕss by ϕlow in the definition for pullback integral then it equals

L p
(
πh, τ

c, zκ + 1
2

)
g(τ 1χ1)τ1χ1(pt)g(τ 1χ2)τ1χ2(pt)p(2κ−5)tϕord.

Noting again that later when we are defining Esieg,2 the τ here should be τ/λ.
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6J. Global Computations.

6J1. Good Siegel–Eisenstein series.

Definition 6.39. As for Klingen–Eisenstein series case, throughout this paper, we fix the tame level
subgroup K (3,3) of U(3, 3)(Ap∞), under which our Esieg,D is invariant. We can do so by simply taking
it to be the set of matrices congruent to 1 modulo the (yy)2 at each finite place not dividing p for the
y defined above. We define the p-component of the level group for Esieg,D at p to consist of elements
congruent to 1 modulo p2t .

We also fix a tame level subgroup K (2,0) of U(2, 0)(Ap∞) consisting of matrices congruent to 1 modulo
the (yy)2 above at each finite place away from p.

We first define two normalization factors as in [Wan 2015a, Subsection 5.3.1]

BD : =

(
(−2)−3(2π i)3κ(2/π)3∏2

j=0(κ − j − 1)!

)−1 2∏
i=0

L6(2zκ + 3− i, τ ′χ i
K),

B ′D : =
(
(−2)−2(2π i)2κ(2/π)∏1

j=0(κ − j − 1)!

)−1 1∏
i=0

L6(2zκ + 2− i, τ ′χ i
K).

Here recall zκ = (κ − 3)/2 and z′κ = (κ − 2)/2.

Definition 6.40. We define
Esieg,D(z, g)= Esieg(z, fsieg, g)

on GU(3, 3) for fsieg,p = fsieg,D = BD
∏
v fsieg,D,v and

E ′sieg,D(z, g)= E ′sieg(z, f ′sieg,D, g)

on GU(2, 2) for f ′sieg = B ′D
∏
v f ′sieg,v . (Note that compared to [Wan 2015a], the normalization factors at

p here are already included in our definitions of p-adic Siegel sections.) We also define

E�
sieg,D(g)= E(z, f �sieg,D, g)

where f �sieg,D is the same as fsieg,D at all primes not dividing p and is f �sieg,D,p at p.

6J2. Pullbacks. For some g1 ∈ U(2)(AQ) (which we specify in Definition 8.20) we define EKling,D by

EKling,D(z, g)=
1
�2κ
∞

∫
[U(2)]

Esieg,D(z, γ (g, hg′)ϒ)τ(det g′)π(g1)ϕD(g′) dg′. (6-13)

Define

ϕ′D(z, g)=
1
�2κ
∞

∫
[U(2)]

E ′sieg,D(z, γ (g, hg′)ϒ ′)τ (det g′)π(g1)ϕD(g′) dg′. (6-14)

Here we use the local components of a Klingen–Eisenstein data D in the construction. The period factor
showing up comes from the geometric pullback map (see [Hsieh 2014a, Section 2.8, Subsection 5.6.5]).
In fact comparing the definition for the geometric pullback map and the pullback formula for automorphic
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forms, in order to get rational automorphic forms on U(2)×U(2) or U(3, 1)×U(2) via pullbacks, such
CM periods have to be divided out. The ϕD is defined as follows. First, recall that given a CM character
ψ and a form on D× whose central character is ψ |A×

Q
we can produce a form on U(2) whose central

character is the restriction of ψ . So we often construct forms on D× and get forms on U(2) this way. In
Section 8C we construct a Dirichlet character ϑ .

Definition 6.41. We define fϑ as in the end of Section 8D, and an element g1 in Definition 8.20. Our ϕ
is defined as π(g1) fϑ .

Proposition 6.42. The EKling,D(zκ ,−) defined above is the Klingen–Eisenstein series constructed using
the Klingen section FKling,D =

∏
v FKling,D,v for FKling,D,v the Klingen–Eisenstein sections defined in

previous subsections. We also have that

ϕ′D(z
′

κ ,−)=
∏
v

F ′ϕv ( f ′sieg,v, z′κ , 1).

Note that we have used π(g1)ϕD in the place of ϕD in (5-1), and there is a normalization factor appearing
in the p-adic Klingen section here.

Proof. It is a straightforward consequence of Shimura’s pullback formula, and our local pullback
computations in previous sections. �

We record the following easy lemma, which explains the motivation for the definition of f6: to pick
up a certain Iwahori-invariant vector from the unramified representation πv for v ∈6\{v, v | N }.

Lemma 6.43. Consider the model for the unramified principal series representation

π(χ1,v, χ2,v)=

{
f : Kv→ C, f (qk)= χ1,v(a)χ2,v(d)δB(q) f (k), q =

(
a b

d

)
∈ B(Zv)

}
.

Let fur be the constant function 1 on Kv, f0 be the function supported and takes value 1 on K1 for
K1 =

{(a
c

b
d

)
,$v | c

}
. Then

(χ2,v($v)q−1/2
v −χ1($v)q1/2

v ) f0 = π

((
1

$v

))
fur−χ1,v($v)q1/2

v fur.

Fourier–Jacobi coefficients.

Proposition 6.44. The Fourier–Jacobi coefficient for β = 1 is given by

FJ1(Esieg,D)(zκ , diag(u, 12, u, 12)n′ j(1, g))

=

∑
n∈Zp/pt Zp

Esieg,2

(
zκ , f2,D, g′γ

(
1,
(

1
n 1

)
p

))
×28D

(
u, n′g′γ

(
1,
(

1
n 1

)
p

))

for n′ ∈ N2 (N2 defined in Section 4G), g ∈U(2, 2)(AQ), g′ =
( 12
−12

)
g
( 12
−12

)
, and u ∈U(1)(AQ). Here

f2,D =
∏
v f2,D,v and 8D =

∏
v 8D,v are given in Definitions 6.12, 6.19, 6.23 and 6.36. The Esieg,2 is

considered as a function on U(2, 2)(AQ).
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Proof. This follows from our computations for local Fourier–Jacobi coefficients and Lemma 6.6. �

So far we have used the embedding

j(1, g)=


1

Dg Cg

1
Bg Ag


for g =

( A
C

B
D

)
, to keep accordance with the convention of [Skinner and Urban 2014] and [Wan 2015a]. In

our actual applications later on we will use another embedding α′′ as below. Now that we have

FJ1(E�
sieg,D, zκ , g, x, u)= Esieg,2(zκ , f2,D, g′)28D(u, g′),

we consider another embedding

j ′′(1, g)=


1

Ag Bg

1
Cg Dg

 .
(The g′ is as defined in Proposition 6.44). Let 8′′D = ωβ(η)8D and f ′′2,D = ρ(η) f2,D and we let FJ′′β be
defined as FJβ but replacing j by j ′′. By observing that Esieg,D,2 and 2 are automorphic forms and thus
invariant under left multiplication by η−1, we get

FJ′′β(E
�
sieg,D, zκ , diag(u, 12, u, 12)n′ j ′′(1, g))= Esieg,D,2(zκ , f ′′2,D, g)28′′D(u, n′g). (6-15)

Definition 6.45. Let
∏
v - p Uv be the intersection of g−1K (3,1)g (the K (3,1) is defined in Definition 6.39)

with U(2, 0)(Ap∞), and Up consists of matrices in U(2, 0)(Zp) which are upper triangular modulo the
pt in Section 6H. The L is defined to be the intersection of K2 (the quotient of NP(Q) over the center of
it) with the image of (K (3,1)

×U(3, 1)(Zp))∩ NP(A f ). Define φ1 =
∏
v φ1,v and θ?D = θφ1 as an element

in the C-dual space of

H 0(Z◦
[g],L(β))⊗C' T Hol

A (β, L ,U f )

as in the end of Section 4I for m = 1, U f ⊆ U(2)(A f ) an open compact subgroup defined as K (2,0)
×

GL2(Zp). The L ⊂K⊕2 being the ideal generated by (yy)2. (These level groups are fixed throughout the
family).

We will usually write Esieg,D,2 for Esieg,D,2(zκ , f ′′2,D, g) for short.

Lemma 6.46. Suppose δ−1
ψ (8′′

∞
)= φ1,∞�φ2,∞, and for each v <∞

φ2,v(x)=
∫

Xv
δ−1
ψ (8′′v)(x

′, x)φ1,v(x ′) dx ′. (6-16)

Then

l ′θ?D(γ
−1(28′′D))(h)= θφ2(h). (6-17)
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Here we consider γ−1(28′′D) as a function on (NU(2))×U(2) ↪→ U(3, 1)×U(2) and apply l ′
θ?D

to it on
the NU(2) part.

Proof. We write δ−1
ψ 8′′ for each finite place v as a finite sum of expressions of the form φ′1,i,v �φ2,i,v

and let φ′1,i =
∏
v -∞ φ

′

1,v ×φ1,∞ and φ2,i =
∏
v -∞ φ2,i,v ×φ2,∞. We have a finite sum

28′′D(vh1, h2)=

r∑
i=1

θφ′1,i (vh1)θφ2,i (h2)

and that the function

Ti (h) :=
∫
[V ]
θφ′1,i (vh)θ?D(vh) dv

is a constant function by Lemma 4.8. Then the expression
∑r

i=1 Ti · θφ2,i is clearly equal to θφ2 by (4-3)
and (4-5). �

Corollary 6.47. We have

l ′θ?D

(
FJ1

(∏
v

∑
i

ρ(diag(uv,i , 12, uv,i ))
)

EKling,D

)
(g)

=

〈
1

�2κ−2
∞

∑
n∈Zp/pt Zp

Esieg,D,2

(
α

(
g,−

(
1
n 1

)
p

))
·

1
�∞

θ2,D

(
−

(
1
n 1

)
p

)
, ϕD(−)

〉
where θ?D and θ2,D are the theta functions on U (−ζ )(AQ) defined using the Schwartz functions φ1 =∏
v φ1,v and φ2 =

∏
v φ2,v for φ1,v and φ2,v’s defined as before (Definitions 6.12, 6.38, 4.1 and the

corresponding definition for ramified places). Note that the φ2 is defined using φ1, which explains the
dependence of the right hand side on φ1. The inner product is over the group 1× U(2) ↪→ U(3, 3).
Moreover, suppose ϕp ∈ πp is chosen such that ϕp is the ordinary vector, then the above expression is

1

�2κ−1
∞

〈Esieg,D,2(α(g,−)) · θ2,D(−), ϕD(−)〉.

Proof. It follows from the Proposition 6.44, Lemma 6.46, noting that the pairing l ′
θ?D

is essentially applied
to the 28 factor on the right hand side of Proposition 6.44 (recall also the meaning for intertwining maps
defined in Section 4G). The last sentence follows from describing the pairing between πp and π∨p . �

7. p-adic interpolation

7A. Congruence module and the canonical period. We now discuss the theory of congruences of
modular forms on GL2 /Q, following [Skinner and Urban 2014, Section 12.2]. Let R be a finite
discrete valuation ring extension of Zp and ε a finite order character of Ẑ× whose p-component has
conductor dividing p. Let Mord

κ (Mpr , ε; R) be the space of ordinary modular forms on GL2 /Q with
level N = Mpr , character ε and coefficient R. Let Sord

κ (Mpr , ε; R) be the subspace of cusp forms.
Let Tord

κ (N , ε; R) (Tord,0
κ (Mpr , ε; R)) be the R-subalgebra of EndR(Mord

κ (Mpr , ε; R)) (respectively,
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EndR(Sord
κ (Mpr , ε; R))) generated by the Hecke operators Tv (these are Hecke operators defined using

the double cosets 01(N )v
(
$v

1

)
01(N )v for the v’s) for all v. Let any f ∈ Sord

κ (N , ε; R) be an ordinary
eigenform. Then we have an 1 f ∈ Tord,0

κ (N , ε; R)⊗R FR = T′κ× FR the projection onto the second factor.
Let m f be the maximal ideal of the Hecke algebra corresponding to f . The Tord,0(M, ε; R)∩ (0⊗ FR)

is free of rank one over R. We let ` f be a generator and so ` f = η f 1 f for some η f ∈ R. This η f is called
the congruence number of f .

Now let I be as in the introduction. Suppose f ∈Mord(M, ε; I) is an ordinary I-adic cuspidal eigenform.
Then as above Tord,0(M, ε; I)⊗ FI ' T′× FI, FI being the fraction field of I where projection onto the
second factor gives the eigenvalues for the actions on f . Again let 1f be the idempotent corresponding to
projection onto the second factor. Then for a g ∈ Sord(M, ε; I)⊗I FI, 1f g = c f for some c ∈ FI. In the
case when the localized Hecke algebra Tord,0(M, ε; R)m f is a Gorenstein I-algebra (which is indeed the
case under assumptions (dist) and (irred)), Tord,0(M, ε; I)∩ (0⊗ FI) is a rank one I-module. Under the
Gorenstein property for T f , we can define ` f and η f .

Definition 7.1. From now on, we will define D to be the unique quaternion algebra ramified exactly at
∞ and the q in our main theorems in the introduction. We choose the group U(2) with D× being its
associated quaternion algebra. It is clear that this is possible.

We also make the following definition for p-adic families of forms on D×.

Definition 7.2. For any complete local OL [[W ]]-algebra R (need not be finite over OL [[W ]]) we define
the space of R-adic families on G = D× with level group K D ⊂ D×(A f ) which is GL2(Zp) at p to be
the space of continuous functions

f : D×(Q)\D×f (A)/K (p)
D → R

such that

f
(

x
(

a b
0 d

))
= f (x)〈d〉Wχ(d)

for a, d ∈ Z×p , b ∈ Zp, where χ is a fixed character of Z×p trivial on 1+ pZp, 〈d〉W ∈OL [[W ]] 'OL [[0Q]]

is the image of d under the local reciprocity law. Here we make an identification of W with recp(1+ p)
which is a topological generator of 0Q. We also equip GL2(Zp)⊂ D×(A f ) with the topology as a p-adic
Lie group. We write

M(SG(K
(p)
D ), R)

for the space of all such forms.
One can define Hecke operators T` at primes ` where K is GL2(Z`), and the Up operator defined by

Up f (g)=
∑

n∈Zp/pZp

f
(

g
(

1 n
1

)
p

(
p

1

)
p

)
.

We make similar definitions for R-adic families on the definite unitary group G = U(2) of some prime
to p level group K (p), which we denote as M(SG(K (p)), R). It is also possible to add one more variable
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allowing twisting by characters (so that the nebentypus will be a character of diag(a, d) instead of just d)
as follows. Let 3U(2) =32,0 = Zp[[T1, T2]]. Let Mord(K (2,0),32,0) be the space of 32,0-adic ordinary
modular forms on U(2, 0), consisting of functions

f : U(2, 0)\U(2, 0)(AQ)/K (2,0)U(2, 0)∞→32,0

such that

f
(

g
(

a
d

))
= f (g) · 〈a〉T1〈d〉T2, a, d ∈ Z×p .

For later use in Section 7D, we will also define a space M̆ord(K (2,0),32,0) be the space of3-adic ordinary
modular forms consisting of functions f : U(2, 0)\U(2, 0)(AQ)/K (2,0)U(2, 0)∞→32,0 such that

f
(

g
(

a
d

))
= f (g) · 〈d〉−1

T1
〈a〉−1

T2
.

The ordinary family f on D×. Let f be a Hida family of ordinary cuspidal eigenforms new outside p as
in Theorem 1.1. Suppose Tm f is Gorenstein. Thus we have the integral projector ` f . We construct from
it a Hida family of ordinary forms on D×(AQ), also denoted as f . We refer to [Hida 1988, Sections 2
and 3] for the definition and theory of ordinary forms on quaternion algebras. By our assumption in
Theorem 1.1 and our choice for D, we may choose f0 a form on D×(AQ) which is in the Jacquet–
Langlands correspondence of f in GL2(AQ) with values in OL and f0 is not divisible by πL (the
uniformizer of the maximal ideal of OL ). Under the assumption of Theorem 1.1, we do the following we
first take an ordinary Hida family g such that ` f g is nonzero. Note that I is a Dedekind domain. So we
can divide ` f g by an element in I such that the quotient (which we still denote as f to save notations) is
integral (i.e., I-valued) and there is no nontrivial common divisor for the values of f .

7B. Eisenstein datum.

Definition 7.3. An Eisenstein datum D = (6, L , I, f , ψ, τ) consists of:

• A finite set of primes 6 containing all bad primes.

• A finite extension L/Qp.

• A finite normal OL [[W ]]-algebra I.

• An I-adic Hida family f of cuspidal ordinary eigenforms on D× new outside p, of square-free tame
conductor N such that some weight 2 specialization f0 has trivial character.

• Two L-valued Hecke characters ψ and τ of K×\A×K whose p-part conductors divide p, and whose
infinity types are (0, 0) and

(
−
κ
2 ,

κ
2

)
, respectively, such that ψ |A×

Q
is equal to the central character

of π f0 . Let ξ = ψ/τ . We define p-adic deformations ψ, τ of them in (7-1).

Note that for any arithmetic point, the specialization Dφ of D gives an Eisenstein datum in the sense of
Definition 5.4. Now we need to modify our I. By taking an irreducible component of the normalization of
a series of quadratic extensions of I we may assume that for each v ∈6 not dividing N , we can find two
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functions αv, βv ∈ I interpolating the Satake parameters of πv . This enables us to do the constructions in
the global computations in Lemma 6.43 in families. We still denote I for the new ring for simplicity. At
the end of this paper, we will see how to deduce the main conjecture for the original I from that for the
new I.

Let Îur
K := Îur

[[0K]] (see Introduction for the notion of Îur). We define α : OL [[0K]] → Îur
[[0−K]] and

β :OL [[0K]] → Îur
[[0K]] by

α(γ+)= (1+W )1/2, α(γ−)= γ−, β(γ+)= γ+, β(γ−)= γ−.

We let
ψ = ψ ·α ◦9K, ξ = (β ◦9K) · ξ, τ = ψ/ξ . (7-1)

Define ψφ := φ ◦ψ and ξφ = φ ◦ ξ . Let 3D = Îur
[[0K]][[0

−

K]]. We give 3D a 32-algebra structure by
first defining a homomorphism 02 = (1+ pZp)

4
→ 0K×0K given by

(a, b, c, d)→ recK(db, a−1c−1)× recK(d−1, c)

and then compose with α⊗β.
We remark here that only the subring Îur

[[0K]] of 3D really matters; the 0−K variable corresponds to
twisting everything by the same character and does not affect the p-adic L-functions and the Selmer
groups.

Definition 7.4. A point φ ∈ Spec3D is called arithmetic if φ(1+W ), φ(γ ), φ(γ−) for γ ∈ 0K and
γ− ∈ 0−K are all p-power roots of unity. We call it generic if the p-part of ( fφ, ψφ, τφ) is generic in the
sense defined in Definition 6.30. Note that whether φ is generic only depends on its image in Spec32. It
also only depends on the subring Îur

[[0K]]. So it makes sense to talk about generic points on these weight
spaces as well. We let XD be the set of arithmetic points and X gen

D be the set of generic arithmetic points.
Later when we are working with families, it is easily seen that these points are Zariski dense due to the
fact that p ≥ 5 (in fact this is the only place where we used the fact p ≥ 5).

Let us write down the weight map j0 : 32,0 → 3D for the family (which we still denote as f ∈
Mord(K (2,0),32,0)⊗ j0 3D) on U(2, 0) constructed from the Hida family f and the character ψ . In fact

j0(1+ T1)= ψ
−1
2 (1+ p), j0(1+ T2)= χ fψ2|Z×p (1+ p).

Here χ f is the central character of f , and we write ψ2 for the restriction of ψ to K×v0
'Q×p .

7C. Siegel–Eisenstein measure.

Proposition 7.5. There are 32-adic formal Fourier expansions ED,sieg and E′D,sieg such that

ED,sieg,φ = Esieg,Dφ

(∏
v

fsieg,v, zκ ,−
)
, E′D,sieg,φ = E ′sieg,Dφ

(∏
v

f ′sieg,v, z′κ ,−
)

in terms of formal Fourier expansions. Here the datum Dφ = ( fφ, ξφ, ψφ) is the specialization of D at φ.
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Proof. It is a special case of [Wan 2015a, Lemma 5.7] and follows from our computations of the local
Fourier coefficients for the Siegel–Eisenstein series. Recall τ =ψ/ξ and write τφ for the localization of τ
at an arithmetic point φ. On the other hand, we have families of characters ξ †

1 and ξ †
2 of Z×p interpolating

the restriction of characters ξ †
φ,1 and ξ †

φ,2 to Z×p . It follows from our computations in Section 6 for local
Fourier coefficients and [Skinner and Urban 2014, Lemma 11.2], that we can form the β-th Fourier
coefficient of

E D,sieg( fsieg; zκ , g)

at diag(y, ty) for y ∈ GL3(AK, f ) is given by∏
`∈6,`- p

D−3/2
` τ (det y`)|det y`y`|

−κ/2
` e`

(
β22+β33

y`y`

)
×

∏
`- p

τ ′`(detβ)×
∏
`6∈6

h`,ty`βy`(τ
′(`)`−κ)× (detβ|detβ|p)κ−3

× ξ
†
1(β21)ξ

†
2

×

(
β21β32−β22β31

β21

)
· char(Zp, β11) char(Zp, β12) char(Zp, β13) char(Zp, β23) char(Zp, β33)

if detβ > 0 and β21 and det
(
β21
β31

β22
β32

)
are both in Z×p , and is equal to 0 otherwise. Here, char(Zp, x) is the

characteristic function for Zp for the variable x . That the Fourier coefficient is zero if detβ ≤ 0 follows
from our computations in Lemma 6.8. Note the definition of 8

ξ
†
φ

in Definition 6.33 for the part in the
third row involving the p-adic place. This whole expression is clearly interpolated by an element in the
Iwasawa algebra. The case for

E ′D,sieg( f ′sieg; z, g)

is similar.
Now we can obtain the Siegel–Eisenstein measure from the abstract Kummer congruence as detailed

in [Hsieh 2011, Lemma 3.15]. From the mod p q-expansion principle and that all Fourier coefficients
above are interpolated by elements in the Iwasawa algebra, we see that ED,sieg and E′D,sieg indeed give
a measure with values in the space of p-adic automorphic forms on GU(3, 3) (see also [Hsieh 2011,
Theorem 3.16]). �

This formal Fourier expansion gives a measure on 0K × Zp with values in the space of p-adic
automorphic forms on GU(3, 3), which we denote as ED,sieg and E ′D,sieg, respectively.

7D. Interpolating Petersson inner products. In this subsection we make an additional construction of
pairing Hida families on definite unitary groups following [Hsieh 2017], which is crucial for our later
construction.

Definition 7.6. For a neat tame level group K ⊂ U(2)(Ap∞) we use the notation BK 〈−,−〉 to denote
the 3U(2)-pairing

BK :Mord(K ,3U(2))×M̆ord(K ,3U(2))→3U(2)
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such that for any f ∈Mord(K ,3U(2)), g ∈ M̆ord(K ,3U(2)) and φ ∈ Spec3U(2)(Cp) a weight two point,
for any n we define

BK ,n〈g, f 〉 :=
∑

[xi ]∈U(2)(Q)\U(2)/KU0(pn)

U−n
p f (xi )g

(
xi

(
1

pn

))
(mod (1+ T1)

pn
− 1, (1+ T2)

pn
− 1).

Then one checks
BK ,n+1 ≡ BK ,n (mod (1+ T1)

pn
− 1, (1+ T2)

pn
− 1).

We define
BK 〈g, f 〉 = lim

n
BK ,n〈g, f 〉.

By definition we have

φ(BK 〈g, f 〉)=
∑

[xi ]∈U(2)(Q)\U(2)/KU0(pn)

U−n
p fφ(xi )gφ

(
xi

(
1

pn

))
and hence

φ(BK 〈g, f 〉)= vol(KU0(pn))−1
∫
[U(2)]

U−n
p fφ(h)gφ

(
h
(

1
pn

))
dh

= vol(KU0(pn))−1
∫
[U(2)]

fφ
(

h
(

1
1

)
p

)
gφ(h) dh

if φ corresponds to an ordinary form whose p-part conductor is pn . In the following we will fix the tame
level group K (2,0) as defined before, and will sometimes suppress the subscript K in BK .

7E. p-adic L-functions. We have the following proposition for p-adic L-functions. Recall 6 is a finite
set of primes containing all bad primes.

Proposition 7.7. Notations are as before. There is an element L6f ,ξ,K in Îur
[[0K]], and a p-integral element

C6
f ,ξ,K ∈Q×p such that for any generic arithmetic point φ of conductor pt , we have

φ

(L6f ,ξ,K
�2κ

p

)

=C6
f ,ξ,K

2πip(κ−3)tξ 2
1,pχ

−1
1,pχ

−1
2,p(p

−t)g(ξv0χ
−1
1,p)g(ξv0χ

−1
2,p)L

6
(
K, π fφ , χφξφ,

κ
2−

1
2

)
(κ−1)!(κ−2)!

�2κ
∞

. (7-2)

Here χ1,p, χ2,p is such that the unitary representation π fφ ' π(χ1,p, χ2,p) with valp(χ1,p(p)) = − 1
2 ,

val(χ2,p(p)) = 1
2 . We remark that the fraction on the right hand side is an algebraic number, by the

definition of the periods. Moreover, by making different choices for the Néron differential of the CM
elliptic curve, the �∞ and �p are changed by multiplying by the same nonzero algebraic number. Let the
local ε-factor at p for a ramified character λ of Q×p with conductor c be defined by

εp(λ, s)=
∫

c−1Z×p

λ−1(a)|a|−s
p ep(Tr a) da. (7-3)
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Note 1−(κ−1)/2= (3−κ)/2. The above interpolation formula can be written in terms of local ε-factors
by

φ

(L6f ,ξ,K
�2κ

p

)
= C6

f ,ξ,K
2π iεp

( 3
2 −

κ
2 , ξ
−1
v0
χ1,p

)
εp
( 3

2 −
κ
2 , ξ
−1
v0
χ2,p

)
L6
(
K, π fφ , χφξφ,

κ
2 −

1
2

)
(κ − 1)!(κ − 2)!

�2κ
∞

. (7-4)

Proof. Suppose we are under the assumption of Theorem 1.1. Take g0 to be a point on the Igusa scheme
for GU(2) defined over Ôur

L such that f (g0) is nonzero in Îur and take a h0 ∈ GU(2)(AQ) such that
µ(g0)= µ(h0). It is noted in [Hsieh 2014a, Section 2.8] that

IGU(2)(K n
1 )(Ô

ur
L )= GU(2)(Q)+\GU(2)(A f )/K n

1 .

In the following we write F̂ for the p-adic modular form associated to a form F . We define L6f ,ξ,K such
that

L6f ,ξ,K = B〈eU(2)
ord Ê′D,sieg(Ag0,−)τ ◦ det(−), π(h0) f 〉/ f (g0)

where A is the quintuple associated to g0, and we regard Ê′D,sieg(−,−) as a measure of forms on
IU(2,0)(K (2,0))× IU(2)(K (2,0)) under the embedding i as in (3-2). The eU(2)

ord means applying the ordinary
projector to the U(2)-factor. Therefore for any generic arithmetic point φ of conductor pt ,

Vol(K∞)−1 fφ(g0)
−1

∑
B∈IU(2)(K (2,0)K0(pt ))

Ê ′Dφ ,sieg(Ag0, B)τφ ◦ det(B)×π(h0) f̂φ(B).

The B〈 · , · 〉 is in terms of Definition 7.6. Let the character τ = ψ/ξ . The function τ (det g2) means the
function taking value τ (det g2) at the point (g1, g2) in the above set. The integration is in the sense of
Section 7C with respect to the level group h−1

0 (KD ∩ (1×GU(2)(A f ))h0 (in fact by pullback we get
a measure of forms on the h0-Igusa schemes, see the last part of Section 3E). This L6f ,ξ,K satisfies the
proposition (by Lemmas 6.7, 6.15, 6.20, 6.32).

This construction only implies the p-adic L-function is in Îur
[[0K]] ⊗ Frac(I). To see the integrality,

we take different choices for g0 and note that by our choices for f , its values have no nontrivial common
divisors in I.

If we are under assumption of Theorem 1.2 then we just pick up a g0 such that f has nonzero
specialization at g0. Note that the period factors �2κ

∞
and �2κ

p come from the pullback as discussed in
[Hsieh 2014a, Section 2.8, Subsection 5.6.5]. �

Definition 7.8. Now we define Hida’s p-adic L-function LHida
f ,ξ,K ∈ 3D. As in the main theorems we

assume the ξ has split conductor.
We consider the Hida family of ordinary C M eigenforms gξ associated to ξ

(
for simplicity we consider

here ordinary forms by twisting the adelic nearly ordinary form corresponding to ξφ’s by the unique
Dirichlet character of p-power conductor, which makes it an ordinary form, i.e., being invariant under
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the right action of
(

Z×p
1

))
. For our purpose we further twist the automorphic representation of gξ by a

choice of a fixed finite order Dirichlet character χ tw
gξ , unramified outside the prime to p places where ξ is

ramified, such that at each bad prime ` 6= p, the resulting automorphic representation at ` is minimal in
the sense of [Hida and Tilouine 1993, Section 7] (namely it is principal series induced from two characters
in which at least one is unramified). The reason is to ensure that we can compare the Petersson inner
product of gφ’s with certain Katz p-adic L-functions without different Euler factors. (Alternatively we
can also multiply the ξ by χ tw

gξ ◦Nm and construct the primitive ordinary Hida family associated to this
product character ξ ′ = ξ ·χ tw

gξ ◦Nm.) We denote the resulting primitive Hida family as gξ ′ . Note that

ξξ−c
= ξ ′ξ ′−c.

We consider the p-adic L-function D constructed in [Hida 1991, Theorem I] choosing f there to be
the gξ ′ and gρ there to be the ordinary eigenforms of our f , twisted by the Dirichlet character χ tw

gξ above.
Instead of the CM period �∞, the period factor in Hida’s construction is the Petersson period (see

[loc. cit., Theorem I, Lemma 5.3(vi)])

W ′(gφ)−1
〈
gφ, gφ|κ+1

(
−1

Ngφ

)〉
ηgφ (p

−tφ ),

where gφ is a specialization of gξ of weight κ + 1, Ngφ is the conductor of gφ , the ptφ is the p-part of
its conductor, the p-component of the automorphic representation associated to the unitarization of gφ
(in the sense of [loc. cit., Introduction]) is π(ηgφ , η

′
gφ ) with ordp ηgφ (p) < ordp η

′
gφ (p). Note that the

S(P)−1 and the Gauss sum in the denominator of the second row of the definition of W (P, Q) in [loc. cit.,
Theorem I] are included as part of the period (see Lemma 5.3(vi) of [loc. cit.]). The above expression
equals (by [Hida and Tilouine 1993, Theorem 7.1, (8.8b)] and [Hida 1991, Lemma 5.3(vi)])

〈gφ, gφ〉 · η′gφη
−1
gφ (p

tφ )g(η′−1
gφ ηgφ ) · p

−tφ = L(ad, gφ, 1)η′gφη
−1
gφ (p

tφ )g(η′−1
gφ ηgφ )κ!2

−2κ−1π−κ−2

where the L(ad,−) is in the sense of [Hida and Tilouine 1993, Section 7]. By our assumption on that ξ
has split conductor, we see that the 1(1) in [loc. cit., (0.7a)] equals 1. So

L(ad, gφ, 1)= L(1, χK)L(ξφξ−c
φ , 1).

On the other hand, there is a Katz p-adic L-function (see [loc. cit., (8.2)] for this Katz measure, we remove
the factor Im(δ)κ−1 there since it is a unit Iwasawa element and has no effect to us.) LKatz

K,ξ ∈ Ô
ur
L [[0K]]

interpolating the values

η′gφη
−1
gφ (p

tφ )
πκ−1κ!L(ξφξ−c

φ , 1) · g(η′−1
gφ ηgφ )

(2i)2κ�2κ
∞

�2κ
p

Let ClK be the class number of K. By class number formula

L(1, χK)
π

= ClK ·D
−1/2
K .
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We multiply Hida’s p-adic L-function D by 2i2κ ClK D−1/2
K ·LKatz

K,ξ , and further divide it by the first row in
the definition of W (P, Q) of [Hida 1991, Theorem I]. Note that this last factor is a unit Iwasawa element.
We denote this result as LHida

f ,ξ,K. One checks readily the interpolation formula for it is

φ

(LHida
f ,ξ,K

�2κ
p

)
=

2π iεp
( 3

2 −
κ
2 , ξ
−1
v0
χ1,p

)
εp
( 3

2 −
κ
2 , ξ
−1
v0
χ2,p

)
L
(
K, π fφ , χφξφ,

κ
2 −

1
2

)
(κ − 1)!(κ − 2)!

�2κ
∞

.

(7-5)
(Recall we have divided out the product of prime to p root numbers in loc.cit. which are p-units and
moves p-adic analytically.) If ξ is such that gξ satisfies the (dist) and (irred) in the introduction, then the
local Hecke algebra for gξ is Gorenstein. By the main conjecture proved in [Hida and Tilouine 1993;
1994; Hida 2006] (see [Hida 2006, Theorem and page 468, (F)], the ClK ·LKatz

K,ξ generates the congruence
module for g and our LHida

f ,ξ,K is integral (i.e., in 3D)). We explain here the weight map parametrizing the
Hida family g with coefficient ring OL [[0

−

K]]. Let K− be the anticyclotomic Zp extension of K and Kur

be the maximal subextension of K−/K unramified everywhere. Let pa be the index of Kur/K and 0−,′K
be the corresponding subgroup of 0−K . Then local class field theory gives an isomorphism

σv0 : (1+ pZp)
×
' 0

−,′
K .

Write OL [[W ]] for the weight algebra of the Hida family g, then the weight map is

OL [[W ]] 'OL [[0
−,′
K ]] ↪→OL [[0

−

K]],

where the first map is determined by

(1+W ) 7→ (1+ p)−1σv0(1+ p),

and the last term is a finite free module over the second term.

Given a finite set of primes 6 we can define the 6-primitive Hida p-adic L-function L6,Hida
f ,K,ξ by

removing local Euler factors at 6. Obviously, it is just multiplying LHida
f ,K,ξ by a finite number of nonzero

elements in I[[0K]]. Note that Hida proved the interpolation formula for general arithmetic points. We
may compare (7-2) and (7-5). If we write L6f0,ξ,K for the specialization of L6f ,ξ,K to Ôur

L [[0K]] at f0, then
we get the interpolation formula

φ

(L6f0,ξ,K

�2κ
p

)
= C6

f ,ξ,K
2π iεp

( 3
2 −

κ
2 , ξ
−1
v0
χ1,p

)
εp
( 3

2 −
κ
2 , ξ
−1
v0
χ2,p

)
L6
(
K, π f0, ξφ,

κ
2 −

1
2

)
(κ − 1)!(κ − 2)!

�2κ
∞

. (7-6)

for ξφ’s of conductor (pt , pt) at p.

Anticyclotomic µ-invariants. Now assume we are under assumption of Theorem 1.1 in the introduction.
We define φ0 to be the Qp-point in Spec I[[0K]] sending γ± to 1 and such that φ0|Îur correspond to f0.
Our assumptions on ξ and κ ensure that our p-adic families pass through this point. (This is not an
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arithmetic point in Definition 7.3, however it still interpolates the algebraic part of the special L-value
by [Hida 1991].) Consider the one-dimensional subspace of Spec Îur

[[0K]] of anticyclotomic twists by
characters of order and conductor powers of p that passes through φ0. We look at the ratio between
the specialization of Hida’s p-adic L-function LHida

f ,ξ,K to this subspace and the anticyclotomic p-adic
L-function considered by [Hsieh 2014c] (note that the local sign assumptions there are satisfied). We
explain the fudge factors: recall the S(P)−1 and the Gauss sum in the denominator of the definition of
W (P, Q) of [Hida 1991, Theorem I] are already included in the period studied above. Also the first row
of the definition of W (P, Q) are also divided out in our definition for LHida

f ,ξ,K. The remaining factors are:
the C(π, λ) and F in [Hsieh 2014c] which is a fixed p-adic unit, and the powers of Im(δ) and 2 which
are unit Iwasawa elements. So by result proved in [loc. cit.] the anticyclotomic p-adic L-function has
µ-invariant 0. Thus it is easy to see that any height one prime P of Îur

[[0K]] containing LHida
f ,K,ξ can not be

the pullback of a height 1 prime of Îur
[[0+K]]. Therefore for any height 1 prime containing LHida

f ,K,ξ ,

ordP(LHida
f ,K,ξ )= ordP(L f ,ξ,K)

and ordP(Lχ f ξ )= 0. The L f ,ξ,K is obtained by putting back the Euler factors at primes in 6 on L6f ,ξ,K.
(There might be factors coming from Euler factors at nonsplit primes contributing to the anticyclotomic
µ-invariant of the 6-primitive p-adic L-functions, however. We will explain how to treat those factors
when proving our main theorem.)

7F. p-adic Eisenstein series.

Proposition 7.9. There is a Îur
[[0K]]-adic formal Fourier–Jacobi expansion

ED,Kling ∈Mord(K ,3D)

such that for each generic arithmetic point φ ∈ Spec Îur
[[0K]], the specialization ED,Kling,φ is the Fourier–

Jacobi expansion of the nearly ordinary Klingen–Eisenstein series EKling,Dφ we constructed in (6-13)
using the Eisenstein datum at φ. Moreover, recall the fundamental exact sequence in Theorem 3.6 and the
Siegel operator 8̂h

[g] there, then the constant term 8̂
w′3
[g](EKling,D)’s are divisible by L6f ,ξ,K.L

6
χξ ′ , where

L6χξ ′ is the element in I[[0+K]] which is the Dirichlet p-adic L-function interpolating the algebraic part of
the special values L6(χφξ ′φ, κφ − 2).

Proof. Our construction is more similar to [Hsieh 2011, Theorem 4.4] than to [Skinner and Urban 2014,
Theorem 12.11]. Recall Definition 3.7 the notion of Îur

[[0K]]-adic Fourier–Jacobi expansion. It is a
special case of [Wan 2015a, Theorem 1.1(3)]. In our cases, the local choices are slightly different but
the arguments are the same, which we give below. For a [g] we take a basis (θ ′1,β, . . . , θ

′

mβ ,β
) of the

OL -dual space of H 0(Z◦
[g],L(β)) consisting of theta functions. Write (θ ′′1,β, . . . , θ

′′

mβ ,β
) for the dual basis.

Suppose θ is one of the θ ′i s. For any g ∈ GU(2)(AQ)⊂ GU(3, 1)(AQ) we take h ∈ GU(2)(AQ) such that
µ(g)= µ(h). Recall we have denoted the β-Fourier–Jacobi coefficient ah

[g](β, F) for forms on GU(3, 1).
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We write ah
[g],θ (β, F) for the pairing of it with θ . We define

a1
[g],θ (β, ED,Kling)= BK (2,0)〈eU(2)

ord a1
[g],θ (β, ÊD,sieg(−,−))τ ◦ det(−), π(h) f 〉 (7-7)

As before the eU(2)
ord means applying the ordinary projector for the U(2) factor. We regard ÊD,sieg(−,−) as

evaluated on (A, B)∈ IU(3,1)(K (3,1))× IU(2)(K (2,0)) under the embedding (3-2). The τ (det−) is regarded
as a function for the U(2) factor. In view of the algebraic embedding of Igusa schemes, the pullback of the
Siegel–Eisenstein measure gives a measure with values in the space of p-adic automorphic forms on the
group {g, h ∈ GU(3, 1)⊗GU(2), det g = det h}. Fix the g, applying the β-th Fourier–Jacobi coefficient
operator to the GU(3, 1)-factor and take the θ-component we get a Îur

[[0K]]-valued family of forms on
(the lower) GU(2) in the sense of Definition 7.2, which is the integrand of (7-7). Then we form the pairing
〈 · , · 〉 of (7-7) in the sense of Section 7D with respect to the level group h−1(KD ∩ (1×GU(2)(A f ))h
(In fact, by pullback, we get a measure of forms on the h-Igusa schemes.) We obtain the family of
Fourier–Jacobi expansions. It is clear from the construction that this interpolates the Fourier–Jacobi
expansions of the ordinary Klingen–Eisenstein series we constructed at arithmetic points (see (6-13)). We
get the Fourier–Jacobi expansion at g as in Definition 3.7

ED,Kling(g)=
∑
β

a1
[g](β, E D,Kling)qβ

where

a1
[g](β, ED,Kling)=

∑
i

a1
[g],θ ′i,β

(β, ED,Kling)⊗ θ
′′

i,β

with θ ′′i,β ∈ H 0(Z◦
[g],L(β)). At a generic arithmetic point φ of conductor pt we have

a1
[g],θ (β, EDφ ,Kling)=

∑
B∈IU(2)(K (2,0)K0(pt ))

a1
[g],θ (β, ÊDφ ,sieg(−, B)) · τφ ◦ det(B)×π(h)ϕφ(B)〉.

Next we explain the assertion on constant terms. The constant terms is simply interpolating the β-th
Fourier–Jacobi coefficient for β = 0 (i.e., the Siegel operator 8P,g(EKling,D,φ)). Let’s consider the case
when gv’s are in the support of FKling,v for v - p, and gp = ω

′

3. We claim that

8
w′3
[g](EKling,D)= C DL6f ,ξ,K ·L

6

ξξ ′
f

for C D being the product of the constants in the local pullback sections at primes outside p. It is a fixed
nonzero number throughout the family.

To see the claim, specializing to an arithmetic point φ, this is simply the constant term computation in
Section 5E for R being the Klingen parabolic subgroup P . This constant term is given by Lemma 5.14. On
the other hand, from the Archimedean computation in [Wan 2015a, Corollary 5.11] we see the contribution
A(ρ, f, z)−z is actually 0 in our case. So we only need to work out the pullback Klingen–Eisenstein
section. Now it is an easy consequence of our computations in Section 6 of local pullback integrals
(Lemmas 6.7, 6.15, 6.20, 6.32), together with the normalization factors in Section 6J. �
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It follows that the formal Fourier–Jacobi expansion ED,Kling comes from a family in Mord(K p,3D),
which we still denote as ED,Kling. (In fact, Theorem 3.8 is still true after replacing A= I[[0K]] by Îur

[[0K]].)

8. p-adic properties of Fourier–Jacobi coefficients

Notation. To avoid confusion in this section, we use z∈Spec I[[0K]](Qp) instead of φ to denote arithmetic
points on the weight space. The φ will usually denote Schwartz functions in theta correspondences. Such
convention is only valid in this section.

The purpose of this section is to prove Proposition 8.29.

8A. Preliminaries.
Some local representation theories. (Noncompact case) Let v be a nonsplit prime where U(2)(Qv) '

U(1, 1)(Qv). Then D×v ' GL2(Qv). For some irreducible admissible representation πU(2)v of U(2)v
we can find an irreducible representation πGU(2)v of GU(2)v such that πU(2)v is a summand of πGU(2)v

restricting to U(2)v (note here the superscripts do not mean invariant subspaces). Thus we have

πGU(2)v |U(2)v = π
U(2)v ⊕ απU(2)v or πU(2)v

for irreducible representations πU(2)(Qv) of U(2)(Qv). Here α is some element such that Nm(α) 6∈
Nm(Kv/Qv). The α means the representation composed with the automorphism given by conjugation
by α. Also the restriction of πGU(2)v to D×v is clearly irreducible.

(Compact Case) If D×v modulo center is compact, then we let α be some element such that Nm(α) 6∈
Nm(Kv/Qv). For πU(2)v we similarly have πGU(2)v , πD×v . These can all be considered as finite-dimensional
representations of finite groups. The πGU(2)v = πD×v as vector spaces and πGU(2)v |U(2)v = π

U(2)v or
πU(2)v ⊕ απU(2)v .

In both cases, we write ια for the isomorphism between πU(2)v and απU(2)v given by right action by α
(as vector spaces, the group actions may differ by a conjugation however.)

Forms on D× and U(2). We first define D̆× ⊂ D×(AQ) as the index 2 subgroup consisting of elements
whose reduced norms are in Q×Nm(A×K) and let D̆×(Qv) be the set of elements whose determinants are
in Nm(K×v ). Suppose ϕ is a form on U(2)(Q)\U(2)(AQ), χ is a Hecke character of K×\A×K . Suppose
the central action of U(1)(Zp) on ϕ is given by χ |U(1)(Zp), we can define a form ϕD �χ on D×(AQ) as
follows. We first define ϕ′χ on U(2)(AQ) as

ϕ′χ (g) :=
∫
[U (1)]

ϕ(gt)χ−1(t) dt.

We now define a form on D×(AQ). Recall that the image of reduced norm map from D×(Q) consists of
all positive elements Q+ in Q× [Weil 1974, page 206]. Note that

A
×,+
Q

/Q+Nm(A×K)→ A×
Q
/Q×Nm(A×K)
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is an isomorphism, where A+
Q

is the set of ideles with positive Archimedean component, which is also
the image of the reduced norm map from D×(AQ). Thus for g ∈ D̆×, write g = bag′, b ∈ D×(Q),
a ∈ A×K, g′ ∈ U(2)(AQ), define

ϕD �χ(g)= ϕχ (g)χ(a).

Note that this is well defined since Q× ∩Nm(A×K/A
×

Q
) = Nm(K×/Q×). For g outside D̆× we define

ϕD �χ(g)= 0. When χ is clear from the context we simply drop the subscript χ .

Lemma 8.1. Let πξ be the irreducible automorphic representation of GL2 /Q associated to a CM
character ξ of K×\A×K . If ϕξ is in an irreducible automorphic representation of U(2) whose restriction to
SU(2) is in the restriction of the automorphic representation of D×(AQ) corresponding to πξ under the
Jacquet–Langlands correspondence, then ϕD

ξ � ξ itself is in πξ .

Proof. Clearly the ϕD
ξ and πξ have the same Hecke eigenvalues at split v’s. Note that the set of primes of

K sitting over split primes of K/Q has Dirichlet density one. Write ϕD
ξ as a sum of forms in irreducible

automorphic representations. Then for any such automorphic representation πi , the corresponding Galois
representation ρπi satisfies

ρπi |GK ' ξ ⊕ ξ
c.

This implies each πi is isomorphic to πξ . �

We relate the integrals over [U(2)] to that over a subset of [Q×\D×](AQ). It is elementary to check
that there is a constant C D

U(2) depending only on the groups D× and U(2) such that if χ = 1 then∫
[U(2)]

ϕU(2)(g) dg = C D
U(2)

∫
D×(Q)A×

Q
\D̆×(AQ)

ϕD �χ(g) dg. (8-1)

Here, we normalize the Haar measure so that the measure U(1)\[U(2)] = 1 and the measure of [D×]
modulo center is also 1.

8B. Constructing auxiliary families of theta functions.
Convention. From now on, we usually do the computations at a generic arithmetic point z∈Spec3D(Qp).
We usually write bold symbols for p-adic families constructed (e.g., h), and write their specializations
using nonbold symbols (e.g., hz for specializations of h).

In this section we fix finite order CM characters η and η′ of K×\A×K . This notation is only used in this
subsection so as not to confuse with our use of η in previous sections.

Before continuing, we need to introduce some more families of characters. Let 0v0 ' Zp be the
quotient of 0K corresponding to the maximal subextension of K∞ unramified outside v0. Define 0v0

similarly. We need to further enlarge our parameter space. We write uv0 and uv0 for topological generators
of Gal(K∞/Kv0) and Gal(K∞/Kv0) respectively. Let Kur be the maximal (finite) everywhere unramified
subextension of K∞/K. Then uv0 and uv0 generates 0′K := Gal(K∞/Kur). We define an abstract group
0′′K := (Zp/pa)uv0 ⊕ (Zp/pa)uv0 with pa

= ]Gal(Kur/K). Then we have

0′K ⊆ 0K ⊆ 0
′′

K
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with each containment of index pa . We consider the natural projection 0′K→ Zpuv0 , which extends
canonically to a surjection 0K→ (Zp/pa)uv0 ⊆ 0

′′
K. Recall we have defined a 3D-adic character ξ . Let

3′′D := 3D ⊗Zp[[0K]] Zp[[0
′′
K]]. This is an enlarged parameter space. Then we can define a 3′′D-valued

character ξ 2 as the composition of ξ with the surjection 0K→ (Zp/pa)uv0 ⊆ 0
′′
K above. It is easy to see

that at any arithmetic point z the specialization of ξ 2 is unramified at v0, and its restriction at O×v0
is the

same as that for ξ z. Using the same construction, we can define a 3′′D-valued character η be such that
the specialization to φ0 (φ0 is defined in Section 7E) is η defined before and the specialization to each
arithmetic point z satisfies (η)z,p|(Z×p ,Z×p ) = (1, ξ

†
z,v0
|Z×p
) (recall the definition for ξ †

1 in Section 6H, the
triple there is the p-component of the specialization ( fz, ψz, τz) here).

Similarly starting with the character η′ before we can define another family of characters of K×\A×K with
values in the enlarged I (taking tensor product of the original I with some degree pa extension of OL [[W ]]
and take a reduced irreducible component and normalization) upon appropriate choice of identification
of Zp[[W ]] with Zp[[uv0]], such that at any arithmetic point z the specialization is unramified at v0 and
is equal to χ f,zτz,v0ψ

−1
z,v0

when restricting to O×v0
' Z×p . Then we can define a 3′′D-adic character η′′

such that its specialization to φ0 is η′, and that (η′′)z,v0 |Z×p
= χ f,zτz,v0ψ

−1
z,v0
|Z×p

, (η′′)z,v0 |Z×p
= 1. Moreover

there is a character χ of K×\A×K which factors through 0K (again we use class field theory), such that
χ z,v0
|Z×p
= χ−1

f,zψz,v0 |Z×p
and χ z,v0

|Z×p
= χ−1

f,zψz,v0 |Z×p
. Define η′ := η′′ ·χ .

Note that we have enlarged our parameter space. At the end of Section 9 we will first prove the main
theorems for this enlarged Iwasawa algebra and then go back to prove it for the original one.

Rallis inner product formula.

U(1, 1)(ωλ2)x
U(1)(ωλ2)×U(1)(ωλ2)

U(2)(ωλ)×U(2)(ωλ)x
U(2)(ωλ2)

Recall we fixed a splitting character λ of K×\A×K of infinity type
(
−

1
2 ,

1
2

)
such that its restriction to A×

Q

is χK/Q. We use the background for dual reductive pair, splitting characters and theta correspondences in
[Harris et al. 1996, Sections 1–3] freely. We consider the seesaw pair above. The U(2) above is for the
Hermitian matrix

( s
1

)
and the U(1)’s are for the skew-Hermitian matrices δ and −δ. The embedding

U(1)×U(1) ↪→ U(1, 1) is given by the i defined in the proof of Lemma 6.26. The splitting characters
used are indicated in the brackets beside the groups. We want to consider the component of theta
correspondence such that the first U(1) on the lower left corner acts by λ2ηz and the second U(1) acts by
η−1
z . We consider a theta function on U(2, 2) by some Schwartz function φ such that φ = δψ(φ3 �φ2)

for some φ3 and φ2 (recall the notion of intertwining operators in Section 4G. We consider∫
[U(2)]

∫
[U(1)]×[U(1)]

θφ(u1, u2, g)λ−2η−1
z (u1)ηz(u2)λ(det g) du1du2dg. (8-2)

The splitting characters are consequences of [Harris et al. 1996, Lemma A.7] and the discussion on
“reflection principle” right after it. Here the λ(det g) shows up due to the splitting ωλ2 on U(2) since in
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the Siegel–Weil formula [Ichino 2007], the splitting character on U(2) is the trivial character. Thus the
restriction of the theta kernel to U(1, 1)×U(2) is λ(det g) times the restriction to it of the theta kernel
appearing in the Siegel–Weil formula of [Ichino 2007]. So this is exactly the same formula considered in
[Harris et al. 2005, Section 6].

On one hand, one can check that this is nothing but the inner product of the theta liftings θφ3,λ(ληz)

and θφ2,λ(λ
−1η−1

z ) · (λ ◦ det) (by writing θφ,λ we take the splitting character for U(1) to be trivial and for
U(2) to be λ. We need to notice the different choices of splitting characters). On the other hand, if we
change the order of integration using the Siegel–Weil formula for U(1, 1)×U(2) as proved by Ichino
[2007], this equals ∫

[U(1)]×[U(1)]
E
(

fδψ (φ),
1
2 , i(u1, u2)

)
λ−2η−1

z (u1)ηz(u2) du1du2 (8-3)

Here i is defined right before Lemma 6.27 and fδψ (φ) is the Siegel section defined by

fδψ (φ)(g) := ωλ2( j (g))δψ(φ)(0), g ∈ U(1, 1)

where j is defined in the proof of Lemma 6.26. Thus we reduced the Petersson inner product of theta
liftings to the pullback formula of the Siegel–Eisenstein series on U(1, 1).

Functorial properties of theta liftings. For any Hecke character χ of U(1) (in application χ(z∞)= z±1
∞

for z∞ ∈ U(R)), we describe the L-packet of theta correspondence θλ(χ) (possibly zero) of χ to U(2)
where λ is a Hecke character of A×K such that λ|A×

Q
= ωK/Q. We pick a Hecke character χ̆ such that

χ̆ |U(1)(AQ) = χ
−1. In our application the automorphic representation of θχ is supercuspidal at all primes

where D is compact modulo center. So we have the Jacquet–Langlands correspondence πχ̆ on D× of
the automorphic representation of GL2 /Q generated by the CM form θχ̆ corresponding to χ̆ . We form
an automorphic representation in the way we introduced before: πχ̆ � χ̆λ of GU(2). Then by looking
at the local L-packets (see [Harris et al. 1996, Section 7]) θλ(χ) is a subspace of the restriction of this
representation to U(2). (This restriction is not necessarily irreducible.) The representations at split primes
are irreducible. Therefore, we still have not specified the automorphic representation on U(2).)

Constructing families of theta liftings. Let v be a prime inert or ramified in K. Thanks to the recent
work [Gan and Takeda 2016], we know that the Howe duality conjecture is true for any characteristic.
Recall as in Definition 4.4, consider the theta lifting from U(1) to U(2) at v (the U(2)(Qv) might be
U(1, 1)(Qv) or compact). Write S(Xv, η−1

z,v) for the summand of S(Xv) such that U(1) acts by η−1
z,v .

Given a Schwartz function φv on ⊗w 6=vS(Xw) we consider the map S(Xv, η−1
z,v)→ πθηz (the πθηz is the

automorphic representation of U(2) by Howe duality corresponding to η−1
z ) by ιv :φv→2φv⊗φv (η

−1
z ). By

the Howe duality conjecture, we know that there is a maximal proper subrepresentation Vv of S(Xv, η−1
z,v)

such that S(Xv, η−1
z,v)/Vv is irreducible and isomorphic to the local theta correspondence πθ,z,v of η−1

z,v by
the local and global compatibility of theta lifting (see [Prasad 1993, Theorem 8.5]). Suppose there is some
φv so that ιv(φv) 6= 0 (a finite sum of pure tensors in πθηz ). We consider the representation of U(2)(Qv)

on πθηz (U(2)(Qv))(ιv(φv)). This is a subrepresentation of a direct sum of finite number of πθηz ,v’s. The ιv
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gives a homomorphism of representations of U(2)(Qv) from S(Xv) to π(U(2)(Qv))(ι(φv)) ↪→⊕πθηz ,v.
Note that the automorphism group of the representation πθηz ,v consists of scalar multiplications. Thus it
is easy to see that the kernel of the above embedding is exactly Vv and we have the following lemma:

Lemma 8.2. Fix the φv as above. Let vφv be the image of φv in πθηz ,v under the Howe duality isomorphism
to S(Xv, η−1

z,v)/Vv. Then ιv(φv) ∈ πθηz can be written as a finite sum of pure tensors of the form

vφv ⊗

(∑
i

∏
w 6=v

φw,i

)
for φw,i ∈ πθηz ,w.

We define the weight map j1 :32,0→3′′D is given by

(1+ T1) 7→ 1, (1+ T2) 7→ τ−1
v0
ψv0
|Z×p
(1+ p)

where we write τ 2 for the restriction of τ to K×v0
'Q×p , and similarly to ψ2.

Proposition 8.3. Suppose η is such that for each nonsplit prime v ∈6, η|U(1)(Qv) equals the χθ,v defined
in Section 6G; for each split prime v - p in 6 with v = ww, we have ηw is unramified and ηw is the
χθ,v defined in Section 6G. We can construct a family θ = θ−η,φ2

∈Mord(K (2,0),32,0)⊗ j1 3
′′

D whose
specialization to z ∈ Spec3′′D of conductor pt equals

θz(g) :=
hK∑
i=1

∑
n∈Zp/pt Zp

ηz(ŭi )
−1

�pθ2,Dz

(
g
(

1 0
n 1

)
p

ŭi

)
�∞

,

where the subscript φ2 stands for the Schwartz functions φ2,z we define in the proof below, the θ2,Dz is
the one appearing in Corollary 6.47 with the D being the specialization Dz of D. The superscript − is
to indicate that the theta function is constructed through pullback under the map 1×U(2) ↪→ U(2, 2).
(Later on we will constructed theta functions via pullback under the map U(2)× 1 ↪→ U(2, 2), which we
use a superscript + to indicate).

Proof. For an eigenform θ such constructed we sometimes write πθ for the automorphic representation of
U(2) of θ . First, we give the choices for the Schwartz function φ for the construction using the embedding
1×U(2) ↪→ U(2, 2).

Local computations. In the following we define some Schwartz function. The φ2,z,v’s depend on the
arithmetic point z (in fact only varying at the p-adic place), while the φ3,v are fixed throughout the family
and we thus suppress the subscript z.

Case 0. At finite places outside 6 we choose the obvious spherical kernel functions.

Case 1. If v = ∞, we let φv,z = ωλ
((
−12

12
)
g0
)
8∞. Recall that 8∞ = e−2π Tr(〈x,x〉1) and g0 =

diag(s1/2d1/4/
√

2, d1/4/
√

2, (s1/2d1/4/
√

2)−1, (d1/4/
√

2)−1). Let φ3,v =
1
2(sd)1/4e−2π

√
d(sx2

11+x2
12) and

φ2,v,z =
1
2(sd)1/4e−2π

√
d(sx2

21+x2
22). By our computation in Section 6.5 we have δψ(φ3,v �φ2,v,z)= φv,z.
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Case 2. If v ∈ S is split and v - p we recall that we have two different polarizations W = Xv⊕Yv= X ′v⊕Y ′v
where the first one is globally defined which we use to define theta function and the second is defined
using Kv ≡Qv×Qv which is more convenient for computing the actions of level groups. We have defined
intertwining operators δ′′ψ between S(Xv) and S(X ′v) intertwining the corresponding Weil representations.
Consider the theta correspondence of U(1) to U(2) on S(Xv) and S(X−v ). We write Xv 3 x ′3,v= (x

′′

3,v, x ′′′3,v)

and X
′
−
v 3 x ′2,v = (x

′′

2,v, x ′′′2,v). We define

φ′3,v(x
′′

3,v, x ′′′3,v)=

{
(ληz)

−1
v (x

′′

3,v) x ′′3,v ∈ Z×v , x ′′′3,v ∈ Zv,

0 otherwise.

where $ tv
v is the conductor of ηz,v and

φ′2,z,v(x
′′

2,v, x ′′′2,v)=

{
(ληz)v(x ′′2,v) x ′′2,v ∈ Z×v , x ′′′2,v ∈ Zv,

0 otherwise.

We define φv,z ∈ S(Wd) by φv,z = δ′ψ(φ
′

3,z,v � φ
′

2,z,v) and define φ2,z,v = δ
−,′′

ψ (φ′2,z,v), φ3,v = δ
′′

ψ(φ
′

3,v).
Then if fv ∈ Iv(λ2) is the Siegel section corresponding to φv,z in the Rallis inner product formula, we
have

f (i(1, u2))= 〈φ3,v, ω(u2, 1)φ2,z,v〉

by the formula for the intertwining operator. This is zero unless u2 ∈ Z×v (U(1)(Qv)'Q×v ) and equals
λ2ηz(u2) for those u2’s. To sum up, for such v the local integral in the Rallis inner product formula is a
nonzero constant (qv − 1/qv)2. We modify the definitions for φ2,z,v and φ3,v by multiplying them by an
element c′v in Z×p to make the resulting φv,z integral. Note that our definition for the Schwartz functions
φ2,z,v , φ3,v and thus φv,z are independent of the choice of z. Let cv = (c′v)

2(qv − 1/qv)2. Later when we
are moving things p-adically, this constant is not going to change.

Case 3. For v ∈ S ramified or inert such that U(2)(Qv) is not compact. In this case U(1)(Qv) is a compact
abelian group. We let φ2,z,v be the Schwartz function φ2,v on S(X−v ) constructed in Section 6G, with
the Eisenstein datum D = Dz. Let φ3,v be a p-integral valued Schwartz function on S(Xv) such that
(φ3,v, φ2,z,v)=

∫
Xv'X−v

φ3,v(x)φ2,z,v(x) dx 6=0 and that the action of U(1)(Qv) via the Weil representation
is given by a certain character. (It is easy to see that this character is λ2

vηz,v , thus the action of the center
of U(2)(Qv) via U(2)× 1 is given by η−1

z,v .) We define φv,z = δψ(φ3,v �φ2,z,v) ∈ S(Wd
v ). We note that at

all arithmetic points z, the character ηz,v as a representation of U(1)(Qv) since the character is changed
by an unramified character and the group U(1)(Qv) is compact. We further multiply the φ3,v and φ2,z,v

by an element c′v of Z×p to make them and the resulting φz,v integral. Let

cv = (c′v)
2 Vol(U(1)(Qv))(φ3,v, φ2,z,v)=

∫
Xv'X−v

φ3,v(x)φ2,z,v(x) dx

The φ3,v and φ2,z,v, and therefore the cv and φv,z are fixed throughout the family.

Case 4. For v such that U(2)(Qv) is compact. Note that the local representation πθηz ,v is finite-dimensional
with some level group Kv . Again let φw,z,v be the Schwartz function φ2,v defined in Section 6G with the
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Eisenstein datum being D = Dz. We write v1 for the image of φ2,z,v in πθz,v under the Howe duality. We
fix an U(2)(Qv)/Kv-invariant measure of πθz,v and extend v1 to {v1, . . . , vdv } an orthonormal basis of
πθz,v . Let (ṽ1, . . .) be the dual basis. Let φ3,v be a p-integral valued Schwartz function on S(Xv) pairing
nontrivially with φ2,z,v , such that the action of U(1)(Qv) via the Weil representation is given by a certain
character. (As before this character is λ2

vηz,v, thus the action of the center of U(2)(Qv) via U(2)× 1 is
given by η−1

z,v .) We require also that the image of φ3 in the representation of U(2)(Qv) (which is the dual
of πθz,v) is ṽ1. We define φv,z = δψ(φ3,v�φ2,z,v) ∈ S(Wd

v ). We further multiply the φ3,v and φ2,z,v by an
element c′v of Z×p to make them and the resulting φv,z integral. Define cv = (c′v)

2.

Case 5. We write ηz,p for ηz|Q×p . For v = p, Wp = X ′p⊕ Y ′p, we write elements

x ′p = (x
′

p,1, x ′p,2) ∈ X ′p, y′p = (y
′

p,1, y′p,2) ∈ Y ′p.

We define φp,z(x ′p, y′p)= ηz,p(y
′

p,1) if y′p,1 ∈Z×p and x ′p,1, x ′p,2, y′p,2 ∈Zp and φp,z(x ′p, y′p)= 0 otherwise.

Definition 8.4. For later interpolation we define a3′′D valued function φ p(x
′
p, y′p)= ηp(y

′

p,1) if y′p,1 ∈Z×p

and x ′p,1, x ′p,2, y′p,2 ∈ Zp and φ p(x
′
p, y′p)= 0 otherwise.

We also write x ′3,p = (x
′′

3,p, x ′′′3,p) ∈ X ′p, x ′2,p = (x
′′

2,p, x ′′′2,p) ∈ X
′
−
p (note that we use x ′2,p to distinguish

from x ′p,2 above). A straightforward computation gives

δ
′,−1
ψ,p (ωλ(ϒ)(φp,z))(x ′3,p, x ′2,p)=

g(ηz,p)

pt η−1
z,p(−x ′′2,p pt)

if x ′′2,p ∈ p−t Z×p and x ′′3,p, x ′′′3,p, x ′′′2,p ∈ Zp, and equals 0 otherwise. We write φ′3,p to be the characteristic

function of Z2
p on X ′p and define φ′2,z,p(x

′

2,p)=
g(ηz,p)

pt η−1
z,p(−x ′′2,p pt) if x ′′2,p ∈ p−t Z×p and x ′′′2,p ∈ Zp, and

is 0 otherwise. We define φ3,p and φ2,z,p as the images of φ′3,p and φ′2,z,p under δ−1
ψ,p ◦ δ

′

ψ,p. We note that
the φ2,z,p here is not the φ2,p constructed in Section 6. In fact

φ2,z,p =
∑

n∈Zp/pt Zp

ωλ

((
1 0
n 1

)
p

)
φ2,p.

This can be seen by comparing the 8′′p in Section 6 with the φp,z here. This is exactly where the∑
n∈Zp/pt Zp

ωλ
(( 1

n
0
1

)
p

)
appears in the statement of the proposition.

Global case.

Definition 8.5. Let φz =
∏
v φv,z with φv defined in Case 0 through Case 5 before. We define a 3′′D-adic

formal q-expansion 2 on U(2, 2) interpolating our theta kernel functions on U(2, 2)∑
x∈K2

∏
v - p∞

φv(x)×φ p(x)e
2π i tr(tx Z x).

(The φ p is defined in Definition 8.4 and note the φv’s are the φv,z’s, which are fixed throughout the family
for v - p∞, justifying suppressing the subscript z.)
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This is easily seen using Lemma 6.13 and the computations in [Skinner and Urban 2014, Section 10.3].
(We note that the φ∞,z here is 81,∞ right translated by g0. On the other hand, our distinguished point i is
chosen as ζ ∈ X2,2. Note also that the φ2,z,v and φ3,v are independent of z for v - p.) As in the pullback
formula for Siegel–Eisenstein family under U(2)×U(2) ↪→U(2, 2), the 2(−ϒ) also pulls back to p-adic
analytic family of forms on U(2)×U(2). The following lemma is immediate from our computations
from Case 0 to Case 5.

Lemma 8.6. The pullback of the specialization2z to U(2)×U(2) is in fact θφ3 �θφ2,z for φ2,z=
∏
v φ2,z,v

and φ3 =
∏
v φ3,v. (We omit the subscript z for φ3 since it is fixed along the family by definition.)

It follows easily using the Rallis inner product formula (see Proposition 8.9 and its proof, note the
arithmetic specialization of the Katz p-adic L-function there is nonzero) and our choices for the Schwartz
functions that for some uaux ∈ U(2)(AQ), θφ3(uaux) 6= 0. Thus (θφ3(uaux)�p/�∞) · (θφ2,z�p/�∞) is
a 3′′D-adic family of forms on 1 × U(2) ↪→ U(2, 2). Now we take a representative (ŭ1, . . . ŭhK) of
U(1)(Q)U1(R)\U(1)(AQ)/U(1)(Ẑ) considered as elements of the center of U(2).

Definition 8.7. Write cθ := (θφ3(uaux)�p/�∞). We denote θ = θ−η,φ2
∈Mord(K (2,0),32,0)⊗ j1 3

′′

D for
the 3′′D-adic family constructed by

θ(g)=
hK∑
i=1

η(ŭ j )
−1ωλ−1(ŭ j )

�2
p2(uaux, g)

�2
∞

λ(det g).

Its specialization to z is

θz(g) := cθ ·
�p

�∞

hK∑
i=1

ηz(ŭ j )
−1ωλ−1(ŭ j )(θφ2,z · λ)(g). (8-4)

The property required by the proposition follows from comparing our choices of theta kernel function
with the (local and global) computations for θ2 in Section 6. �

We can do the same thing to construct a 3′′D-adic family of forms on U(2)× 1 ↪→ U(2, 2). This time
we define φ such that for v 6= p the local components are as before. If v = p recall that Wp = X ′p⊕ Y ′p.
If x ′p = (x ′p,1, x ′p,2) and y′p = (y′p,1, y′p,2) we define φz,p(x ′p, y′p) = χθ,z,p(x ′1,p) for x ′1,p ∈ Z×p and
x ′2,p, y′1,p, y′2,p ∈ Zp and φz,p(x ′p, y′p)= 0 otherwise. Direct computation by plugging in the intertwining

operator gives, if we write x ′1,p = (x
′′

1,p, x ′′′1,p) and x ′2,p = (x
′′

2,p, x ′′′2,p), then δ
′,−1
ψ,p (ωλ(ϒ)φz,p)(x

′

1,p, x ′2,p)=
χθ,z,p(x ′′1,p) if x ′′1,p ∈ Z×p and x ′′1,p, x ′′2,p, x ′′′2,p ∈ Zp, and equals 0 otherwise. We also get new φ2,z and φ3,z

in this case from the φv’s defined here.
As before we move χθ,z p-adically. This time our θφ2 is fixed and nonzero at some point u′aux∈U(2)(AQ)

and θφ3,z is moving p-adic analytically. We write cθ̃3
= θφ2(u

′
aux) ·�p/�∞. Thus (θφ2(u

′
aux)�

2
p/�

2
∞
)θφ3,z

is a 3D-adic form on U(2)× 1⊂ U(2, 2).
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As before we define 2 as in Definition 8.5, and write

θ̃3(g)= θ+η,φ3
(g)=

�p

�∞

hK∑
i=1

ηθ (ŭ j )ωλ−1(ŭ j )
2(u′aux, g)�2

p

�2
∞

λ(det g).

The superscript + stands for the fact that the theta function is constructed via the pullback U(2)× 1 ↪→
U(2, 2). Its specialization θ̃3,z to z satisfies

θ̃3,z(g)= cθ̃3

�p

�∞

hK∑
i=1

θφ3,z(gŭi )ηz(ŭi ).

Definition 8.8. We define forms θD
z and θ̃D

3,z on D×(AQ) as θD
z � ηz and θ̃D

3,z � η3 respectively and
characters ηz and ηz, as at the beginning of Section 8A. Sometimes we drop the superscript D when it is
clear from the context. The key functorial property of it (and some other automorphic forms constructed)
is summarized in Section 8B1.

As before we let LKatz
λη be the Katz p-adic L-function interpolating the values

�2
p

L(λ2χθ,zχ
−c
θ,z , 1)

(λ2ηzη−c
z )2,pG(λ2ηzη−c

z )�2
∞

.

We now compute the Petersson inner product of θz and θ̃3,z at a generic arithmetic point z.

Proposition 8.9. We have

BK (0,2)(θ−η,φ2
, θ+η,φ3

)= cθ · cθ̃3

∏
v

cv ·LKatz
λη

for the cv in Case 2, Case 3 and Case 4 as before. Note that these are constants fixed throughout the
family.

Proof. We do the computation at a generic arithmetic point z, and apply (8-2) and ((8-2)2). By the
doubling method for U(1)×U(1) ↪→ U(1, 1) we are reduced to local pullback formulas.

We first construct the local theta kernels φv,z’s. At places outside p, the choices are the same as Case 0
through Case 4 above. At the p-adic place, we construct the Schwartz function in S(Wp)= S(X ′p⊕ Y ′p)
first and apply the intertwining operators δ−1

ψ . We write

x ′p = (x
′

p,1, x ′p,2) ∈ X ′p and y′p = (y
′

p,1, y′p,2) ∈ Y ′p.

We define φz,p(x p, yp)= ηz,p(x ′p,1, y′p,1) if x ′p,1, y′p,1 ∈ Z×p and x ′p,2, y′p,2 ∈ Zp, and equals 0 otherwise.
Now we compute the local pullback integrals.

• For the Archimedean place, this pullback integral is 1 as in [Wan 2015a, Section 4.1] (n = 1, and κ = 2
there).
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• For v - p, by our choices the corresponding local integrals are nonzero constants which are fixed along
the p-adic families (see the computations in Case 0 through Case 4 above). The product of such local
integrals is

∏
v cv.

• For v = p, as before we have φ3,z,v and φ2,z,v’s (this time both Schwartz functions depend on the
arithmetic point z!), and can compute that δ

′,−1
ψ (φz,p) = φ3,z,p × φ2,z,p ∈ S(X ′1,p) × S(X2,p′) where

φ3,z,p(x ′′1,p, x ′′′1,p)= ηz,p(x
′′

1,p) if x ′′1,p ∈ Zp, x ′′′1,p ∈ Zp and equals 0 otherwise,

φ2,z,p(x ′′2,p, x ′′′2,p)=
g(ηz,p)

pt η−1
z,p(x

′′

2,p)

if x ′′2,p ∈ p−t Z×p and x ′′′2,p ∈ Zp, and equals 0 otherwise. So these are exactly the theta functions whose
inner product we want to compute. Now we compute the Siegel section f ∈ I1(λ

2) on U(1, 1)(Qp).
From the form of the Schwartz functions, it is easy to see that the Siegel–Weil section fφz,p = f1,p f2,p

for f2,p ∈ I1(λ) to be the spherical function which takes value 1 on the identity and f1,p ∈ I1(λ) is the
Siegel–Weil section on U(1, 1) of U(1, 1)×U(1) for the Schwartz function φp ∈ S(Kp) which, with
respect to Kv ≡ Qv ×Qv, is φp(x1, x2) = ηz,p(x1 · x2) for x1, x2 ∈ Z×p , and φp(x1, x2) = 0 otherwise.
However, this section is nothing but the Siegel section f † we constructed in [Wan 2015a, Section 4] for
the one-dimensional unitary group case. Thus, the local integral is easily computed to be

g(ηz,p)

pt .λ−2
p ((p

−t , pt))ptλ2
p(p
−t , 1)= λ2

p((1, pt))g(ηz,p).

Recall the cθ and cθ̃3
we used in the construction of θ and θ̃3. To sum up, we obtain the proposition

from above computations. �

8B1. Constructing h. We repeat the above process to construct another family h from the family η′,
which will be used in computing the Fourier–Jacobi expansion as well. We put an assumption:

suppose for each nonsplit bad prime v such that U(2)(Qv) is compact, η|U(1)(Qv) = η
′
|U(1)(Qv).

Again we compute at a generic arithmetic point z ∈ Spec3′′D(Qp). First we construct forms h′z and h̃′3,z
using theta lifting in the same way as we constructed θz and θ̃z,3, except with η′′z in place of ηz and slightly
different theta kernels described as follows. (Therefore, in our application, the forms h′z’s are still CM
forms.) More precisely, we make the Schwartz functions as follows:

• In case 0 and case 1 (unramified and Archimedean cases) our Schwartz functions φv,z, φ2,z,v, φ3,v

are chosen by the same formula.

• In case 2 (split bad primes) the Schwartz functions φ′2,z,v and φ′3,v are chosen as before except replacing

ηz,v by η′z,v . We define φv,z = δ′ψ(φ
′

3,v�φ
′

2,z,v) and define φ2,z,v = δ
−,′′

ψ (φ′2,z,v), φ3,v = δ
′′

ψ(φ
′

3,v). We
further multiply the Schwartz functions by a (fixed) nonzero element in Zp to make the φ3,v , φ2,z,v ,
and φv,z are integral.

• In case 3 (nonsplit bad primes with U(2)(Qv) not compact). In this case we recall the local theta
correspondence from U(1) to U(1, 1) is always nonvanishing from any character of U(1)(Qv) since it
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is in the “stable range” (see [Kudla 1996, Propositions 4.3 and 4.5]). We take some Schwartz function
φ2,z,v and φ3,v with nonzero pairing so that they are eigenvectors under the action of U(1)(Qv), and
the eigenvalue for φ3,v is λ2

vη
′
z,v . (The existence is guaranteed by the previous “stable range” result.)

These Schwartz functions are fixed throughout the family. Define φv,z = δψ(φ3,v �φ2,z,v) ∈ S(Wd
v )

as before. We further multiply the Schwartz functions by a (fixed) nonzero element in Zp to make
the φ3,v, φ2,z,v, and φv,z are integral.

• In case 4 (nonsplit bad primes with U(2)(Qv) being compact) Recall we assumed η|U(1)(Qv) =

η′|U(1)(Qv). As discussed at the beginning of Section 8A, it is easy to see that the πh′z,v is either
π∨θηz ,v

⊗ ηz or απ∨θηz ,v ⊗ ηz. Under this identification we choose the local Schwartz function φ2,z,v

at v so that the image in πh′z,v is ṽ1 or ια(ṽ1) depending on whether π∨θηz ,v ⊗ ηz or απ∨θηz ,v ⊗ ηz
(notations as in Section 8A), and the Schwartz function φ3,v whose image is v1 or ια(v1). Define
φv,z = δψ(φ3,v �φ2,z,v) ∈ S(Wd

v ) as before. We further multiply the Schwartz functions by a (fixed)
nonzero element in Zp to make the φ3,v, φ2,z,v, and φv,z are integral.

• In case 5 (p-adic places) we choose φp,z, φ2,z,v and φ3,v as in case 5 before Definition 8.4 except
replacing ηz,p by η′′z,p.

Let H ′ be the family of theta functions on U(2, 2) defined as the 2 in Definition 8.5 as∑
x∈K2

∏
v - p∞

φv(x)×φ p(x)e
2π i tr(tx Z x)

but replacing the local Schwartz functions there by the ones defined here. As in Definition 8.7, we denote
h′ for the 3′′D-adic family constructed by

h′(g)= θ−η′′,φ2
=

hK∑
i=1

η′′(ŭ j )
−1ωλ−1(ŭ j )

H ′(uaux, g)�2
p

�2
∞

λ(det g).

Note that its central character is η′′. Write ch′ = θφ3(u
′
aux) ·�p/�∞. Clearly it is interpolating theta

functions

h′z := ch′

hK∑
i=1

η′′z (ŭ j )
−1ωλ−1(ŭ j )(θ

∏
v φ2,z,v · λ). (8-5)

Again we define hD
z on D×(AQ) as h′Dz � η′z (note the character is not η′′z ) using the procedure at

the beginning of Section 8A. Clearly we can also form the corresponding family which we denote as
hD
= h′D � η′.

The automorphic representation for hD
z (θD

z ) is the Jacquet–Langlands correspondence of the CM
form associated to λη′z (ληz respectively). We define hz (or h) on GU(2)(AQ) using hD

z (or hD) and the
character η−1

z ψz (not η′z! This is crucial for our p-adic analysis of Fourier–Jacobi coefficients) (or η−1ψ)
as

hz(ag)= η−1
z ψz(a)hD

z (g), h(ag)= η−1ψ(a)hD(g)
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for a ∈ A×K and g ∈ D×(AQ). The hz’s are certainly interpolated by the family h. We write πh,z for the
corresponding automorphic representation. Similarly let h̃D

3,z be the form h̃
′D
3,z� η

′−1
h,z, and let h̃3,z be the

form on GU(2) constructed from h̃D
3,z using the character ηzψ−1

z . Let h̃3 be the corresponding family.
Now we give the map of the weight spaces for h and the Fourier–Jacobi coefficients of the ED,Kling. In

fact the nebentypus of the ED,Kling,z is given by diag(ψ−1
2,z , χ fzψ

−1
2,z , τ

−1
2,z , τ1,z). Therefore the nebentypus

of elθ? FJβ(ED,Kling,z) as a form on U(2) is given by χ fzψ
−1
2,z , τ

−1
2,z . So it is interpolated by a family in

Mord(K (2,0),32,0)⊗ j2 3
′′

D with the weight map j2 :32,0→3′′D given by

(1+ T1) 7→ χ f ,pψ
−1
2 |Z×p (1+ p), (1+ T2) 7→ τ−1

2 (1+ p). (8-6)

Here χ f ,p is the p-part of the central character of f , and we write ψ2 for the restriction of ψ to K×v0
'Q×p ,

and similarly for τ 2. It is also straightforward to check that h∈M̆ord(K (2,0),32,0)⊗ j23
′′

D for the same j2.

Convention. Oftentimes, when we constructed θz ∈ πθz with central character χθ,z then by θ̃z ∈ πθ̃z we
mean θz · (χ−1

θ,z ◦ det). If we have constructed θ̃3,z with central character χ−1
θ,z , then by θ3,z we mean

θ̃3,z · (χθ,z ◦ det). We use the same conventions for hz’s as well.
We have the following immediate corollary:

Corollary 8.10. The θz, θ̃3,z, θD
z , θ̃D

3,z, hz, h̃3,z, hD
z , h̃D

3,z constructed before are pure tensors in the
corresponding automorphic representations.

Proof. This follows immediately from Lemma 8.2 and the constructions above. �

8C. Choosing some characters. In this section we make choices for some Hecke characters for the
η and η′ in the previous section. These are important in our study for Fourier–Jacobi coefficients for
Klingen–Eisenstein series later on.

We first give a result of Pin-Chi Hung [2017, Theorem C]. Let χ be a finite order Hecke character of
K×\A×K of conductor MOK for some M > 0. Let f ∈ Sk(00(N )) be an elliptic cusp form of even weight
k, level 00(N ) with q-expansion

f (q)=
∑
n≥0

an( f )qn.

We decompose N = N+N−, where N+ is a product of primes split in K and N− is a product of primes
ramified or inert in K. Suppose N− is square-free and N− = N−f N−χ where N−f is a product of an odd
number of primes coprime to M and N−χ is a divisor of M . Let ` be a rational prime split in K. Let K−`
be the unique abelian anticyclotomic Z`-extension of K and 0− be the Galois group Gal(K−` /K).

Theorem 8.11. Suppose `2 -N. Let p be a rational prime such that

• p -`N DK and p ≥ k− 2,

• for every nonsplit q |M , q + 1 is not divisible by p,

• for every q | N−f ramified in K, aq( f )= χ(q)(=±1), where q = q2,

• the residual Galois representation ρ f,λ|Gal(Q/K) is absolutely irreducible.
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Then there is a finite extension L/Qp with integer ring OL and uniformizer λ. We have for all but finitely
many characters ν : 0−→ µ`∞ , we have

L( f/K, χν, k/2)
� f,N−

6≡ 0 (mod λ).

Here the � f,N− is a period factor defined in [loc. cit.].

Now we choose the characters needed. From now on we fix once for all a split prime ` outside 6 and
write a new “6” for 6 ∪ {`}. We choose χθ a Hecke character of K×\A×K as follows: χθ,∞ is trivial. At
p we require that χ be unramified. For v ∈6 nonsplit in K/Q, then we let χθ,v|U(1) to be the character
chosen in Section 6. For split v ∈6, v - p, `, v = ww, suppose cond(πv)= ($

t1,v
v ), we require that χθ,w

be unramified and cond(χθ,w) = ($
t2,v
v ) for t2,v ≥ 2t1,v + 2. We choose a character χaux of K×\A×K as

follows: χaux|A×
Q
= 1, it is trivial at ∞, and is only ramified at primes in 6 not dividing p such that

U(2)(Qv) is not compact. For split such v we require that

cond(χaux)=

{
($

t2,v−t1,v
v ) if t1,v 6= 0,

($
t2,v−1
v ) if t1,v = 0.

At nonsplit such primes we require that

cond(χaux,v) > cond(πv), condv(λ2χ−c
θ χθχaux) > cond(πv)

and χaux,v|Q×v has a smaller conductor than χaux,v (here > means the conductor of the former is of higher
power of the uniformizer than the latter). Also for each prime q such that U(2)(Qq) is compact and
q is ramified as w2 in K, suppose πq ' Steinberg⊗ χq,1 for some unramified quadratic character χq,1

we require that χq,1(q)= χaux($w) (these are used in the next paragraph to make sure that the special
L-values are of the correct local signs when applying Theorem 8.11). To ensure the existence, we may
need to enlarge the 6 by including one prime `′ which is prime to N and inert in K. Let χh = χ

−c
θ χaux .

We further require that

L
(
π f , λ

2χθχh,
1
2

)
π3�4

∞

Eulp
(
π f , λ

2χθχh,
1
2

)
,

0(κ − 1)L
(
χauxτ

−c, κ−2
2

)
πκ−1�κ

∞

Eulp

(
χauxτ

−c,
κ − 2

2

)
,

and
0(κ − 2)L

(
λ2χ−c

θ χθχauxτ
−1, κ−2

2

)
πκ−2�κ−2

∞

Eulp

(
λ2χ−c

θ χθχauxτ
−1,

κ − 2
2

)
are p-adic units where the Eulp are the local Euler factors for the corresponding p-adic L-functions at
p when everything is unramified at p (we refer to [Hsieh 2014c, (0.2); 2014b, (4.16)] for their precise
definitions). The first uses [Hsieh 2014c]. Our assumptions above on conductors imply that at all
nonsplit primes the local root numbers in Theorem A of [Hsieh 2014c] are all +1 (this uses [Jacquet
and Langlands 1970, Proposition 3.8], as also mentioned in [Brakočević 2010, Introduction]). Then
we take a split prime `-N p and apply that theorem to see that there exists a twist by anticyclotomic
character of `-power conductor which satisfies the requirements. The second and third uses [Hsieh
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2012] (we are in the residually non-self-dual case there) and again we can achieve the requirements
by twisting by an appropriate anticyclotomic character of conductor powers of `. Further, we assume
that 1− ap( f )−1χθ,p,2χh,p,1(p), 1− ap( f )χθ,p,1χh,p,2(p)−1 and 1− λ2

p,2χh,p,2χθ,p,2τ
−1
p,2(p)p

−(κ−2)/2

are p-adic units. At each prime v of K above a prime where U(2)(Qv) is compact, we require that
1−χauxτ

−c(qv)q
−(κ−2)/2
v be a p-adic unit. We also require that L

(
π f , χ

c
θχh,

1
2

)
/(π2�+f �

−

f ) is nonzero
(do not need to be nonzero modulo p!) using the Theorem 8.11 recalled above (by choosing a different
“p′” and prove nonvanishing the new p′. Note that the mod p′ residual representation ρ f |GK is absolutely
irreducible for all but finitely many primes p′).

Definition 8.12. Now we take the η and η′ in the previous section to be the χθ and χh above (indicating
they are used for forms θz and hz’s. Clearly they satisfy all the requirements there.).

Now we define a character ϑ of Q×\A×
Q

(the reason for doing so is just a cheap way to use the new form
theory at split primes to pick different vectors inside an automorphic representation of U(2)). We require
that these be ramified only at split primes in 6\{p}. At such v = ww and require that ϑ |Z×v = χh|O×K,w

.
These uniquely determine the character ϑ .

8D. Triple product formula.
Background for Ichino’s formula. Let π1, π2, π3 be three irreducible cuspidal automorphic representa-
tions for GL2 /Q such that the product of their central characters is trivial and the archimedean components
are holomorphic discrete series of weight two. Let πD

i be the Jacquet–Langlands correspondence of
them to D× (assume they do exist). Let φi ∈ π

D
i and φ̃ ∈ π̃D

i . Write 5 =
∏3

i=1 πi , φ =
∏

i φi ∈ 5,
φ̃ =

∏
i φ̃i ∈ 5̃, and r the natural eight-dimensional representation of GL2×GL2×GL2. We write

I (φ⊗ φ̃)=
(∫
[D]
φ1(g)φ2(g)φ3(g) dg

)(∫
[D]
φ̃1(g)φ̃2(g)φ̃3(g) dg

)
.

Now look at the local picture. Suppose φi =⊗vφi,v and φ̃i =⊗vφ̃i,v . We fix 〈 · , · 〉 a D×v invariant pairing
between πD

i and π̃D
i . Let ζ be the Riemann zeta-function. Define

Iv(φv ⊗ φ̃v)= ζv(2)−2 Lv(1,5v, Ad)
Lv(1/2,5v, r)

.

∫
Q×v \D×(Qv)

∏
i

〈πD
v φv(xv), φ̃v〉 d

×xv.

Note that this depends on the choice of the pairing.
Let 6 be a finite set of primes including all bad primes, then we have the following formula of Ichino

[2008]:
I (φ⊗ φ̃)∏

i 〈φi , φ̃i 〉
=

C
8
ζ 2(2)

L6(1
2 ,5, r)

L6(1,5, Ad)

∏
v∈6

Iv(φv ⊗ φ̃v)

〈φv, φ̃v〉

where C is the Tamagawa number for D×. This does not depend on the choice of the pairing.
In application, our 〈φ, φ̃〉 is usually 0, thus we need a slight variant of the above formula. Suppose

we have elements g′i =
∏
v g′i,v such that 〈φi , π(g′i )φ̃i 〉 6= 0 for i = 1, 2, 3, where g′i,v are elements in the
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group algebra Qp[D×(Qv)]. Then

I (φ⊗ φ̃)∏
i 〈φi , π(g′i )φ̃i 〉

=
C
8
ζ 2(2)

L6(1
2 ,5, r)

L6(1,5, Ad)

∏
v∈6

Iv(φv ⊗ φ̃v)

〈φv, π(g′v)φ̃v〉

with gv =
∏
v gi,v.

Local triple product computations. We remark that in [Hsieh 2017, Sections 5 and 6] the local test vectors
and triple product integrals are worked out in full generality. However here for the special cases needed
in this paper we include the computations for convenience of the reader.

Split case principal series. Suppose v is a split prime of K/Q with qv being the cardinality of its residue
field. We assume π1,v and π2,v are principal series representation and π3,v is either principal series
representation or special representation with square-free conductor. For K = GL2(Zv) the maximal
compact subgroup of GL2(Qv), we use the realizations of induced representations as functions on K :

IndGL2(Qv)

B(Qv)
(χ1,v, χ2,v)= {v : K → C, v(qk)= χ(q)v(K ), q ∈ B(Qv)∩ K }

where χ(q)= χ1,v(a)χ2,v(d)δB(q) for q =
(a b

d

)
. We realize the inner products as

〈v1, v2〉 =

∫
K
v1(k)v2(k) dk

for v1 ∈ IndGL2
B (χ1,v, χ2,v), v2 ∈ IndGL2

B (χ−1
1,v , χ

−1
2,v ). For a positive integer t , let Kt ⊂ K consist of

matrices in B(Zv) modulo $ t
v . For f ∈ π(χ1, χ2), f̃ ∈ π(χ−1

1 , χ−1
2 ), we define the matrix coefficient

8 f, f̃ (g)= 〈π(g) f, f̃ 〉. Let σn =
(
$ n
v

1

)
.

Lemma 8.13. Suppose t ≥ 1, cond(χ1χ
−1
2 )= ($ t

v). Let w =
(

1
1) in this lemma. If

fχ (kv)=
{
χ1(a)χ2(d) kv ∈ Kt ,

0, otherwise,

and f̃χ−1 is defined similar to fχ but with χ replaced by χ−1. Then 8 fχ , f̃
χ−1
(g)= 0 on

∪n K1wσn K1 ∪n K1σnwK1.

On ∪n K1σn K1 ∪n K1wσnωK1, it is supported in

∪n

(
1
$ n
v

)(
1

$ t−n
v Zv 1

)
Kt ∪n

(
$ n
v

1

)(
1 $−n

v Zv

1

)
Kt .

The corresponding values at
( 1

$ n
v

)
and

(
$ n
v

1

)
are Vol(Kt)α

n
2 q−n/2
v and Vol(Kt)α

n
1 q−n/2
v respectively,

where αi = χi ($v) for i = 1, 2.

Proof. It is easy to check by considering the supports of fχ and f̃χ that8 fχ , f̃χ (g)= 0 on
∐

n≥0 K1σnwK1.
(K1σnwK1 does not intersect supp fχ .)
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Now suppose g ∈ K1wσn K1 for n ≥ 1, without loss of generality we assume

g =
(

1
c 1

)
wσn

(
1
b 1

)
= g =

(
1
$v

)(
1
c
$v

1

)(
1 b

1

)
w

for $v | b, $v | c. Plugging in the formula for matrix coefficients, write Kt 3 g′ =
(a′ b′

d ′
)( 1

c′ 1

)
for

a′, d ′ ∈ Z×v , b′ ∈ Zv, c′ ∈$ t
vZv.

g′g =
(

a′ b′

d ′

)(
1

c+ c′ 1

)
wσn

(
1
b 1

)
=

(
a′ b′

d ′

)(
1
$ n
v

)(
1

(c′+ c)/$ n
v 1

)(
1 b

1

)
w

=

(
a′ b′

d ′

)(
1
$ n
v

)(
1 1/c′′

1

)(
−1/c′′

c′′

)(
1

(bc′′+ 1)/c′′ 1

)
Here we write c′′ = (c′+ c)/$ n

v . We need to fix g and do the integration for g′. The first observation is
that we only need to consider integration with respect to c′. Next we can integrate for those c′ such that
pt
| b+ 1

c′′ . We divide the problem into four cases according to whether $ t
v | c and whether $ t

v | b. In
any case, it is not difficult to check that the integration is 0 since cond(χ1χ

−1
2 ) = ($ t

v). We leave the
verification for g ∈ K1σn K1 and K1wσwK1 to the reader. �

Lemma 8.14. Suppose cond(χ1χ
−1
2 ) = ($ t

v), t > 0 and ϑ is a character with conductor ($ s
v ), s > t .

Define

f = fχ,ϑ(kv)=
{
χ1(a)χ2(d)ϑ(c/$ t

v) a, d ∈ Z×v , b ∈ Zv, c ∈$ t
vZ×v ,

0 otherwise,

for kv =
(a b

d

)( 1
c 1

)
. We similarly define

f̃ = f̃χ−1,ϑ−1 .

Then on ∪n K1σn K1∪n K1wσnwK1, 8 f, f̃ (g) is supported in K1. Moreover if g ∈ Kt+s with8 f, f̃ (g) 6= 0,
then its upper right entry is divisible by $ s−t

v , and 8 f, f̃ (g)= (qv − 1)q−t
v Vol(K1).

Proof. Suppose 8 fχ,ϑ , f̃
χ−1,ϑ−1

(g) 6= 0. In the following proof we write 8 for 8 fχ,ϑ , f̃
χ−1,ϑ−1

for short.

If g ∈ K1
(
$ n
v

1

)
K1 for some n ≥ 0, then as before we have g ∈

(
$ n
v

1

)(1 $ n
v Zv
1

)
Kt . For g′ ∈ Kt , write

g′ =
(a′ b′

d ′
)( 1

c′ 1

)
. Without loss of generality assume

g =
(

1 b
1

)(
$ n
v

1

)(
1
c 1

)
for b ∈ Zv, $ t

v | c. Then

g′g =
(

a′ b′

d ′

)(
1
c′ 1

)(
1 b

1

)(
$ n
v

1

)(
1
c 1

)
.
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Plugging in the formula for matrix coefficients we need to integrate for a′, b′, c′, d ′. Again we only need
to consider integral with respect to c′ ∈$ t

vZv. Thus,(
1
c′ 1

)(
1 b

1

)(
$ n
v

1

)(
1
c 1

)
=

(
1 b/(c′b+ 1)

1

)(
1/(bc′+ 1)

bc′+ 1

)(
$ n
v

1

)(
1

c′$ n
v /(c

′b+ 1) 1

)(
1
c 1

)
.

If n ≥ 1, then the integral is 0. If n = 0 and 8(g) 6= 0, then g ∈ Kt . Suppose g =
( 1 b

1

)(1
c 1

)
with c

divisible by $ s+t
v then we easily see that b is divisible by $ s−t

v and 8(g) is given as in the lemma. For
g ∈ K1w

(
$ n
v

1

)
wK1 again if 8(g) 6= 0 then g ∈

( 1
$ n
v

)( 1
$ n
v Zv 1

)
Kt . Without loss of generality write

g ∈
( 1

$ n
v

)( 1
c 1

)
for c ∈$ t−n

v Zv, Kt 3 g′ =
(a′ b′

d ′
)( 1

c′ 1

)
, g′g =

(a′ b′
d ′
)(1

$ n
v

)( 1
c′/($ n

v )+c 1

)
. If n ≥ 1, then

one can check that the integration is again 0. �

Suppose χ−1
1 χ2 is unramified and ϑ has conductor ($ s

v ), s > 0, then we define fχ,ϑ ∈ π by

fχ,ϑ(kv)=
{
χ1(a)χ2(d)ϑ(c/$v) g =

(a b
d

)(1
c 1

)
,
(a b

d

)
∈ B(Zv), c ∈$vZ×v ,

0 otherwise.

We define similarly f̃χ̃ ,ϑ̃ ∈ π̃ by replacing χ, ϑ by χ−1, ϑ−1.

Lemma 8.15. Write f = fχ,ϑ , f̃ = f̃χ̃ ,ϑ̃ ∈ π̃ then on tn K0σn K0 tn K0wσnwK0 it is supported in K1.
Moreover if g ∈ Ks+1 and 8 f, f̃ (g) 6= 0, then the upper right entry of it is divisible by $ s+1

v , and

8 f, f̃ (g)=
qv − 1

qv
Vol(K1)

Proof. Similar to the above lemma. �

Lemma 8.16. Suppose χ1 and χ2 are both unramified. Let f sph be the spherical vector which takes value
1 at identity in the model above. Then∑
a∈$vZv/($

1+s
v Zv)

ϑv

(
−

a
$v

)
π

((
1
a 1

)(
$−s
v

1

))
× (1− qvχ1/χ2($v))

−1(1− q−1/2
v χ−1

2 ($v)πv

((
$v

1

))
f sph

equals χ1($
−s
v )q−s/2

v fχ,ϑ .

Proof. Straightforward computations. �

Next we evaluate the local triple product integral for certain sections. The following lemma follows
from the lemmas above.

Lemma 8.17. Let χ f,1, χ f,2, χθ,1, χθ,2, χh,1, χθ,2, ϑ be characters of Q×v and t1 < s < t2 be nonnegative
integers such that if t1 6= 0 then t1+ s = t2, and if t1 = 0 then s+ 1= t2. Suppose cond(χ f,1χ

−1
f,2)= ($

t1
v )

and cond(ϑ)= ($v)
s and cond(χθ,1χ−1

θ,2)= cond(χh,1χ
−1
h,2)= ($

t2
v ). Assume: χ f,1.χθ,1.χh,1.ϑ = 1 and
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χ f,2.χθ,2.χh,2.ϑ
−1
= 1. We also define fχ f ,ϑ ∈ π(χ f,1, χ f,2), fχθ ∈ π(χθ,1, χθ,2), fχh ∈ π(χh,1, χh,2) as

above. Similarly for f̃χ̃ f ,ϑ̃
, f̃χ̃θ , f̃χ̃h . Then Ichino’s local triple product is

Iv( fχ f ,ϑ ⊗ fχθ ⊗ fχh , f̃χ̃ f ,ϑ̃
⊗ f̃χ̃θ ⊗ f̃χ̃h )=

(qv − 1)2

q2s+1
v

Vol(K1)
2 Vol(Kt2)

2.

(In this lemma, the χh, χθ are defined using χh,1, χh,2, χθ,1, χθ,2 similarly as in Lemma 8.13.)

Special representations. We consider the induced representation π(χ1, χ2) =
{

f : Kv → K , f (qk) =
χ1(a)χ2(d)δB(q), q=

(a b
d

)
∈ B(Zv)

}
where χ1=χ2|·|. The special representation σ(χ1, χ2)⊂π(χ1, χ2)

consists of functions f such that
∫

K f (k) dk = 0. We consider the case when π3 is the special represen-
tation σ(χv,1, χv,2)⊂ IndGL2(Qv)

B(Qv)
(χv,1, χv,2) at v with a square-free conductor. Here χv,i are unramified

characters. Similar to the unramified principal series case, we use the model of induced representations. It
is easy to see that the fχ,ϑ defined above is inside σ(χ1,v, χ2,v). Note that in the model for π(χ−1

1 , χ−1
2 ),

there is a one-dimensional subrepresentation and the quotient is σ(χ−1
1,v ), χ

−1
2,v ). The inner product of

σ(χ1,v, χ2,v) and σ(χ−1
1,v , χ

−1
2,v ) is still given by 〈v1, v2〉 =

∫
K v1(k)v2(k) dk. The formula for the triple

product integral is the same as the one in the case of principal series representations. Let fnew,v ∈σ(χ1, χ2)

be the f such that f (k) = qv for k ∈ K1 and f (k) = −1 otherwise. Clearly it is the new vector in the
special representation. Then we have the following lemma:

Lemma 8.18. We have ∑
a∈$vZv/($

1+s
v Zv)

ϑv

(
−

a
$v

)
π

((
1
a 1

)(
$−s
v

1

))
fnew,v

is χ1($
−s
v )q1−s/2

v · fχ,ϑ where fχ,ϑ is defined above.

Proof. Let f0 and f1 be the characteristic functions on K1 and K1wK1. Then fnew,v = qv f0 − f1. A
computation shows that∑

a∈$vZv/($
1+s
v Zv)

ϑv

(
−

a
$v

)
π

((
1
a 1

)(
$−s
v

1

))
f0 = χ1($

−s
v )q−s/2

v fϑ ,

∑
a∈$vZv/($

1+s
v Zv)

ϑv

(
−

a
$v

)
π

((
1
a 1

)(
$−s
v

1

))
f1 = 0.

The lemma follows. �

Remark 8.19. The reason why the local integrals at split primes showing up in the triple product formula
later on are the ones considered in this subsection is a consequence of the computations in Section 6G.

Now we consider nonsplit primes.

Nonsplit case 1. The U(2)(Qv) is compact. This case is easier since we are in the representation theory
for finite groups. By construction the representation πD

f,v is one dimensional. Recall our construction for h
in Section 8B. For such v, we let g2,v and g4,v be either the identity or α there depending on whether π ′hz,v
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is π∨θηz ,v⊗ηz or απ∨θηz ,v⊗ηz. Let g1,v and g3,v are the identify elements. By our assumptions on χθ,v, χh,v

and π f,v and our chosen vectors h, θ, θ̃3, h̃3 and that πD
f,v is one-dimensional, it is easily checked from

the construction (note that by the choices in Section 8C, the local triple product root number at v is −1)

πhD,v ' π
∨

θD,v
⊗π

D,∨
f,v .

We conclude that by the inner product formula of matrix coefficients of representations of finite groups

Iv(πh,v(g2,v)hD
v ⊗ v

D
φv
⊗π f,v(g1,v) f D

ϑ,v, π̃h,v(g4,v)h̃D
v ⊗ ṽ

D
φv
⊗ π̃ f,v(g3,v) f̃ D

ϑ̃,v
)

〈πh,v(g2,v)hD
v , π̃h,v(g4,v)h̃D

v 〉〈v
D
φv
, ṽD
φv
〉〈π f,v(g1,v) f D

ϑ,v, π̃ f,v(g3,v) f̃ D
ϑ̃,v
〉
=

1
dπh,v

.

where dπh,v is the dimension of the representation πh,v . When we are moving our datum p-adic analytically,
this integral is not going to change.

Nonsplit case 2. The U(2)(Qv) is not compact. Recall that we fix a generic arithmetic point. By [Prasad
1990, Theorem 1.4] we know that there are

g1,v, g2,v, g3,v, g4,v ∈ D×(Qv)⊂ GU(2)(Qv)

such that

Iv(πh,v(g2,v)hD
v ⊗ v

D
φv
⊗π f,v(g1,v) f D

ϑ,v, π̃h,v(g4,v)h̃D
v ⊗ ṽ

D
φv
⊗ π̃ f,v(g3,v) f̃ D

ϑ̃,v
) 6= 0.

(We write vD
φv

for the image of vφv in the corresponding D×(Qv) representation and similarly for ṽD
φv

(notations as in Lemma 8.2. To apply Prasad’s result, note that the local sign for this triple product is +1
by our choices of high conductors.)

Definition 8.20. We define

gi =
∏
v

gi,v

for i = 1, 2, 3, 4. (We take gi,v = 1 if v is split in K/Q.)

The local triple product integrals are nonzero by our computations. By Ichino’s formula and our
requirement on special L-values (note that the product of the central characters for fz, θz, hz is trivial
by construction) the global trilinear form is also nonzero. So by our definitions for hD

z , θ
D
z , etcetera in

Section 8A, we know that
∏
v g2,v has to be in D̆×. Thus up to a nonzero constant fixed throughout the

family, we have∫
[D×]

(π(g2)hD
z )(g)θ

D
z (g)(π(g1) fz,ϑ)(g) dg =

∫
[U(2)]

(π(g2)hz)(g)θz(g)(π(g1) fz,ϑ)(g) dg.

We have similarly
∏
v g4,v ∈ D̆× and up to a nonzero constant fixed throughout the family,∫

[D×]
(π(g4)h̃D

3,z)(g)(π fz(g3) f̃z,ϑ̃)(g)θ̃
D
3,z,low(g) dg =

∫
[U(2)]

(π(g4)h̃3,z)(g)(π fz(g3) f̃z,ϑ̃)(g)θ̃3,z,low(g) dg.
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These gi,v are chosen only at the arithmetic point z. We fix them when moving the Eisenstein datum in
p-adic families.

Lemma 8.21. Let v be a nonsplit prime. Then for different arithmetic points z with fixed z|I, the πD
h,z,v

and πD
θ,z,v only differ by twisting by unramified characters which are inverse to each other.

Proof. In fact, at nonsplit primes, the local Weil representations on unitary groups are unchanged
throughout the family since the characters χθ,z,v|U(1) are unchanged. (They differ by multiplying by
unramified characters and U(1)(Qv) is compact.) So for different z and z′, the difference between πD

h,z,v

and πD
h,z′,v only comes from the characters extending the form on U(2) to GU(2), and similarly for πD

θ,z,v .
Note moreover that from construction the product of the central characters of πD

h,z,v, π
D
θ,z,v and π fz is

trivial. The lemma thus follows. �

Thus if the theta kernel we used to define hz and θz are fixed, then the local triple product integrals

Iv
(
πh,z,v(g2,v)hD

z,v ⊗ v
D
φv
⊗π fz,v(g1,v) f D

z,ϑ,v, π̃h,z,v(g4,v)h̃D
z,v ⊗ ṽ

D
φv
⊗ π̃ fz,v(g3,v) f̃ D

z,ϑ̃,v

)
〈hD

z,v, h̃D
3,z,v〉〈v

D
1 , ṽ

D
1 〉〈 f

D
z,ϑ,v, f̃ D

z,ϑ̃,v
〉

does not change (note that the 〈 f D
z,ϑ,v, f̃ D

z,ϑ̃,v
〉 has a nonzero inner product). This observation is crucial in

proving Proposition 8.29 later on.
We now define I-adic families from the family f defined in Section 7A using Lemma 8.16 and 8.18.

However, in order to do so we may have to replace I by a larger normal domain finite over I, so that the
χ1,v($v) and χ2,v($v)’s at primes in 6 where π f is unramified will be elements of this newly defined I.

Definition 8.22. We define fϑ as∏
v

∑
a∈ $vZv

$
1+s
v Zv

ϑv

(
−

a
$v

)
π

((
1
a 1

)(
$−s
v

1

))
(1− qvχ1/χ2($v))

−1(1− q−1/2
v χ−1

2 ($v)πv

((
$v

1

))

×

∏
v

∑
a∈ $vZv

$
1+s
v Zv

ϑv

(
−

a
$v

)
π

((
1
a 1

)(
$−s
v

1

))
f .

We define f̃ = f ⊗χ−1
f and similarly define f̃ϑ̃ .

We also denote its specialization at an arithmetic point z ∈ Spec3′′D(Qp) by fz,ϑ .

8E. Evaluating the integral. Recall that we have defined a theta function θ? in Corollary 6.47 (we sup-
press the subscript D as it is fixed throughout the family). Now we construct: for any F ∈Mord(K (3,1),3′′D)

(weight map as in Section 7B),

lθ?(F) := l ′θ?a
1
[1]

(
1,

∏
v∈61∪62

(∑
i

Cv,iρ
((

uv,i
I2

uv,i

))
(F)

))
whose value is in M(K (2,0),32,0)⊗ j2 3

′′

D. Here Cv,i are defined in Lemma 6.26. The a1
[1] is the family

version of the Fourier–Jacobi expansion in the sense of Definition 3.7, and l ′θ? is applied to the theta
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function part of the Fourier–Jacobi expansion as in (4-4). See the proof of Proposition 7.9. Note that we
can easily make sure that θ? is a member in the basis θ ′i ’s there. Recall that for the specialization Fz of F ,

l ′θ?a
1
[1](1, Fz)(h)) :=

∫
[W ]

a1
[1](1, Fz(wh))θ?(wh) dw

with the Heisenberg group W ↪→ U(3, 1)

w 7→

1 w 1
2〈w,w〉

1 ζw∗

1

 .
It is clear that l ′θ? FJβ(F)(h) is an automorphic form on U(2). We can also define lθ? on a single form on
U(3, 1) instead of on families, using the same formula. It is clear that

z(lθ?(F))= lθ?(Fz).

Lemma 8.23. The lθ?(F) ∈M(K (2,0),32,0)⊗ j2 (3
′′

D⊗Zp Qp).

Proof. Recall that in Definition 3.7 there is a 3D-adic Fourier–Jacobi expansion for families on U(3, 1).
As before we just take a basis of OL -dual space (θ ′1, . . . , θ

′
m) of the finite-dimensional space H 0(B,L(β)).

Pairing the 3′′D-adic Fourier–Jacobi coefficient of F with these θ ′i we get a 3′′D-adic family. But our l ′θ? is
in the L-linear combination of the θ ′i ’s. Thus we get a 3′′D⊗Zp Qp-adic family on U(2). �

We also define

B1 := BK (2,0)〈eordlθ?(ED,Kling), π(g2)h〉. (8-7)

Definition 8.24. For any nearly ordinary form f or family f (we use the same notations for h, θ , etcetera)
we define flow(g) := f

(
g
(

1
1)

p

)
(under the identification D×p ' GL2(Qp) given by the v0 projection).

Also, if χ is the (family of) central characters of f we define f̃ = f .(χ−1
◦ Nm). We also define

f ss(g)= f (g
(

pt
1)

p ).

We will compute the specializations

z(B1)= 〈lθ?(ED,Kling,z), π(g2)hz,low〉Vol(Kz)
−1.

(The Kz is the level group at the arithmetic point z. Note that the tame level group is fixed at the end of
Section 6 throughout).

We can evaluate this expression by Ichino’s formula for triple products.
We have the following

Proposition 8.25. We use the notations of Section 8B and Definition 8.22. Then there is a C, the product
of a constant in Q×p which is fixed along the family and a unit in Îur

[[0′′K]] (precise definition is given in the
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following proof ), such that for any generic arithmetic point z of conductor pt ,

z(B1)= Cz ptC D
U(2)z(L5)z(L6)×

(∫
A×

Q
D×(Q)\D×(AQ)

π(g2)hD
z (g)π(g1) fz,ϑ(g)θD

z,low(g) dg
)

where L5 and L6 are Katz p-adic L-functions in Îur
[[0′′K]] interpolating the L-values

�κp
2π i0(κ − 1)
�κ
∞
g(τz,1,p)

L
(
χauxτ

−c
z ,

κ − 2
2

)
· pt (κ−1)

· (χaux,1,pτz,1,p(p)p−κ/2)t

and

�κ−2
p

0(κ − 2)

�κ−2
∞ g(τz,1,pχθ,z,2χ

−1
θ,z,1)

× L
(
λ2χ−c

θ,zχθ,zχauxτ
−1
z ,

κ − 2
2

)
pt (κ−2)(τz,1,pχ

−1
θ,z,1,pχθ,z,2,pλ

2
1,p(p)p

−κ−2/2)t

respectively.

Remark 8.26. Although our coefficient ring is 3′′D, however in fact the functional does take values in the
subring I[[0′′K]]. Indeed the additional variable 0−K of 3′′D corresponds to twisting the Klingen–Eisenstein
family by p-adic anticyclotomic characters.

Proof. We first remark that it indeed makes sense to talk about the Katz p-adic L-functions L5 and L6

interpolating those values, since the characters τz and χθ,z are indeed interpolated as characters with
values in I[[0′′K]].

By Corollary 6.47, we have z(B1) equals

p2t

�2κ−1
∞

×

∫
[U(2)]×[U(2)]

∑
n∈Zp/pt Zp

Esieg,Dz,2

(
u1, u2

(
1
n 1

)
p

)
(π(g2)hz,low)(u1)θ2,Dz

(
u2

(
1
n 1

)
p

)
× (π(g1) fz,ϑ)(u2) du1du2.

We integrate over u1 first and factorize the Esieg,Dz,2 via the embedding U(2)×U(2) ↪→ U(2, 2) of
Esieg,Dz,2. By the local pullback formulas we computed in Section 6I, we get

Cz ptC D
U(2)z(L5)z(L6)×

(∫
A×

Q
D×(Q)\D×(AQ)

π(g2)hD
z (g)π(g1) fz,ϑ(g)θD

φ2
(g)λ(det g) dg

)
where Cz is the product of the local pullback integrals in Section 6I (and also the local pullback computations
in Sections 6E through 6G) at primes outside p, local Euler factors at p for L5, L6 (see [Hsieh 2014b,
(4.16)] for the Euler factor at p), Euler factor for L5 at primes in 62 and Euler factors for L6 at p. The
first is a fixed constant which does not move with z, the rest are interpolated by units in the Iwasawa
algebra by our choice of characters in Section 8C. Thus the Cz are clearly interpolated by an element C
mentioned in the proposition. Note also that the Euler factors at other places are trivial.

We are now ready to deduce the expression in the proposition. Although the θz part appearing above
is θφ2,z⊗ λ constructed in Section 6 (not an eigenform), however, in view of the central character of hz
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and fz, only the eigencomponent θz of θφ2,z⊗ λ with the correct central character matters. Also by the
construction this θz part is a multiple of θ ss

z which, after applying the operator
∑

n∈Zp/pt Zp
πθ,z

(( 1
n 1

)
p

)
is

θz,low by construction (see Proposition 8.3). So by considering the local pairing between πθz,p and π∨θz,p,
it is easy to see that if we replace this multiple of θ ss

z (see Definition 8.24) by θz,low we do not change the
whole integral. Thus we finally arrived at

Cz ptC D
U(2)z(L5)z(L6)×

(∫
A×

Q
D×(Q)\D×(AQ)

π(g2)hD
z (g)π(g1) fz,ϑ(g)θD

z,low(g) dg
)
. �

By our choices for characters, the corresponding non-6-primitive p-adic L-functions L5 and L6 are
units in 3′′D.

In the following, we often omit the superscript D for simplicity. Up to a constant in Q×p (which does
not change along the family) we have

z(B1) · pt
(∫

(π(g4)h̃3,z)(g)(π fz(g3) f̃z,ϑ̃)(g)θ̃3,z,low(g) dg
)

=(λp,2χθ,z,2)
−t(p)(χθ,z1λp,1)

t(p)p3t
(∫

(π(g2)hz)(g)(π fz(g1) fz,ϑ)(g)θ ss
z (g) dg

)
×

(∫
(πh̃z

(g4)h̃3,z)(g)(π f̃z(g3) f̃z,ϑ̃)(g)θ̃
ss
3,z(g) dg

)
× z(L65 L

6
6 )

= λ−2t
p,2 (p)χ

−2t
θ,z,2(p)p

3t
(∫

(π(g2)hz)(g)(π fz(g1) fz,ϑ)(g)θ ss
z (g) dg

)
×

(∫
(π(g4)h̃3,z)

ss(g)(π f̃z(g3) f̃z,ϑ̃)
ss(g)θ̃3,z(g) dg

)
× z(L65 L

6
6 ). (8-8)

(Note that by our discussion in Section 7D, we know up to multiplying by an element in Q×p , the(
pt
∫
(π(g4)h̃3,z)(g)(π fz(g3) f̃z,ϑ̃)(g)θ̃3,z,low(g) dg

)
(8-9)

is interpolated by an element

BK (2,0)〈 ˜π(g4)h3 ·π fz(g3) f̃ϑ , θ̃3〉

in Îur
[[0′′K]].)

Definition 8.27. We define χ fz,s and χ fz,o so that π fz,p (the p-component of the automorphic representa-
tion π f associated to f ) is the principal series representation π(χ fz,s, χ fz,o) where valp(χ fz,s)=

1
2 and

valp(χ fz,o)=−
1
2 , respectively.

We write the p-component of λ2χθ,zχh,z as ((λ2χθ,zχh,z)1, (λ
2χθ,zχh,z)2) and fz the normalized GL2

ordinary form new outside p. We also define the following: the p-adic L-function L1 such that for any
generic z

L1(z)=
2π ig(χθ,z,2)g(χ−1

h,z,1)L
(

fz, λ2χθ,zχh,z,
1
2

)
(χ fz,s(p)χ fz,o(p))

−t((λ2χθ,zχh,z)2(p).p)−2t pt

�4
∞

�4
p;
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the p-adic L-function L2 such that for any generic z

L2(z)=
(1−ap( fz)−1χθ,z,p,1χh,z,p,2(p−1))

(1−ap( fz)χθ,z,p,1χh,z,p,2(p)p−1)
×
g(χ−1

fz )L
(p)
(

fz, χ c
θ,zχh,z,

1
2

)
(χ fz,o(p)p

1/2(χhzχ
c
θ,z)1(p))

−t

(2π i)2
〈
fz, f c

z |
(
−1

N

)〉
00(N )

;

the p-adic L-function L3 such that for any generic z,

L3(z)=
ζχK(1)
π

g(χθ,z)L(λ2χθ,zχ
−c
θ,z , 1)((λ2χθ,zχ

−c
θ,z)2(p)p)

−t pt

�2
∞

�2
p;

the p-adic L-function L4 such that for any generic z,

L4(z)=
ζχK(1)
π

.
g(χ−1

h,z,1)L(λ
2χh,zχ

−c
h,z, 1)((λ2χh,zχ

−c
h,z)2(p).p)

−t .pt

�2
∞

�2
p.

We refer to [Hsieh 2014b; 2014c] for the justification of their interpolation formulas. These values are
interpolated by some p-adic L-functions in Îur

K . Note that by [Hida 1991, Lemma 5.3(vi)] and [Hida and
Tilouine 1993, Theorem 7.1],

g(χ−1
f )L(ad, fz, 1)Mϕ(M)(p− 1)(χ fz,s(p))

t

23π3W ′( fz)−1
〈
fz, fz |

(
−1

N

)〉
00(N )

= 1

where W ′( fz) is the prime to p part of the root number of fz, which is an element in I× (i.e., a unit).
Note also that L2 is in fact a nonzero element in Frac(I) (i.e., does not depend on the variable 0K) by

checking the p-components of χ c
θ,zχh,z and nonzero by our choice of characters in Section 8C. It can

actually be written as the ratio of two elements whose specializations to all but finitely many generic
arithmetic points are nonzero. By our choices for χθ and χh we know that L1 is in Îur

[[0′′K]]
×. We consider

the expression

C D
U(2)

〈 fz, f̃ ss
z 〉〈hz, h̃ss

z 〉〈θ̃z, θ
ss
z 〉χ

−1
θ,z,1(p

t)z(L1L2L5L6)

z(L3L4)
(χ f,z,s(p)λ2

p,1(p)χθ,z,1(p)χh,z,1(p)p3/2)t p3t

= C D
U(2)
〈 fz, f̃z,low〉〈hz, h̃z,low〉〈θz, θ̃z,low〉z(L1L2L5L6)

z(L3L4)
p3t .

The above element is clearly interpolated by an element

G ∈3′′D (8-10)

We first give the following lemma for the local triple product integral at p.

Lemma 8.28. At a generic point z, the local triple product integral for the expression in (8-8) at p is
given by

Ip(φp⊗ φ̃p)

〈φp, φ̃p〉
=

p−t(1− p)
1+ p

1
1− ap( fz)χθ,z,p,1χh,z,p,2(p)p−1 ·

1
1− ap( fz)−1χθ,z,p,2χh,z,p,1(p)

.

Proof. This follows from Lemma 8.13. �
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We observe that by definition this expression is a nonzero element in Frac(I).
Thus we have the following proposition:

Proposition 8.29. Any height 1 prime of Îur
[[0K]] containing BK (2,0)〈lθ?(EKling,D), π(g′2)h〉 must be the

pullback of a height 1 prime of Îur.

Proof. Let us recall what we have achieved so far. We have computed the Fourier–Jacobi coefficients
of the Siegel–Eisenstein series in Proposition 6.44. Using pullback formulas and computations on theta
functions, we further computed the θ?-part of the β-th Fourier–Jacobi coefficient of our ordinary Klingen–
Eisenstein series in Corollary 6.47. This is a function on the definite unitary group U(2). Moreover, we
constructed an ordinary family h of CM forms on U(2) in Section 8B1. Then we form the pairing of this
θ? Fourier–Jacobi coefficient with h (see the beginning of this subsection), and resulted an element B1

which is an element in 3′′D ⊗Zp Qp by its construction and Lemma 8.23. In Proposition 8.25 we used
the doubling method for U(2)×U(2) ↪→ U(2, 2) to obtain an expression for the specializations of B1 at
arithmetic points z.

To prove the proposition, it is enough to show that the product of B1 and the element (8-9) in Îur
[[0′′K]]

satisfies the property stated in the proposition. We examine the ratio between (8-10) and the expression
for the element interpolating

1
C

ptz(B1)

(∫
(π(g4)h̃3,z)(g)(π fz(g3) f̃z)(g)θ̃3,z,low(g) dg

)
(8-11)

using Ichino’s formula. (Recall C here is the Tamagawa number for D× appearing in Ichino’s formula.)
By our calculations for the local triple product integrals, and the Petersson inner product of 〈θ, θ̃3〉 and
〈h, h̃3〉, the ratio is a product of

• Euler factors for ζχK(1) at 6;

• the local Euler factors for L(ad, fz, 1) at 6\{p};

• pt times the local triple product integral for v = p, which are nonzero elements in Frac(I);

• 〈 f D
z,ϑ , f̃ D

ϑ,z,low〉/〈 f
D
z , f̃ D

z,low〉 which is interpolated by a nonzero element in I;

• the local Euler factors of z(L5) and z(L6) at 62 and p which are units by our choices;

• the local Euler factors at 62 of L
(

fz, χ c
θ,zχh,z,

1
2

)
which are nonzero elements in I;

• the local triple product integrals for v - p.

The first two items are clearly interpolated by nonzero elements in Frac(Î). The last item we listed above
has two parts: at split primes and nonsplit primes. The integrals at split primes are nonzero numbers in Q×p

which are fixed throughout the family. At nonsplit primes, we do not know much about it. We only know
that at a generic arithmetic point z, this integral is not zero, and it only depends on z|I at generic points,
as observed in Lemma 8.21. We may assume that at this z the expression (8-10) is nonzero and not a pole
(in fact just need L2 to be a nonzero finite number here). Thus the expression (8-11) is not identically
zero. So the ratio of (8-11) over (8-10) is a nonzero element of Frac(Îur

[[0′′K]]). If we evaluate this ratio at
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the generic arithmetic points, it depends only on z|I. And also it is nonzero somewhere. From this, it is
not difficult to prove that (say using the following lemma) the ratio is a nonzero element of Frac(Îur). (In
fact we apply the following lemma to (8-11)/(8-10). Recall that by our choices for characters, the L1, L5,
L6 are units in 3D, and L2 is a nonzero element in Frac(Îur). Moreover, the local integrals showing up in
the Rallis inner product formula for θz and hz at 6, which are nonzero and fixed along the family. This
gives the ratio between 〈θz, θ̃z,low〉 · 〈hz, h̃z,low〉 and z(L3 ·L4). So the proposition follows clearly. �

Lemma 8.30. Suppose A is an element in Îur
[[0′′K]] ⊗Zp Qp. If for any generic arithmetic points z, z′ ∈

Îur
[[0K]] such that z|

Îur = z′|
Îur , we have z(A)= z′(A). Then A ∈ Îur.

Proof. This lemma is easily proved by observing that if ζ1, ζ2 are pt -roots of unity and φ is a generic
arithmetic point with conductors being pt ′ such that t ′ > t , then the composition φ′ of φ with the ring
automorphism ιζ1,ζ2 : Î

ur
[[0′′K]] → Îur

[[0′′K]] given by identity on Îur and γ+ 7→ γ+ζ1, γ− 7→ γ−ζ2 is still
a generic arithmetic point. Let A be the element considered in the lemma. Then A− A ◦ ιζ1,ζ2 is 0 at a
Zariski dense set of points, and is thus identically zero. The arbitrariness of ζ1, ζ2 implies the lemma. �

9. Proof of the theorems

9A. Eisenstein ideals. Let K D be an open compact subgroup of GU(3, 1)(AQ) maximal at p and all
primes outside 6 such that the Klingen–Eisenstein series we construct is invariant under K (p)

D . We
consider the ring TD of reduced Hecke algebras acting on the space of 3′′D-adic nearly ordinary cuspidal
forms with level group K D. It is generated by the Hecke operators Zv,0, Z (i)v,0, Ti,v, T ( j)

i,v defined before,
together with the Up-operator and then taking the maximal reduced quotient. It is well-known that one can
interpolate the pseudo Galois characters attached to nearly ordinary cusp forms to get a pseudocharacter
RD of GK with values in TD (see [Skinner and Urban 2014, Section 7.2] for details). We define the
ideal ID of TD to be generated by {t − λ(t)}t for t’s in the abstract Hecke algebra and λ(t) is the Hecke
eigenvalue of t on ED,Kling. Then it is easy to see that the structure map 3′′D → TD/ID is surjective.
Suppose the inverse image of ID in 3′′D is ED. We call it the Eisenstein ideal. It measures the congruences
between the Hecke eigenvalues of cusp forms and Klingen–Eisenstein series. We have

RD (mod ID)≡ tr ρED,Kling (mod ED).

Now we prove the following lemma:

Lemma 9.1. Let P be a height 1 prime of Îur
[[0′′K]] which is not the pullback of a height 1 prime of Îur.

Then
ordP(L6f ,ξ,K)≤ ordP(ED).

Proof. Suppose t := ordP(L6f ,K,ξ ) > 0. By the fundamental exact sequence Theorem 3.6 there is an
H = ED,Kling−L6f ,ξ,KF for some 3′′D-adic form F such that H is a cuspidal family. We write ` for the
3′′D-adic functional `(G)= 〈lθ?(G), π(g′2)h〉 constructed in Section 8E on the space of 3′′D-adic forms.
By our assumption on P we have proved that `(H) 6≡ 0 (mod P). Consider the 3′′D-linear map

µ : TD→3′′D,P/P t3′′D,P
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given by: µ(t)= `(t.H)/`(H) for t in the Hecke algebra. Then

`(t.H)≡ `(t ED)≡ λ(t)`(ED)≡ λ(t)`(H) (mod P t)

so ID is contained in the kernel of µ. Thus it induces: 3′′D,P/ED3
′′

D,P �3′′D,P/P t3′′D,P which proves
the lemma. �

9B. Galois theoretic argument. In this section, for ease of reference, we repeat the set-up and certain
results from [Skinner and Urban 2014, Chapter 4] with some modifications, which are used to construct
elements in the Selmer group.

Let G be a group and C a ring. Let r : G→AutC(V ) be a representation of G with V ' Cn . This can
be extended to r : C[G] → EndC(V ). For any x ∈ C[G], define: Ch(r, x, T ) := det(id−r(x)T ) ∈ C[T ].

Let (V1, σ1) and (V2, σ2) be two C representations of G. Assume both are defined over a local henselian
subring B ⊆ C , we say σ1 and σ2 are residually disjoint modulo the maximal ideal mB if there exists
x ∈ B[G] such that Ch(σ1, x, T ) mod mB and Ch(σ2, x, , T ) mod mB are relatively prime in κB[T ],
where κB := B/mB .

Let H be a group with a decomposition H = G o {1, c} with c ∈ H an element of order two
normalizing G. For any C representations (V, r) of G we write r c for the representation defined by
r c(g)= r(cgc) for all g ∈ G.

Polarizations. Let θ : G→ GLL(V ) be a representation of G on a vector space V over field L and let
ψ : H → L× be a character. We assume that θ satisfies the ψ-polarization condition

θ c
' ψ ⊗ θ∨.

By a ψ-polarization of θ we mean an L-bilinear pairing 8θ : V × V → L such that

8θ (θ(g)v, v′)= ψ(g)8θ (v, θ c(g)−1v′).

Let 8t
θ (v, v

′) := 8θ (v
′, v), which is another ψ-polarization. We say that ψ is compatible with the

polarization 8θ if

8t
θ =−ψ(c)8θ .

Suppose that:

(1) A0 is a profinite Zp algebra and a Krull domain.

(2) P ⊂ A0 is a height one prime and A= Â0,P is the completion of the localization of A0 at P . This is
a discrete valuation ring.

(3) R0 is local reduced finite A0-algebra.

(4) Q ⊂ R0 is prime such that Q ∩ A0 = P and R = R̂0,Q .

(5) There exist ideals J0 ⊂ A0 and I0 ⊂ R0 such that I0 ∩ A0 = J0, A0/J0 = R0/I0, J = J0 A, I = I0 R,
J0 = J ∩ A0 and I0 = I ∩ R0.

(6) G and H are profinite groups; we have a subgroup Gv0 ⊂ G.
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Set up. Suppose we have the following data:

(1) A continuous character ν : H → A×0 .

(2) A continuous character ξ : G→ A×0 such that χ 6= νχ−c; Let χ ′ := νχ−c.

(3) A representation ρ : G→ AutA(V ), V ' An , which is a base change from a representation over A0,
such that:

(a) ρc
' ρ∨⊗ ν.

(b) ρ is absolutely irreducible.
(c) ρ is residually disjoint from χ and χ ′.

(4) A representation σ : G→ AutR⊗A F (M),M ' (R⊗A F)m with m = n+ 2, which is defined over
the image of R0 in R, such that:

(a) σ c
' σ∨⊗ ν.

(b) tr σ(g) ∈ R for all g ∈ G.
(c) For any v ∈ M , σ(R[G])v is a finitely generated R-module.

(5) A proper ideal I ⊂ R such that J := A∩ I 6= 0, the natural map A/J→ R/I is an isomorphism, and

tr σ(g)≡ χ ′(g)+ tr ρ(g)+χ(g) mod I

for all g ∈ G.

(6) ρ is irreducible and ν is compatible with ρ.

(7) (local conditions for σ ) There is a Gv0-stable sub-R ⊗A F-module M+v0
⊆ M such that M+v0

and
M−v0
:= M/M+v0

are free R⊗A F modules. We also require that M+v0
and M−v0

are disjoint modulo I .
(In our applications this is always satisfied although the Fp-representations of ρ f , χ ′, χ are not
necessarily mutually disjoint when restricting to Gv0 .)

(8) (compatibility with the congruence condition) Assume that for all x ∈ R[Gv], we have the congruence
relation

Ch(M+v0
, x, T )≡ (1− Tχ(x)) mod I,

then we automatically have

Ch(M−v0
, x, T )≡ Ch(Vv0, x, T )(1− Tχ ′(x)) mod I.

(9) For each F-algebra homomorphism λ : R⊗A F→K , K a finite field extension of F , the representation
σλ :G→GLm(M⊗R⊗F K ) obtained from σ via λ is either absolutely irreducible or contains an abso-
lutely irreducible two-dimensional sub-K -representation σ ′λ such that tr σ ′λ(g)≡χ(g)+χ

′(g) mod I .

One defines the Selmer groups X H (χ
′/χ) := ker{H 1(H, A∗0(χ

′/χ)) → H 1(Gv0, A∗0(χ
′χ))}∗ and

XG(ρ0 ⊗ χ
−1) := ker{H 1(G, V0 ⊗A0 A∗0(χ

−1)) → H 1(Gv0, V−0 ⊗A0 A∗0(χ
−1))}∗. Let ChH (χ

′/χ)

and ChG(ρ0⊗χ
−1) be their characteristic ideals as A0-modules.

Proposition 9.2. Under the above assumptions, if ordP(ChH (χ
′/χ))= 0 then

ordP(ChG(ρ0⊗χ
−1))≥ ordP(J ).
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Proof. This can be proved in the same way as [Skinner and Urban 2014, Corollary 4.16]. The only
difference is the Selmer condition at p, which we use the description of Section 3C to guarantee. Note
that the part corresponding to ρ0 corresponds to the upper-left two by two block here while in [loc. cit.]
the ρ f contains the highest and the lowest Hodge–Tate weights. �

Before proving the main theorem we first prove a useful lemma, which appears in an earlier version of
[loc. cit.].

Lemma 9.3. Let Q ⊂ I[[0′′K]] be a height one prime such that ordQ(L6f ,K,ξ ) ≥ 1 and ordQ(Lχ f ξ ′
) = 0,

then ordQ(L6χ f ξ ′
)= 0.

Proof. Let θ = χ f0ξ
′. If ordQ(L6χ f ξ ′

)≥ 1, then for some ` ∈6\{p},∏
`∈6\{p}

(1− θ−1(γ−1
+
(1+W ))e`2−κ) ∈ Q,

where e ∈ Zp be such that `= ω−1(`)(1+ p)e. Thus

θ(`)≡ γ−e
+
ω(`)κ−2(1+ p)e(2−κ) (mod Q).

Thus there is some integer f such that

1≡ (γ+(1+W )−1(1+ p)κ−2)− f e (mod Q)

which implies that for some p-power root of unity ζ+, Q is contained in the kernel of any φ′ such that
φ′(γ+(1+W )−1)= ζ+(1+ p)2−κ . This implies, by [Hida 1991, Theorem I] for the interpolation formula,
that at the central critical point LK( fφ, θ1, 1)= 0 where θ1 is some fixed CM character of infinity type(
κ
2 ,−

κ
2

)
and φ any arithmetic point. But then we can specialize f to some point φ′′ of weight 4 (this is

not an arithmetic point in our definition, but is an interpolation point, by [loc. cit.]). By temperedness for
fφ′′ , the specialization is not 0. This is a contradiction. �

Now we apply the above result to prove the theorem.

• H := GQ,6 , G = GK,6 , c is the complex conjugation.

• A0 =3
′′

D, A :=3′′D,P .

• J0 := ED, J := ED A.

• R0 := TD, I0 := ID.

• Q ⊂ R0 is the inverse image of P modulo ED under TD→ TD/ID =3D/ED.

• R := T f ⊗I3
′′

D, ρ0 := ρπ f σ(ψ/ξ)cε
−(κ+3)/2.

• V = V0⊗A0 A, ρ = ρ0⊗A0 A.

• χ = σψc , χ ′ = σψcσ(ψ/ξ)′ε
−κ . ν = χ cχ ′.

• M := (R⊗A FA)
4, FA is the fraction field of A.

• σ is the representation on M obtained as the pseudorepresentation associated to TD, as in [Skinner
and Urban 2014, Proposition 7.2.1].
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Proof of Theorem 1.2. We first note that we need only to prove the corresponding inclusion for the
6-primitive Selmer groups and L-functions since locally the sizes of the unramified extensions at primes
outside p are controlled by the local Euler factors of the p-adic L-functions since Q∞ ⊆ K∞. (See
[Greenberg and Vatsal 2000, Proposition 2.4].)

Recall that we have enlarged our I at the beginning of Section 8B and the end of Section 8D which we
denote as J in this proof. We first prove the main theorem with Îur replaced by Ĵur. Under the assumption
of Theorem 1.1, as in [Skinner and Urban 2014, Proposition 12.9] we know that by the discussion for
the anticyclotomic µ-invariant at the end of Section 7E, L f ,ξ,K is not contained in any height one prime
which is the pullback of a prime in Îur

[[0+K]]. Note that there might be height one primes dividing the
Euler factors at nonsplit primes which are pullbacks of height one primes of Îur

[[0+K]]. Such issue has
been overlooked in [Skinner and Urban 2014]. These primes are treated in [Wan 2015b, Lemma 87 and
Theorem 101] and can be treated in the same way here. In the following, we treat the height one primes
which are not such pullbacks. By Lemma 9.1 for any such height one prime P of Îur

[[0′′K]],

ordP(L6f ,K,ξ )= ordP(L6f ,K,ξ )≤ ordP(ED).

Applying Proposition 9.2, we prove the first part of the theorem for Ĵur in place of I.
We replace Ĵur

[[0′′K]] by Îur
[[0K]]. We write L for L6f ,ξ,K. Recall Fitting ideal respects base change. We

claim that for any x ∈Fitt(X), xL−1
∈ Îur
[[0K]]. In fact, from what we proved for Fitt(V⊗

Îur[[0K]]
Ĵur
[[0′′K]])

as ideals of Ĵur
[[0′′K]], we have xL−1

∈ Ĵur
[[0′′K]] ∩ F

Îur[[0′′K]]
where F

Îur[[0K]]
is the fraction field of Îur

[[0K]].
Since Îur

[[0K]] is normal and Ĵur
[[0′′K]] is finite over Îur

[[0K]], we have xL−1
∈ Îur
[[0K]]. Thus Fitt(X)⊆ (L),

which in turn implies that char(X)⊆ (L). This proves Theorem 1.1.
Now assume we are under the assumptions of Theorem 1.2. Note that in this case Lχξ ′ = 1. Thus

by the Lemma 9.3 L6f ,ξ,K is coprime to L6
χξ ′

. Suppose P1, . . . , Pt are the height one primes of L6f ,K,ξ
that are pullbacks of height one primes in Îur. Note that none of the primes passes through φ0 since the
two-variable p-adic L-function for f0 is not identically 0. We consider the ring Îur

p,P1,...,Pt
[[0K]] where the

subscripts denote localizations. Then the argument as in the proof of Theorem 1.1 proves that there is a
number a such that (L6f ,K,ξ )⊇ (P1 · · · Pt)

a Fitt
Îur[[0K]]

(X6) as ideals of Îur
[[0K]]. Specialize to φ′0, using

Proposition 2.4, we find
(L6f0,K,ξ )⊇ FittÔur

L [[0K]]⊗L(X f0). �
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