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The algebraic de Rham realization
of the elliptic polylogarithm
via the Poincaré bundle

Johannes Sprang

We describe the algebraic de Rham realization of the elliptic polylogarithm for arbitrary families of
elliptic curves in terms of the Poincaré bundle. Our work builds on previous work of Scheider and
generalizes results of Bannai, Kobayashi and Tsuji, and Scheider. As an application, we compute the de
Rham-—Eisenstein classes explicitly in terms of certain algebraic Eisenstein series.

1. Introduction

In his groundbreaking paper, Beilinson [1984] stated his important conjectures expressing special values
of L-functions up to a rational factor in terms of motivic cohomology classes under the regulator map to
Deligne cohomology. For finer integrality questions one has to consider additionally regulator maps to
other cohomology theories. In order to study particular cases of these conjectures, one needs to construct
such cohomology classes and understand their realizations. An important source of such cohomology
classes are polylogarithmic cohomology classes and their associated Eisenstein classes.

The elliptic polylogarithm has been defined by Beilinson and Levin [1994] in their seminal paper. Itis a
motivic cohomology class living on the complement of certain torsion sections of an elliptic curve £ — S.
By specializing the elliptic polylogarithm along torsion sections one obtains the associated Eisenstein
classes. Eisenstein classes have been fruitfully applied for studying special values of L-functions of
imaginary quadratic fields, e.g., in [Deninger 1989; Kings 2001]. They also proved to be an important tool
for gaining a better understanding of L-functions of modular forms. They appear in the construction of
Kato’s celebrated Euler system and more recently in the important works of Bertolini, Darmon and Rotger
and Kings, Loeffler and Zerbes.

The aim of this work is to describe the algebraic de Rham realization of the elliptic polylogarithm for
arbitrary families of elliptic curves. In the case of a single elliptic curve with complex multiplication,
such a description has been given by Bannai, Kobayashi and Tsuji [Bannai et al. 2010]. Building on this,
Scheider [2014] has generalized this to arbitrary families of complex elliptic curves in his PhD thesis.
Even more importantly, he has given an explicit description of the de Rham logarithm sheaves in terms of
the Poincaré bundle on the universal vectorial extension of the dual elliptic curve.

MSC2010: primary 11G55; secondary 14HS52.
Keywords: de Rham cohomology, polylogarithm, Eisenstein classes.
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Theorem ([Scheider 2014], more precisely stated as Theorem 4.7). For an elliptic curve E/S let ET
be the universal vectorial extension of the dual elliptic curve and (P", Vi) the Poincaré bundle with

connection on E xs E. Then
L) = Pre)e (Pl )
provides an explicit model for the (abstractly defined) n-th de Rham logarithm sheaf Logjy.

For a positive integer D, the de Rham polylogarithm is a prosystem of cohomology classes with values
in the logarithm sheaves, more explicitly

pol, 4r € lim Hyg (E \ E[D], Logljy).
n

Building on this, Scheider used certain theta functions of the Poincaré bundle to construct analytic
differential forms representing the de Rham polylogarithm class for families of complex elliptic curves.
Here, he followed the approach of Bannai, Kobayashi and Tsuji, who gave a similar construction for
elliptic curves with complex multiplication. For all arithmetic applications it is indispensable to have an
explicit algebraic representative of the polylogarithm class. In the CM case studied by Bannai, Kobayashi
and Tsuji, it is possible to prove the algebraicity of the coefficient functions of the involved theta function
using the algebraicity of the Hodge decomposition. This leads to a purely algebraic description of the
de Rham polylogarithm for CM elliptic curves. Unfortunately, this approach fails for arbitrary families of
elliptic curves and thus it does not apply to the situation studied by Scheider.

In this work, we address this problem and construct algebraic differential forms with values in the
logarithm sheaves representing the de Rham polylogarithm for families of elliptic curves. For an elliptic
curve E/S and a positive integer D, we have defined a certain 1-form with values in the Poincaré bundle
s ePT@QL /s> see [Sprang 2018]. This section s2 s called the Kronecker section and serves as a
substitute for the analytic theta functions appearing in the work of Bannai, Kobayashi and Tsuji and
Scheider. Scheider’s theorem allows us to view

17 = (pre)«(sin e £) € T(E\ E[D], L] ® Q 5)

as a 1-form with values in the n-th de Rham logarithm sheaf. In a second step, we lift these relative
1-forms to absolute 1-forms

LP eT(E\EID], £} @ Q)).

Now, our main result states that the prosystem (L2), gives explicit algebraic representatives of the de
Rham polylogarithm class.

Theorem (more precisely stated as Theorem 5.8). Let E /S be a family of elliptic curves over a smooth
scheme S over a field of characteristic zero. The 1-forms L form explicit algebraic representatives of the

de Rham polylogarithm class, i.e.,

(LD = polp gg € lim Hyg (E \ E[D], Logjg)-
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As a byproduct, we deduce explicit formulas for the de Rham—Eisenstein classes in terms of certain
holomorphic Eisenstein series.

The results of this paper depend heavily on the results of the unpublished PhD thesis of Scheider
[2014]. In particular, Scheider’s explicit description of the de Rham logarithm sheaves in terms of the
Poincaré bundle will play a fundamental role in this paper. Scheider’s original proof of this result is
long and involved. A substantial part of this paper is devoted to making the results of Scheider available
to the mathematical community. At the same time, we will simplify the proof of Scheider’s theorem
considerably.

Our main motivation for this work comes from the wish of gaining a better understanding of the
syntomic realization of the elliptic polylogarithm. Syntomic cohomology can be seen as a p-adic analogue
of Deligne cohomology and replaces Deligne cohomology in the formulation of the p-adic Beilinson
conjectures. Till now, we only understand the syntomic realization in the case of a single elliptic curve with
complex multiplication [Bannai et al. 2010] as well as the specializations of the syntomic polylogarithm
along torsion sections, i.e., the syntomic Eisenstein classes [Bannai and Kings 2010]. Building on the
results of this paper, we generalize the results of [Bannai and Kings 2010; Bannai et al. 2010] and provide
an explicit description of the syntomic realization over the ordinary locus of the modular curve in [Sprang
2019]. Here, it is indispensable to have explicit algebraic representatives for the de Rham polylogarithm
class.

The polylogarithm can also be defined for higher dimensional Abelian schemes and is expected to have
interesting arithmetic applications. While we have a good understanding of the elliptic polylogarithm, not
much is known in the higher dimensional case. Combining the results of this paper with Scheider’s results
gives a conceptional understanding of the elliptic polylogarithm in terms of the Poincaré bundle. We
expect that the general structure of the argument should allow the generalization to higher dimensional
Abelian schemes. A good understanding of the de Rham realization is an essential step towards the
realization in Deligne and syntomic cohomology.

2. The de Rham logarithm sheaves

The aim of this section is to define the prosystem of the de Rham logarithm sheaves. The de Rham logarithm
sheaves satisfy a universal property among all unipotent vector bundles with integrable connections. In
this section we will present the basic properties of the de Rham logarithm sheaves, these have been
worked out by Scheider [2014] in his PhD thesis.

Vector bundles with integrable connections. The coefficients for algebraic de Rham cohomology are
vector bundles with integrable connections. Let us start by with recalling some basic definitions on vector
bundles with integrable connections. For details we refer to [Katz 1970, (1.0) and (1.1)]. For a smooth
morphism 7 : § — T between smooth separated schemes of finite type over a field K of characteristic 0 let
us denote by VIC(S/T) the category of vector bundles on S with integrable T -connection and horizontal
maps as morphisms. Since every coherent Og-module with integrable K -connection is a vector bundle,
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the category VIC(S/K) is Abelian (see [Berthelot and Ogus 1978, Section 2, Note 2.17]). The pullback
along a smooth map 7 : § — T of smooth K-schemes induces an exact functor

7*: VIC(T/K) — VIC(S/K).
By restricting the connection we get a forgetful map
resy: VIC(S/K) — VIC(S/T).
To an object F in VIC(S/T) we can associate a complex of 7~ 'Or-modules
Q7 (F): F > F oy Qyyp — -+

called the algebraic de Rham complex. The differentials in this complex are induced by the integrable
connection. The relative algebraic de Rham cohomology for 7 : § — T is defined as

Hig(S/T, F) := R (%7 (F)).

For T = Spec K we obtain the absolute algebraic de Rham cohomology HéR(S ,F). Fori =0, 1 the i-th
de Rham cohomology can be seen as an extension group in the category VIC(S/K), i.e.,

Hip (S, F) = Extyc(s k) (Os, F),  fori =0, 1.
For F € VIC(X/T) and smooth morphisms f : X — S and § — T the relative de Rham cohomology
H{x(X/S, F)
is canonically equipped with an integrable 7'-connection called Gauss—Manin connection.

Definition of the de Rham logarithm sheaves. Let : E — S be an elliptic curve over a smooth separated
K-scheme of finite type. Let us write H := H éR(E /8)Y for the dual of the relative de Rham cohomology
and Hg := m*H for its pullback to the elliptic curve. The Gauss—Manin connection equips Hg with
an integrable K-connection. The group Ext{,lc( E/ K)(OE, ‘Hpg) classifies isomorphism classes [F] of
extensions

0O>Hr—>F—>0g—>0 (1)

in the category VIC(E/K). In general such an extension will have nontrivial automorphisms. In the case
where the extension (1) splits horizontally after pullback along the unit section e: § — E we can rigidify
the situation by fixing a splitting, i.e., an isomorphism

0 > H > H® Os > Ogs

| =

0 —— e"Hg > e* F > Os > 0

~
(e)
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in the category VIC(S/K). Such a horizontal splitting is uniquely determined by the image of 1 e I'(S, Os)
under the splitting. In other words, the group

ker(e*: EXt{/IC(E/K)(OE’ Hg) — EXt{/IC(S/K)(©S’ H))

classifies isomorphism classes of pairs [F, s] consisting of an extension of O by Hf in the category
VIC(E/K) together with a horizontal section s € ['(S, ¢*F) mapping to 1 under e*F — Og. A pair
[F, s] is uniquely determined by its extension class up to unique isomorphism.

The Leray spectral sequence in de Rham cohomology

EDY = Hiy(S/K. Hig(E/S, Hg)) = EP* = Hi/(E/K., Hp)

gives a split short exact sequence
T[*

0 — Extyies/ i) (Oss H) 2 Extyeep i) (O, Hi) — Homyies k) (Os, H ®o; HY) — 0.
e

Definition 2.1. Let [LogcllR, 17 be the unique extension class corresponding to ids under the isomor-
phism

ker(e*: Extyye gk Ok, HE) = Extyie(s k) (Os, H)) = Homyiccs k) (Os, H @05 HY).

This pair (LogéR, 1M} is uniquely determined up to unique isomorphism. This pair is called the first
de Rham logarithm sheaf.

The tensor product in the category VIC(E/K) allows us to define for n > 0 an integrable connection
on the n-th tensor symmetric powers

Logl := TSym” Logl -

For details on symmetric tensors, let us for example refer to [Bourbaki 1990, Chapter IV, Section 5].
Recall that the n-th tensor symmetric power is the sheaf of invariants of the n-th tensor power under the
action of the symmetric groups S,,. The shuffle product defines a ring structure on the tensor symmetric
powers and we obtain a graded ring

P TSym" Logyy

k>0
The map

Loggg — TSym* Loggg, x> xM:=x® k ®x

defines divided powers on the graded algebra of symmetric tensors. In particular, the horizontal section
1M induces a horizontal section

1= D) e 1S, ¢* Loglp)-
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This allows us to define the n-th de Rham logarithm sheaves as the pair (Logl, 1™). Later we will see
that the n-th de Rham logarithm sheaf is uniquely determined by a universal property, see Proposition 2.4.
The horizontal epimorphism LogéR — OF induces horizontal transition maps

Loggr — Loggg -
The transition maps allow us to define a descending filtration
A Logjr = Logjr 2 A' Logjg 2 -+ 2 A"*' Logjr =0
by subobjects
A Loglty = ker(Logly — Logggi), i=1,...,n.
in the category VIC(E/K). The graded pieces of this filtration are given by
gr’, Loghy = A’ Loglp /A Logly = TSﬂli HE.

The cohomology of the de Rham logarithm sheaves. For the definition of the de Rham polylogarithm we
will need a good understanding of the cohomology of the logarithm sheaves. The necessary computations
are the same as for other realizations. In the de Rham realization, they can also be found in Scheider’s
PhD thesis [2014, Section 1.2]. Let us briefly recall the arguments for the convenience of the reader.

Proposition 2.2. Fori =0, 1 the transition map Logljy — Logjz induces the zero morphism
Hr(E/S. Logir) — Hr(E/S. Loggz ).
For i =2 we have isomorphisms
HR(E/S, Loghy) = H3R(E/S,Loghs!) = -~ = Os.

Proof. This is a classical result due to Beilinson and Levin [1994]. For the de Rham realization see also
[Scheider 2014, Theorem 1.2.1]. For the convenience of the reader let us include a proof. For n > 1
consider the long exact sequence

0 —— HY:(E/S, Hp ®Logly') — HO(E/S, Loghy) — HY (E/S)

30/)

H (E/S, HE ®@Logly") —— H(E/S, Logly) — H(E/S)

51//
H2 (E/S,Hg ®@Logly ') —— H2(E/S, Logly) — H2(E/S) —— 0

associated to
0 — Hr ®Loglz' — Logix — O — 0.

Let us first consider the case n = 1. It follows from the defining property of the extension class of Log‘liR
that the map §0: Oy =H8R(E/S) — E(llR(E/S» He)=HQRH" maps 1 e (S, Og) toidy € (S, HOHY),



The algebraic de Rham realization of the elliptic polylogarithm via the Poincaré bundle

Le.,
8°(1) = idy
In particular, we deduce that 8° is injective. Again by (2), we obtain that
1 ~ 170 1 8'®id ;1 1 U 2
HR(E/S)=HRE/SHQ@HRE/S) — Hig(He) @ Hg(E/S) — Hir(HE)
coincides with the map

HR(E/S) — Homo, (H R (E/S), Os) = Hax(HE), x> (y+>xUy).

Since the cup product
Ut Har(E/S) ® Har(E/S) — Hir(E/S)

551

)

3)

defines a perfect pairing, we deduce that (3) is an isomorphism. By the compatibility of the cup product

with the connecting homomorphism

HO(E/S)® HL(E/S) 289 gl (Hp) @ HI (E/S)

L L

HI(E/S) > H3: (HE)

we deduce that 8! is an isomorphism. The fact that §' is an isomorphism implies that
HR(E/S, Loggr) — Hig(E/S)

is an isomorphism and that

H(E/S, Loggr) — Hag(E/S)
is zero. The injectivity of §° implies that

HOR(E/S, Loglg) — HR(E/S)

is zero. This settles the case n = 1. Let us now proceed by induction. For n > 2 let us assume that the

claim has been proven for the transition map Logjy L Logggz. The morphism of exact complexes

associated to the map of short exact sequences

0 — Hrp®Logly' — Logiy > O > 0
0 —— Hp®Logly? — Logiz' > O > 0

splits up into pieces by the induction hypothesis. Indeed, note that Logi, — O factors through

Loglzx — Logix ' ... O and thus induces the zero map in cohomological degree 0 and 1 and an
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isomorphism in degree 2. Using this, the above diagram of short exact sequences induces the following
diagrams with exact rows:

0 —— HO(E/S, Hr ® Logly ") —=— HO(E/S, Logly)

lo (by TH) l(l)

0 —— H%(E/S, Hr ®Logig?) —— HY(E/S, Logixh)

HO(E/S) —— Hl (E/S, Hg ®@Logls') —» H..(E/S, Logly)

H lO (by IH) 1(2)

HOW(E/S) —— HL (E/S, Hp ®Logln?) — HIL(E/S, Logl")

H (E/S) —— H%(E/S,Hp ®Logly!) —— HZ(E/S,Logly) — H2%(E/S)

H [z o H

H(E/S) —— H2%.(E/S,Hp ®Loglz?) —— H(E/S,Logiy!) — H2.(E/S)

The maps denoted by (IH) are zero and isomorphisms, respectively, by the induction hypothesis. From
the commutativity of the diagrams we deduce that the transition maps in (1) and (2) are zero maps while
(3) is an isomorphism, as desired. 0

The universal property of the de Rham logarithm sheaves. In this subsection we will prove the universal
property of the de Rham logarithm sheaves among all unipotent vector bundles with integrable connection.
Recall that we have a descending filtration A* Logj, on the n-th logarithm sheaves satisfying

gr’, Loghy = TSym' Hp = w* TSym' H.
In particular, all subquotients are given by pullback. Motivated by this property we state the following
definition:

Definition 2.3. Let S — T be a smooth morphism of smooth separated K-schemes and E/S an elliptic

curve:
(a) An object Y in VIC(E/T) is called unipotent of length n for £/S/T if there exists a descending
filtration in the category VIC(E/T)
U=AUDAUD - DA U=0
such that for all 0 < i <n, grl, U = AlU/A™T'U = 7*Y; for some Y; € VIC(S/T).

(b) Let U/ (E/S/T) be the full subcategory of objects of VIC(E/T) which are unipotent of length n
for E/S/T. For the case S = T let us write UT(E/S) := UT(E/S) for simplicity.
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For the moment we will consider the absolute case, i.e., T = Spec K. Later, we will naturally by
concerned with the relative case, i.e., the case T = §. For F, G € VIC(E/K) there is a natural connection
on the sheaf of homomorphisms of the underlying modules. Let us write Hom(F, G) for the internal-Hom
in the category VIC(S/K). Let us also introduce the notation Hom%"/rs(F , G) for the sheaf of horizontal
morphisms relative S. By the definition of the connection on the internal-Hom sheaves, we see that

hor

Homj; y ¢(F, G) is the subsheaf of S-horizontal sections of Hom(F, G). We can rephrase this as follows:
n*HomE/S(F G) = HgR(E/S Hom(F, G)).

In particular, the Gauss—Manin connection gives a K -connection on 77, Hom"? E/ /¢(F, G). With this obser-
vation we can finally characterize the logarithm sheaves through a universal property:

Proposition 2.4 [Scheider 2014, Theorem 1.3.6]. The pair (Logyg, 1M) is the unique pair, consisting
of a unipotent object of UZ(E /S/K) together with a horizontal section along e, such that for all U €
Ui (E/S/K) the map
. Hom}l o (Logle. U) — U, f > (* f)(A™)

is an isomorphism in VIC(S/K).
Proof. For the convenience of the reader let us sketch the proof. We have for 0 <i < 2 a canonical
horizontal isomorphism

Hix'(E/S, (Logip)") = Hr(E/S. Logp)” )
induced by the perfect cup product pairing

Hi'(E/S, (Loghn)") ®0g Hig(E/S, Loghg) — HR(E/S) = Os.

We prove the result by a double induction over 0 < k < n, where k is the length of the shortest unipotent
filtration of the object U. For k = n = 0, we have U = 7w *Z for some object Z of VIC(S/K). Indeed, we
have

mHom}}/s (Logds, 7*Z) = m,Hom}/ (O, n*Z) = Hom(Os, Z) = Z

and the map is given by f +— e*f(1) =e* f (1©). For the case 0 = k < n observe, that the transition
maps
HaR(E/S, (Logip)") => Har(E/S, (Logiz ")

are isomorphisms by the above perfect pairing and Proposition 2.2. We deduce the claim for 0 =k <n
by the commutative diagram

HR(E/S, (Loglp)") —— mHom}fs(Loghy, 1*Z) —— Z

I | |

I_-ISR(E/S, (LoggR)V) — JT*Hom%"/rS(LoggR,n*Z) — Z.



554 Johannes Sprang

Here, let us observe, that 1 maps to 1© under the transition map. Let us now consider the case
0 < k < n and assume that the case k — 1 < n has already been settled. For an unipotent object &/ of
length £ we have an horizontal exact sequence

0>na*Z—>U—>U/7*Z—0

with U /7*Z in U,j_l(E /S8/K). This sequence induces a long exact sequences in VIC(S/K). Let us first
show that the connecting homomorphism

80

" HgR(E/S Hom(Loglz. U/n*Z)) - H R(E/S, Hom(Logjjz, 7*Z))

is trivial for all n > k. Let us consider the following commutative diagram, where the right vertical map
is induced by the transition maps of the logarithm sheaves:

HY:(E/S, Hom(Logl ., U/n*Z)) —— e*U/n*Z)

! |

HS% (E/S, Hom(Logly, U/7*Z)) — *U/n*Z)
By the induction hypothesis, the horizontal maps in this diagram are isomorphisms. We deduce that the map
HOx(E/S, Hom(Logjy ', U/7*Z)) — Hx (E/S, Hom(Logls, U/m*Z))
is an isomorphism, too. On the other hand, the transition maps
HdR(E/S Hom(Long ,1*7)) = ﬂ(liR(E/S, Hom(Logjz. 7*Z)) 5)
are identified with the dual of the transition maps
HdR(E/S Logix Yoz HdR(E/S Logir)' ® Z

under the perfect cup product pairing. Thus, Section 2 implies that (5) is the zero morphism. The
connecting homomorphisms 8< ) and 8 -1 fit in the following commutative diagram, where the vertical
maps are induced by the transition maps of the logarithm sheaves:

O

HY:(E/S, Hom(Log"x !, U/n*Z)) 2 H!.(E/S, Hom(Log'y', 7*Z))

l= ; ls

HY%(E/S, Hom(Logly, U/7*Z)) —=— H1.(E/S, Hom(Logly, 7*Z))

Above, we have already shown that the left vertical map is an isomorphism, while the right vertical map
is zero. This shows the vanishing of the connecting homomorphism 881). Now, the claim for0 <k <n
is easily deduced from the induction hypothesis. Indeed, we get the following commutative diagram with
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vertical exact sequences:

e ~

HS:(E/S,Hom(Logly, n*Z)) ———— Z

~ ~

HOR(E/S, Hom(Logly, U)) ———— e*U

~ ~

HOR(E/S, Hom(Logly , U/7*Z)) —— e*(U/7*Z)

~ ~

0 0

Here, the first and the last horizontal maps are isomorphisms by induction. The left-exactness of the
first column follows from the vanishing of the connecting homomorphism S?n). We deduce the desired
isomorphism in the middle. U

Remark 2.5. Another way to formulate the universal property is as follows. Consider the category
consisting of pairs (4, s) with U € Ujl (E/S/K) and a fixed horizontal section s € I'(S, ¢*U/). Morphisms
are supposed to be horizontal and respect the fixed section after pullback along e. Then, the universal
property reformulates as the fact that this category has an initial object. This initial object is (Logg, 1),

3. The definition of the polylogarithm in de Rham cohomology

Let us briefly recall the definition of the de Rham cohomology class of the polylogarithm following
[Scheider 2014, Chapter 1.5]. Let us fix a positive integer D. Let us define the sections 1., 1gpy €
I'(E[D], Ogpy) as follows: let 1gp) correspond to 1 € Og[pj and 1, correspond to the section which is
zero on E[D]\ {e} and 1 on {e}. The localization sequence in de Rham cohomology for the situation

Up:=E\E[D] <> E +— E[D
\l/ (©)

combined with the vanishing results (see Section 2) gives the following:

Lemma 3.1 [Scheider 2014, Section 1.5.2, Lemma 1.5.4]. Let us write Hg(p) := nZ[D]H and Hy,, =
7y, M. The localization sequence in de Rham cohomology for (6) induces an exact sequence

0~ lim Hl(Up/K, Logly) &= ]_[H(?R(E[D]/K, Sym* Heipp) > K — 0.

k=0
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If we view the horizontal section D?.1,— 1gpy € I'(S, Ofgpy) as sitting in degree zero of
o0
l_[ Hgg(EID]/K, Sym* Hpp)),
k=0

it is contained in the kernel of the augmentation map o.
Proof. For the convenience of the reader let us recall the construction of the short exact sequence. The
localization sequence and the vanishing of lim, Hle(E , Logir) = 0 gives
0— lim Hjp (Up, Loglz) <= lim Hgg (E[D], i}, Logiy) — lim Hix (E, Logie) — 0
n n n
Now, the exact sequence in the claim follows by Section 2 and the isomorphism
n
i} Logly = i5ID]" Logi = pje* Logiy = €D Sym* Moy =
k=0

Definition 3.2. Let polj, 4r = (pol}, 4r)n>0 € lim, H(}R(U p/K, Loggy) be the unique prosystem mapping
to D?1, — 1g[p; under the residue map. We call pol D.dr the (D-variant) of the elliptic polylogarithm.

Remark 3.3. Let us write U := E \ {e}. The classical polylogarithm in de Rham cohomology
(polgr)n=0 € lim Hle(U/K’ Hy ®o, Logir)
n

is defined as the unique element mapping to idy under the isomorphism

(o¢]
lim Hjp (U/K, Hy, ®0, Logip) = [ [ Hik(S/Q, 1" ®¢; Sym* H).
" k=1
This isomorphism comes from the localization sequence for U := E \ {e¢} — E. For details we refer to
[Scheider 2014, Section 1.5.1]. Indeed, there is not much difference between the classical polylogarithm
and its D-variant. For a comparison of both we refer to [loc. cit., Section 1.5.3].

4. The de Rham logarithm sheaves via the Poincaré bundle

In his PhD thesis Scheider [2014, Theorem 2.3.1] gave an explicit model for the de Rham logarithm
sheaves constructed out of the Poincaré bundle. Since the material has never been published, we will
recall his approach to the de Rham logarithm sheaves via the Poincaré bundle. The main result of this
section is due to Scheider, but we provide a considerably shorter proof of this theorem.

The geometric logarithm sheaves. Let 7w : E — S be an elliptic curve over a separated locally Noetherian
base scheme S. Let us recall the definition of the Poincaré bundle and thereby fix some notation. A
rigidification of a line bundle £ on E over § is an isomorphism

r:e" L = Os.
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A morphism of rigidified line bundles is a morphism of line bundles respecting the rigidification. The
dual elliptic curve E" represents the functor

T +— Pico(ET /T) := {isomorphism classes of rigidified line bundles (£, r) of degree O on E7/T}

on the category of S-schemes. Because a rigidified line bundle does not have any nontrivial automorphisms,
there is a universal rigidified line bundle (P, ry) called the Poincaré bundle over E x s E" . By interchanging
the roles of E and EV, we get a unique trivialization so: (e x id)*P —> Ogv and we call (P, ry, so) the

birigidified Poincaré bundle. Similarly, let us consider the group valued functor

T s PicT(ET/T) o { isomorphism classes of rigidified line bundles (£, rV) of degree O on E7/T }

with an integrable T'-connection V: £ — L ®o,, Q}ET yronLl

This functor is representable by an S-group scheme E'. By forgetting the connection, we obtain an
epimorphism ¢*: ET — EV of group schemes over S. The pullback P' := (¢¥)*P is equipped with a
unique integrable ET-connection

VPT PT — P—;‘®QIE><SET/ET

making (P", Vpi, ro) universal among all rigidified line bundles with integrable connection. Let us
mention that the group scheme E satisfies another universal property: it sits in a short exact sequence

0— V(wg/s) = E' > EY >0

with V(wg/s) the vector group over § associated with wg,s and every other such vectorial extension of
EY is a pushout of this extension. This explains why ET is called universal vectorial extension of E" .
For a more detailed discussion on the universal vectorial extension and its properties, let us refer to the
first chapter of the book of Mazur and Messing [1974].

Let us denote the inclusions of the infinitesimal thickenings of e in E' and EV, respectively, by

Ui E =Inf'Ef — EY, (,:EY:=Inf' EY — EV.
Definition 4.1. For n > 0 define
L) = (prp)«(idg xt))*PT, L, 1= (prp)«(idg x1,)*P.
Both £, and £ are locally free O z-modules of finite rank equipped with canonical isomorphisms
triv, : e*ﬁz —> Opr,  trive: e* L, = Opy

induced by the rigidifications of the Poincaré bundle. Furthermore, V»+ induces an integrable S-connection
\Y i on ﬁz. We call £jl the n-th geometric logarithm sheaf. Sometimes we will write EZ, g to emphasize
the dependence on the elliptic curve E/S.

Let us discuss some immediate properties of the geometric logarithm sheaves. The reader who is
familiar with the formal properties of the abstract logarithm sheaves will immediately recognize many of
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the following properties: the compatibility of the Poincaré bundle with base change along f : T — §
shows immediately that the geometric logarithm sheaves are compatible with base change, i.e.,

~ il ~ T
Py Ln.E/s = Lo ErjTs  PrE ﬁn,E/S - En,ET/T

where pr; : Er = E xgT — E is the projection. By restricting form the n-th infinitesimal thickening to
the (n—1)-th, we obtain transition maps

n

L Ll Ly L.

The decompositions Oy 1 pv = Os@wgv /s and Oypi g+ = O H show that the transition maps £ — Of

and ﬁJ{ — Og sit in short exact sequences
0— n*wgv/s = L1 — O — 0 and 0—>7—[E—>£I—>OE—>0.
Since P is the pullback of P, we obtain natural inclusions
L, L]

These inclusions can be interpreted as the first nontrivial step of the Hodge filtration of the geometric
logarithm sheaf £: the Hodge filtration on 7 induces a descending filtration of O z-modules on EI such
that all morphisms in

0—>’HE—>,CJI—>(’)E—>O

are strictly compatible with the filtration. Here, OF is considered to be concentrated in filtration step 0.
Explicitly this filtration is given as

Floi=£loFLi=£,2F'z]=0.

Let us write [D]: E — E for the isogeny given by D-multiplication. The dual isogeny of [D] is D-
multiplication on EV. By the universal property of the Poincaré bundle over E x g E", there is a unique
isomorphism
Yid(p1: (id x[D])*P = ([D] x id)*P.
Since we are working over a field of characteristic zero, the D-multiplication induces an isomorphism on
Inf] EV:
Inf] EY —— EVY

l; l[D]

Inf] EY —— EVY
Restricting yi4,p) along E x g EV and using the above commutative diagram gives

Pre)« (P pxing £v) = (rp)«((d x[DD*P | pxtng £v) = (Pre) ([D] % id)*PT | ptngr £).
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Recalling ET (prg)s« (P ExInf! gv) gives an invariance under isogenies isomorphism:
Ll = [D*L]. (7)

The Fourier-Mukai transform of Laumon. For a smooth morphism X — S let us denote by Dy g the
sheaf of differential operators of X/S. Furthermore, let us denote by D (DX /s) (resp. Db -(Ox)) the
derived category of bounded complexes of quasicoherent Dy,s-modules (resp. Ox- modules). As usually,
let E/S be an elliptic curve over a smooth base S over a field of characteristic zero. The Poincaré bundle
with connection (P', Vi) on E x g E' serves as kernel for Laumon’s Fourier—Mukai equivalence.

Theorem 4.2 [Laumon 1996, (3.2)]. The functor
®pi: DY .(Opt) > Db.(Dgjs).  F' > Rprp (P, Vp) ®0, ., pry: F*)
establishes an equivalence of triangulated categories.

We will restrict this derived Fourier—-Mukai transform to certain complexes of unipotent objects which
are concentrated in a single cohomological degree. Let us first introduce the following category:

Definition 4.3. Let 7 be the ideal sheaf of O+ defined by the unit section. Let U,(Og+) be the full
subcategory of the category of quasicoherent O +-modules F, such that 7"T!F =0 and 7' F/ T+ F is
a locally free Og = Ot/ J-module of finite rank fori =0,...,n

The following results appear in the work of Scheider:

Lemma 4.4 [Scheider 2014, Proposition 2.2.6, Theorem 2.2.12(i)]. Let us write egi: S — ET for the

unit section of the universal vectorial extension of E":
(a) For alocally free Os-module G, we have the formula
Opi((ept)sG) =7*G
(b) The Fourier—Mukai transform of F € U, (Og+) is concentrated in cohomological degree zero, i.e.,
H (®pi(F) =0 fori#0.

Proof. We follow closely the argument of Scheider [2014, Proposition 2.2.6, Theorem 2.2.12(i)]:
(a) Base change along the Cartesian diagram

id xep+

E —5 ExgET
b,k
s —5

gives a canonical isomorphism of D, g+, g+-modules

przf (eE%)*g x>~ (ld XeET)*T[*g-
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The trivialization of the Poincaré bundle gives a D/ g-linear isomorphism
(id xeg)* (P, Vi) =~ (O, d).
Thus, we get an isomorphism of D, (gt /gt-modules
P @0, . Pri:(ep)aG = (id xeg:) .
Since id xeg; is affine, it is exact and we get
pi((ept)+G) = R(pry)« (P ®0p,  pr pri: (eg1)«G)

= R(prg)«R(d xeg+) "G

= R(idp)."G

=r*g.
(b) Let us prove the claim by induction on n. For n = 0 we have F = (eg+).G for some locally free
Ogs-module G. Thus, the case n = 0 follows from (a). For n > 0 the claim follows by induction: indeed,

the exact sequence
0>J'F>F—->F/T"F—->0

induces a triangle
Dot (J"F) = Opi(F) > Opit (F/T"F) = Opi(T"F)[1]

in Dé’ +(DEgss). Now we conclude since ®p+(J"F) and ®pi (F/J"F) are concentrated in degree zero by
the induction hypothesis. (|

Proposition 4.5 [Scheider 2014, Theorem 2.2.12]. The functor
U, (Ogt) => UN(E/S), Frs F = HO(®pi(F))
is a well-defined equivalence of categories.

Proof. Again, we follow Scheider’s proof [2014, Theorem 2.2.12]. Let us first prove the well-definedness
by induction over n. For n = 0, Lemma 4.4(a) shows that the functor is well-defined. For n > 0 an object
F € U,(Og+) fits in an exact sequence

O->TJ"F>F—=>F|T"F—=0

with J"F € Ug(Of+) and F/J"F € U,,_1(Of+). We have seen in Lemma 4.4(b) that the Fourier—Mukai
transform of each term in the above exact sequence is concentrated in degree O, thus we get the short
exact sequence

0— HY(®pi(J"F)) = HY(®p:(F)) = HY(®pi (F/T"F)) — 0.

By the induction hypothesis, HO(®p+(J"F)) € UN(E/S), H)(®pi(F/T"F)) € U'_(E/S) and we
deduce H(®p+(F)) € U} (E/S). This proves the well-definedness.
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Since ®p+ is an equivalence and all considered sheaves are concentrated in cohomological degree
zero, we deduce that U, (Of+) — Ui (E/S) is fully faithful. The proof that (T)T is essentially surjective
proceeds again by induction over n. For n = 0, we have F = (eg+).G for some locally free Og-module
and the explicit formula FT =n*G establishes the case n = 0. Let n > 0 and assume that we already know
that (T)T: U (Ogt) — an(E /§) is essentially surjective for m < n. Every unipotent sheaf U/ € UZ(E /S)
sits in an exact sequence

0= AU—-U—> 7Y =0

for some locally free Og-module ). By the induction hypothesis there exists 7' € U,_1(Og+) and
F' e Up(Og) with (F)' = Al and F)' = 74, ice.,

0— (]:/\’)T—>U—>(7?7)T—>O.
This gives us a distinguished triangle
Opi (F) > U — Opi (F) = Opi (FH[1] (8)

in Dg’ -(Dg/s). Let us denote by CD;.: an quasiinverse of the equivalence ®p+. Applied to (8) this yields a
triangle in DSC(OE"‘)3

DN (Ppi (F)) = Ot U) — DN (Ppi(F)) — D1 (it (F)I1].

Since @} (®pi (F)) = F' and O} (Ppi (F)) = F” we may replace c1>7;l (®pi (F') and @} (Ppi (F))
by F' and F”, respectively, in the above triangle:

F = o lu) - F' - F.

Because ' and F” are concentrated in degree zero we deduce that @;Tl (U) is concentrated in degree
zero. Applying H gives
0— F — HY @ U) > F'— 0

As F' € U,_1(Op+) and F” € Ug(Of+) we get F := HO(®,} (U)) € U (E/S). Applying O gives
0> F) =@ = F) =o.

Using once again, that CD;I (U) is concentrated in degree zero, we deduce
Fi = H@p (HO(@LIU))) = U,

This proves that I/ is in the essential image of (-A)T and concludes the induction step of the essential
surjectivity of (A-)T. U

Finally, let us state the following result:
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Proposition 4.6 [Scheider 2014, Prop. 2.2.16]. For F € U, (Og+) there is a canonical isomorphism
FFT 2 (). F.

Here, 7, : Inf, E T — S is the structure morphism of Inf] E T,

Proof. For the convenience of the reader, let us recall Scheider’s proof. Let us view F € U,(Og+) as an
Oyt pr-module. The base change isomorphism associated to the diagram

id X,

ExsInf" ET — ExgE"

lprlnf;‘ Ef lpr £

InftEf — " s F

gives an horizontal isomorphism

Fr 2= (prp)e(prip s F®0, . (id x0,)"PY).

Exgln

Again, by base change along the diagram

Inf"Ef — ™ 4§

s

Exshf"Et 225 E
we obtain the desired Og-linear isomorphism
FFh = e*(pr)«(pPry,pm gt .7-'(§§>(9EXSE+ (id x1,)*Ph)

= () (e X iQ)* (P it F ®o, ¢ (id x12)*PT)
(7Tn)+ F. O

12

The geometric logarithm sheaves as de Rham logarithm sheaves. The aim of this section is to show
that the geometric logarithm sheaves EZ; give us a concrete geometric realization of the abstractly defined
de Rham logarithm sheaves. This is one of the main results of Scheider [2014, Theorem 2.3.1]. By
working with the universal property of the logarithm sheaves instead of its extension class, we can give a
much simpler proof then the original one. The idea of our proof is quite simple: the pair (Og:/J"+!, 1)
is initial in the category consisting of pairs (F, s) of unipotent O+ /J7"*! modules F € U,(Og+) with
a marked section s € ['(S, (,,)+«F). Thus, the Fourier—Mukai transform of (Og+/J n+1 1) should be
initial in the corresponding category of unipotent vector bundles (with a marked section) through the
equivalence of categories:

U, (Ogt) => UN(E/S).
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Now recall, that being initial in the category of unipotent vector bundles with a marked section is exactly
the universal property of the logarithm sheaves. Finally, the formula

| * i iq x Fyrpt Ref
(Op:/T") = (pre)«((pre)* O g @0, P') = (pre)«(id x¢,)*P" =" L,

which has already been observed by Scheider, allows us to conclude that the geometric logarithm sheaves
satisfy the universal property of the abstractly defined logarithm sheaves.
In order to make this argument work, we have to be more precise: First, let us observe that

e Lh = O gt = Opt /T

gives us a canonical section 1 € I'(S, Oy 1) =T1(S, e*ﬁjl) of e*ﬁz. Furthermore, let us observe that
the connection V P is a connection relative S, while the connection VLoggR is an absolute connection.
In order to compare both objects, we have to restrict the connection Vo relative S. Let us define
VLoggR, E/Ss ‘=T€s S(VLoggR)- Now, we can state one of the main results of Scheider’s PhD thesis:

Theorem 4.7 [Scheider 2014, Theorem 2.3.1]. There is a unique horizontal isomorphism
(Logir> Viogy.£/s) = (L7, V1)
mapping 1 to 1 after pullback along e.

The proof of is long and involved. Scheider compares the extension classes of both tuples. It is much
simpler to deduce this isomorphism by proving that both objects satisfy the same universal property, or
stated differently that they are initial in the same category. Since we already know the universal property
of the abstractly defined logarithm sheaves, it remains to show that the geometric logarithm sheaves
satisfy the same universal property.

Theorem 4.8. The tuple (£j,, Vi, 1) is the unique tuple, up to unique isomorphism, consisting of an
object (L}, V1) € UL(E/S) and a section

1eT(S,e"Ly) =T(S, Opypr 1)
such that the following universal property holds: For all G € UZ;(E /S) the map
m Homl/o(LF. G) > €*G.  f > (e* )(1)
is an isomorphism of Og-modules.
Proof. Let G € Ul (E/S). By the equivalence

O U0 => UL(E/S),
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we may assume G = F' for some F € U,(Og+). Then, we have the following chain of isomorphisms

— W)
ﬂ*IﬂnU;(E/S)(OET/jn+I s g) = (nn)*HomUn(OET)(OET/jn—Ha -F)

= (7711)*-/?

(B)
o~ *]:I

= e*g

where (A) is induced by the Fourier—-Mukai type equivalence Proposition 4.5 and (B) is Proposition 4.6. It
is straightforward to check that this chain of isomorphisms sends f to (e* f)(1). This proves the universal
property of (L}, V i 1. U

As a corollary, we can deduce the following result about absolute connections:

Corollary 4.9 [Scheider 2014, Corollary 2.3.2]. There exists a unique K -connection VZ?S on E;C, such
that '

(a) Vabs restricts to the S-connection V i i.e.,res S(V"‘bs) =V o and

(b) (E V“}T’ %, 1) satisfies the universal property of the absolute n-th de Rham logarithm sheaf stated in
Proposmon 24.

Proof. Uniqueness follows immediately from the universal property in (b). For the existence of V“‘bS let
us consider n-th (absolute) de Rham logarithm sheaves ((Logy., Viogt, ), 1), The forgetful functor

ress: U (E/S/K)— Ul (E/S)

gives an object (Loggg., ress(VLogr, ), 1™) in the category U} (E/S) satisfying the following universal
property (by Proposition 2.4): for all G € Ul (E/S) the map

7 Hom®s (Logly, G) — ¢*G.  f > (¢* /)A™)

is an isomorphism of Og-modules. Since ((EZ, Vi), 1) satisfies the same universal property (see

Theorem 4.8), there is a unique isomorphism
a: Ll =5 Loghy

which is S-horizontal, i.e., «* ress(Viog:,) = Vd and satisfies (e*o)(1) = 1", Let us define VZ?S =

n

o VLogt,. With this definition « provides an isomorphism
(L3 Vi 1) = ((Logig. Viogy,)- 1)

in the category U} (E/S/K). In particular, the tuple (£, Va?“, 1) satisfies the universal property of the
n-th de Rham logarithm sheaf, i.e., (b) holds. (a) follows from the formula

b
resS(VZf) =ress (o Viogr,) = a” ress(Viogr,) = Vi O
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Extension classes and the Kodaira—Spencer map. Simultaneously with the geometric logarithm sheaves
(ci, v ﬁi)’ we introduced a variant £,, of geometric logarithm sheaves without a connection. One might
ask about a similar universal property for £,. Indeed, let us define U,(E/S) as the full subcategory of
the category of vector bundles consisting of unipotent objects of length n for E/S, i.e., there is a n-step
filtration with graded pieces of the form *G for some vector bundle G on S. The pullback e* L, = Oy gv
is equipped with a distinguished section 1 € I'(S, Oy v ).

Theorem 4.10. The pair (L,, 1) is the unique pair, up to unique isomorphism, consisting of a unipotent
vector bundle of length n for E /S and a section

1eT(S,e*L,) =T(S, Ong gv)
such that the following universal property holds: For allU € U,(E/S) the map
m.Homo, (L,, G) — €*G, f> (e*f)(1)
is an isomorphism of Os-modules.

Proof. The same proof as in Theorem 4.8 works if one replaces the Fourier—Mukai transform of Laumon
by the classical Fourier—Mukai transform. U

Let us recall that £' sits in a short exact sequence
0—>7T*(,_L)EV/S—> El —> OE — 0

and that the rigidification of the Poincaré bundle induces a trivializing isomorphism along the zero section
trive: e*L; —> Os ® wgv/s. An immediate reformulation of the above universal property of L' is the
following:

Corollary 4.11. Let E/S be an elliptic curve, M a locally free Og-module of finite rank and let (F, o)

be a pair consisting of an extension
F:0>a*M—F—0—0

together with a splitting of ¢* F, i.e., o is an isomorphism e*F —> Og @& M which is compatible with the

extension structure. Then, there is a unique morphism
prwpvs > M
such that the pair (F, o) is the pushout of the pair (L1, triv,) along ¢.

Proof. The pair (F, o) induces a pair (F, s) with F € Uj(E/S) and s := o ~!(1,0) e ['(S, e*F). By the
universal property of £, there is a unique morphism f : £; — F which identifies 1 € '(S, e*£) with
s € ['(S, e*F). The pushout of

F:0>n*M—-F—0r—0
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along ¢ := (e*f)lQEV/S : wgvys — M is isomorphic to (F, o). Uniqueness follows from the rigidity of
extensions with a fixed splitting along the pullback e*. g

An interesting application of this corollary relates £; to the absolute Kéhler differentials of the universal
elliptic curve. Let E — S be an elliptic curve and S — T be a smooth morphism. We have the following
fundamental short exact sequences of Kéhler differentials:

0— 7*Qy,r = Qyp — Qg — 0 ©)
and
0—7/I° — e*Q}g/T — Q}?/T -0

with 7 the ideal sheaf defining the zero section e : S — E. The second short exact sequence induces a
canonical splitting
e*Qp,r —> Qg7 O Qg

of the pullback of (9) along e. The pullback of the Kodaira—Spencer map
wE)s @ wEv/s = Q7

along 7 : E — § induces a map

ks: Q}E/S R0 T WEv/s = n*Qé/T.
Corollary 4.12. The short exact sequence of Kdihler differentials

0— JT*QIS/T — QIE/T — Q}E/S -0
is the pushout of £ Q0 Q}E/S along the Kodaira—Spencer map Kks.
Proof. Assume, we have a short exact sequence

F:0>n*M—-F—0r—0
together with a splitting o of e*F as in Corollary 4.11. Then we can describe the unique map
prwpvs > M
whose existence is guaranteed by Corollary 4.11, as the image of 1 under the connecting morphism
8: 0 — R'm.(7*M) = Homo, (wev /s, M).

Now the result follows from the definition of the Kodaira—Spencer map [Faltings and Chai 1990, page 80]:
the Kodaira—Spencer map is the image of 1 under the connecting homomorphism of the short exact
sequence

0— 7*Qy7 Qo (Rp/5)” = Q1 ®0; (/s)” — Op — 0 (10)

obtained by tensoring the short exact sequence of Kéhler differentials with ®o, (Q}E / $)V- O
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In particular, the pushout along the Kodaira—Spencer map induces a map
KS: L1 ®0, /s = Q- (11)
If E/S is the universal elliptic curve over the modular curve (with some level structure) then KS is an
isomorphism. In particular, £; is essentially given by the absolute Kiahler differentials.
5. The de Rham realization of the elliptic polylogarithm

The aim of this section is to give an explicit algebraic description of the de Rham realization of the elliptic
polylogarithm in terms of the Kronecker section of the Poincaré bundle for arbitrary families of elliptic

curves E/S over a smooth separated K-scheme S of finite type. From now on, we will use Scheider’s

F abs

explicit description of the de Rham logarithm sheaves and fix (£, V4%, 1) as an explicit model for the
n LI

de Rham logarithm sheaves (see Corollary 4.9).

The Kronecker section of the geometric logarithm sheaves. Recall that the dual elliptic curve EV rep-
resents the connected component of the functor

T +— Pic(E7/T) := {isomorphism classes of rigidified line bundles (£, r) on E7/T}

on the category of S-schemes. The polarization associated to the ample line bundle Of([e]) gives us an

explicit autoduality isomorphism
A E—> Picdg = EY a2
P~ (Op([—P]—[e]) @0, 7 e*Op([—P] —[e]) ", can)

Here, can is the canonical rigidification given by the canonical isomorphism
¢*Or([=P]~[e]) ®0; ¢* Op([=P] —[e)) ™' = Os.
With this chosen identification of E and EV we can describe the birigidified Poincaré bundle as follows
(P, ro, 50) := (pr; Op([eD®™' @ pr; Or([eD® ™' @ n*Op(le]) ® 75, x5 ro, 50)-

Here, A = ker(u : E x EY — E) is the antidiagonal and r, so are the rigidifications induced by the
canonical isomorphism
e*Op(—le]) = wg/s.
This description of the Poincaré bundle gives the following isomorphisms of locally free Of « g-modules,
i.e., all tensor products over O« g:
PRPE! =P® (Opxp(—lex E1-[E x e] + A) @1}, gy )®!
=P®Qp, p/p(le x E1+[E x e]) ® Opxp(—A) (13)
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The line bundle O« g(—A) can be identified with the ideal sheaf 7 of the antidiagonal A in E x s E in

a canonical way. If we combine the inclusion
Opxp(—A) =Ja — Opxk
with (13), we get a morphism of O« g-modules
PP - PRQp, /e x E1+[E xe]). (14)

Recall, that we agreed to identify E with its dual with the canonical polarization associated to the line
bundle Og([e]). With this identification, the Kronecker section

Sean € T(E x5 EY, P®0,, ;v Qypvpv(le x EV]+[E x e]))

is then defined as the image of the identity section idp € I'(E x E, P ® P®~!) under (14). The universal
property of the Poincaré bundle gives us a canonical isomorphisms for D > 1:

yi.p: (id x[D])*P = ([D] x id)*P
Let us define the D-variant of the Kronecker section by
son 7= D? - y1,p((d X[DD)*(scan)) = ([D]  id)* (scan)-
This is a priori an element in
C(E x5 EY, (ID] X id)*[P ® QL v po (E x EY[D]]+[E[D] x EVD),
but below, we will see that it is actually contained in
T'(E x5 EY, (ID] X id)*[P ® Q. pv v ([E x (EY[D]\ {e})] + [E[D] x EV]))).

In other words, passing from the Kronecker section to its D-variant removes a pole along the divisor
E x e. For the proof, we will need the distribution relation of the Kronecker section: For a torsion section
t € E[D](S), let us define the translation operator

UP :=y1.po(d xT)*y p: (D] x T)*P — (D] x id)*P.
For a section f e '(E x EY, P QO pv i QEXEV/EV (E x e+ e x E])) let us introduce the notation
UP(f) == U ®idg)((ID] x T)*()).
With this notation, the distribution relation of the Kronecker section reads in the convenient form:

Proposition 5.1 (distribution relation). For an elliptic curve E /S with D invertible on S and |E[D](S)| =

Z UID (Scan) = Sc?m-

e#£teE[D](S)

D? we have

Proof. Let us refer to [Sprang 2018, Corollary A.3] for the proof of the distribution relation. O
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The distribution relation shows that passing to the D-variant of the Kronecker section removes a pole
along the divisor E X e.

Corollary 5.2. The D-variant of the Kronecker section is contained in
T'(E x5 EY, (ID] X id)*[P ® Q. pv v ([E x (E”[D]\ {e})]+[E[D] x EV]))).
Proof. By definition of the translation operators UL, we get
UtD(scan) eI (E xsEY, (D] xid)*(P® Q}EXSEV/EV([E x (=t)]+1[e x EV]))).
Now the result follows from the distribution relation. 0

The rigidification (id xe)*P = Op of the Poincaré bundle gives us the identification
(ID] x e)*(P ® Qi v v ([E x (=] +[e x EV])) = [DI*Qy s(le]) = Qp 5 (E[D]).

Using this identification, we get (id xe)*scan € I'(E, Q}E / s(E[D])). This allows us to identify the 1-form
(id x €)*Scan With the logarithmic derivative of the Kato—Siegel function, which has been introduced by
Kato [2004, Proposition 1.3]. Let us briefly recall the definition of the Kato—Siegel function.

Proposition 5.3 [Kato 2004, Proposition 1.3]. Let E be an elliptic curve over a base scheme S and D
be an integer which is prime to 6. There exists a unique section p0 € I'(E \ E[D], Oy) satisfying the
following conditions:

(a) p0 has divisor D*[e] — [E[D]].
(b) Ny (pf) =p 0 for every integer M which is prime to D. Here Ny : I'(E \ E[M D], Og) —
['(E\ E[D], Og) denotes the norm map along M.

The function p0 is called Kato—Siegel function.

The Kato—Siegel functions play an important role in modern number theory. While their values at
torsion points are elliptic units, the logarithmic derivatives dlog, 8 € I'(E, Og(E[D])) are closely related
to algebraic Eisenstein series. These two properties make them an important tool for proving explicit
reciprocity laws for twists of Tate modules of elliptic curves, see for example [Kato 1993; Tsuji 2004].
Let us remark, that the logarithmic derivatives of the Kato—Siegel functions appear as specializations of
the Kronecker section.

Proposition 5.4 [Sprang 2018, Corollary 5.7]. The section

(id xe)*s2, € T(E, Qp s(E[D]))

can

coincides with the logarithmic derivative of the Kato—Siegel function, i.e.,

(id xe)*s2 =dlogp 6.
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Proof. In [Sprang 2018, Corollary 5.7] we proved

dlogr0= Y (id xe)*(UP (sean))-
e£tcE[D](S)
Now, the result follows from the distribution relation. O

D

By restricting s;,, along E x Inf] EV we obtain a compatible system of 1-forms with values in the

logarithm sheaves, more precisely the canonical isomorphism [D]*Q}E /S([e]) = 9}5 / s(E[D]) tensored
with the invariance under isogenies isomorphism (see (7)) gives

[DI*(Ly ®0; Qp/s([e]) = Ln ®0, QU /5(E[D]). (15)
Definition 5.5. Define the n-th infinitesimal Kronecker section
I? € T(E, Ly ®0, Q 5(E[D]))
as the image of (pry).(id x,)*(s2.) € T(E, [DI*[ L, o, Qg/s([e])]) under (15).

By construction the /P form a compatible system of sections with respect to the transition maps of the
geometric logarithm sheaves. By abuse of notation, we will denote the image of [” under the canonical
inclusion

Ly L]
again by [P.

Lifting the infinitesimal Kronecker sections. By the results of Scheider, we already have a good explicit
model of the de Rham logarithm sheaves in terms of the Poincaré bundle. Our next aim is to give an
explicit description of the elliptic de Rham polylogarithm in terms of the Poincaré bundle. Therefore, we
would like to lift the infinitesimal Kronecker sections

1P €T(E, L, ®0; Qp/s(EID]) ST(E, L] ®0, L/5(E[D]))
to absolute 1-forms. In (11) we used the Kodaira—Spence map to construct a map
KS: £' ®0, Qs > QU k-

Further, by the universal property of £, we have comultiplication maps Ly — Lx ® £; mapping 1
to 1 ® 1 after e*. If we combine the Kodaira—Spencer map with the comultiplication of the geometric
logarithm sheaves, we obtain a map

En-i—l®Q}5/S_>En®£1®9}g/s_>ﬁn®9}g/[( (16)

lifting relative 1-forms to absolute 1-forms.

Definition 5.6. Let us define the n-th absolute infinitesimal Kronecker section
Ly €T(E, L, ® Qp/5(E[D])

as the image of /”_, under the lifting map (16).
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A first step in proving that the absolute infinitesimal Kronecker sections represent the polylogarithm is
the following:

Proposition 5.7. Let us view L as section of L} |u,, Qoy, Q}]D /K via the inclusion L, — L}. Then

am
LY e T(Up. ker(L] ®o, Q/x —> L} ®0, Qi /x))

where dV is the second differential in the absolute de Rham complex of (EZ, Vit ine)

Proof. The question is étale locally on the base. Indeed, for a Cartesian diagram

E f

;

~

L Mm

—
AN
with f finite étale we have an isomorphism

FHLn ® QL) = Lk ® R, ¢

which identifies ( f *L,? )n>0 With (L,? )n>0. Thus, we may prove the claim after a finite étale base change.
Now, choose an arbitrary N > 3. Since we are working over a scheme of characteristic zero, the integer
N is invertible and there exists étale locally a Iy (N)-level structure. Again, by compatibility with base
change it is enough to prove the claim for the universal elliptic curve £ with I'1 (V)-level structure over the
modular curve M over K. The vanishing of d'V)(LP) can be checked after analytification. The necessary
analytic computation is shifted to page 573. O

The polylogarithm class via the Poincaré bundle. The edge morphism E%’O — E! in the Hodge-to-
de Rham spectral sequence

E{)’q =HY(Up, ﬁ;: ®oy,, QZD/K) = EPT = HdpR+q(UD/K’ L’D

induces a morphism

d(l) . +
L (Up. ker(L] ®oy,, 2, x < L} ®o,, @, x) > Hx(Up/K. L}). (17)

We show that pol, 4r is represented by the compatible system (LP),~0 under (17).
Theorem 5.8. The D-variant of the elliptic polylogarithm in de Rham cohomology is explicitly given by
polp g = ([Ly D=0

where [LnD ] is the de Rham cohomology class associated with L,? via (17). Here, L,? are the (absolute)
infinitesimal Kronecker sections associated to the Kronecker section.
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Proof. First let us recall that L2 is contained in the kernel of the first differential of the de Rham complex
Q% /k® L}, see Proposition 5.7. Thus, [LP] is well-defined. Further, the question is étale locally on the
base. Indeed, for a Cartesian diagram

E

;

~

U —

—
AN
with f finite étale we have an isomorphism

e 9}5/1() — £;,ET ® Q}ET/K
which identifies ( f *L,? )n>0 With (L,’l) )n>0. Furthermore, the canonical map

Hix(WUp, L)) = Hl\(Up xsT, L] )

n,ET

is an isomorphism and identifies the polylogarithm classes. Thus, we may prove the claim after a
finite étale base change. Now, choose an arbitrary N > 3. Since we are working over a scheme of
characteristic zero, the integer N is invertible and there exists étale locally a I'; (V)-level structure. Again,
by compatibility with base change it is enough to prove the claim for the universal elliptic curve £ with
"1 (N)-level structure over the modular curve M. By the defining property of the polylogarithm we have
to show

Res((ILy Dnz0) = D1, = lgip).
We split this into two parts:
(A) Res LY = D1, — 1¢(py.
(B) The image of Res(([L,?])nZo) under

o o0
[ | HoxE1D, Sym* Hepy)) — [ | Hik (E1D1. Sym* Heppy)

n=0 n=1
is zero.
(A) Since M is affine, the Leray spectral sequence for de Rham cohomology shows that we obtain the
localization sequence for n = 1 by applying HL?R(M, -) to

0— Hig(E/M) - Hy(Up/ M) XS H 6/ M).

This exact sequence can be obtained by applying R, to the short exact sequence

0 — Q%) = Qe (i (ELDD Res, (ierp)+O¢pi[—11 — 0

of complexes. Thus, it is enough to show Res(lOD )y = D*1, — lerp). But we have already seen that
lé) coincides with the logarithmic derivative of the Kato—Siegel function, see Proposition 5.4. The
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residue condition Res(lé) ) = D?1, — 1¢[p; follows immediately by one of the defining properties of the
Kato—Siegel function. This proves (A).

(B) The following lemma implies the vanishing of
H{ (E[D], Sym* He(p)) = Hiy (M, Sym* H) =0,  for k > 0.

So (B) holds in the universal case for trivial reasons. Il
Lemma 5.9. Let N > 3 and £/ M be the universal elliptic curve with 'y (N)-level structure over K. Then
Hgp (M, Sym* H) =0

forallk > 1.

Proof. One can show the vanishing of H(?R(M, Sy_mk ‘H) after analytification. Then, the statement boils
down, using the Riemann-Hilbert correspondence, to the obvious vanishing result

HY(T1(N), Sym‘ %) =0, k=1
in group cohomology. Here, 7 is the regular representation of 'y (N) C Sl>(Z) on Z>. g

Remark 5.10. The above Theorem gives an explicit representative (L2),~¢ of the de Rham polylogarithm
class. One could ask about uniqueness of this representative. We have already seen that the compatible
system of sections (L?),~ is contained in the first nontrivial step

FOLy ® Qpx = Lu ® Q¢

of the Hodge filtration. With some more effort one can actually prove that the system (L), is the
unique system in F OEZ ® Q}E /K representing the de Rham polylogarithm. Let us refer the interested
reader to our PhD thesis [Sprang 2017, Proposition 5.2.12].

Proof of Proposition 5.7 via the mixed heat equation for theta functions. In this subsection we will
pass to the universal elliptic curve and deduce Proposition 5.7 from the mixed heat equation

2mi - 0;:J(z, w, T) = 0,0, J (2, w, T)

of the Jacobi theta function. Let £/M be the universal elliptic curve over Q2 with I'; (V)-level structure.
The complex manifolds £(C) and M(C) can be explicitly described as

E(C)=CxH/Z?> xT{(N) - M(C) =H/T(N).

Recall that we fixed the polarization associated with O([e]) as autoduality isomorphism. The above
explicit analytification together with this autoduality isomorphism gives

CxCxH —»5(@) X M(C) 5\/((]:)
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as universal covering. Let us write (z, w, t) for the coordinates on the universal covering. Using the
autoduality isomorphism from (12) we can write the rigidified Poincaré bundle on £ x x € as

P =pr} Oc([e)® ' ®prs Oc([e)® ' ® n*Oe(le]) @ 1k, e

Let us write P for the pullback of the analytified Poincaré bundle to the above universal covering. Then
P is a trivial line bundle on the complex manifold C x C x H and by the above explicit description of P
in terms of Og¢([e]) it can be trivialized in terms of a suitable theta function. Let us choose the Jacobi

theta function
D
Jow. 1) = DETW)
¥ (2) (w)

with
2

9(2) = exp(%m(r))o(z, )

as trivializing section of the pullback P of the Poincaré bundle to the universal covering, i.e.,

Ocxexn = P, 11 ® (dz)".

= J(z,w, 1)

The analytification of the universal vectorial extension £ of £ sits in a short exact sequence (see [Mazur
and Messing 1974, Chapter I, 4.4])

0— R'(¢),QniZ) — Hlix(E/M) — E(C) - 0

In particular, the pullback of the geometric vector bundle H (liR(é’ /M) to the universal covering H — M(C)
serves as a universal covering of £7(C). Choosing coordinates on this universal covering is tantamount to
choosing a basis of

HIg(E/M)Y =5 HI(EY/M). (18)

The isomorphism (18) is canonically induced by Deligne’s pairing. Let us choose the differentials of
the first and second kind w = [dw] and 1 = [p (w, T)dw] as generators of H (liR(SV /M) and denote
the resulting coordinates by (w, v). We can summarize the resulting covering spaces in the following
commutative diagram:

szﬂ-ﬂ&(ﬁxﬂ-ﬂ

| |

ENC) —— £Y(0)
The pullback of the Poincaré bundle P' to £ x £ is equipped with a canonical integrable £'-connection

Vit PT =P @0, . Qe et
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Let us write P' for the pullback of the Poincaré bundle to the universal covering. The trivializing section
" of P induces a trivializing section t" of P' via pullback

Ocxcrxn == P', 11, (19)
Let us write ZT for the pullback of £;’ = 1. (P £x aInf! ¢1) along the universal covering
7:E=CxH—EQ).
Using Inf} €7 = O @ HR (€Y /M) the trivialization (19) induces
triv: L] =5 Oz @ 7" Hig (Y /M.

Recall, that the higher de Rham logarithm sheaves were defined by tensor symmetric powers of the first
de Rham logarithm sheaf. The generators w = [dw], n = [ (w, T)dw] of H = ~”‘tl(liR(EV//\/l) together
with the isomorphism

n
triv: £/ => TSym” ZZI = TSym" (O ®H) = @ TSym' H
i=0

induce a decomposition
triv: ZZ = @ ol -0z
i+j<n

with @1 = triv™! (! ylily. Here, (-)l'1 denotes the canonical divided power structure on the algebra
of tensor symmetric powers.

Lemma 5.11 [Scheider 2014, (3.4.16)]. In terms of this decomposition the connection V Pos is given by
V@) =~ + D) -0 @de+ (j + Dol @dz

with the convention that ®"/1 = 0 ifi + j > n. Here, n,(t) is the “period of the second kind” 1,(t) =
{(Zv T) - ;(Z + 17 T)'

Proof. The horizontality of the isomorphism
Ll = TSym" ]
reduces us to prove the statement in the case n = 1. Since the restriction of V. to H is trivial, we get
1
~[1,0 ~[0,1]y _
V@) =V @) =0
and it remains to prove

Ve @ = —m@) oM @dz+ o @ dz.
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The connection V .; is induced from the connection V; on PT. The explicit description of the connection
1
in [Katz 1977, Theorem C.6 (1)] yields immediately the formula

Vi () = [—M F Gt w) — )+ v)>]%T ®dz
J(z, w)
Using
a;J (z, w)
————=20;logJ(z,w) =w-n (7)) +¢(z+w)—¢(2)
J(z, w)
we get

Vit =@—w-m@E)t @dz.
Restricting this to the first infinitesimal neighborhood gives
vq(a)[o")]) =—n)- M @dz+ 0" ®@dz. O
Corollary 5.12. The absolute connection on E;fl is given by the formula
v;gS(a)[k’ﬂ) = (—(k+ Dy (r) - &% 4 (j + Da* Ty @ dz

_|_<_m_(t)kd)[kd] + 5 -+ 1)5)[/{—1J+1]) ®dr
Tl

2mi
2
(.m0 = O k4 Dpikrti=1 4 1O okl g g
2mi 27T

with the convention that /1 =0 ifi 4+ j >nori, j <O.

Proof. By the horizontality of
Ll = TSym" ]

it is enough to prove the statement in the case n = 1. In the following, let us write Vabs for the connection
defined by the formulas in the statement. So, in the case n = 1 these formulas reduce to
bs ( ~[0,0 1,0 0,1
Vi@ = (m@ - o+ @ dz

2
e )7 -
VZl?S(a)[‘””)z(afm(r)——n;;i)) 10 g dr + Zm @ ®dr
1

6225(67)“’0]) _ __.&')[1,0] ®dr + %5)[0,1] ®dr.
1

2ri i
A straightforward calculation shows that these formulas define an integrable holomorphic connection

on EI Let us now verify, that (57 , Vab“) represents the extension class of the first logarithm sheaf. The
logarithm sheaf splits after pullback along e:

L= OB H.
The section ¢*®!%% is a generator of O while e*®*!1 = 5 and ¢*®!"% = w form a basis of H. Let
us first check, that this splitting is horizontal if we equip the left-hand side with e*VZ?S, O with the
1
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derivation d: O — QIM and ‘H with the Gauss—Manin connection Vgy. The Gauss—Manin connection
is given by the formulas (see for example [Katz 1973, A1.3.8])

2
Vom(n) = (a,mu) - ’“2;)

771(T)
®df+2—n®df and Vgm(w) =—
1

1
w®dr + —n®dr.
2mi

Comparing this to the defining formulas for Vz : shows immediately the h0r1zontal1ty of the splitting

along e. Stated differently, we have shown that the extension class [, @225)] maps to zero under the map
1

Extyicee 10)(Of, He) > Extiicou 10 (Om, H).

It remains to show, that [(El, @Z?.S))] maps to idy under the map
1

EXt%nc(g/@)(Og, He) — Homyicom/c)(Opm, HOHY)

appearing in the defining property of the first logarithm sheaf in Definition 2.1. Restricting the absolute
connection relative M gives us vertical maps making the diagram

EXt%/]C(g 10)(O¢, He) —— Homvicm/o)(Om, HOHY)

e l

EXt{IIC(g/M)(Os, Hg) — Homop,, (Op, HOHY)

commute. The defining formulas for Va‘bg together with Lemma 5.11 yield res M(Vab“) = V. But we
already know that V £l = respm (V“bs) hence (ﬁl, \Y Ll) maps to idy, under the lower honzontal morph1sm

in the above diagram. Since the left vertical map is injective, we deduce that (Cl, Vab“) maps to idy
under the upper horizontal map. (|

In terms of our trivializing section t' the Kronecker section sca, expresses as follows:
Sean = J (2, w, 7) - ' ®dz.
This implies the following formula for the D-variant of the Kronecker section:
s = (D*J(z, Dw,t) — DJ(Dz, w, 1)) -t ®dz.

The expansion coefficients
D*J(z, w,7) — DJ(DZ, : ) Zsk (2, Dw"
allow us to describe the restriction of 52, to the n-th infinitesimal neighborhood along £ as

= Z k!s,ﬁD (z, DN @ dz.
k=0
The Kodaira—Spencer isomorphism identifies dz ® dw with %dr so we get

n

~ 1 ~
LP = Z(kzs,? (z, D" @ dz + 7k DIsP oz D ® dr). (20)
k=0
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In particular, we deduce that the analytification of the 1-forms L2 coincide with the analytic 1-forms
used by Scheider to describe the de Rham realization of the elliptic polylogarithm on the universal elliptic
curve. The analytic expression (20) is exactly the analytic section of the de Rham logarithm sheaves
which was used by Scheider to describe the de Rham realization of the elliptic polylogarithm analytically.
We have reduced the purely algebraic statement of Proposition 5.7 to the analytification of the modular
curve and identified the objects with the analytic description of Scheider. Thus from here on we can follow
the argument in [Scheider 2014, Theorem 3.6.2]. For the convenience of the reader let us nevertheless
finish the proof. Indeed, it will be the mixed heat equation

2wi - 0:J(z, w, T) = 0,0, J (z, w, T).

which will be responsible for the vanishing of L2 under the differential in the de Rham complex. The
mixed heat equation implies the formula

1
desP = 5+ 1.5 Q1)

and we compute

(vzt;s Aid+id ®@d)(LP)
o g . 1 3
= (Vj};f Aid+id ®d) (;—o (k!s,?w“‘” ®dz+ S —(k+ DisP oM @ dr))

n
1
=) :(k!afschZ)[k’O] @dr Adz+ o —(k+ 1352 0% @ dz A dr)
Tl
k=0

n n
abs, ~ 1 o
+ kLY@ @dz+ ) ok DI ViR @) @dr
k=0 k=0

n n
1
23 kP V@R @ dz + ) 5 kDI, VR @) @ de
k=0 k=0

n

5.12 k' p ~[k,0] | ~[k—1,1

ZE: ¢D k- * 4 pLy @ dr A d
2m,sk (—n1(7) w +ow )y®drt Z

k=0
n

k+1)!
+ 2 LR @ G 1) O ) @ dz nde
Tl
k=0

sP - (=m@) k-0 4 oy @ dr A dz

n
k! ~ ~[k—
_Zﬁsl?‘(—n1(f)-k-w[k’°]+w[k "My@dr Adz=0
k=1

Thus L2 is a closed form with respect to the differential of the de Rham complex of £/ and the proof of
the proposition is finished.
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6. The de Rham-Eisenstein classes

The aim of this section is to describe the de Rham—FEisenstein classes explicitly. We will identify them

with cohomology classes associated to certain Eisenstein series. In the following we will use (Ej;, VZES)
as an explicit model for the de Rham logarithm sheaves. The canonical horizontal isomorphism '

L) = TSym" L]
together with the horizontal isomorphism

Ll = Os®H
induces a splitting isomorphism

~ k
Ll = 1_[ TSym,, H.
k=0

It might be more common to work with Sink H (IIR(E /S) instead of TSymk H (IIR(E V/S). Thus, let us
make the following identifications: By the universal property of the symmetric algebra, we have a
canonical ring homomorphism

Sym*H — TSym" #,

which is an isomorphism since we are working over a field of characteristic zero. Further, let us use the
polarization E = EV associated with the ample line bundle Og ([e]) to identify

H=HRR(EY/S) = HR(E/S).

With these identifications, we can write the above splitting isomorphism as follows:

n
"Ly = [ Symt, Hig(E/S).
k=0

Similarly, we have
n
ety = [[os.
k=0
Further, by invariance under isogenies we have an isomorphism
L= [N)*C].
For a torsion section s € E[N](S) we get a canonical horizontal isomorphism

TAL) = THINI*L) = [NT*L] = L.
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where T : E — E is the translation by s. Together with the splitting isomorphism we obtain a horizontal
isomorphism

trivy: s*L) = e* T L) = e* L) = HSym HIR(E/S).
k=0

The trivialization map is compatible with the Hodge filtration, i.e., we have

trivy: L, =" T L, = e* L, —> Ha)E/S
k=0

The map trivy induces the specialization map

s*: HigUp, £]) = [ | Hix (S, Sym" Hig(E/S)).
k=0

The aim of this section is to identify s* pol’, jz With cohomology classes of certain Eisenstein series; let
us consider the following analytic Eisenstein series

1 2mi
(k) k+1 b— .
Faw@ =D =Dt 35 e, ;N.—exp(N).
(0,0)#(m,n)eZ?

and define

) 2 k) 1=k ()
PPy () = D*FY, (1) = D' F(p) 1, (D).

These are exactly the Eisenstein series appearing in Kato’s Euler system; see [Kato 2004, Section 3.6].
Let £/ M be the universal elliptic curve over Q) with I"(N)-level structure. Recall that modular forms
of level I'(N) and weight k are exactly the sections of I'(M, Q?}‘M) which are finite at the cusps. The
Kodaira—Spencer map

‘_0?/2/\/1 — Q}vt
allows us to associate de Rham cohomology classes to modular forms of weight k£ > 2 via
MM, 0f,) = TM, 0ih? @ @l 15 Hig (M, Sym* =2 H i (€/M).

For a modular form f of weight k let us write [ f] € H&R(M, Sym‘2 H (liR(é' /M)) for its associated
cohomology class. The explicit description of the de Rham poly_logarithm via the Kronecker section
allows us to deduce an explicit formula for the de Rham—Eisenstein classes. The de Rham—Eisenstein
classes have been known previously, see for example [Bannai and Kings 2010, Proposition 3.8; Scheider
2014, Theorem 3.8.15].
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Theorem 6.1. Let £/ M be the universal elliptic curve over Q with I'(N)-level structure. Let (0, 0) #
(a,b) e (Z/N 7)* and s = S(a.b) be the associated N -torsion section. The D-variant of the polylogarithm
specializes to the following cohomology classes of Eisenstein series:

(k+2)
oot — ([PFan 1Y
Polp ar = k!
: k=0

Proof. By Theorem 5.8 it suffices to prove

(k+2)

LD = ([DF<a b) D _
k! k=0
Since L2 is obtained by applying
Los1 ® Qgypy = La® L1 Qgypg = La ® Q- (22)
to lnDJr |» we are reduced to prove

F(k-H)
) b
trlvs(s*l,ﬂl) ( ](:' )) .
: k=0

Our aim is to reduce this claim to the construction of Eisenstein—Kronecker series via the Poincaré bundle.

As a first step we have to compare the translation operators of the Poincaré bundle to the translation
operators of the logarithm sheaves. Let us recall the definitions: The definition of the translation
isomorphism

THL) =5 TXINT*L) = [N]*L] = L.
involves twice the invariance under isogenies isomorphism [N ]*L‘;ﬂ which in turn is induced by restricting

via, vy (ad ><[N])*73T - ([NV] x id)*PJf along E x Inf" E'. More generally, one can define yyy[p] as
the diagonal in the commutative diagram

(N1 x [D]*P WEOm (y b idy P

(id x [D])*V[N],idl/ l([D] xid)*y;

(d x[DN])y*p VAR - hy o NP

Using this, we have defined in [Sprang 2018, Section 3.3] translation isomorphisms L{SZVJ’D fors e E[N](M)
and t € £Y[D](M) on the Poincaré bundle P:

Uy ? = yinnior© (T < T)*yiprivg : (T x T)*(ID] x [ND*P — (ID] x [N))*P.
For sections o € I'(U, P) it is convenient to introduce the notation

P(o) :=Up P (T x T)*(LD] x [N])*0).
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Let o € I'(U, P) be a section of the Poincaré bundle and s € E[N](S) and ¢t € EV[D](S). In particular,
we get the section

01 := (Prp)«(Uei” (@) Exinty £9)
of the geometric logarithm sheaf [ D]*L,,. Similarly, by taking translates by s and ¢ we get the section
05,0 1= (prp)«((id xINT) ' [U P (@) £ xgingy 1)

of [D]*L,,. Here, we wrote [N]* for the isomorphism of structure sheaves Ome v —> [N ]*Olnfg EV
induced by N-multiplication. Let us write

inV[D]Z L, = [DI*L,
for the invariance under isogenies isomorphism. Unwinding the definitions it is straightforward to
check that the translation operators of the Poincaré bundle and the translation operators of the geometric
logarithm sheaves are compatible in the following precise sense:
trans, (7" inv p,(0,)) = invip, (05.0).
Applying this to the Kronecker section o = s¢,, gives us sections
0, € T(E, [DI"L, ® QL s(E[D]) and oy, € T(E. [DI*L, ® Q5T E[D))).

By the distribution relation [Sprang 2018, Corollary A.3]

Z UtD(Scan) = (D)2 : Vl,D((id X[D])*(scan)) - ([D] X id)*(scan)-
e#teEV[D](S)

and the definition of /” we obtain

l,?: Z (inv[_Dl]®can)(a,)
e#£1€EV[D]

where

can: [DI*Qg([e]) => Q¢ (E[D])

is the canonical isomorphism. Now, the above formula gives

(transg ® idQé/M)(T‘,*l,?) = (invip ® can)_1< Z GM). (23)
e£1€EV[D]
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In particular, we obtain the formula

. . Def. . . .
(trivy ®1dw£/M)(s*l,?) = (e* triv, ®idy,, ) © (€” transy ®1dw5/M)(e*TY*l,?)
23 . . . _
23 (™ triv, ®idy,,,,) © (¢* invip) ®e™ can) 1 ( Z e*ffs,z>
e#£teEV[D]

@ (@(-D_k_l)>o(e*trive)( 3 e*a”>
k=0

e#teEV[D]
—k+1
® (D
_< o

n

> (exe)[(ID] % [N])*vgkus%”(scan)])

e#1eEV (D] k=0

—k+1 n
© (D k1
(P X o)

e#teEV[D] k=0

Here, (A) is induced by the commutativity of

e* invip] ®e* can™!

e Ly ®e*Qp ¢*[DI*L, ® e*[DI* Qg 4

l/trive l/trive

k (D1 (D)
Dio Q)?/M Qwe/m ———— Do ‘_‘)g/k/vt ® we/m

and the fact that pullback along [ D] induces multiplication by D on the cotangent space wg /4. For the

equality (B), let us recall that V; is the universal integrable £*-connection on the pullback P of the

Poincaré bundle to £* x 1 £V, where £F denotes the universal vectorial extension of £. The O -linear

map

(e x idgV)*Vﬁi Ogv — Ogv 0,y Q}g\//M = Ogv ®0, We/M

is nothing than the invariant derivation on £". On the other hand, the map

n
. . . * ~ Rk
trive : O gv = (€ X 1dingr £v) " (Plexmgr £v) —> @C_Ug//\/[
k=0

coincides with f > (e*(3° f)/ k!)_o- i.€., it is given by iteratively applying the invariant derivation
31 Ompr v = Ot v @0 p @/ M

to sections of Oy, ¢v. Combining these two facts with the definition of oy, gives (B). The equality (C)
is the definition of the geometric modular forms Ef,’,l given in [Sprang 2018, Definition 4.1].

So far, we have proven that the specialization s* pol}, 4 is represented by the cohomology classes
associated to the geometric modular forms D%~ . E:tk . It remains to relate D% . Egl,k to Kato’s
Eisenstein series DFE’;?b). Let us compare D~*=1. %" e£t€EV[D] Esltk to DFEI;?b) on the analytification of
the universal elliptic curve.
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Let £/ M be the universal elliptic curve of level I'1 (N). Let us choose the following explicit model for
the analytification

E(C) = ((Z/NZ)* x Cx H)/(Z> ¥ T1(N))

with coordinates (j, z, 7) on (Z/NZ)* x C x H. We will use the trivializing section dz of wgc)/m(c)
to identify classical modular forms with sections of Q?(k@) JM(C)- According to [Sprang 2018, The-
orem 4.2] and the functional equation of Eisenstein—Kronecker series the geometric modular form
D71 Y gy Eait corresponds to the classical modular form

1
— (mb—na)
(=Dt p7H Y > T
(0,0)#(c,d)e(Z/DZ)? (0,0)#(m,n)eZ? (mT TR+ C‘L’/D T d/D)
1
= (=1 kk' . D—k—H Dk—H - .(mb—na)
(=D Z (mt + n)k-i—l §N

(m,n)eZ?\(DZ)?
12 kD) 2—(k+1) - (k+1) _  pk+Dh
=D"F,, (t)=D Fpa,ppy(T) =p F g ) (7)
This proves the desired formula

(k+2)

DF b n
o ()
: k=0
O
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a-numbers of curves in
Artin—Schreier covers

Jeremy Booher and Bryden Cais

Let 7w : Y — X be a branched Z/ pZ-cover of smooth, projective, geometrically connected curves over a
perfect field of characteristic p > 0. We investigate the relationship between the a-numbers of ¥ and X
and the ramification of the map 7. This is analogous to the relationship between the genus (respectively
p-rank) of Y and X given the Riemann—-Hurwitz (respectively Deuring—Shafarevich) formula. Except in
special situations, the a-number of Y is not determined by the a-number of X and the ramification of the
cover, so we instead give bounds on the a-number of Y. We provide examples showing our bounds are
sharp. The bounds come from a detailed analysis of the kernel of the Cartier operator.

1. Introduction

Let k be a field and 7 : Y — X a finite morphism of smooth, projective, and geometrically connected
curves over k that is generically Galois with group G. The most fundamental numerical invariant of a
curve is its genus, and the famous Riemann—Hurwitz formula says that the genus of Y is determined by
that of X and the ramification of the cover m: letting S C X (k) denote the branch locus,

2y —2=1G|-Qgx =+ > Y (G:(y)I-1D. (1-1)
yer~1(§) i=0
Here G;(y) < G is the i-th ramification group (in the lower numbering) at y.

When £k is perfect of characteristic p > 0, which we will assume henceforth, there are important
numerical invariants of curves beyond the genus coming from the existence of the Frobenius morphism.
Writing o for the p-power Frobenius automorphism of k, the Cartier operator is a o ~'-semilinear map
V:HY(X, Qﬁ(/k) — HO(X, Qk/k) which is dual to the pullback by absolute Frobenius on H'\(X, Ox)
using Grothendieck—Serre duality.

The Cartier operator gives the k-vector space of holomorphic differentials on X the structure of a (left)
module of finite length over the (noncommutative in general) polynomial ring k[V]. Fitting’s lemma

provides a canonical direct sum decomposition of k[ V ]-modules

HO(X, Q) = H'(X, Q)" & HO(X, Q)™

MSC2010: primary 14G17; secondary 11G20, 14H40.
Keywords: a-numbers, Artin—Schreier covers, arithmetic geometry, covers of curves, invariants of curves.
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with V bijective (respectively nilpotent) on H°(X, Q}( / )" for x = bij (respectively » = nil). Let us write
fx for the k-dimension of H(X, Q ﬁf / k)bij; this integer is called the p-rank of X, or more properly of the
Jacobian Jx of X, since one also has the description fx = dimg, Hom(u,, Jx[p]). When 7 : ¥ — X is
a branched G-cover with G a p-group, the Deuring—Shafarevich formula relates the p-ranks of X and Y:

fr—=1=IG|-(fx—D+ Z (1GoI—=D. (1-2)
yer1(S)

Like the Riemann—-Hurwitz formula, (1-2) says that the numerical invariant fy of Y is determined by fx
and the ramification of r; unlike the Riemann—-Hurwitz formula, it only applies when G has p-power order,
and requires only limited information about the ramification filtration. As Crew [1984, Remark 1.8.1]
pointed out, there can be no version of the Deuring—Shafarevich formula if G is not assumed to be a
p-group, since (for example) if p > 2 any elliptic curve E over k is a Z/2Z-cover of the projective line
branched at exactly 4 points (necessarily with ramification degree 2), but fr can be 0 or 1, so that fg is
not determined by fp1 = 0 and the ramification of 7 : E — P'. Of course, thanks to the solvability of
p-groups, the essential case of (1-2) is when G = Z/ pZ.

Since the k-dimension §x of the nilpotent part H Ox, Q}( / k)““ satisfies 6x = gx — fx, together the
Riemann—Hurwitz and Deuring—Shafarevich formulae provide a similar formula relating §y, dy, and the
(wild) ramification of & for any p-group branched cover  : Y — X. Beyond this fact, very little seems
to be understood about the behavior of the nilpotent part in p-group covers.

In this paper, we will study the behavior of the a-number of curves in branched Z/pZ-covers w : Y — X.
By definition, the a-number of a curve C is

ac = dimy ker(V : HO(C, Qlc/k) — H'(C, Qlc/k))- (1-3)

Equivalently, ac is the number of nonzero cyclic direct summands in the invariant factor decomposition
of HO(C, Q};/k)"il as a k[V]-module. Yet a third interpretation is ac = dimy Hom(e,, Jc[p]), where «,
denotes the group-scheme ker(F : G, — G,) over k.! A curve X is said to be ordinary if ax = 0. For
elliptic curves, the a-number is O or 1 depending on whether the curve is ordinary or supersingular in the
standard senses.

Although this fundamental numerical invariant of curves in positive characteristic has been extensively
studied (e.g., [Washio and Kodama 1986; Kodama and Washio 1988; Re 2001; Elkin and Pries 2007;
Johnston 2007; Elkin 2011; Friedlander et al. 2013; Dummigan and Farwa 2014; Montanucci and Speziali
2018; Frei 2018; Zhou 2019]), it remains rather mysterious. When p = 2 and X is ordinary, Voloch
[1988] established an explicit formula for ay in terms of the ramification of 7 and the genus of X. If in
addition X = P!, Elkin and Pries [2013] showed that this data completely determines the Ekedahl-Oort
type of Jy[p]; note that this situation is quite special, as every Artin-Schreier cover of P! in characteristic
2 is hyperelliptic. For general p, Farnell and Pries [2013] studied branched Z/pZ-covers w : ¥ — P,
Tquivalence of this description with the given definition follows from Dieudonné theory and a theorem of Oda [1969,
Corollary 5.11], which provides a canonical isomorphism of k[V ]-modules HO(C, QlC/k) ~k ®k’071 D(Jc[F]), where D(-) is

the contravariant Dieudonné module.



a-numbers of curves in Artin—Schreier covers 589

and proved that there is an explicit formula for ay in terms of the ramification of 7 whenever the unique
break in the ramification filtration at every ramified point is a divisor of p — 1. Unfortunately, there can
be no such “a-number formula” in the spirit of (1-2) in general: simple examples with p > 2 show that
there are Z/ pZ-covers even of X = P! branched only at oo which have identical ramification filtrations,
but different a-numbers; cf. Example 7.2.

Nonetheless, we will prove that the possibilities for the a-number of Y are tightly constrained by the
a-number of X and the ramification of :

Theorem 1.1. Let w : Y — X be a finite morphism of smooth, projective and geometrically connected
curves over a perfect field k of characteristic p > 0 that is generically Galois with group 1/ pZ. Let
S C X (k) be the finite set of geometric closed points over which  ramifies, and for Q € S let dg be the
unique break in the lower-numbering ramification filtration at the unique point of Y over Q. Then for any
l<j=p-1,

S5 (-3) ) <o 2| -0 52))

QeSi=j

In fact, our main result (Theorem 6.26) features a slightly sharper—if somewhat messier and less
explicit in general — upper bound, and Theorem 1.1 is an immediate consequence of this.

Remark 1.2. The lower bound is largest for j =~ p/2, and in applications we will take j = [p/2].
Fixing X and § C X (k) and writing 7 := (p — 1) ZQ cs do, elementary estimates show that our lower
(respectively upper) bound is asymptotic to (1 — —)%T (respectively (1- L)%T) as T — 00; see
Corollary 6.27 for more precise estimates. Equivalently, since gy ~ —T as T — oo by Riemann—Hurwitz,
our lower and upper bounds are asymptotic to (1 — p2) 58y and (1 — —) % gy, respectively, as gy — 00

with X and S fixed. In contrast, fy/gy approaches 0 as T — oo.

Remark 1.3. Using only information about X, elementary arguments give “trivial” bounds

dimy ker(V : HO(X, Q) (E0)) > H(X, Qx(Eo))) <ay <p-gx—p-fx+ Y _ 3(p—D(dg—1),
Q€S
where Eg =) 0c s(do—1do/pDIQ]. The trivial lower bound comes from the fact that there is an
inclusion Q;((EO) — n*Qly compatible with the Cartier operator; see Lemma 4.1. The trivial upper
bound comes from the fact that ay + fy < gy and from applying the Riemann—Hurwitz formula for the
genus and Deuring—Shafarevich formula for the p-ranktonw : ¥ — X.
The lower bound is explicit. When X = P!, for a divisor D = Y_ n;[ P;] with n; > 0 we know that

dimy ker(V : HO(X, Q4 (D)) — H°(X, Q\(D))) = Z(”i — [”_D
. D
4
so the lower bound is explicit. For general X, a theorem of Tango (Fact 6.11, the main theorem of [Tango
1972]) generalizes this to provide information about the kernel of the Cartier operator when the degree of

D is sufficiently large.
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Theorem 1.1 is substantially better than the trivial bounds; see Example 7.1 for an illustration.

When p =2 and ay = 0, the upper and lower bounds of Theorem 6.26 (with j = 1) coincide, and we
recover Voloch’s formula [1988, Theorem 2]; see Remark 6.30. Similarly, when p is odd, all dy divide
p — 1, and ax =0, we prove in Corollary 6.32 that our (sharpest) upper bound and our lower bound with
j=1p/2]1 = (p+1)/2 also coincide, thereby establishing the following “a-number formula:

Corollary 1.4. With hypotheses and notation as in Theorem 1.1 and p odd, assume that dg|(p — 1) for
all Q € S and that X is ordinary (i.e., ax =0). Then

(p—1 p—1| (dg—1?
ay E agp, where ag > (do—1) o 1
Q€S

Specializing Corollary 1.4 to the case of X = P! recovers the main result of [Farnell and Pries 2013].
To get a sense of the bounds in Theorem 1.1, in Section 7 we work out a number of examples. We
show in particular that for X = P! our upper bound of Theorem 6.26 is sharp, with the family of covers
yP —y =1t (for t a choice of coordinate on P') achieving the upper bound for all p > 2 and all d with
p td; see Example 7.5. We similarly find in our specific examples that the lower bound is sharp and that
most covers have a-number equal to the lower bound.? For various p, we also provide examples using

3

covers of the elliptic curve with affine equation y*> = x> — x, which has ax = 1 when p =3 mod 4 and

ax =0 when p =1 mod4.

1A. Outline of the proof. Without loss of generality, we may assume that k is algebraically closed. A
key idea in the proof is that the Cartier operator is not defined only on global differentials, but actually is
a map of sheaves. Let X be a smooth projective curve over k. Functorially associated to the finite flat
absolute Frobenius map F : X — X by Grothendieck’s theory of the trace [Conrad 2000, 2.7.36] is an
Ox-linear map of sheaves

Vx : F*Qk — Qk;

the Cartier operator considered previously is obtained by taking global sections. (For the remainder of
the paper, we include subscripts to clarify which curve/ring we are working with.) The advantage of this
perspective is that the Cartier operator admits a simple description on stalks, allowing local arguments. In
particular, the Cartier operator on completed stalks at any k-point is given by

dt - d
V( > a;t’ - ) = a},j”tf—t ; (1-4)
i J

see, for example [Cais 2018, Proposition 2.1]. To relate the kernels of Vx and Vy on global differentials,
we will combine an analysis over the generic point with an analysis at stalks at the points where the cover
Y — X is ramified. This strategy allows the use of geometric methods, and allows us to work with

ZWhen p=3or p=>5and X is ordinary, for any branch locus § and choice of dg for Q € S with p {d, subsequent work
constructs covers of X whose a-number is the lower bound [Abney-McPeek et al. 2020].
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general Artin—Schreier covers instead of only covers of P': previous work has focused on curves defined
by explicit equations or covers Y of P! where it is possible to find a nice and explicit basis of H(Y, Q ;).

For now, we will ignore a few technical issues and sketch the argument. None of these technical issues
arise for X = P!, which is a helpful simplification on a first reading. Writing 7 for the generic point of X,
one has an isomorphism

p—1
mQy., :@Q;ﬁn. (1-5)
i=0

This follows from the fact that the function field K’ = k(Y) of Y is an Artin—Schreier extension of the
function field K = k(X) given by y” —y = f for some f € K. This induces an isomorphism
p—1
(s ker V), ~ @) (ker Vi), (1-6)
i=0
This is Proposition 4.4; using (1-5) to write @ € 7,Q, as w = Y wiy with o € QY - the key
observation is that if Vy(w) = 0 then for all 0 < j < p — 1, Vx(w;) is determined by Vx(w;) for
j<i<p-1.
Unfortunately, (1-5)-(1-6) do not generalize to isomorphisms of sheaves. Instead, there are explicit
divisors E; (Definition 3.4) depending on the ramification of 7 and an isomorphism of Ox-modules

p—1
.2y ~ P Qx (E), (1-7)
i=0
as well as an injection (Definition 4.3)
p—1
¢ : . ker Vy < @D ker Vy (F.E;) (1-8)

i=0
inducing (1-6) at the generic point. Here ker Vx (Fi E;) := (ker Vx), N F*(Qi( (E;)). But ¢ is not surjective
as a map of sheaves. The problem is that while (in the generic fiber) Vx () is determined by w; fori > j, it
is not automatic that the resulting form w; satisfies ordg (w;) > —ordg (E ;) when ordg (w;) > — ordp (E;)
fori > j and Q € S. Example 4.6 is a key illustration of this problem.

To deal with this issue, we wish to find relations that describe the image of ¢. Fortunately, this is
a purely local problem at the points S where 7 is ramified. We will identify 7, ker Vy with a certain
subsheaf of the target of (1-8) cut out by linear relations on the coefficients of the power series expansions
of elements at points Q € S. These relations force the corresponding differentials w; on X to be regular.
These relations are expressed in Section 5 as maps to skyscraper sheaves supported on S, and the kernels
of these maps describe the image of ¢; see Theorem 5.20.

The final step is to extract useful information about the a-number of Y (the dimension of the space
of global sections of m, ker Vy) from the short exact sequences resulting from our description of the
image of ¢. The key to doing so is knowledge about the dimension of the kernel of the Cartier operator
on HO(X, Q}((D)) for various divisors D, and related questions about the existence of elements of that
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space with specified behavior at points in S. In Section 6, we analyze these questions using a theorem of
Tango (Fact 6.11, the main theorem of [Tango 1972]) and obtain bounds on the a-number of Y by taking
global sections of the exact sequences from Theorem 5.20.

Remark 1.5. Tango’s theorem yields precise results only when the degree of the divisor is sufficiently
large. By exploiting the flexibility of our local analysis—which in particular allows us to arbitrarily
increase the degree of certain auxiliary divisors—we may always work in this case; see the proof of
Theorem 6.26. Given additional information about the size of the dimension of the kernel of the Cartier
operator on H°(X, Q&(D)) for divisors D of small degree, modest improvements are possible. See
Section 6E for an example with unramified covers.

Remark 1.6. The trivial lower bound of Remark 1.3 follows from the inclusion Q}( (Eg) — JT*Q; that is
compatible with the Cartier operator. This inclusion is a consequence of (1-7), which is an isomorphism
of Ox-modules and is not in general compatible with the Cartier operator. The significant improvements
in the bounds come from incorporating information about the Cartier operator to obtain a more refined
inclusion (1-8), analyzing the image, and using Tango’s theorem.

Remark 1.7. As mentioned previously, there are some technical complications to the strategy outlined
above. In the end, these have no effect on the final result. The issues are:

» The short exact sequence
0— kerVy — F*Qif —-ImVy —0

is not always split, although it does split when X = P!, In Section 2, we show that we may produce
maps which split the sequence over the generic point and introduce poles in a controlled manner.
This is used to define the map ¢ of 4.3.

o The Artin—Schreier extension of function fields cannot always be described as y? — y = f where f
is regular away from S, and ordg(f) = —dg for Q € S. This is possible when X = P! by using the
theory of partial fractions. In Section 3 we allow f to have a pole at one additional (nonbranched)
point Q' to ensure the desired property holds for Q € S, and then keep track of this complication
throughout the remainder of the argument.

Remark 1.8. The same arguments, with minor modifications, should yield bounds on the dimension of
the kernel of powers of the Cartier operator. We leave that for future work.
2. Producing splittings

Let k be an algebraically closed field of characteristic p, and X a smooth projective and connected
curve over k. Writing Vy : F*Q}( k™ Q& Jk for the Cartier operator, we are interested in splitting the
tautological short exact sequence of Ox-modules

0 — ker Vx — F,Q} — Im Vyx — 0. (2-1)
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Lemma 2.1. When X = P}(, (2-1) is a split exact sequence of sheaves.

Proof. 1dentify the generic fiber of X with Spec(k(¢)). From (1-4), we know that Vx(dt/t) = (dt/t) and
Vx(t'(dt/t)) =0 if pti. Thus we see that

(kerVX)n—{Zh(t)t— hi ek(tp)} and  (ImVy), =Q,

An explicit splitting s : (Im Vx), — F*Qﬁ(’ of (2-1) over the generic fiber is given by

(Zat )= D el R

For Q € P!, a direct calculation shows that for a section w to Q}(, if ordg (@) > 0 then ordg (s(w)) > 0.
Thus this defines a map of sheaves. O

Remark 2.2. The corresponding projector r : F*Qk — ker Vy is given by
r a-tiﬂ> = > at' ﬂ 2-3
(Xl: Yot ;; " 2-3)
In general, (2-1) splits over the generic point for any smooth curve X, although it is not clear the
sequence itself splits. However, it does split if we allow the splitting to introduce controlled poles.
Let D be a divisor on X. Note that (F,Q! ) (D) =F; (Q (pD)), which complicates the relationship

between twists and order of vanishing. To more closely connect twists with order of vanishing, we make
the following definition.

Definition 2.3. For a subsheaf % C F, Q and divisor D on X we define a sheaf % (F, D) via
F(F,D)(U) := F(Qx(D))(U)N Z,
for open U C X. In particular,
ker Vx (F,D)(U) = {w € Q(D)(U) : Vx(w) =0}. (2-4)
Example 2.4. It is clear upon taking .# = F,Q! x (D) that
(FLQY)(F,D) = Fo(Qx (D).

Note that ker Vx (F, D) consists of differentials w that lie in the kernel of Vy and satisfy ordg(w) >
—ordg (D) for all Q. On the other hand, ker Vx (D) =ker Vx ® Ox (D) =ker Vx (F, p D), which consists
of differentials that lie in the kernel of Vx and satisfy ordg(w) > —p ordg (D).

For any divisor E =), n; P; > 0, define E := > ini/p1P.
Lemma 2.5. There is an exact sequence of Ox-modules
0— ker Vx(FLE) — F, (QX(E)) =25 Im Vx(E) = 0. (2-5)

Furthermore, each term is locally free.
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Proof. For a closed point Q of X and a section w of F*(Q}((E)) defined at Q, a local calculation
shows that ordg (Vx (w)) > [ordg(w)/p], so the right map is well-defined. The kernel is ker Vyx (FyE) by
definition. As the completion (’)g o 1s faithfully flat over Oy, ¢, we may check surjectivity on completed
stalks. Since —n; < p[—n;/p], for tp a local uniformizer at Q we have

Vx<ZaftiQp%) = Zaitig%
i
thanks to (1-4). Over a smooth curve, to check local freeness it suffices to check the sheaves are torsion-
free, which is clear as the sheaves are subsheaves of F*Qk’ ” O
We will prove the following:
Proposition 2.6. Let S be a finite set of points on a smooth projective curve X over k and
0—>%11—>,9’2—>5“3—>0

an exact sequence of locally free sheaves. There exists a divisor D =) _.[ P;] with the P; distinct points of

X notin S and a morphism r : %, — (D) such that r o1 is the natural inclusion F#; — F1(D).
The following corollary will be useful in Section 4, especially in Definition 4.3.

Corollary 2.7. Let S be a finite set of points of X. Fix an effective divisor E supported on S. There is a
divisor D =) _.[ P;] with the P; distinct points of X not in S and a morphism

r: F(Q%(E)) — ker Vx (F,(E + pD))

such that r o1 is the natural inclusion ker Vx (Fy E) — ker Vx (Fy(E 4+ pD)), where 1 is the inclusion
ker Vy (FLE) — F.(QL(E)).

Proof. Apply Proposition 2.6 to the exact sequence of Lemma 2.5. It is elementary to verify using
Definition 2.3 that (ker Vx (FLE))(D) = ker Vx (Fy(E + pD)). Il

The rest of this section is devoted to proving Proposition 2.6. The key input is:

Lemma 2.8. Let S be a finite set of points of X, and F be a locally free sheaf on X. Then for any divisor
D= Zi [P;] with the P; distinct points of X not in S and deg D > 0, we have

HY (X, Z @ Ox(D)) =0.

Proof. Pick an ample line bundle . = Ox(D’). By Serre’s cohomological criterion for ampleness, we
know that there is an N such that

H'(X, 72" =0 (2-6)
for n > N. Writing g for the genus of X, the Riemann—Roch theorem gives

(X, Ox(D—ND")) —h' (X, O(D—ND")) =deg(O(D—ND')) —g +1,
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and when deg(O(D — ND')) > 2g —2, we have h' (X, O(D — ND’)) = 0 for degree reasons. Thus when
deg D > 0 we conclude that

h’(X, Ox(D - ND')) > 0.
Using a global section of Ox(D — N D'), we obtain a short exact sequence
0— Ox—> Ox(D/—ND)%g%(),

where ¢ is a skyscraper sheaf supported on D’ — N D. Tensoring with Ox (N D’) is exact, as is tensoring
with the locally free .%#, so we obtain a short exact sequence

0—- ZQ0x(ND)— FR0x(D)— ¥ — 0,

where ¢’ is still a skyscraper sheaf supported on D — N D’. Part of the long exact sequence of cohomology
is

H' (X, Z®0Ox(ND")) > H (X, Z Ox(D)) > H (X, ¥

The left term vanishes by (2-6), and the right vanishes as ¢’ is a skyscraper sheaf. Thus H' (X, .Z ®
Ox(D)) =0. O

We now prove Proposition 2.6. By looking at stalks we see that the Hom-sheaf Homp, (%3, .%1) is
locally free. Also, notice that for a divisor D,

Homo, (73, Z1(D)) =~ #; ® #1 ® Ox(D) =~ Homo, (F3, #1) ® Ox (D). (2-7)

Applying the functor Homp, (-, #1(D)) to the exact sequence in Proposition 2.6 and using the assumption
that .#3 is locally free, we obtain an exact sequence

0 — Homy, (%3, #1(D)) — Homo, (%, #1(D)) - Homp, (%1, #1(D)) — 0.
Passing to global sections, part of the long exact sequence of cohomology is

H(X, Homo, (%2, Z1(D))) £ HO(X, Homo, (F1, F1(D)))
— H'(X, Homo, (%3, 71(D))).
Applying Lemma 2.8 with .# = Homp, (%3, %) and appealing to (2-7), we choose D = ) ;[ P;] where

the distinct P; avoid S such that H'(X, Homop, (%3, #1(D))) =0. Thus f is surjective, and the desired
morphism 7 is the preimage of the natural inclusion in H 0(X, Homo, (1, #1(D))). O

Corollary 2.9. A choice of projector r : F*(Qﬁf(E)) — ker Vx (Fy(E + pD)) as in Corollary 2.7 is
equivalent to a choice of splitting of (2-1)

s:ImVy(E) > F*(Qi((E + pD))
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such that Vx o s is the natural inclusion Im Vx (E) — Im Vx (E + D). Furthermore, we may choose s so
that for any point Q € sup(E), if ordg(w) > d then

ordg(s(w)) = (d+1p—1. (2-8)
Proof. Given r, a section of
0— (ker Vx), = (F,Qy ) — (Im Vx), — 0

is given by s(m) = m —1r(m), where m is any preimage of m € (Im Vx),,. It is independent of the choice
of lift, which allows us to make local calculations using (1-4) to check that this recipe defines a map
s:ImVy(E) —> F, (Q}((E + pD)). Conversely, given s we define r(x) = x — s Vx(x) for any section x
of F*(Qi((E )). It is straightforward to check that r o1 is the natural inclusion and that the recipes for
r given s and s given r are inverse to each other, so that this process really does give an equivalence
between a splitting s and a projector r as claimed.

E= Y p({@—‘—l)—i—l (2-9)

Qesup(E)

To get the last claim, set

and note that E/ = E and E’ < E. Thanks to Corollary 2.7 and its proof, we obtain a morphism
r': F*(Qﬁf(E ")) — ker Vx (Fy(E’ + pD)) with the same D as above. Via the correspondence already
established, we obtain a section

s':Im Vy(E) — Fu(QL(E'+ pD)).

Composing with the natural inclusion F*(Q}((E/ + pD)) — F*(Qk(E + pD)), we obtain the desired
map s: the condition on orders of vanishing follows by twisting. O

Remark 2.10. Let r : F*(Q}((E)) — ker Vx (F(E + pD)) be the projector corresponding to a splitting
s:Im Vx(E) — F*(Q}((E + pD)). No matter the choice of E and D, the generic fiber of (2-1) is split
by r and s.

Remark 2.11. When X = P!, the explicit splitting of Lemma 2.1 shows we may take D = 0. This is a
good simplification for subsequent arguments on a first reading.

3. Artin—-Schreier covers and differential forms

Let : Y — X be a branched Galois cover of smooth projective and connected curves over an algebraically
closed field k of characteristic p, with Galois group G ~ Z/pZ and branch locus S C X. We are mainly
interested in the case that S is nonempty, though we do not assume this at the outset. By Artin—Schreier
theory, K’ :=k(Y) is a degree-p Artin—Schreier extension of K := k(X); that is, there exists f € K such
that K’ = K (y), where

Y —y=F. G-
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We may and do assume a fixed choice of generator t of G sends y to y + 1, and we write gx for the
genus of X. We henceforth fix a closed point Q" € X with ordy/(f) =0.

The choice of f is far from unique. In particular, by replacing y with y + & for 4 € K we may replace
f with f 4 h? — h but obtain the same extension. Nonetheless, it is possible to normalize the choice of
f as follows.

Definition 3.1. We say ¥ € K is minimal for 7 : Y — X (or for K'/K) if

e ordp(¥) > 0or pfordp(y) forall Q € X with Q # Q’,

« plordgy () and — ordg () < p2gx —2).
Lemma 3.2. The Artin—Schreier extension K’/ K may be described as in (3-1) with f minimal.
Proof. Let f € K be as in (3-1), and suppose f has a pole of order p -d at Q # Q’. By Riemann—Roch,
there exists a function with a pole of order m at Q and a pole of order n at Q" provided m +n > 2gx — 2.
We may therefore choose i € K to have a pole of order d at Q and no poles except possibly at Q’, and

satisfy ordg (f +h? —h) > ordg(f) and ordg (h” —h) > —p(2gx — 2). Replacing f with f +h? —h
and repeating this procedure, we may thereby arrange for f to be minimal. (|

We now fix a choice of minimal f € K giving the Artin—Schreier extension K'/K as in (3-1).

Remark 3.3. When X = P, it is easy to arrange for f to have poles only at the branch locus since there
are functions on P! with a single simple pole. In this case, our analysis below at Q' is unnecessary: this
is a helpful simplification on a first reading. This reduction is not possible in general; see [Shabat 2001,
§7], especially the second example after Proposition 49.

We now fix some notation relating to the cover 7 : ¥ — X and our fixed choice of Q' and minimal
f giving the corresponding extension of function fields as in (3-1).

Definition 3.4. With notation as above:
e Let S :=SU{Q}.
o For O € X define dp := max{0, —ordg(f)}.

e For0<i <p—1and Q € X define
[(P‘l_i)dQ] ifQ?éQ/
I’lQ’l‘ = p
(p—1-i)dy ifQ=0,
and set

Ei:=) ngiQl and E;:=) [ngi/pllQl.

Qes’ Qes’

Lemma 3.5. The map 7w : Y — X is ramified over Q € X if and only ifdg > 0 and p { dg, in which case

dg is the unique break in the lower-numbering ramification filtration of G above Q.

Proof. This is well known; see for example [Stichtenoth 2009, Proposition 3.7.8]. O
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Remark 3.6. It follows from Lemma 3.5 and the fact that the fixed f is minimal that if Q ¢ S’ then
dg =0 and hence also ng ; =0 for all i.

We now investigate when a meromorphic differential on Y is regular.

Lemma 3.7. Letw € (n*Qi,),, be a meromorphic differential on Y, and write w =) _; w; y! with w; € Q i(’n
using the identification (1-5). Let P € Y with n(P)= Q # Q" Then w is regular at P provided
ordg(w;) > —ng,; forall0 <i < p—1.

Proof. This is also probably known, but we were unable to locate a reference in the degree of generality
we need: for example, Boseck [1958, Satz 15] only treated the case that X = P'. We provide a proof for
the convenience of the reader.

Let P €Y and set Q = m(P). Suppose first that Q € S. Let 7y be a uniformizer of Oy o, and note
that the fraction field of Oy, p can be obtained from the fraction field of Oy ¢ by adjoining a root of the
polynomial y” —y = f where f has a pole of order dp at Q by Lemma 3.5; in particular, ordp (y) = —dy.

As p {dp, we may choose positive integers a and b with 1 = ap — bdg, so that u = t“be is a
uniformizer of Oy, p. A direct computation shows that du = u~?~D@e*D gdt,, where § € O ,. Hence
ordp(dtg) = (p—1)(dg + 1), and ordp(w;) = (p — 1)(dg + 1) + p ordp (w;). We conclude that

ordp(w;y") = pordg(w;) + (p — 1) (dg + 1) —idyg. (3-2)

This is nonnegative precisely when ordg(w;) > —ng,;. As pfdg and 0 <i < p — 1, the p integers in
(3-2) are all distinct modulo p, and hence distinct, so

ordp(w) = 0<ririi1171_1 ordp(w;y') (3-3)

and w is regular at P precisely when ordg(w;) > —ng ; for all i.

Now suppose Q & S, so that 7 is étale over Q. There are then p points P = P, ..., P,_j over Q,
and Oy, P Ox, o (and likewise for differentials) for all j. Under these identifications, the function y
corresponds to regular functions 22, h+1, ..., h4+(p—1) in each of the Oy, p; > Ox o. Thus o= Zi w,-yi
is regular at one (and hence every) point of Y over Q provided

ordQ(Zw,-(h +j)") >0

for0<j<p—1.Definer;=>;wi(h+j) € Q}(’Q, depending on w. The A; and w; are related by
the Vandermonde matrix M = ((h + j))o<i, j<p—1:

(h+0)° (h+0)t e (0P o A

(h+1)° (h+D' e (i DP! w) A2

(h+(p—=1)° h+(p—=1)" -+ (h+(p—-1)r! Wp—1 Ap—1
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The determinant of M is well-known to be

[[ +d-t+ipy=]]0-jeF;,

1<i,j<p,i#j i#]
and thus all w; are regular at Q if and only if all A; are. This completes the proof. O

Remark 3.8. If 7 (P) = Q’, then the analogous condition that a meromorphic differential on Y be regular
at P is considerably more complicated as ordp (y) < 0, so the function 4 in the proof of Lemma 3.7 has a
pole at Q and the entries of M are no longer in Oy . One simple case will be analyzed in the proof of
Proposition 3.12, while a more complete analysis is deferred to Lemma 5.16.

We next study a filtration on n*Q}, arising from the G >~ Z/pZ action on Y. We fix a generator 7 € G
and obtain a map of sheaves Q; — 1*82%,. After pushing forward using the equivariant 77, we obtain a
map T : n*Q%, — rr*Q%,. This induces a map at the stalk at the generic point.

For technical reasons, instead of n*Q},, we will work with a slightly larger sheaf of meromorphic
differentials defined as follows. Recall that dyy is the order of the pole of f above Q' and that p|dy.
Furthermore, y has a pole of order d¢ at any point above Q'. Recall we defined ng; = (p — 1 —i)dg.

Definition 3.9. Define the sheaf .%; C JT*Q;’ , on X which on an open set U has sections

{a) = Za)iyi : w is regular above all Q € U\ {Q'}, and ordg w; > —ng ; Viif Q' € U}.

1

Lemma 3.10. The natural G-action on JT*Q%/ , Preserves 7, and JT*Q%/ is a subsheaf of Fy.

Proof. As the first assertion is clear, it suffices to show that any meromorphic differential @ = Y w;y’ on
Y that is regular above Q' has ordg (w;) > —(p — 1 —1i)dyp. We will do so by descending induction on .
Observe that

=D o= (p-Dw,

which must be regular above Q': this happens only if ordg'(w,—1) > 0. To deal with i = n for the
inductive step, note that

(t—D'"o=nlo, + fur1Mopp1+- -+ fro1(Mop_1, (3-4)

where f;(y) is a polynomial of degree at most j —n of y. As in the proof of Lemma 3.7, let h, h+1, h +
2,...,h+(p—1) € Ox o correspond to the image of y in the local rings Oy, p- under the identifications
Oy, pr = Ox ¢ for all P’ lying over Q'. Note that ordy/(h) = —dgy/ /p > —d . Together with (3-4), the
assumption that w is regular above Q' gives

ordg (nlw, + fur1(W@ps1 + -+ fr1(Wwp_1) > 0.

Furthermore, ordg/(fj(h)w;) > (j —n)(—dg) — (p — 1 — j)dgor = —(p — 1 —n)d o' by our inductive
hypothesis, and it follows that ordg/(w,) > —(p — 1 —n)dy'. O
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Thanks to Lemma 3.10, our fixed generator T € G induces a map t : Fy — % that is compatible with
the canonical G-action on JT*Q;. We use this to define a filtration on .%:
Definition 3.11. For —1 <i < p — 1 let W; :=ker((r — )\ T! : 2y — %)) C F.

Note that W_; =0 and W), = %.
Proposition 3.12. For 0 <i < p — 1, we have split exact sequences of Ox-modules

0— Wi_1 > Wi > Q4(E;) > 0 (3-5)
with E; as in Definition 3.4. A splitting is given by sending a section o of Q;((E,-) to wy'.
Proof. We compute that (r — 1) reduces the degree in y:
(t = Doy =0;(y+ 1 =) =w;(y ™ +--).

Hence (W;), = @;ZO(Qk)nyj. We define a map v; : W; — QL (E;) by the formula

wi(ijyj) = w;j.
j=0

To check ¢; is well-defined, given any element w = Z;:O w; y/ in the stalk of W; at Q € X, it suf-
fices to check that ordg(w;) > —ordg(E;). Recall the definition of E; from Definition 3.4 and that
ordg(E;)=ng,;. For Q # Q’, the claim follows immediately from Lemma 3.7, while for Q = Q" it follows
from the definitions; for the i = 0 case use Definition 3.9. One checks easily that the kernel of y; is W;_1,
and that the map sending a section @ of Q}((E,') to the section wy' of W; indeed provides a splitting. [

Remark 3.13. The filtration W; on %, is our replacement for the (perhaps more natural) filtration
Vi :=ker((r — 1) : n*Q; — 7,82 1Y) on n*Q%,. Unfortunately, the corresponding exact sequence

0— Vi1 — Vi > QL(E) =0

with E; := ZQ cs0,i[ Q] is not split: the patural splitting at the generic point given by w — wy’ does
not extend to a map of sheaves on X as wy' is not regular above Q' because y has a pole above Q. It is
precisely for this reason that we work instead with the sheaf .%; which has modified behavior above Q.

Let gr* .%p denote the associated graded sheaf for the filtration {W;}.

Corollary 3.14. There is an isomorphism of Ox-modules
p—1

Fo~ gr* Fo ~ P QY (Ei). (3-6)
i=0

Proof. The isomorphism is provided by the splittings of the sequences (3-5) of Proposition 3.12. (|

Remark 3.15. The isomorphism of Corollary 3.14 is only as Ox-modules: it is not compatible with the
Cartier operator.
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4. The Cartier operator on stalks

We keep the notation and assumptions of Section 3. In particular, 7 : ¥ — X is a branched Galois cover of
smooth, projective, and connected curves over k = k with group G ~ Z/pZ. Recall that we have fixed a
point Q' of X over which 7 is unramified, and that the degree-p Artin—Schreier extension K’ := k(Y of
K = k(X) is the splitting field of y? — y = f with f € K minimal in the sense of Definition 3.1. Writing
simply F for the absolute Frobenius morphism, we denote by Vy : F,.QlL — Q] and Vy : F,Q, — Q)
the Cartier operators on Y and X respectively. In this section, we will analyze these maps at the generic
points n” and n of Y and X, respectively, and will construct an isomorphism

p—1
(ker V), = (my ker Vy), =~ @D (ker Vi),
i=0

which we will show gives rise to an inclusion of sheaves

p—1
@ :my ker Vy — @ker Vx (Fy(E; + pD;))
i=0

for certain auxiliary divisors D; on X that we are able to control. In the next section, we will analyze the
image of this map.

1 : _ Nl . 1
Lemma 4.1. For w € Qy . write ® = Doico Wiy withw; € Qy - Then

Vy(@) = pz_l(pi vx((;)wi(—f)f‘f))yf'.
i=j

j=0

Proof. Using the relation y = y? — f and the fact that the Cartier operator is 1/ p-linear, we compute

Vy(0iy") = Vy (i (yP — £))

= Vy(lzwi<;>ypj(—f)i_j)

j=0
= IZ Vx (wi(;)(—f)i_j>yj,
=0

and the result follows by collecting y/ terms. (|

Corollary 4.2. Let wy, ...,w,—1 € Q;M and set @ 1= Zf_ol w;y'. Then Vy(w) = 0 if and only if

-1

Ve =— ¥ Vi (( Jer=p ) (1)

i=j+1
for0 < j < p— 1. Inparticular, if Vy(w) = 0 then Vx(w,—1) =0 and Vx(w;) is determined via (4-1) by
w; fori > j.
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Proof. Clear from Lemma 4.1. U

Recall the notation of Definition 3.4. Using Corollaries 2.7 and 2.9 with S enlarged to include Q' and
the zeroes of f, for each 0 <i < p — 1 pick a divisor D; = Z ;,j 1 consisting of distinct points P; ; of
X where f has neither pole nor zero (so 7 is unramified over P; ; by Lemma 3.5) and maps

ri: Fu(QY(Ep) — ker Vx (Fy(E; + pDy)), )
s 1 Im Vy (E;) — Fu(QY(E; + pDy)). )

These induce corresponding maps on stalks at the generic point of X, which we again denote simply by
r; and s;, respectively. Note that, by the very construction of these maps, any w; € Q}( , 1s determined by
Vx(w;) and v; :=r;(w;) via

wi = v;i +5i(Vx (wi)). (4-3)

Definition 4.3. Given the fixed choices of r; and D; above, we define a map of Ox-modules

¢ . ker Vy — F,.%y~ F, gr* %

p—1 p—1
~ (P F Q% (E) 5 P ker Vi (Fu(E; + pDy)) (4-4)
i=0 i=0

with the first inclusion coming from Lemma 3.10 and the middle isomorphisms coming from Corollary 3.14.

Let ¢, denote the induced map on stalks at the generic point of X.
Proposition 4.4. The map ¢, is an isomorphism of k(X)-vector spaces. For w = Zp 0 @i y' e (my ker Vyn
we have
on(w) = (ro(wo), ri(wy), ..., rp—1(wp-1)).

Proof. Let v := (v, ...,Vvp_1) € @{:01 (ker V), be arbitrary, and also define wy, ..., w,_1 € Q;f,n as
follows. Set w,_1 :=v,_1, and if w; has been defined for i > j, then define

wj = Vj+Sj(—_pZ Vx(( )w,( N ’)) (4-5)

=j+1
By construction, since Vy os; is the natural inclusion, the differentials w; satisfy the relation (4-1) for

all j, so that w := Z,P:_ol w;y' € (JT*Q},),] lies in (7, ker Vy), thanks to Corollary 4.2. One checks easily
that the resulting map v — o is inverse to ¢,,. O

Remark 4.5. Notice that the proof of Proposition 4.4 shows that for fixed j, w; depends only on v; for
j >1i, and in particular that w; = 0 for i > j if and only if v; =0 fori > j.

Unfortunately, (4-4) is not itself an isomorphism:

Example 4.6. Let p =5, X = P!, and consider the Artin—Schreier covers Y; — X for i = 1, 2 given by
yP —y = f;, where fi(t) =13 and fo(t) =13 4172; each of these covers is ramified only over Q :=0
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and has dp = 3. The a-number of Y; is 4, while the a-number of > is 3. Using the simple projectors of
Remark 2.2, which allow us to take D; =0 for all 0 <i < p — 1, we obtain for Y =Y, ¥» a map

4
@ 1 ker Vy — @ ker Vpi1 (Fu(ng[Q)).
i=0
The induced map on global sections is injective (as ¢, is an isomorphism), but need not be an isomorphism
in general. Indeed, given an element (v, ..., v4) € P; HO(P', ker Vpi (Fy(ng,i[Q]))), let us investigate
when it lies in the image of ¢.
Recalling Definition 3.4, we calculate

0, i=4, 0, i=4,
1, i=3, 0, i=3,
ngi=12, i=2, and dimg, H'(P' ker Vpi(Fy(ng:[QD) =11, i=2,
2, i=1, 1, i=1,
3, i=0, 2, i=0,

so the elements of ; H O(P!, ker Vpi1 (Fy(ng.,i[Q]))) are easy to describe. The space is four dimensional,
with basis

vo3=(17d1,0,0,0,0), vp2=("2d1,0,0,0,0),

vi2=(0,72d1,0,0,0), wvyp=(0,0,12dt,0,0).

Using (4-5), we may compute the (unique) preimage under ¢, of these differentials for each of the covers
under consideration. For Y;, we find

9, (vo3) =17d1,
90,71(1)0,2) =t2dt,
oy (vig) =172dt -y,

o (o) =177dt -y

On the other hand, for Y, we have

o, (vo3) =177dt,
o, (vo2) =177d1,
¢, (i) =1"dt -y,
(pn_l(vzsz) = —1t7%t4+172dr - y*.
The computation of ¢, (vp.2) is special, as it depends on the exact choice of Artin—Schreier equation

yP —y = f. With f = f; =¢3, we have

o () =177dty?
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because there are no terms of the form t'dt with i = —1 mod 5 appearing in Vpi(wp) when using
Corollary 4.2. On the other hand, for f = f> =+~ +¢~2 we have

(pn_l(vzvg) = —1t7%dr 4 172d1y?

since Vpi(wg) = —Vpi (t72(t=%42¢73 +t=*)dt). This is not an element of H(Y, SZ%,) because of the
t=%dt term.

All of the other differentials showing up are regular. Thus, Y} has a-number 4, while Y, has a-number 3.
This behavior illustrates why the a-number of the cover cannot depend only on the dp and must incorporate
finer information (in this case, expressed as whether certain coefficients of powers of f are nonzero).

This example shows that to ensure the regularity of ¢, I(v;), the coefficients of the v; need to satisfy cer-
tain relations (in this case, the coefficient of # ~2dt in v, must be zero). These relations describe the image of
@, and are the subject of the next section. This example will be reinterpreted in that context in Example 5.21.

5. Short exact sequences and the kernel

Using the conventions and notation of Section 3—4, and motivated by Example 4.6, the goal of this section
is to describe the image of the map (4-4) by means of a collection of linear relations on the coefficients
of local expansions of meromorphic differentials at a fixed set of closed points containing the branch
locus S. These linear relations will be encoded via an ascending filtration by subsheaves
p—1
0CY 1 CHhC - CY1 CYp=EDker Vx(Fu(E; + pD)). (5-1)
i=0
with 4_; = Im(¢) and whose successive gradeds are identified with explicit skyscraper sheaves; see
Theorem 5.20 for a precise statement.

For most of the argument, we will work with the sheaf .%; of Definition 3.9 and variants thereof having
modified behavior at the auxiliary point Q'. Only at the very end (see Lemma 5.16) will we properly
account for the modified behavior at Q in order to recover the desired Im(g) ~ 7, ker Vy, rather than the
(generally larger) m, ker(Vy|z,). At a first reading, it could be useful to assume that X = P! to remove
the need for Q" and the divisors D; coming from Corollary 2.7.

SA. Filtration and skyscraper sheaves. The first step is to define the filtration (5-1). Recall we have fixed
projectors r; as in (4-2) and used them to define ¢ in Definition 4.3. Recall the notation of Definition 3.4,
noting Remark 3.6, and for Q € X choose a local uniformizer ¢¢ at Q.

If A is an abelian group, then by a slight abuse of notation we will again write A to denote the constant
sheaf associated to A. For any k-valued point P : Speck — X, we write P,A for the pushforward of
(the constant sheaf) A along P; it is the skyscraper sheaf on X supported at P with stalk (P,A)p = A.
Likewise, if 4 : A — B is any homomorphism of abelian groups, we write P.h : P,A — P, B for the

induced morphism of sheaves on X.

Definition 5.1. Set S’ := 5 U sup(D). Define g;1 := p; o t, where ¢ is the inclusion
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p—1 p—1 . p—1
t: @D ker Vx(Fu(Ei + pDp) = @D (ker V), s (i ker Vy), = Fu(m,2)), ~=> @ F.2k,
i=0 i=0 i=0

and p; is the composite

p—1
p; @ F.QY , ™5 F.Qk, 2> F. P Q*(QgQ[é}/tQ"Q’ngQ).
i=0 Qes);
Here, the first and third maps in the definition of ¢ are the natural inclusions, the map 7; is projection
onto the j-th summand of the direct sum, and o; is induced by the identifications €2 §( g = k ol1/10]
and the canonical quotient maps.

If v:=(vo,...,vp_1) is a section of @f:ol ker Vx (Fyx(E; + pD;)) with «(v) = (wy, ..., w,—1) then

ri(w;) = v; and writing @ := Zf:ol a)iyi € (my ker Vy), we have ¢,(w) =v and g;11(v) =0j(w)).

Definition 5.2. For 0 < j < p, let %; be the Ox-submodule

p—1
9, C @ ker Vx (F.(E; + pD;))
i=0
whose sections are precisely v = (vo, ..., v,_1) with «(v) = (@, ..., @,_1) such that ; is a section of

F*(Q}((El-)) whenever j <i < p — 1. Define 4_| = Im(g).
Lemma 5.3. Suppose that0 < j < p — 1. Then:
(i) 95 =ker(gj+1l;,,)-
(i) For Q € X — S}, the inclusion 9; — ¥; | induces an isomorphism on stalks at Q.
(iii) The action of G =Z/p’Z on (F*n*Qly)n g D, (ker Vx), preserves 4.
(iv) % >~ mi ker(Vy| #).
V) 91 ~m.ker Vy.
(Vi) 9, = BIZ) ker Vx(Fu(Ei + pDy)).

Proof. Let v = (v, ..., v,_1) be a section of Esz_Ol ker Vx (Fy(E; + pD;)) over an open set U C X with
t(v) = (wo, ..., wp_1). By definition, if v € ¥; 1 (U) then w; € F*(Qg((Ei))(U) for i > j. In addition,
w; lies in F*(Q;((Ej))(U) if and only if

ordp(w;) > —ordg(E;) = —ng ; (5-2)

for every point Q of U. Condition (5-2) holds automatically for Q & § ; On the other hand, v lies in the
kernel of g; if and only if w; € ténQ’j QY o forall 0 € S; N U, which is equivalent to the condition
(5-2), and this gives the claimed identification ¢; =ker(g;+1ly;,,) in (i)enumi. This also shows (ii)enumi.

Since E; > E; if i < j and the induced action of a generator T of G on ¢, from Proposition 4.4 is
given by 7(y) = y + 1, it is clear that this action preserves ¢; for each j.
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It follows from Lemma 3.7 and Definition 5.2 that v € 4, (U) if and only if o := Zf:_ol w;y' € (JT*Q}/),]
is regular over every point Q of U except possibly Q = Q". It is then clear from the definition of the
map ¢, Definition 3.9, and Definition 4.3 that w € %#,(U) and w is killed by Vy; that is, w is a section
of m, ker(Vy|#,), which gives the identification (iv)enumi. Since ¢ is injective with source 7, ker Vy, it
induces an isomorphism m, ker Vy >~ Im(¢) =: %_; as in (v)enumi, and the description (vi)enumi of ¥,
is clear from definitions. O

The main step is to analyze the quotient ¢; /¥ it will be a skyscraper sheaf supported on § ; We
will do so by studying the image of g;. In particular, for Q € S} we will define Oy p-modules M; o
and a map of skyscraper sheaves

cj Im(gjtily,,) > @D Qu(M; o). (5-3)
QeS}
Composing with the restriction of g;11 to ¢; 1, we obtain maps of sheaves on X
i1 =cjogjrly,) G — ) 0u(Mj 0)
QES.',.
which we will show via stalk-wise calculations induce isomorphisms
8iv1:Y1/9 = @ Q.(Mj, o),
0es,

for 0 < j < p — 1, thereby providing an explicit description of these quotients.
In order to motivate the definition of M; o, we first record a result about orders of vanishing that will
be useful in what follows.

Lemma 5.4. Letv = (v, ...,v,_1) € HO(X, 9,) and set (wo, ..., wp—1) :=1(v). For0 < j<p—1:

(i) For fixed j and Q € S, suppose that v; =0 fori > j and ordg(v;) > —n for some nonnegative
integer n. Let jLg ; be the largest multiple of p such that o ; +1 <n+dg(j —i). Then w; =0 for

i > j,ordg(wj) > —n, and fori < j
ordg(w;) > min(—pg,; —1,ordg(v;)) > —n —do(j —i). (5-4)

(i1) If Q € D then ordg(w;) > —p.

Proof. Suppose first that Q € S, fix j with 0 < j < p — 1, and assume that v; =0 for i > j. Then w; =0
for i > j thanks to Remark 4.5, while if i = j we have w; = v; thanks to (4-5), so our assumption that
ordg(vj) > —n gives ordg(w;) > —n as well. Thus to establish (i)enumi, it remains to prove (5-4) for
each i < j. We will establish this by descending induction on i. So suppose that £ < j and that (5-4)
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holds for all i with £ <i < j. Since w; = 0 for i > j, Corollary 4.2 gives Vx(w¢) = Vx (&) for
J ; _
gi=— Y (y)a=n"" (5-5)
i=+1
Since ordg (f) = —dg, our inductive hypothesis and the already established ordg (w;) > —n immediately
imply that

ordg(§) > erill_iilj{—n —do(j—i)—do(i —O)} =—n—do(j —0).
Using (1-4), we see that ordg(Vx(§)) > —ug,¢/p — 1. It then follows from Corollary 2.9 that

ordg(s¢(Vx(§))) = —pge—1=—n—do(j —0),

so using (4-3) and remembering that ordg (v¢) > —ng = —[(p —1—4€)dg/p1 > —d yields (5-4) for
i = £, completing the inductive step.

The proof of (ii)enumi proceeds by a similar—but simpler—argument, using descending induction
on j and the fact that for Q € D; one has ordp(f) =0 and ordg(v;) > — p by definition; we leave the
details to the reader. Case (iii)enumi likewise follows from a similar argument, using ordy/ (f) = —dgo
and ordg'(v;) > —(p — 1 — j)d o' by definition; see the proof of Lemma 5.14 for a more detailed version
of the analysis in this case. O

Corollary 5.5. Letv = (vg,...,vp_1) € HO(X, ¢,) and set (wy, . .., wp—1) :=1(v). For Q € S, we have
that

ordg(w;) > —do(p —1—1).
Proof. Take j = p — 1 and n = 0 in Lemma 5.4(i)enumi. (]

For a k[[tp]l-module M, let F,M denote the k[[tg]]—module with underlying additive group M and the
action of tg on FyM given by multiplication by 7y on M. Recall the definition of n¢ ; from Definition 3.4.

Definition 5.6. For0 < j <p—1land Q € S} letmg j:=png;—1)and Bg ;:=[(p—Dng ;/pl,
and set
KLb1/al) = Fukllngl/ah?)) it Qe s,
Mj = Y k[thl/ (5"~ ") = Fu(klitgll/(eh™")) if Q € sup(D;),
0 if =0/,
considered as an Oy, p-module via Oy, g — OQ’ o =kllzo]l. Putting these together, we define a skyscraper
sheaf on X

M= 0.M;0).

!’
QeSj

Note that by construction, if Q € S} then the stalk of M; at Q is precisely M; o, which justifies the
notation.
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Remark 5.7. For Q € §, one checks easily that m ¢ ; is the largest integral multiple of p with —m g ; >
—(p—1—j)dp+1, and that By ; is the number of integer multiples of p between —m g ; and —ng ;
inclusive. In view of Corollary 5.5, the skyscraper sheaves M; will record all of the possible ways in
which w; could fail to be a section of Q%(Ej) when (wo, ..., w,_1) = t(v) for a section v of ¥ ;.

In the next subsections, we will define the maps (5-3) stalk-by-stalk and check that they are surjective.

SB. Local calculations above ramified points. Fix j, let Q € § and as before let ty be a uniformizer

at Q. Forv:= (vo, ..., Vp_1) €%, g, put (@, ..., ®,_1) := t(v) and define w = Z,{:ol w;y', so that
¢y(w) =v and Vx(w) = 0. By (4-5), we have
p—1 .
g — AP i~
wj = v s (Ve @), where &= 3 (5 Jor(=) . (5-6)
i=j+1

and ordp(§) > —(p — 1 — j)d thanks to Corollary 5.5. Working in the completion (’);}’Q >~ klizoll, we
may therefore expand

> dt
_ ¢ “to _
= Y ath—tQ (5-7)
=—N+1
where N := —(p — 1 — j)dg. Using (1-4), we then compute
- ¢ dl‘Q
sVx@E) = Y apes(1552), (5-8)
I 0
t=—mg j/p

where m j is as in Definition 5.6. If p — 1 > —ng_; then ordy(s; (té(dtQ/tQ))) > —ng,;j by (2-8).
Since we know that ordp (v;) > —ng,;, it follows from (5-6) that
1 1 —ng.j o1
gi+1(vo, - .., vp—1) €Im(gj11)0 C Fu| 2x ¢ o /tg "' S2x ¢ |-
Furthermore, g;41(vo, ..., vp—1) is determined by the a,, for —mgo ; < pl < —ng ;. There are By ;
such integers by definition (see Remark 5.7). We thus obtain an injection c; g : Im(gjy1)g <= M o =
kIeh1l/(t)?7) given by
00 di Bo.j—1
ciot Y. aps; (zgt—Q> mod 1 "2ikll1gldtg > Y\ dmy,+petly mod 1 *k[r].  (5-9)
t=—mg.;/p Q =0

One checks that this is a well-defined and Ox-linear map, where the action of O on the first factor is the
natural one coming from localizing the action on F*Qﬁ( and the action of the second factor comes from
the action of Ox ¢ on Fik[[7o]l via the identification (’)}A(’Q >~ klzoll.

Definition 5.8. For Q € S and 0 < j < p — 1 we define g;. +1,0 88 the composite map of Oy o-modules

(gj+1l; )0
—_—

. €j,0
8ir1.0:9+1.0 Im(gj11ly;,)0 = Mj o
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Proposition 5.9. For Q € Sand 0 < j < p — 1, the map g;.+1’Q is surjective.

To prove this, we will make use of the following technical result. As above, we identify (99(’ o With
kl[zo1l and note that the completion of Q}(’Q is isomorphic to Q}(’Q ®o (’)X’QO?{’Q >~ klltolldtg.
Lemma 5.10. Given wy, ..., w,—2 € k((tg)dtg satisfying ordg(w;) > —(p—1—i)dg for0 <i < p—2,
there exists w,_1 € k[[tglldtg such that w := le:_()] a)iyi is an element of (1, ker Vy) o ®o0 Ox, 0k(1p)).
Proof of Proposition 5.9. Assuming Lemma 5.10, we can prove Proposition 5.9 easily. As in the proof
of Lemma 2.5, it suffices to check surjectivity after tensoring with (’))A(’ 0 for each Q € S. Note that the
completion 7| , is isomorphic to ;11,0 ®o Ox,00% -

Pick any wo, ... wj_1,wjt1,...,wp—2 € k(tp))dtg with ordg(w;) > —ng ; fori # j, p —1, and set

—mg ;/pdt
wji=S; <Z‘QmQ'j/p—Q> .
lo

By Corollary 2.9 and Definition 5.6, we have ordg(w;) > —mg j —1> —(p —1— j)dp. As we visibly
also have —ng; > —(p —1—1i)dg fori # j, p— 1, we may apply Lemma 5.10 to find w,_; such that
W= fz_ol w;y' lies in (7, ker Vy)o ®0 Ox, k(o)) and ordg(wp,—1) > 0. Put (vo, ..., vp—1) = ¢y(w),
and note that as v; =r;(w;) for all i, when i # j we have ordp(v;) > —ng ;. On the other hand, v; =0
since rj os; =0 (as r(m) = m — s(Vx(m)) in Corollary 2.9). Thus (vo, ..., v,—1) € %jﬁrl’Q. By the
definition of c; ¢ in (5-9) and the choice of w;, we have arranged that

gii1.000, . vp) =1 €kltf/Pe7) = Mj o = Mj 0 ®0y , O o-
This suffices to show that g;. +1,0 1s surjective, as it is a map of Ox o-modules. U

Proof of Lemma 5.10. For h € k((tp)), let us write coef,, (h) for the coefficient of tg in &, and for
& € k((tp)dtg, write coef,,(§) for the coefficient of tg (dtg/tp) in §. Given wy, ..., w, 2 as in the
statement of the lemma, it follows from the formula

p

0= )= 3 (Zwa((4 Yot
j=0 " i=j

of Lemma 4.1 that our goal is to construct w, 1 € k[[tg]ldty satisfying

V(77 e e ) = 5 Vi (( Jer =) (5-10)
i=j

for 0 < j < p—1. By (1-4) it suffices to check that for each j and every m = 0 mod p, the m-th
coefficients of both sides of (5-10) agree. So we need to show that

p—2

Z(P; 1) coef; (w,_1) coef_; (= £)P~177) = — coef,, ( ZG)W(_JC)(—/)' (5-11)

1 =j

The right side is determined by the choice of wy, ..., w,_>. We observe:
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(i) coef;(—f)P~'=)) =0fori < —(p—1—j)do;
(i) coef_(p—1-jyao (= )P7177) #0;

p—2
Y] .
(iif) coefm(Z( .)wg(—f)f—f) =0form < —(p—1—j)do.
t=j /
Notice that (i)enumi and (ii)enumi are immediate consequences of the fact that ordg (f) = —dp, while

(iii)enumi follows from the fact that by hypothesis
ordg(we(— ) > —(p—1—0dg+do(j—€) =—(p—1— j)do.

We construct w,_1 = _; bitiQ (dtg/tg) by specifying b; = coef; (w,_1) inductively as follows. For i <0,
set b; = 0; this choice implies that for each j and any m < —(p — 1 — j)d that is a multiple of p,
the left side of (5-11) vanishes, and likewise for the right side by (iii)enumi. To specify b;, choose
0<j<psodg(p—1—j)=1mod p. In light of (i)enumi and the fact that b; =0 for i <0, (5-11)
with m = —do(p — 1 — j) + 1 specifies that

_1 1
---+0+(”j )1 €0ef g p1-p (= )" £ 0+

p—2
= — CoeffdQ(pflfj)+1 <

> ((§)or-n).
l=j
where the right side has already been specified. By (ii)enumi, there is a unique solution b;.

In general, if N is any positive integer and b; has been chosen for all i < N, first choose 0 < j < p
sothat dgp(p — 1 — j) = N mod p. The right side of (5-11) withm = —do(p — 1 — j) + N is already
specified. The finitely many nonzero terms of the left side with i < N are determined by our previous
choices, while the terms with i > N are zero by (i)enumi. By (ii)enumi, we may uniquely solve for by .
Since p {dg, when considering b; with i between b and b+ (p — 1), each j satisfying 0 < j < p occurs
once. Thus the inductive choice of the b;’s makes (5-11) hold for every j and every m that is a multiple
of p. This completes the proof. U

5C. Local calculations at poles of sections. We repeat the analysis of Section 5B for points Q € sup(D).
Fix j and Q € sup(D)), let tp be a uniformizer of Oy o, and let v := (vg, ..., v,_1) €9, o. As before,
we put w := Z;D:_ol w;y' where (wo, . .., wp—1) = t(v), and note that Vy(w) =0.

‘ e, bithdig
bil‘lel‘Q mod k[[tQ]]dtQ,

We have ord g (w;) > — p thanks to Lemma 5.4(ii)enumi, whence a local expansion w; =)
in the completed stalk at Q. By definition, we then have g1 0(v) = Zl;l_ »

and we define amap ¢ o : Im(g;j11)p = Mj o = kIItQ]]/(lZ_l) by

-1 p—2
cio: Y. bithdtg modklltgldtg v Y bi_ptly mod 15 k[r]. (5-12)
i=—p i=0

This is a well-defined map of Oy o-modules, using the natural maps Ox o — O)AL 0 X klizoll.
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Definition 5.11. For 0 < j < p—1 and Q € sup(D;) we define g;.+1’Q as the Ox ¢-linear composite

(8j+1l%;1)o
_

€j.0
8ir1.0:9+10 Im(gj+1ly;,) 0 = Mj 0.

In other words, g} 41,0 Gxtracts the coefficients of the monomials téidtQ for 2 <i < p in the local
expansion of w; at Q. This suffices to check regularity at Q in the following sense:

Lemma 5.12. Ifv € ¥, o and g;+1,Q(v) =0, then ordg(w;) > —ng ;=0,i.e,v €Y, o.

Proof. Recall (4-3) thatw; =v;+s;(Vx(w;)). By definition of ¢; 1 (Definition 5.2), we have ord g (w;) >0
fori > j,and ordg(f) =0 by the very choice of the divisors D; in Section 4. It follows that the differential

p=1 .
l T
gi== ) (G)ert=py
i=j+1
is regular at Q. By Corollary 4.2 and the fact that V (w) = 0, we have Vx(w;) = Vx(§), which must also
then be regular at Q, so working in the completed stalk at Q we may expand it locally as Vy(w;) =
(a1 +astg +---)dtg. But then

wj=Vj +Sj(Vx(a)j)) =V; +afsj(dtQ)+a§t5sj(dtQ)+~ e, (5-13)

Now Vx(v;) = 0, so the local expansion of v; has no té 1dtQ—term, and since Vy os; is the identity,
sj(dtp) has no Iy 1dtQ—term either. From (5-13) and the fact that ordg(s;(dtp)) > —p (by the very
construction of s;), we conclude that the local expansion of w; has no téldtQ—term. If g;. 41, Q(v) =0as
well, then the local expansion of w; has no té’d to-terms for 2 < i < p either, and w; is regular at Q. []

Lemma 5.13. For 0 < j < p— 1 and Q € sup(D;), the map g;‘+1,Q is surjective.

Proof. Such surjectivity may be checked after passing to completions, where it follows immediately
from the proof of Lemma 5.12 as (ker Vx)g[l /to] is (topologically) generated as a k-vector space by
{tiQ_ldtQ : p1i}, and the only restriction on v; is that ordp(v;) > —p. Il

5D. Local calculations at Q'. Finally, we analyze the behavior at Q. Because we chose to work with
the sheaf .%; instead of JT*Q},, the relationship between ¢; and ¢; at Q' is particularly simple when
O<j=p—-1L

Lemma 5.14. For 0 < j < p — 1, the natural inclusion 9; o — 91,0 is an isomorphism.

Proof. We check surjectivity. Consider v := (vg, ..., V,_1) € 9, o With t(v) = (o, ..., wp_1). By
Lemma 5.4 (iii)enumi, we in fact have ordg/(w;) > —(p — 1 —i)do for all i, which implies in particular
that v € %, ¢, whence the composite map %, o' — ¥j o' <> 9Yj+1,0° = 9y, o is an isomorphism, which
gives the claim. As the details of the proof of Lemma 5.4 (iii)enumi were abridged, we will spell them
out here (sans the descending induction, which is unnecessary if we assume that v € 4,1 o). So assume
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that v € ¢, ¢, or equivalently that ordp (w;) > —(p —1—1i)dg fori > j+ 1. Since ordgp/(f) = —dg/,
we compute that

ordg (Wi (—f) ) > —(p—1—i)dg + (j —i)dg = —(p—1— j)dg

for i > j + 1. On the other hand, for any meromorphic differential £ on X, Corollary 2.9 shows that
ordp/(s;(Vx(§))) = ordg/(§). Then (4-5) shows that ordg'(w;) > —(p — 1 — j)do/, and hence that
v €Y o as desired. O

The downside of working with the sheaf .%; from Definition 3.9 is that we require a separate analysis
to relate ¢, with the sheaf we care about, Im(p) =~ 7, ker Vy. Recall (Definition 5.2) that we defined
9_1 :=1Im(p) € %.

Definition 5.15. Define

p—1
(p—1=Ddy \®(p—1
M_y g = @(k[[tg,]]/(t; veey) =D
i=0
and write M_; := Q) (M_; o) for the skyscraper sheaf on X supported at Q" with stalk M_; . Put

S/_] = {Q/}
Lemma 5.16. The cokernel of the natural inclusion map 4_1 — % is isomorphic to M_;.

We interpret Lemma 5.16 as giving a short exact sequence
0% | — %0 M | —0, (5-14)

where g is the composition of the natural map % — coker(4_; — %) with the isomorphism of
Lemma 5.16.

Proof. We already know that the map ¥_; — % is an inclusion, and is an isomorphism away from Q’, so
this is a local question at Q. We have 4| >~ m, ker Vy and % =~ m, ker(Vy| ) thanks to Lemma 5.3,
and (7, ker Vy) o consists of meromorphic forms on Y that are regular above Q' and lie in the kernel
of Vy, while m, ker(Vy|z) o consists of meromorphic w =), w;y' in the kernel of Vy that satisfy
ordg/(w;) > —(p — 1 —i)dy for all i (Definition 3.9). Despite the fact that 7 is étale over Q’, the
decomposition w =), w; y' is tricky to analyze since the element f defining the Artin—Schreier extension
of function fields has a pole at Q’ (as does y).

By the very choice of f in Section 3, we may find a meromorphic function g € K = k(X) such that
f':=f+gP—ghasordyg (f') =0; necessarily ordgp (g) = —dg'/p. Let y =y + g, so that

O =y =f

and K’ = k(Y) is the Artin—Schreier extension of K given by adjoining y’. Observe that y’ is regular
above Q’. Any meromorphic differential w on Y may be written as

p—l -1
o= oy =) o). (5-15)
i=0 i=0
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While the condition of w being regular above Q’ is tricky to describe in terms of the w;, it is simple to
describe in terms of the w;. Indeed, the proof of Lemma 3.7 shows that w is regular above Q' if and only
if ordp/(w}) > 0 for 0 <i < p — 1. We deduce that the stalk of ¥_; at Q' is isomorphic to

p—1
N_y:= !a): Za)l/.(y/)i w € (mker Vy) o and o] € Q;Q/}.
i=0

On the other hand, substituting y’ = y + g in (5-15) and collecting y/-terms gives

p—1
l P
w; = Z(}.)a);g’ I,
i=j
A descending induction on i using ordg/(g) = —dg//p then shows that ordg/(w;) > —(p — 1 —i)dg if
and only if ordg(w;) > —(p — 1 —i)dg’, and we conclude that the stalk of ¢ at Q' is isomorphic to

p—1
Ny = {a) = Za)l{(y’)i w € (myker Vy) o and w; € té,(p_l_i)dg/ Q%Q}
i=0

We view both N_; and Ny as k[tg,]—modules. To complete the proof, it suffices to show the cokernel of
the natural inclusion N_; < Ny is isomorphic to M_; o'. It suffices to do so after completing.

To analyze the cokernel, we first observe that (2-2)—(2-3) give a section s : (Im Vy)?, — F*Q;AQ, and
projector r : F*Q;AQ, — (ker Vx)@, to the completion of the exact sequence (2-1) at Q’. By Corollary 4.2,
we have the relations

V() =— pZ_l vx((;)wﬂ—f/)f—f) (5-16)
i=j+1

for 0 < j < p —1, and in particular Vx (a)}) is determined by )/ for i > j. It follows that the map

p—1 p—1
0yt (meker V) —> @ ker V) y. Y o) > (@), ... (@), )
i=0 i=0

is an isomorphism after inverting tg,. Now for any differential § on X, we have ordgy/ (s(Vx(§))) >
plordp(§)/p]. As ordg (f') = 0, it follows from this and (5-16) that:

o s(Vx(0) € Qy/y if ] € QY fori > j,
 s(x@)) ety QL it e erytT QY fori > .
As a); = r(a);.) +s(Vx (a)/j)) for all j, together with (5-16) this shows that go/Q, induces identifications
p—1 p—1

N?| ~ @(ker Vy)y and N§ =~ @(:5,)—(1’—1—0(%//1” (ker Vx)},
i=0 i=0
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as submodules of @, (ker Vx)5,[1/ té,], with the natural inclusion N”; < N corresponding to the canon-
ical inclusion of direct summands. As (ker V)%, is a free k[[tg,]]—module generated by dtg, .. ., tg,_ld tor,
this completes the proof. U

Remark 5.17. Tracing through the proof of Lemma 5.16, we see that the image under H 0(g(’)) of
HO(X, ker((r — 1)/t : 4y — %)) has dimension at most
J .
(p—1—i)dgy
ye=l=dde
i=0 p

as w; = », =0 fori > j whenever o = >, w;y' =", w}(y") is killed by (t — 1)/+L.

SE. Short exact sequences. Combining the local analyses of Section SB—5D, we can finally construct the
desired exact sequences relating the ¢;. Recall the definitions of the skyscraper sheaf M; in Definition 5.6
(for 0 < j < p—1) and Definition 5.15 (for j = —1). From Sections 5B, 5C, and 5D we have maps from
the stalks of ¢; to pieces of these skyscraper sheaves. We now put them together.

Definition 5.18. For 0 < j < p—1, put §; := SUsup(D;) and define

@ e -Q*(Cj, )
¢j 1 Im(gsn) > €D 0u(m(gj1)0) — "> ) Q.(M;,0) =: M;,

QESj QES_,‘
where the first map is the canonical one. Let g}H =cjol(gjt+1lg,)-
Recall that we also defined g6 in (5-14).

Remark 5.19. Notice that the map induced by g;. 41 on stalks at Q coincides with the previously defined
map g;. +1, 0 Justifying our notation.

Theorem 5.20. For —1 < j < p — 1, there are short exact sequences of sheaves on X
We have

p—1

9 =Im(p) ~m.kerVy  and 9, =EDker Vx(Fi(E; + pD))).

i=0
Furthermore, M; is a skyscraper sheaf supported on S; := S Usup(D)) for j > 0, and supported at Q'
for j=—1.
Proof. We first establish the exact sequence. The case j = —1 is just Lemma 5.16, so suppose 0 < j < p—1.
Left exactness is obvious from the definition of ¢; and ¢, 1. We can check the rest locally. For points Q
not in S}, exactness in the middle and on the right is (ii)enumi of Lemma 5.3 plus the fact that M; o = 0.
At Q' such exactness is the content of Lemma 5.14 plus the fact that M; o = 0. For Q € S, exactness in
the middle is simply the first statement of Lemma 5.3 plus the observation that c; ¢ is injective when
0 € S, while exactness on the right is Proposition 5.9. For Q € sup(D);), exactness in the middle and on
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the right follow from Lemmas 5.12 and 5.13, respectively. Finally, the statements about the support of
M are clear from the definitions. g

Example 5.21. We continue the notation of Example 4.6, working with the two covers Y7, Y, of P! given
by ¥y —y = f1 and y° — y = f,, respectively. The fact that o = > w;y’' = @y 1(vy.2) is regular for one
cover but not the is captured by the machinery of this section as follows.

Note that the element v; > naturally lies in H O(P!, 4). For both covers, it is moreover in the kernel of
H 0(gé): looking at the definition of g in Section 5B, the computation that H O(g’z)(vzgz) =0 is equivalent
to the computation that w; = 0. Thus, in both cases we also have v, € H(P', 4)).

In Example 4.6, we computed wy using the relations

sVpi(wg) = —s Vpi (1 2(t~%d1)) =0,
and

sVpi(wg) = —sVpi (1 2t + 2t + 174 dr) = —t%dt

for the covers Y and Y, respectively. The definition of g} in Section 5B is exactly recording the
coefficient of t~°dr. Thus H O(gQ)(vz,z) is 0 in the case of Y}, but nonzero for the cover Y», reflecting
the fact that @, ! (v2,2) is regular for Y; but not Y>. We therefore see that in the case of Y; we have
ay, = dim H'(P', %) = 4 while ay, = dim H°(P!, %) = 3 in the case of Y>.

6. Bounds

We continue with the notation and conventions of the previous sections, so 7 : Y — X is a degree-p Artin—
Schreier cover of smooth projective curves over k with branch locus § € X. In this section we will use the
short exact sequences of Theorem 5.20 to extract bounds on the a-number of Y in terms of the a-number
of X and the breaks in the ramification filtrations at points above Q € S. Our starting point is the equality

ay = dimy ker(Vy : HO(Y, Q}) — H(Y, Q}))
=dimy H°(Y, ker Vy) =dimy H(X, 9_)),

which follows immediately from Lemma 5.3.

6A. Abstract bounds. We will first obtain a relatively abstract upper bound on the a-number using the
short exact sequences of Theorem 5.20. To streamline the analysis, we first encode the information
contained in these exact sequences in the study of a single linear transformation.

Definition 6.1. For 0 < j < p — 1 define

~ HO%cjog;
g1 HOX, 9,) 2280, gOX, M) = @D Mg (6-1)
QeS}



616 Jeremy Booher and Bryden Cais

to be the map on global sections induced by c¢; o g1 :9, — M;, where c; and g; are as in Definitions
5.18 and 5.1, respectively. Define

p—1
Z:H' (X, %) > @ H X, Mj) by FOv):=@0),...,2Wv) (6-2)
j=0
Finally define
~ . 170 H($) 170 _
g :H (X, %) —— H (X,M_1)=M_,¢, (6-3)

where g, is as in (5-14) and M_; ¢ is as in Definition 5.15.

Remark 6.2. By construction, the restriction of g1 to H 0(X, 9 +1) CH 0(X, ¢,) coincides with the
map HO(g}H) : HY%(X,9j11) > H(X, M;), where g4y is as in Definition 5.18 for j > 0 and as in
(5-14) for j = —1. While the use of the maps g;. 41 1s essential for Theorem 5.20, our analysis below is
much simpler when phrased in terms of g and gp as the following key Lemma indicates.

Lemma 6.3. The kernel of g is H*(X, %).

Proof. Let v € H'(X,%,) with g(v) =0, i.e., §;+1(v) = 0 for 0 < j < p — 1. Supposing that
v e H(X, 9j11) for some j < p—1, we have Ho(g;ﬂ)(v) = gj+1(v) = 0 by assumption and the
compatibility between g; 41 and g;41 noted in Remark 6.2. Thus v € H O(Xx, ¢;) thanks to Theorem 5.20
and left exactness of H. We conclude by descending induction on j that v € H 0(X , %), whence
ker(g) € H°(X, %), and the reverse containment is clear. O

Definition 6.4. Set N (X, ) := dimg Im(g) and N, (X, 7) := dimy Im(gp), and let
N(X,m)=N(X,7)+ No(X, 7).

Define
p—1
U(X,m) =Y _dimg H(X, ker Vx (Fu(E; + pD;))) = N(X, 7).
i=0
Lemma 6.5. We have that ay = U (X, 7).

Proof. Lemma 6.3 and the rank-nullity theorem give
dimg H(X, %) = dim H*(X, 9%,) — Ni(X, 7).
Likewise, the j = —1 case of Theorem 5.20, left exactness of H° and the rank-nullity theorem yield
ay = dimy H(Y, ker Vy) = dimy H(X, %_,) = dimy H(X, %) — N2(X, 7).

Combining these equations with the computation

p—1
dimy H(X, %) = ) _ dimy H(X, ker Vx (Fy(E; + pDi)),
i=0

which follows at once from Lemma 5.3 (vi)enumi, gives the claimed equality. U
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The lower bound is a more elaborate application of linear algebra. The idea is to find a family of
subspaces U; C H Ox, ¢,) and choose j so that dimy U; is “large” while it is easy to see that dimy g(U;)
is “small”. Then the rank-nullity theorem gives a lower bound on the kernel of g. Recall that G =Z/pZ
acts on mQ} by having a generator T € G send y — y + 1. By Lemma 5.3, this action preserves ¢;.

Definition 6.6. Let i and j be integers with 0 <i < j < p —1.
e Define U; := ker((t — 1)/ HYX, %41) - HY(X, ng))_
e For Q € §, define c(i, j, Q) to be the number of integers n congruent to —1 modulo p such that
—ng j—do(j—i)<n<-—ng,;.
For Q € sup(D;), define c(i, j, Q) =p — 1.
« Define c(i, j, Q') = Yo P=Dp=1=0)
p

Define L(X, ) to be

j
L(X,7):= max (dimk Uj—> > cl.j. Q)).

0<j<p-1
=/=p i=0 Qes!

Lemma 6.7. There is an isomorphism

J
U; ~ @ H(X, ker Vx (F.(E; + pDy))).
i=0

Proof. Both sides are isomorphic to

J
{a) =Y iy’ € (mker V), : gy () € HO(X, g,,)}.
i=0

This follows from the formulas in Lemma 4.1, the fact that T — 1 reduces the maximum power of y
appearing in a differential by one, and the definition of ¢. 0

Lemma 6.8. We have that ay > L(X, 7).

Proof. Fix j. The key idea is to use descending induction on i and the rank-nullity theorem to give a lower
bound on dimy (U; N HY(X, %)) for —1 <i < j + 1. Taking i = —1 gives a lower bound (depending on
J)yondim(U; N H 0(Y, ker Vy)) < ay, which will establish the result.

Fori = j+ 1, we see that

dimg(U; N H*(X, %;11)) = dim U;. (6-4)
To ease the notational burden, for —1 <i < j let us write IpijJr , for the map
LU N HY X, %) — HO(M)),
given by v/ | := HO(8£+1)|Uij0(X,{¢,-+1)- (6-5)
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Theorem 5.20 then gives exact sequences

0— U;NH'X,%) - U;NHY(X, %) ~5 in, H(X, M;) = @ M; o (6-6)
Qes;

for —1 < i < j, which need not be right exact. Nonetheless, we may work stalk-by-stalk to obtain

information about the image of wl 41 as follows. For O € S7, let wl +1.0 denote the composition of 1//l 1

with projection onto the factor of the direct sum indexed by Q; by construction wl +1,0 coincides with the
composition

' 8it1,
Vi UiNH (X, %41) = HY (X, % 41) = %10 % Mig (6-7)

wherein the first two maps are the canonical ones. We have the obvious inclusion

m(y!,,) € @ m@,, o) (6-8)

Qes]

so to bound dimy Im(l//ijJrl) from above it suffices to do so for each dimy Im(z//jJrl Q) First suppose
that i > 0. Lemma 6.9 below gives an upper bound of c(i, j, Q) on dimy Im(wl 41, Q) for Q € S. For
Q € sup(D;), the dimension of Im(wl+1 Q) is at most p — 1 by the very definition of g’ +1.0 in Section 5C,
and we defined c(i, j, Q) := p — 1 in this case. Applying the rank-nullity theorem to the exact sequence
(6-6) and using (6-8) then gives

dime(U; NHO(X, %)) = dim (U; N HO(X, %41)) — Y ¢, j, Q).
Q¢S]

By descending induction on i and (6-4), we deduce

J
dime(U; N HO(X, %)) = dim U — > > (i, . Q).

i=0 Qes]
Finally, using Remark 5.17 to analyze (6-6) when i = —1, we conclude
J
dime(U; N HO(X, 9-1)) = dimg U; = Y Y~ el j, Q). O
i=0 Qes]

Lemma 6.9. If Q € Sand 0 <i < j < p, then dimy Im(xﬁl.jJrLQ) <c(, j, Q).
Proof. We continue the notation of Section 5B. Fixing 0 <i < j < p and recalling Lemma 5.4, for v € U;
we have
v=(v,...,v;,0,...,0) and (wo, ..., ®;,0,...,0) :=1(v).
From (4-5), we have w; = v; + 5;(Vx(£)), where

J

gi== Y (F)o=nt (6-9)

{=i+1
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since vy and wy are O for £ > j. From Lemma 5.4 (i)enumi with n =ng ; we have
ordg(§) = —ng,j — (j —i)dyg. (6-10)

By the very definitions (see (6-7) and Definitions 5.8 and 5.1), to compute tpl.jJr 1. Q(v), we first expand &
locally at Q as a power series § = ), antg (dtg/tp) and evaluate

> d
s(Vx@E) = apus (rg tQ) (6-11)

n=—B tQ

for some integer B. Then win

n>—Band pn —1 < —ng ;. In our situation we have fewer coefficients to record than in the general

o () records only those coefficients on the right side of (6-11) where

analysis of Section 5B, precisely because v, = 0 = w; for £ > j. Indeed, based on (6-10) we may take B
to be the smallest integer greater than or equal to (—ng ; — (j —i)dg +1)/p. In particular, the number
of potentially nonzero coefficients a, is the number of multiples of p between —ng ; — (j —i)dg +1
and —n ; inclusive, which by definition is the integer c(i, j, Q). This integer therefore gives an upper
bound on the dimension of Im(x/fl.jJrL 0) O

Proposition 6.10. The a-number of Y satisfies
LX,nm)<ay=U(X,m).
Proof. Combine Lemmas 6.5 and 6.8. O

6B. Tools. The quantities L(X, w) and U (X, ) are quite abstract. We now explain how to bound
L(X,m)and U(X, m) in terms of the ramification of 7 : ¥ — X and the genus and a-number of X.

The key is a theorem of Tango which allows us to compute the dimension of the kernel of the Cartier
operator on certain spaces of (global) meromorphic differential forms on X whose poles are “sufficiently
bad”. Let o : k — k denote the p-power Frobenius automorphism of k, and let gx be the genus of X.
Attached to X is its Tango number:

n(xX) = max{ 3 LMJ :fek(X)—k(X)P}. (6-12)
xeX (k) p

In Lemma 10 and Proposition 14 of [Tango 1972], one sees that n(X) is well-defined and is an integer
satisfying —1 < n(X) < [ (2gx —2)/p], with the lower bound an equality if and only if gx = 0.

Fact 6.11 (Tango’s theorem). Let .Z be a line bundle on X. If deg ¥ > n(X) then the natural o -linear
map
FiH' (X, 27— H' (X, 277) (6-13)

induced by pullback by the absolute Frobenius of X is injective, and the o ~-linear Cartier operator
Vx : H'(X, Q) ® 27) > H(X, Q) ;, ® %) (6-14)

is surjective.
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Remark 6.12. This is [Tango 1972, Theorem 15]; strictly speaking, Tango requires gx > 0; however, by
tracing through Tango’s argument—or by direct calculation—one sees easily that the result holds when
gx =0 as well.

To simplify notation, let §(H°(X, Q}((E ))) denote the dimension of the kernel of Vx on that space of
differentials. Tango’s theorem tells us the following:

Corollary 6.13. Let D, R be divisors on X with R="_r; P; where 0 <r; < p. Ifdeg(D) > max(n(X), 0),
then

8(H*(X, Qx(pD+R))) = (p— 1) deg(D) + Z(r,- — ED
For arbitrary D, we have the weaker statement
0 < 8(H (X, 2k (pD + R)) — ((p ~ 1) deg(D) + Z(r,- - [’ﬂ)) <ay.

Proof. When R = 0, the first case follows from the surjectivity of the Cartier operator in Fact 6.11 taking
¥ = Ox (D), plus the fact that

dimg H°(X, Q% (D)) = gx — 1 +deg(D),
dimg H(X, Q% (pD)) = (gx — 1) + p deg(D)

from the Riemann—Roch theorem.
We can build on this to prove the remaining cases of the first statement and establish the inequalities
of the second statement. We know that for any divisor E with deg(E) > 0 and any closed point P of X,

dim; HO(X, Q% (E +[P])) < dim; HO(X, Q% (E)) + 1.
with equality whenever deg(E) > 0. Thus we know that
0 <8(H(X, QY (E+[P])) —8(H(X, Q}(E))) < 1.

Further, if p | ordp (E), this difference is 0, as a differential in H°(X, Q} (E+[P])) notin H(X, Q% (E))
must have a nonzero 7, ordp (E) (dtp/t,)-term in the completed stalk at P, which forces the differential to
not lie in the kernel of the Cartier operator.

When deg(D) > max(n(X), 0) and R # 0, we prove the equality by induction on the number of points
in the support of R. Assume the equality holds for some fixed R and all D with deg(D) > max(n(X), 0).
Pick another point P (not in the support of R) and 0 < r < p. Then

S(HY(X, Q% (pD+R))) <8(H (X, Q%(pD + R +[P))))
<. <8(H" (X, Qx(p(D+[P]) +R)))

and by the inductive hypothesis the last is p — 1 more than the first. This means that at each step after the
first, the dimension of the kernel must increase by one. This shows that

S(H(X, QY (pD + R+ r[P1) =8(H (X, Q4 (pD + R))) + (r — 1),
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which completes the induction.
The second statement follows from similar reasoning. When passing from

ax =8(H(X, QL) to 8(H'X,QL(pD+R))),

there are (p — 1) deg(D) + ) (r; — [r;/p]) times the dimension might increase by one. When passing
from
S(H(X,Qx(pD+R)) to S(H(X,Qx(pD")) = (p — 1) deg(D")

with D’ chosen so that pD’ > pD + R and D’ > n(X), there are
(p—1)deg(D'=D)+ Y (p—1—r)
chances for the dimension to increase by one. This completes the proof. 0

Remark 6.14. Choosing D’ > D with deg(D’) > n(X) and pD’ > pD + R, we also obtain the bound
S(HY(X, QY (pD+R))) < (p—1)deg D' from the inclusion H*(X, Q) (pD+ R)) Cc H’(X, Q% (pD"))
and Tango’s theorem.

Fix adivisor E=pD+R=) ,a;Q; with R=) r;Q; and 0 <r; < p. For fixed j and | <n <aj,
5(H0(X, 9§(<ZaiQi +(n— 1)Q,~>>> < 5(H0(X, Q&(ZaiQi +an>)).
i<j i<j
If the dimension increases by one, let £p; , be a differential in the larger space not in the smaller space.
This differential satisfies the following properties:

(@) Vx (&g, ) =0;
(i) ordg, (0;.n) = —ai fori < j;
(iii) ordg;(§¢;.n) = —n; and
(iv) ordg, (SQJ,,,,) >0fori > j.
Note that such a differential never exists if n = 1 mod p.

Example 6.15. Suppose X = P'. For any positive integer n with n 1 mod p and closed point Q = [«]
of X, we may take &g , to be (t —a)"dt.

Corollary 6.16. The differentials §¢, n are linearly independent. There are at least (p — 1) deg D +

>_i(ri = [ri/p1) — ax of them.

Proof. This follows from the proof of Corollary 6.13. U
We can use Corollary 6.13 to relatively easily give a formula for dimy U; using Lemma 6.7 provided

that the auxiliary divisors D; are sufficiently large. This will allow us to bound L(X, r); we do so in the

proof of Theorem 6.26. We can also use Corollary 6.13 to obtain a bound on the number N (X, ) of
Definition 6.4; this is more involved, and is the subject of the next section.
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6C. Estimating N (X, w). We will use Corollary 6.16 to construct differential forms to give a lower
bound on N (X, ), and hence an upper bound on U (X, 7).

Definition 6.17. Define T to be the set of triples (Q, n, j), where
e0<j<p—land Qe S’;
e 0<n<ordg(E;+ pD,);
e n %1 mod p;
e if 0 €S, aninteger m (0 <m < j)exists suchthatm = j + (n — l)dé1 mod p.
We fix an ordering on Uj S} with Q' the smallest element. For (Q, n, j) € T, suppose the element

£p.; from Corollary 6.16 exists (taking E = E; 4+ pD; and a; = ny, ; in the notation there, and using
the ordering on | J; S;) We set

von; =10,...,0,&0;,0,...,0) € H'(X,%;41),
where £ ; occurs in the j-th component. In that case, we say that vy , ; exists. As Q’ is smallest in the
chosen ordering, we know that vy ,, ; € H%(X, %y). Our aim is to prove:

Proposition 6.18. Let N (X, i) be as in Definition 6.4. Then N (X, ) > #T — B, where B is the number
of triples (Q, n, j) € T suchthat vg  ; does not exist.

The idea is to show that the images under g of the vy ,, ; for (Q, n, j) € T with Q # Q' are linearly
independent, and similarly for the images under g¢ of the vo' , ; with (Q’, n, j) € T.

Definition 6.19. We define an ordering on T by setting (P, a, j) < (P, d’, j') provided that
(i) j<jsor

(i) j=j and P < P’; or

(ili) j=j and P =P and a < d.

For (Q, n, j) € T, we then define

Ugn,j:= spank{g(vp,a,,-) 1Vp g exists and (P, a,i) < (Q,n, j)}.

Lemma 6.20. Let (P, a,i), (Q,n, j) € T with (P,a,i) < (Q, n, j) and suppose that the differentials
Vpq,i and vg . j both exist. Writing (wo, ..., wp—1) =1(Vg ,, ;) and (wy, . . ., a);,_l) =1(vp.q.i), we have
ordQ(a)}) > ordp (w;) = —n.

Proof. Suppose first that i < j. Since the £-th component of vp ,; is zero for £ > i, we have w, = 0 for
£ > i by Lemma 5.4 (i)enumi, and in particular a); = 0 which immediately gives the claim. So suppose
thati = j and P < Q. In this case, by very construction of the differentials in Corollary 6.16 and our
choice of ordering, we have ordQ(w;.) =ordg(§p,q) = 0 while ordg(w;) = ordg(§p,,) = —n. Finally,

suppose thati = j, P = Q, and a < n. Then,

ordg (@) = ordg(§g.a) = —a > —n =ordg(ép ) = ordg(w;)
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as claimed. U
Lemma 6.21. Suppose that v , ; exists with (Q,n, j) € T and Q € S. Then g(vg ;) € Ugn,j-

Proof. In this proof, let g,,4+1,o denote the composition of g, with the projection onto M; o. Write
(wo, ..., w;,0,...,0) =1(vg ;). As Q € S, by Definition 6.17 there exists an integer 0 < m < j
suchthatm=j+ (n — l)dé1 mod p. Looking at the definition of g/, +1.0 in Section 5B, to compute
8m+1,0(Vo,n,j) we work in the completed stalk at Q and write

J .

= Y (r’n)w,.(_f)"—m = Y aitig”iﬁ. (6-15)

i=m+1 i=—dg(p—1—m)+1 0
Now g, 11,0 records the a; for which p|i and —do(p —1—m) <i < —ng .
Using Lemma 5.4 (i)enumi we find for i < j
ordg(wi(=f)'™") = —n— (j —m)dg (6-16)

In fact, we know more: for i # j, the i-th component of vy , ; is zero, whence Lemma 5.4 (i)enumi
shows that form <i < j

ordg (w; (— f)'™™) = ordg(w;) — (i —m)dp

z_p\\l’l—F(j—l')dQ—lJ = —m)dg

P

>—(m+(j—i)dg—1)—1— (i —m)dg

=—n—(j —m)dp, (6-17)

where the strict inequality comes from the fact that n + (j —i)dg # 1 mod p form <i < j, as m is by
definition the unigue solution modulo p to

n+(j—x)dg =1 mod p.

We adopt the notation from the proof of Lemma 5.10 for coefficients of differentials and functions. As
wj=§&p n, we have coef|_,(w;) #0. As ordg(f) = —dg, we have coef_4, (f) #0. By (6-17), we know
that coef|—,—(j—mydy (w;i(—f)™™) =0 for m <i < j. Then looking at coefficients in (6-15) we see that

J .
1 i—
A1—n—(j-mydg = COL1—n—(j-m)dg ( -y (m)wi(_f)l m)

i=m+1

= coef|—n—(j—mydy (— (,i )wj (—f)i—m>

- (:i) coefi_(@;) - coef_(jmao (= )/ ™") #0. (6-18)

But 1 —n—(j —m)dg =0 mod p, S0 aj—n—(j—m)d, 1s one of the nonzero terms that g,,+1,¢ records. This
is enough to show that g(vg ,, ;) does not lie in Ug , ;. Indeed, suppose (P, a,i) € T with (P,a,i) <
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(Q,n, j)andthat vp ,; exists. Set (wy, ..., a)’p_l) =1(vp,q.;). By Lemma 6.20, we have ordQ(a);.) > —n,
so thanks to Lemma 5.4 (i)enumi we see that ordg (a)@) > —n—dg(j—¢) forall £ < j. It follows that

coefi_p—(j—mydp (@),) = 0.

As Ug ,,; is spanned by g(vp 4,;) for such triples (P, a, i), this shows g(vg ,, ;) does not lie in Ug ,,;
as claimed. O

Lemma 6.22. Suppose that vg . ; exists with (Q,n, j) € T and Q € D;. Then g(vg,,;) € Ug.n,j-

Proof. In this proof, let g,,11 o denote the composition of g,41 with the projection onto M; o. As
ordg(E; + pD;) = p and we assumed n # 1, we know 1 <n < p. Set (wo, ...,wp—1) = t(Vgu,j)
and notice that w; = §p ,. Looking at the definition of g;. +1.0 in Section 5C, we see that g;. +1.0
extracts the coefficients of 7, Pdto through tézdtQ in a local expansion of w; at Q. In particular, since
ordp(w;j) = —n, we see that the component of g;11,0(vg,,, ;) corresponding to the coefficient of té" dto
in the local expansion of w; at Q is nonzero. On the other hand, for any (P,a,i) € T such that
vp g, exists and (P, a,i) < (Q,n, j), consider (wy, ..., a)/p_l) =1(vp4.i). By Lemma 6.20 we have
ordg (a);) > —n so that the component of g1 o(Vp 4,;) corresponding to the coefficient of té”dtQ in
the local expansion of a); at Q is by contrast zero. As the g(vp 4,;) for (P,a,i) < (Q,n, j)span Ug , j,
this shows g(vg ;) € Ug,n,j as desired. g

Lemma 6.23. The elements

{8o(oin,j) 1 (Q'sn, j) €T and vy p ; exists}
are linearly independent.

Proof. For notational convenience, let 7’ C T be the subset of triples of the form (Q’, n, j) such that vy , ;
exists, and note that vor , ; € HYX, %) asn<(p—1—j)dg = ordg/(Ej). Let wgr . j = (pn_l(vQ/,n’j);
we have that (t — 1)/ wg . j = j€0» and (t — 1)/ T lwg , ; = 0.

Suppose that there exist scalars co/ ,, j € k for (Q', n, j) € T’ such that

Y comjoga;=0 € H(X,9 1) = H(Y ker Vy).
(Q'\n, T’
We will show that cgr , ; =0 for all (Q’, n, j) € T’ by descending induction on j. First observe that there
are no triples of the form (Q’, n, p—1) in T (so a fortioti there are none in 7”) as ordp/ (E ,—1+pD,_1) =0.
Now fix j and suppose cor ,,; = 0 for all n whenever i > j. We compute

- =j1 Y comifon (6-19)
{n: (Q'\n,j)eT’}
since (t — 1)/wg' n; # 0 implies that i > j. As ordg/(£¢/.n) = —n, each of the nonzero terms on the
right of (6-19) has a different, negative valuation at Q’, while the left side is regular at Q' as (t — 1)/’
is regular at the points above Q' (in fact, everywhere) and 7 : ¥ — X is unramified over Q’. This forces
cg',n,j =0 for all n in the sum, as desired.
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We conclude that the images of the wg ,, ; are linearly independent in the cokernel of the inclusion
HO(Y, m ker Vy) >~ HY(X, 9_1) — H°(X, %) and the result follows. O

Proof of Proposition 6.18. By Definition 6.4, N(X, ) := N{(X, w) + No(X, ), where N(X, ) :=
dimy Im(g) and N>(X, m) := dimy Im(go). Let 71 € T be the set of triples (Q, n, j) € T with Q € §;
for some 0 < j < p — 1 such that vy, ; exists and 7> C T the set of triples (Q’, n, j) € T such that
Vo'.n,j €xists. Thanks to Lemmas 6.21 and 6.22 we have #7; < Ni(X, 7), while #T, < N>(X, 7) due to
Lemma 6.23. It follows that

N(X,m)=Ni(X, )+ No(X, w) = #T' +#T, =#T — B,

where B is the number of triples (Q, n, j) € T for which vg , ; does not exist. Il

Remark 6.24. Using Corollary 6.13 and the observation that at most ay of the £p , do not exist, we will
use Proposition 6.18 to bound U (X, ), thereby obtaining bounds on ay. A precise statement will be
given in Theorem 6.26.

Remark 6.25. Let Q € S. This argument uses very limited information about the coefficients of a local
expansion of f at Q. In particular, it only uses that f has a leading term (a nonzero tédQ term). If there
were additional nonzero coefficients, the image of g could very well be larger, and N (X, 7) could be
strictly larger than #7 — B. However, Example 7.5 shows it is not possible to do better in general. This is
the main place the argument loses information.

6D. Explicit bounds. We continue to use the notation from Section 3; in particular, 7 : ¥ — X is a fixed
degree-p Artin—Schreier cover of smooth, projective, and connected curves over k with branch locus
S C X (k), and dg is the unique break in the ramification filtration at the unique point of ¥ above Q € S.
For nonnegative integers d, i with p {d let 7,(d, i) be the number of positive integers n < |id/p] with
the property that —n = md mod p for some m withO <m < p —1—1.

Theorem 6.26. With notation as above,
1/ id id
ay < pax+) Z(L—QJ - L—SJ —7,(do, i)) (6-20)
QeSS i=1 P p

and forany jwith1 < j<p-—1

v 2|00 5) o2

Moreover, for any nonnegative integers d, i with ptd andi < p — 1,
1[id id
r,,(d,i)z(p—l—i)L—F—QH z(;a—l—i){’—fJ. (6-22)
pip p

Proof. Let n(X) be the Tango number of X, and for 0 <i < p — 1 let D; be as above Definition 4.3 (see
also Corollary 2.7). Adding in more points to each D; as needed, we may without loss of generality
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assume that deg(D;) > n(X) for all i. Using this assumption, we will analyze the lower and upper bounds
from Proposition 6.10 separately. Recall that we have fixed an Artin—Schreier equation y” —y = f giving
the extension of function fields k(Y)/k(X) with f minimal in the sense of Definition 3.1; in particular
f has a pole of order dgp at each Q € S, as well as a pole of some order d¢' that is divisible by p at
the fixed point Q' € X (k) — S. As in Definition 3.4, for Q € ' =SU{Q'}and 0 <i < p — 1 we set
ngi:=[(p—1—i)do/plif Q # Q" andny ;= (p—1—i)dy, and we put E; := ZQes, ng.ilQ]. We
now define

A= ZL%J[Q], Ri:Zr(Q,i)[Q] = E; — pA;.
Qes’ p QeS

Note that R; is supported on S, as ng/; is a multiple of p. Let s(Q,i) =r(Q,i) —1if r(Q,7) > 0, and
0 otherwise.
We will first establish (6-20). By Proposition 6.10 we have
p—1
ay <Y dimg H(X, ker Vx (F.(E; + pD;))) = N(X, ). (6-23)
i=0
To understand the first sum we will use Corollary 6.13, and to understand N (X, w) we will use
Proposition 6.18.
Fix i. As deg(D;) > n(X), the first part of Corollary 6.13 implies that

dimy HO(X, ker Vx (F.(E; + pD;)))

= dim HO(X, ker Vx (Fu(p(A; + D) + R)) = (p — 1) deg(A; + D) + Y _ 5(Q. 1)
Qes

=(p— 1)( > VLJ - %(p —1—1) +#sup(D,-)) + ) s(Q.0). (6-24)

gest P 0cs

We also want to count elements of the form (Q, n, i) in the set T of Proposition 6.18 for fixed i
and Q € S/ = §"Usup(D;). If Q € sup(D;), then there are p — 1 such elements by definition since
ordp(E; + pD;j) = p. If Q = Q/, there are (p — 1)(p — 1 —i)dg//p such elements since ordy/ (E;) =
(p—1—i)dy. When Q € §, the number of elements of the form (Q, n, i) in T is precisely t,(dg, p—1—i)
since the set of positive integers n <n o ; with the property thati + (n — l)dé1 = m mod p for some m with
0 <m < is in bijection with the set of positive integers n’ < |(p — 1 —i)dg/p] with —n’=m'dy mod p
for some m’ with 0 <m’ <i vian':=n—1 and m" =i — m. Putting this together, we find that there are
exactly

> (o, p—1=i)+ (p= Dsup(D) +(p = Dip—1 =)L (6-25)
QesS
elements of T of the form (Q, n, i).

Putting (6-23) together with (6-24) and the bound on N (X, ) coming from (6-25), Proposition 6.18,

and the observation that at most pay of the vy , ; do not exist (since at most ay of the &g ,, do not exist),
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we conclude that

ay <p- ax+Z Z@—DL J+S(Q i) = 7p(dg. p—1—1). (6-26)

i=0 Q€S

Using the very definition of s(Q, i), one finds the formula

werenace 2 (317
S VLW —m VLJ (6-27)
p p

Substituting (6-27) into (6-26), reindexing the sum i — p — 1 — i and using the equality [x] = |x] +1
for x &€ Z gives (6-20).

To make this bound more explicit, we must bound 7,(d, i) from below. To do this, simply note that
for any 0 <m < p — 1 —i and any interval of length p, there is a unique # in that interval such that

md = —n mod p

and that necessarily n 0 mod p as p {d. Thus,

. . 1 ldQ . 1 idQ
Tp(dQ,l)Z(P—l—l)'L—(L J+1)J=(p_1_l)[_[_”
p p pl p
> (p—l—i)Vi—Z\QJ, (6-28)
14

as0<n<lido/p|=Tido/p1—1.
We now turn to the lower bound (6-21). Proposition 6.10 and Definition 6.6 give that for each
O<j=p—-1,

J
dime Uy =Y > el j, Q) <ay. (6-29)

5 — ’
i=0 Qes;

Using Lemma 6.7, Corollary 6.13 and the assumption that deg D; > n(X) for all i, we calculate

J
dim U; =) dimy H(X, Q% (Fu(Ei + pD;)))

_0
—Z<(p—1)deg(D)+(p—l)(p—l—l) -+Y (p—1 L J+S(Ql))
i=0 QeS

Now for Q € sup(D;) we have c(i, j, Q) = p — 1, while

(i, jyQ)=(p—D(p—1-i)do/p.



628 Jeremy Booher and Bryden Cais

If Q € S,thenc(i, j, Q) is the number of integers n = —1 mod p satisfying —ng j—do(j—i)<n<-ng;.
That is,

nQ,J-—I-dQ(j —i)—‘ B lrnQ,i—‘.

c(, J, Q)=[
p p

Thus, the contributions from D; and Q' in (6-29) cancel, so the formula (6-27) for s(Q, i) yields

> 3 (- [0 4U=0)) o,

P

for all 0 < j < p — 1. Using the equality
[nQ,j-i-(j—i)dQ_‘ _ Pp— 1-iydg (1 _1) (P—l—j)dQ—‘
p p p p ’
changing variables i — p — 1 —i and j +— p — 1 — j, and employing again the equality [x] = |[x] +1
for x & Z then gives (6-21). O

Corollary 6.27. Suppose p is odd. With the hypotheses of Theorem 6.26 we have

2
ayfp-ax—F(W—i-(l—l) >.#S+(1—E)Z@dg

p P/ es

and

p

1\? (p+1)
ayz(l——) <Q2€; p4 dQ—#Sg).

Proof. The upper bound follows easily from (6-20) and the first inequality in (6-22) by basic properties of
the floor function and the well-known equality

n—1, .
ZH _(1-D@-1 ©:30)

£ n 2
i=1

for any positive and coprime integers d, n. For the lower bound, we have
\\idQJ \\idQ <1 1>deJ > idQ—(p—l) (idQ (1 l)de)
p p p/) p 1 p p p) p
1 id
(D)
p p

Summing over i with j <i < p —1 and then Q and using (6-21) gives the lower bound

I d
(1——)2(—Q(p—j)j—(p—j)> (6-31)
Qes p

P

which holds for all 1 < j < p — 1; we then take j = (p 4+ 1)/2. Remark 6.28 motivates this choice. [
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Remark 6.28. The choice of j = (p + 1)/2 in the proof of Corollary 6.27 is optimized for ) d large
relative to #S. Indeed, (6-31) is a quadratic function in j which attains its maximum when

#S
J~ E(l - —) (6-32)
ZQGS dQ

Any nearby value of j will give a similar bound. Supposing that ) _ d is large relative to #S gives optimal
choice j =[p/2] = (p+1)/2. When all dg are small and p is large, one can get a better explicit lower
bound by choosing a value of j in accordance with (6-32); cf. Example 7.1.

Remark 6.29. For fixed X, p and S with all dp becoming large, the dominant terms of the lower and
upper bounds in Corollary 6.27 are respectively

p p
do— d do=.
2 dog and ) do3
Q€S Qes
On the other hand, the dominant term in the Riemann—Hurwitz formula for the genus of ¥ is ) oesdop/2,

so that, for large do, the a-number is approximately between 1/2 and 2/3 of the genus of Y.

Remark 6.30. When p = 2, the statement and proof of the Corollary do not work as written. If we take
j =11in Theorem 6.26 we obtain

Sl 4|l 4]

In particular, when X is ordinary (i.e., ax = 0) we obtain an exact formula for ay. This recovers [Voloch
1988, Theorem 2] (note that the formula there is for the rank of the Cartier operator, and that for Q; € S,
our do, is 2n; — 1).

Similarly, Corollary 6.32 will give an exact formula for ay when p is odd, X is ordinary, and dg|(p —1).
To derive it, we will need to investigate situations when it is possible to derive an exact formula for the
quantity

p—1
T,(d) ==Y _1,(d. i) (6-33)
i=0
occurring in the upper bound (6-20):

Proposition 6.31. Let p > 2 and suppose that d = d’ mod p> Then

1) (p—2
p(d) = T,(d') + (d — d’)%. (6-34)

Moreover, t,(1) =0 and for 1 <d < p we have

,(d) = u,(d) - S +,(d), (6-35)
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where u,(d) and v, (d) are the integers (depending only on p mod d) given by

b—1
up(d) =Y 3 (G +1d— b+ Dr),

j=0 reT;

o=y ({521

j=0 I’GTJ'

(6-36)

where a := p modd and b :=a~" modd with0 < a,b <d and
Ti:={reZ: jd/b<r<(j+1Dd/(b+1)}.
In particular, for 1 < d < p the quantity t,(d) depends only on d and p mod d.

Before proving Proposition 6.31, let us give some indication of its utility. For example, if p =1 mod d,
we have a = b =1, whence

1d/2] 2
d d—1 da-1
wio= L =[5 | 5= 5]

and
@ L%J rod—r L%Z:J 2 —d d—1)?
v = — — = = — .
b d d d 4
r=1 r=1
Thus
-0 p—1
d) = . 6-37

7p(d) L 7 p (6-37)

whenever d < p and p =1 mod d. Another simple example is when p = —1 mod d, sothata=b=d — 1.

Inthiscase, Tj:={r €Z : jd/(d—1) <r < (j+ 1)} is the empty set for all j, whence 7,(d) =0.

Proof. The first assertion follows easily from the fact that, as observed immediately prior to (6-28), for
any 0 <m < p — 1 —i and any interval of length p, there is a unique » in that interval such that

md = —n mod p

and necessarily n = 0 mod p. So suppose that d < p, and for integers m, i, define

) 1 ifm<i,
ﬂmJ%={

0 otherwise.

We use the convention that “x mod y” denotes the unique integer xo with 0 < x¢ < y and x = xo mod y,
and we set @ := p modd and b :=a~! mod d. By definition,
p—1
=), Y, x(=jd"'modp p—1-i). (6-38)

i=0 0<j<n;(d)
Jj#£0 mod p
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where n;(d) := |id/p]. For an integer r, observe that r < n;(d) < d if and only if i > rp/d, and that
—jd~" = j(bp — 1)/d mod p (note that d|(bp — 1)). Taking this into account, we swap the order of
summation in (6-38), collecting all terms with j = r together to obtain

d—-1 p—1
bp—1 .
>3 x| —modp,p—1-i). (6-39)

r=1i=[rp/d]

Since r <d < p and rb=rp~! 0 mod d, we have
bp—1 (rbmodd)-p—r
mod p =
d d
and moreover rb modd = rb — £d for £d /b <r < (£ + 1)d/b. Breaking the sum over r up into these

r

regions converts (6-39) into

b—1 p—1 _ _
>y ¥ X(%,p—l—i) (6-40)

£=0 td/b<r i=[rp/d]
r<({+1)d/b

Indeed, the quantity ¢d /b is either O or nonintegral since gcd(b,d) =1 and 0 < £ < b; thus £d/b <r is
equivalent to £d /b < r since r ranges over all positive integers less than d. The innermost sum in (6-40)
has value the cardinality of the subset of positive integers

b—td)p — d_
T(r,E)::{ieN : %gp—l—igp—1_[%-‘=L%J_l},

Now T (r, £) is empty unless
d—-r)p 1 (rb—td)p—r
e — >

7 7 , (6-41)
in which case
¥T(r ) = L(d—r)pJ 3 (rb—td)p—r
d d
_(d-r)(p—a) N [a(d—r)J _(rb—td)p—r
B d d d
. _ r ro ald—r) i
=(t+d (b+1)r)d+(d { y }) (6-42)

The inequality (6-41) is equivalent to (£ + 1)d — (b+ 1)r)p > (d —r) which,as p >d >d —r is
equivalent to (£ 4+ 1)d > (b + 1)r, or what is the same thing, r < (£ 4+ 1)d /(b + 1). In other words, the
contribution from the innermost sum (6-39) for r in the ranges ({ + 1)d/(b+1) <r < (£ +1)d /b is zero
so that these values of r in the middle sum may be omitted, and the expression (6-42) then substituted for
the innermost sum, which yields the claimed formula for 7,(d) when d < p. O

Using the bounds of Theorem 6.26, we are able to generalize the main result of [Farnell and Pries
2013], which provides an a-number formula for branched Z/pZ-covers of X = P! with all ramification
breaks d dividing p — 1, to the case of arbitrary ordinary base curves X:
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Corollary 6.32. Let v : Y — X be a branched 1./ pZ-cover with ax = 0, and suppose p is odd. If dg
divides p — 1 for every branch point Q, then

_ 12
ay = ZaQ, where ag = (p— )(d 1) — dQ1 \\(dQ4 D J (6-43)
Q0

Proof. We will compute the upper and lower bounds for ay given by (6-20) and (6-21), and show that
these bounds coincide when dg|(p — 1) for all Q and ay = 0, and agree with the stated formula. Using
the hypothesis ay = 0 together with the explicit formula for 7,(d) when d =1 mod p provided by (6-37),
the upper bound (6-20) becomes

p—1 . . 2
idg | |idg |\ ~=p—1| o1 ]
ST RD - e

Now dg < p for all Q, so |idg/p*] =0 for 1 <i < p— 1. Using (6-30), we conclude that

2 (|5 ]) - 2P 64

QesS i=1 p

Combining (6-44) and (6-45) gives the formula (6-43) as the upper bound of ay. It remains to prove that
ay is also bounded below by the same quantity.

Set j:=(p+1)/2,and write dg - fo = p— 1. Fori < p, we see that
LM_QJ:{Li/fQJ when fo {1,

p li/fol =1 when foli.

-3y

The inner sum from (6-21) becomes

p-l ; (P=3)/2)
2 Lf_QJ_ 2 LTQJ_#{(p+1)/2§i§p_15fQ|i}.

i=(p+1)/2 i=0

Likewise we can check that

The term in the first sum can be rewritten as |dp /24 (i — (p —1)/2)]. When dg is even, dp /2 can be
removed from the floor function, allowing cancellation with the second sum giving that the inner sum
from (6-21) is
(p—Ddp
4
This equals ap from (6-43) when dg is even. When dg is odd, a similar argument removing |dp /2] =
%(dQ — 1) from the first sum shows that the lower bound is

Jo - ldo/2]
2

(dg+D(do -1
1 :

-1
ldo/2) "5~ + ~fol2= fo-
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Again, this matches the formula for agp. Summing over Q completes the proof. U

Remark 6.33. Note that the proof shows that one has the alternative expression

(p—Ddg

1 dg is even,
0T @=DUo o= ic o4
4dg '

for ag as in (6-43); cf. [Farnell and Pries 2013, Theorem 1.1].

6E. Unramified covers. Now suppose that 7 : ¥ — X is an unramified degree-p Artin—Schreier cover.
(No such covers exist when X = P'.) Theorem 6.26 applies with S = @, but the analysis is not optimized
for this situation. In particular, the argument uses the dimension of H 0(X, ker V) (the a-number) but no
extra information about the dimension of H°(X, ker Vx (F, D)) for other divisors D. This is not an issue
when 7 has a substantial amount of ramification, but would be essential to obtaining sharper bounds for
unramified covers. We now illustrate this.

In this setting, the bounds of Theorem 6.26 become

0<ay <p-ax.
On the other hand, since Ey = O the trivial bounds are

ax <ay < p-(gx — fx).

Note that p - (gx — fx) > p - ax, so our upper bound is an improvement, but the trivial lower bound is
better!

Any of these bounds are enough to rederive the following fact (which is typically deduced from the
Deuring-Shafarevich formula):

Corollary 6.34. Let v : Y — X be an unramified degree-p Artin—Schreier cover. Then Y is ordinary if
and only if X is ordinary.

The trivial lower bound is better because we lost some information in our applications of Tango’s
theorem. In particular, in the proof of Theorem 6.26 the first step is to add more points to the auxiliary
divisors D; (if needed) so that deg(D;) > n(X) for all i and we can apply Corollary 6.13 to exactly
calculate

dimg H%(X, ker Vx (Fy(E; + pDy))) = dimy H%(X, ker Vx (F(pD;))
= (p — 1) deg(Dy).
The trivial bounds comes from the inclusion ker Vy < m, ker Vy given by o — wy’, which would
correspond to taking j = 0 in Definition 6.6 and being allowed to take Dy = 0. If that were the case, S is
empty and the lower bound is

dimUp— Y _ ¢(0,0, Q) = dim H°(X, ker Vx (F,0)) = ax
Q€S
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which matches the trivial lower bound. However, our analysis uses Corollary 6.13, which requires a
sufficiently large Dy. In that case,

dim Up — Z (0,0, Q) =dim H(X, ker Vx (F,Dy))
Q€S
=(p—1deg(Do)— > (p—1)=0
QeDy
as c(0,0, Q) =(p—1) for Q € Dy. Thus the lower bound of Theorem 6.26 is zero. (In Theorem 6.26,
we reindexed so there we are taking j = p —1.)

The technical requirements of using sufficiently large divisors D; in order to apply Tango’s theorem
are not an issue when m is “highly ramified” in the sense that we do not need to increase the degree of the
D; in order to apply Corollary 6.13 to compute the dimension of H 0(X, ker Vx (Fy(E; + pD;))). Once
we have reached that point, increasing D; further does not change the bound: the dimension of this space
increases, but the increase is canceled by additional c(Z, j, Q) terms for Q € D;. This is why the divisor
D; makes no appearance in Theorem 6.26.

7. Examples

As always, let m : ¥ — X be a degree-p Artin—Schreier cover of curves. We give some examples of the
bounds given by Theorem 6.26 and the trivial bounds

dimg HO(X, ker Vi (F,E) Say < p-gx—p- fx+ 3 L5t do—1)
QeS
discussed in Remark 1.3. When p = 3, one checks that the lower bound L (X, 7) coincides with the trivial
lower bound. Outside of this special case, the bounds in Theorem 6.26 are always better than the trivial
bounds, and often sharp in the sense that there are degree-p Artin—Schreier covers 7 : ¥ — X with ay
realizing our bounds in many cases. We will give a number of examples illustrating these features. Magma
programs which do the calculations in the following examples are available on the authors’ websites.

7A. The projective line. Suppose X =P!. Thenn(X) = —1, gx =0, ax =0, and fxy = 0. Remark 3.3
shows that we may choose f € k(X) so that the extension of function fields k(Y)/k(X) is given by
adjoining the roots of y” —y = f with f € k(X) regular outside the branch locus S of 7, and we
may further assume that f has a pole of order dg at each Q € S, where dg is the unique break in the
lower-numbering ramification filtration above Q.

For Qe Sputng;=[(p—1—i)dg/pl;note thatng o =dgp — |dg/p]. The trivial bounds are

n9.0 p—1
E (nQ,O— ’77—‘) <ay = E T(dQ—l)-
Qes Qes

Example 7.1. Let p = 13, and suppose f has a single pole. Table 1 shows the trivial upper and lower
bounds, as well as the bounds from Theorem 6.26 for various values of dp. When dg > 4, an optimum
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value of j to use in the lower bound turns out to be %( p-+1)="7. Notice that our bounds are substantially
better than the trivial bounds.

Example 7.2. Using Magma [Bosma et al. 1997] or a MAPLE program from Shawn Farnell’s thesis
[2010], we can compute the a-number for covers of P!. For example, let p = 13 and suppose f has a
single pole of order 7. Our results show that the a-number of the cover is between 21 and 36. Table 2
lists the a-numbers for some choices of f, and shows that our bounds are sharp in this instance.

Example 7.3. Let us generalize Examples 4.6 and 5.21. As before, let p = 5 and X = P!, but now
consider covers Y4 g of X givenby y°> —y = fap =13+ At~2+ Bt~. Then Y4 p — X is branched
only over Q :=0 and has dy = 3, so our bounds are 3 <ay, , <4.

Recall the maps glf depend on the cover via the choice f4 p. It is clear that the elements v 2, vp 3, and
V1,2 lie in HO(P', 4)). In fact, so does V2.2 as gé(vz,z) = 0: indeed, recalling Section 5B, we see that
8, (v2,2) records the coefficient of t~0dt in

—2.(7%dt) -+ A2+ B Y

which is visibly zero.

To compute the a-number (equal to dim H O(P!, %) in this case), it therefore suffices to understand
ker HO(g)) = HO(P!, %)). It is clear that vy, and v 3 lie in H'(P!, %). An identical calculation to the
one above shows that g (v; ) = 0 as well. Finally, we see that g} (v2,2) records the coefficient of t~%dt in

—t 2+ A2+ B Y dr = — 8+ 2417 + (A2 +2B) 0+ ).

Thus g} (v2,2) =0 when A%+2B =0, and is nonzero otherwise. In particular, ay, , =3 when A*+2B #0
and ay, , =4 when A? +2B = 0. This generalizes Example 5.21, again showing why the a-number of
the cover cannot depend only on the dp and must incorporate finer information.

The set T in Proposition 6.18 is an attempt to produce differentials not in the kernel of some g;. It
only uses the leading terms of powers of f4 p (since those are the only terms guaranteed to be nonzero).
For the cover Y o, the leading term is the only term, and there are no differentials not in the kernel of
some g;. This is reflected in the fact that T is empty in this case. When A? +2B #0, the a-number was
smaller because there was a differential not in ker H 0(gi); this relied on the nonleading terms of f4 p.

Example 7.4. Let us now consider an example with multiple poles. Let p = 5, and suppose that f has
two poles of order 7 (at oo and —1). Then our bounds say that 14 < ay < 16. Computing the a-number

do=|12 3 4 5 6 7 8 9 10 11 12 14 15 32 128 1024
trv.lower (O 1 2 3 4 5 6 7 8§ 9 10 11 12 12 27 109 873
LP.,7) |0 6 8 12 15 18 21 24 26 30 33 36 42 45 96 382 3054
UP.,7)|0 6 8 12 16 18 36 30 34 36 38 36 78 60 120 488 3936
trv.upper |0 6 12 18 24 30 36 42 48 54 60 66 78 84 186 762 6138

Table 1. Bounds for a single pole with p = 13. (trivial abbreviated as trv.)
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polynomial ay
T2t 4775 | 21
7T+t 2 47 |23
174 8t72 24
417! 27

t~7 36

Table 2. a-numbers for some select Artin—Schreier curves.

for a thousand random choices of f defined over F5 subject to the constraint on the poles, 942 of them
had a-number 14, 41 had a-number 15, and 1 had a-number 16. The f giving a-number 16 was

43+ P2 4 430+ DT 3 DT A+ D T4+ DA+ DO+ 3¢+ D7

It would be interesting to understand the geometry of the relevant moduli space of Artin—Schreier covers
with prescribed ramification. In this situation, these numerical examples seem to suggest that the locus of
curves with a-numbers greater than or equal to 15 (respectively 16) is of codimension two in the locus
with a-number greater than or equal to 14 (respectively 15).

Example 7.5. For general p, take f(t) =t~ with p {d. We will show that this family achieves our
upper bound. As discussed in [Farnell and Pries 2013, Remark 2.1] (which extracts the results from [Pries
2005]), the resulting a-number is

d-2

N

b=0

where hp, is the unique integer in [0, p — 1] such that hp = (—1 —b)d~! mod p. Note thatif b= —1 mod p
then hj; = 0. This counts the number of elements in the set

T :={(b,j):0<b<d—2, 0<jd<pd—b—1)—d—1, j<h).

On the other hand, our upper bound is @f:ol dime HO(P1 ,ker Vpi (FLE;)) —#T. For0 <i < p—1,
the differentials t™"dt with 0 < n <ng; = [(p —1—1i)d/p] and n # 1 mod p form a basis for
HO(P!, ker Vpi (FyxE;)). The condition n < ng; can be expressed as pn < (p—1—1i)d+(p— 1), or
equivalently

id<(p—Dd+(p—1)—pn=pd—n+1)—1—d.

Assigning to each such basis element the triple (Q, n, i), note that (Q, n, j) does not lie in T if there does
not exist an integer m € [0, j] such thatm = j — (n — l)dé1 mod p: this can be rephrased as j < h,_».
Thus our upper bound is the size of the set

T":={(n,j):2<n<d, 0<j-d<pd—n+1)—1—d, j <h,-2}.
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(The condition n # 1 mod p is implicit, as in that case h,_» = 0.) But T’ and T” have the same size:
there is a bijection given by taking b = n — 2. Thus the covers given by f(¢) =t~ for p { d realize the
upper bound for a cover ramified at a single point.

7B. Elliptic curves. We now suppose that E is the elliptic curve over F,, with affine equation yl=x3—x

(recall that p > 2). Of course, gg = 1 and it is not hard to compute that the Tango number of E is
n(E) =0 and that E is ordinary (so ag =0 and fr = 1) when p =1 mod 4 and supersingular (ag = 1
and fg =0) when p =3 mod 4. In this simple case, we can say more than what Tango’s theorem tells us.

Lemma 7.6. Let D = ) ng - [Q] > 0 be a divisor on E with ng > 2 for some Q, and set D' :=
> [ng/p1-1Q] Then
Ve HY(E, Qp(D) — H(E, Qp(D")

is surjective.

Proof. This lemma is an immediate consequence of Corollary 6.13 when ng > p for some Q or when
ag =0, so we suppose that np < p for all Q and p =3 mod 4. A straightforward induction on the size
of the support of D reduces us to the case that D =n - [Q] with n > 2, and then as D’ = [(Q] it suffices
to treat the case n = 2. Suppose that Q is not the point P at infinity on E. Consider the commutative
diagram with exact rows

0 — HOE, QL@[P]) — HY(E, QLQ[P]+2[0]) — (k[xQ]/XZQ)xézde —0

l\/ lv J/V
0— H(E, QL ([P])) — H(E, QL([P1+[QD) — (k[xgl/xg)xy'dxg — 0

The local description of V shows that the right vertical map is surjective, and it therefore suffices to prove
the lemma in the special case D = 2[P]. Now {dx/y, xdx/y} is a basis of H*(E, Q}E(Z[P])) and one
calculates

d 1 1p—D\d
V(x—x) = V(@ —x) PV 2dx) = (—1)PTD/A f(p V) dx £0
y y =3/
Since V (dx/y) = 0, the image of V is 1-dimensional. But HO(E, Q}E([P])) = HO(E, Q}E) because the
sum of the residues of a meromorphic differential on a smooth projective curve is zero, and this space

therefore has dimension one as well; the lemma follows. O
We first consider Artin—Schreier covers ¥ — E with defining equation of the form

P —z=f

with f € H OE, Op(dp - [P)) having a pole of exact order dp at P, for P the point at infinity on FE,
where dp > 2 is prime to p. Such covers are branched only over P with unique break in the ramification
filtration dp. Conversely, every Z/ pZ-cover of E that is defined over F,, and is ramified only above P
with unique ramification break dp occurs this way by Lemma 3.2.
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dp=12 3 4 6 7 8 9 11 12 13 14 16 32 128 1024
trv.lower |1 2 3 4 4 5 6 7 8 8 9 10 20 82 656
lower (2 3 4 6 7 8 9 10 12 12 14 15 31 123 984
upper (2 4 4 10 8 10 10 14 16 14 16 20 38 154 1230
trv.upper |2 4 6 10 12 14 16 20 22 24 26 30 62 254 2046

Table 3. Bounds for a single pole at the point at infinity with p = 5. (trivial abbreviated as trv.)

dp=|2 3 4 5 6 8 9 10 11 12 13 15 16 32 128 1024

trv.lower| 1 2 3 4 5 6 6 7 8 9 10 11 12 24 94 752
lower 34 6 7 9 12 13 15 16 18 20 21 24 47 188 1505
upper |10 11 16 15 16 28 23 24 27 30 29 37 40 68 244 1910

trv.upper | 10 13 16 19 22 28 31 34 37 40 43 49 52 100 388 3076

Table 4. Bounds for a single pole at the point at infinity with p = 7. (trivial abbreviated as trv.)

dp=3 dp =6 dp =38 dp =11
ay f
3| 2y—x
4 2y
6 x3 —2x?
7 x4 x
8 2x3 —xy x*
9 —x34x 2t —x24x
10 —x* —2xy —2x? (x* —x)y —2x° —x*
11 (—2x* 4+ 2x + 1)y +2x° +x2
12 (—2x4—x2—x)y—2x5—1
13 Qx*—x242x)y —2x> —x3 —x

Table 5. a-numbers of Z/pZ-covers of E branched only over P with p =5.

Example 7.7. For p =5, 7 we compare the bounds given by Theorem 6.26 with the trivial upper and

lower bounds, which are

—1 —1 —1
P ip || Pordp | <ay < prag+Po—dp - 1)
p p 2

thanks to Lemma 7.6 and the fact that [(p — 1)dp/pl = dp — |dp/p] = 2. We summarize these
computations in Tables 3 and 4.

Example 7.8. Again for p = 5,7 and select dp in the tables above, we have computed ay for several
thousand randomly selected f € H O(E, Op(dp -[P]) (working over F,). In Tables 5 and 6, we record
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dp=6 dp =38 dp =10
ay f
10 | x3 4+ xy
11| x3+y
12 x3 3xy +2x* —2x3
13 2xy —3x*—1
14 | 2x3 +x 2xy —2x*4+x -3
15 —x*4+2x34+2x* —3x -3 —3x% —3x* —x2+3x
16 (x2+x)y+3x4—2x3—3x2—x—|—1 2x% = 3x3 4+ x2+3x
17 —x a3 +2x7 -1
18 2xy — x>+ x3 4202 —x—1

Table 6. a-numbers of Z/pZ-covers of E branched only over P with p =7.

the values of ay that we found, as well as a function f that produced it. These values of ay should be
compared to the bounds in Tables 3 and 4.

Remark 7.9. Larger values of ay are more rare. For example, when p =7, S = {P} and dp = 6, among
all 100842 = 6 - 7° functions feH O(E, Op(dp - [P])) with a pole of exact order 6 at P, there are
86436 (= 85.71%) with ay = 10, 11760 (= 11.66%) with ay = 11, 2562 (= 2.54%) with ay = 12 and
84 (= 0.08%) with ay = 14. Curiously, none had ay = 13. In the spirit of [Cais et al. 2013], it would
be interesting to investigate the limiting distribution of a-numbers in branched Z/ pZ-covers of a fixed
base curve with fixed branch locus, as the sum of the ramification breaks tends to infinity. Soumya
Sankar [2019] investigated the limiting distribution of nonordinary (a-number greater than 0) covers of
the projective line.

Although dp = 6 divides p — 1 when p =7, the a-number of Y can be 10, 11, 12 or 14; in particular,
the ordinarity hypothesis in Corollary 6.32 is necessary.

Example 7.10. We now work out some examples with 7 : ¥ — E branched at exactly two points. As
before, let P be the point at infinity on £ and Q be the point (0, 0). For p =5 we considered Artin—
Schreier covers Y of E branched only over P, Q with dp =6 and dp = 4. Our bounds are 10 <ay < 14,
and among a sample of 10001 functions f € HO(E, Og(dp - [P]1+ do -[Q])) with a pole of exact order
dy atx= P, Q, we found 8021 with ay = 10, 1818 with ay = 11, 149 with ay = 12, and 13 with ay = 13.
One of the 13 functions we found giving a-number 13 was

1 X —x342x2—2x+1

f:__+ 2
Xy X

Similarly, with p =7 and dp =6, dp = 8 our bounds are 21 < ay < 37. Among a sample of 5001 random
functions satisfying the required constraints we found 4318 with ay = 21, 668 with ay = 22, 14 with
ay =23, and 1 with ay = 24. The function producing a cover Y with a-number 24 was
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—x*=3x3 4242 —x+1 n —2x7 4+3x7 = 3xt+ x4+ x2+x+3
x*y x4 )

f:
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On the locus of
2-dimensional crystalline representations
with a given reduction modulo p

Sandra Rozensztajn

We consider the family of irreducible crystalline representations of dimension 2 of Gal(Q »/Qp) given by
the V., for a fixed weight k > 2. We study the locus of the parameter a, where these representations
have a given reduction modulo p. We give qualitative results on this locus and show that for a fixed p and
k it can be computed by determining the reduction modulo p of Vi ,, for a finite number of values of the
parameter a,. We also generalize these results to other Galois types.
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Introduction

Let p be a prime number. Fix a continuous representation p of Gg, = Gal(Q »/Qp) with values in
GL,(F ). Kisin [2008] defined local rings RY (k, p) that parametrize the deformations of p to characteristic
0 representations that are crystalline with Hodge—Tate weights (0, k — 1) and determinant 1. These rings
are very hard to compute, even for relatively small values of k. We are interested in this paper in the rings
RY (k, p)[1 /p]. These rings lose some information from RY (k, p), but still retain all the information
about the parametrization of deformations of p in characteristic 0.

We can relate the study of the rings RY (k, p)[1/p] to another problem: When we fix an integer
k > 2 and set the character i to be Xfy_cll,
representations of dimension 2, determinant ¥ and Hodge—Tate weights (0, kK — 1) is in bijection with

the set of isomorphism classes of irreducible crystalline

the set D = {x € Q p» Up(x) > 0} via a parameter a,, and we call Vi.a, the representation corresponding
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to a,. So given a residual representation o we can consider the set X (k, p) of a, € D such that the
semisimplified reduction modulo p of Vi 4, is equal to p*".

It turns out that X (k, p) has a special form. We say that a subset of @, is a standard subset if it is a
finite union of rational open disks from which we have removed a finite union of rational closed disks.
Then we show that (when /5 has trivial endomorphisms, so that the rings RY (k, ) are well-defined):

Theorem A (Theorem 5.3.3 and Proposition 5.3.5). The set X (k, p) is a standard subset of Q p> and
RY (k, p)[1/p] is the ring of bounded analytic functions on X (k, p).

This tells us that we can recover RY (k, p)[1 /p] from X (k, p). But we need to be able to understand
X (k, p) better.

We can define a notion of complexity for a standard subset X which is invariant under the absolute
Galois group of E for some finite extension E of Q. This complexity is a positive integer cg (X), which
mostly counts the number of disks involved in the definition of X, but with some arithmetic multiplicity
that measures how hard it is to define the disk on the field E. A consequence of this definition is that if
an upper bound for cg(X) is given, then X can be recovered from the sets X N F for some finitely many
finite extensions F of E, and even from the intersection of X with some finite set of points under an
additional hypothesis (Theorems 4.5.1 and 4.5.2).

A key point is that this complexity, which is defined in a combinatorial way, is actually related to the
Hilbert—Samuel multiplicity of the special fiber of the rings of analytic functions bounded by 1 on the set
X (Theorem 4.4.1). This is especially interesting in the case where the set X is X (k, p) as in this case
this Hilbert—Samuel multiplicity can be bounded explicitly using the Breuil-Mézard conjecture. So, when
0 has trivial endomorphisms and under some conditions that ensure that the Breuil-Mézard conjecture is
known in this case:

Theorem B (Theorem 5.3.3). There is an explicit upper bound for the complexity of X (k, p).

As a consequence we get (with some additional conditions on p, that are satisfied for example when o
is irreducible):

Theorem C (Corollary 5.4.11). The set X (k, p) can be determined by computing the reduction modulo p

of Vk.a, for ap in some finite set.

In particular, it is possible to compute the set X (k, p), and the ring RY (k, p)[1/p], by a finite number
of numerical computations. We give some examples of this in Section 6. One interesting outcome of
these computations is that when p is irreducible, in every example that we computed we observed that
the upper bound for the complexity given by Theorem B is actually an equality. It would be interesting to
have an interpretation for this fact and to know if it is true in general.

Finally, we could ask the same questions about more general rings parametrizing potentially semistable
deformations of a given Galois type, instead of only rings parametrizing crystalline deformations. Our
method relies on the fact that we work with rings that have relative dimension 1 over Z,,, so we cannot use
it beyond the case of 2-dimensional representations of Gg,. But in this case we can actually generalize
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our results to all Galois types. In order to do this, we need to introduce a parameter classifying the
representations that plays a role similar to the role the function a,, plays for crystalline representations,
and to show that it defines an analytic function on the rigid space attached to the deformation ring. This is
the result of Theorem 5.3.1. Once we have this parameter, we show that an analogue of Theorem A holds,
and an analogue of Theorem B (Theorem 5.3.3). However we get only a weaker analogue of Theorem C
(Theorem 5.3.6). The main ingredient of this theorem that is known in the crystalline case, but missing
in the case of more general Galois types, is the fact that the reduction of the representation is locally
constant with respect to the parameter a,, with an explicit radius for local constancy.

Plan of the article. The first three sections contain some preliminaries. In Section 1 we prove some
results on the smallest degree of an extension generated by a point of a disk in Q p- These results may be
of independent interest. In Section 2 we prove some results on Hilbert—Samuel multiplicities and how to
compute them for some special rings of dimension 1. In Section 3 we introduce the notion of a standard
subset of P!(Q p») and prove some results about some special rigid subspaces of the affine line.

Section 4 contains the main technical results. This is where we introduce the complexity of so-called
standard subsets of P! (Q »), and show that it can be defined in either a combinatorial or an algebraic way.

We apply these results in Section 5 to the locus of points parametrizing potentially semistable repre-
sentations of a fixed Galois type with a given reduction. We also explain some particularities of the case
of parameter rings for crystalline representations.

In Section 6 we report on some numerical computations that were made using the results of Section 5
in the case of crystalline representations, and mention some questions inspired by these computations.

Finally in Section 7 we explain the construction of a parameter classifying the representations on the
potentially semistable deformation rings.

Notation. If E is a finite extension of €0, we denote its ring of integers by O, with maximal ideal mg,
and its residue field by kg. We write g for a uniformizer of E, and vg for the valuation on £ normalized
so that vg(rg) = 1 and its extension to Q p- We also write v, for vQ,- Finally, G g denotes the absolute
Galois group of E.

If R is aring and n a positive integer, we denote by R[X ], the subspace of R[X] of polynomials of
degree at most n — 1.

Ifae @p and r € R, we write D(a, r)" for the set {x € @p, |x —a| <r} (closed disk) and D(a, r)~
for the set {x € @p, |x —a| < r} (open disk).

We denote by xcycl the p-adic cyclotomic character, and w its reduction modulo p. We denote by
unr(x) the unramified character that sends a geometric Frobenius to x.

1. Points in disks in extensions of the base field

Definition 1.0.1. Let X be a subset of @ p»» and let E be an algebraic extension of Q,. We say that X is
defined over E if it is invariant by the action of Gg.



646 Sandra Rozensztajn

Let DCQ » be a disk (open or closed). It can happen that D is defined over a finite extension E of Q,,
but £ N D is empty. For example, let 7 be a p-th root of p and let D be the disk {x, v,(x —m) > 1/p}.
Then D is defined over Q,,, as it contains all the conjugates of 7, that is, the §1’;71 for a primitive p-th
root ¢, of 1. On the other hand, D does not contain any element of Q. The goal of this section is to
understand the relationship between the smallest ramification degree over E of an extension field F such
that F N D # &, and the smallest degree over E of such a field F.

In this section a disk will mean either a closed or an open disk.

The results of this section are used in the proofs of Propositions 4.5.6 and 4.5.8.

1.1. Statements.

Theorem 1.1.1. Let E be a finite extension of Q. Let D be a disk defined over E. Let e be the smallest
integer such that there exists a finite extension F of E with ep/p = e and F N D # &. Then e = p°® for
some s, and there exists an extension F of E with [F : E] < max(1l, p>~") such that FN\ D # @. For
s < 1 any such F/E is totally ramified.

We can in fact do better in the case where p =2. Note that this result proves Conjecture 2 of [Benedetto
2015] in this case.

Theorem 1.1.2. Let p = 2. Let E be a finite extension of Q,. Let D be a disk defined over E. Let e
be the smallest integer such that there exists a finite extension F of E with ep/p = e and F N D # @.
Then e = p® for some s, and there exists a totally ramified extension F of E with [F : E] = p°® such that
FND+#o.

1.2. Preliminaries. We recall the following result, which is [Benedetto 2015, Lemma 3.6] (it is stated
only for closed disks, but applies also to open disks).

Lemma 1.2.1. Let K be an algebraic extension of Q. Let D be a disk defined over K. Suppose that D
contains an a € Q p of degree n over K. Then D contains an element b € Q p of degree < p* over K where

s =vp(n).

Corollary 1.2.2. Let K be an algebraic extension of Q. Let D be a disk defined over K. Suppose that
D contains an element a such that [K (a) : K| = n. Then the minimal degree over K of an element of D is
of the form p' for some t < v,(n).

Proof. Tt follows from Lemma 1.2.1 that the minimal degree over K of an element of D is a power of p.
On the other hand, applying Lemma 1.2.1 to a, we get an element of degree at most p* for s = v,(n).
Hence the minimal degree is of the form p’ for some ¢ < s. U

Corollary 1.2.3. Let E be a finite extension of Q. Let D be a disk defined over E. Then the minimal
ramification degree over E of an element of D is a power of p, and it can be reached for an element a
such that [E(a) : E] is a power of p.
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Proof. We first apply Corollary 1.2.2 with K = E"™ to see that the minimal ramification degree is a
power of p. Let b € D be such that eg)g = p' is the minimal ramification degree.

Let E(b)o = E"™NE(b), and let F be the maximal extension of E contained in E (b)q such that [F : E]
is a power of p. Note that v,([E(b) : F]) =t, as [E(b)o : F] is prime to p. We apply Corollary 1.2.2 to
K = F, and we get an element a € D of degree at most p’ over F. By minimality of 7, we get that in fact
[F(a): F]= p', and F(a)/F is totally ramified. As [F(a) : E] is a power of p, so is [E(a) : E], and
€Ew/E = D" O

Let g be a uniformizer of E, and let F be a finite unramified extension of E. For x € F, we define
the E-part of x, which we denote by x’, as follows: we write x as x =Y, _ v @, 7, where the a, are
Teichmiiller lifts of elements of the residue field of F. Let x* = ZZ: N anng_with a, € Eforalln <m
and a,, 41 € E (or m = oo if a € E) so that x% € E. We have that vg(x — x°) = m + 1. This definition
depends on the choice of 7.

Proposition 1.2.4. Let D be a disk defined over E, and suppose that F N\ D # & for some unramified
extension F of E. Then EN D # &.

Proof. Leta € FND. We fix g a uniformizer of E, and let a° be the E-part of a. Let o be the Frobenius
of Gal(F/E). Then vg(a —o(a)) = ve(a — a®). So any disk containing a and o (a) also contains a® O

We also recall the well-known result:

Lemma 1.2.5. Let f € Q »(X) be a rational fraction with indeterminate X. Then for any disk D, if f
does not have a pole in D, then (D) is also a disk. Moreover, if D is defined over E and [ € E(X),
then f (D) is defined over E.

1.3. Proofs. The part that states that e is a power of p in Theorems 1.1.1 and 1.1.2 is a consequence of
Corollary 1.2.3.
We start with the rest of the proof of Theorem 1.1.2 which is actually easier.

Proof of Theorem 1.1.2. By applying Corollary 1.2.3, we get an element a € D that generates a totally
ramified extension F' of K of degree e = p°, where K is an unramified extension of E of degree a power
of p, and we take [K : E] minimal. If K # E, let K’ C K with [K : K'] = p. We will show that we can
find b € D of degree e over K’, which gives a contradiction by minimality of K so in fact K = E.

Let 1 be the minimal polynomial of a over K, so u € K[X] is monic of degree e. Now we use that
p =2: let (1, u) be a basis of K over K’, and write y = o + upq with pg, @1 in K’[X]. If uo has a
root in D we are finished, so we can assume that 11 has no zero in D, and let f = /o € K'(X). Let
D' = f(D). It is a disk defined over K’, containing —u € K, so by Proposition 1.2.4, D’ contains an
element ¢ € K'. This means that ;o — ¢ty has a root b in D.

Then b is of degree at most e over K'. By minimality of e, it means that b is of degree exactly e over
K’, and K’(b)/K' is totally ramified. So this gives the contradiction we were looking for. O

Now we turn to the proof of Theorem 1.1.1. We first prove the result when we assume an additional
condition.
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Proposition 1.3.1. Let D be a disk defined over E and a € D. Suppose that vg(a) = n/e, where
e = e /e and n is prime to e. Then there exists an extension F of E of degree at most e such that
FND#w.

Proof. Let K = E(a)NE"™. Let u be the minimal polynomial of a over K, so that  has degree e. We write
w= ZbiXi, b; € K. Define MO = Zb?Xi, where b? € E is the E-part of b;. Let x1, ..., x, be the roots
of 1. Then vg (1°(a)) = Y¢_, ve(a — x;). On the other hand, (@) = u®(a) — (@) = Y 52y (b? — b;)d'.
By the condition on vg(a), we get that ve(ul(a)) = min05i<e(vE(b? —b;)+in/e). Let o be an element
of G that induces the Frobenius on K. Let yq,..., y. be the roots of o () = Za(b,-)Xi. Then
as before, vg(o(n)(a)) = Y ve(a — yi), and vg(o(u)(a)) = ming<; . (ve(o(b;)) — b;) +in/e). As
vE(b? — b;) = vE(o (b)) — b;) for all i, we get that ve (1 (a)) = ve(o (1) (a)).

Suppose first that D is closed. Write D as the set {z, vg(z —a) > A} for some A, then we get that
ve(o(u)(a)) > ek as the y; are among the conjugates of a over E and hence are in D, so ve(u(a)) > er
and so there exists an i with x; € D. Let F = E(x;); then F is an extension of E of degree at most e.
The case of an open disk is similar. O

Note that if we take e to be minimal, then necessarily F/E is totally ramified and of degree e.

Proof of Theorem 1.1.1. The case e = 1 is a consequence of Proposition 1.2.4.

Assume now that e > 1. Leta € D, F = E(a) with ep;g = e. If a is a uniformizer of F, the result
follows from Proposition 1.3.1. Otherwise, let f € E[X ], be a polynomial such that f (a) is a uniformizer
of F.

Assume first that such an f exists. Let D’ = f(D). Then D’ is a disk defined over E by Lemma 1.2.5,
containing an element @ = f(a) with eg )/ = e and ve () = 1/e, so it satisfies the hypotheses of
Proposition 1.3.1. Hence there exists some ¢ € D’ with [E(c) : E] < e. Let b € D such that f(b) =c,
then [E(D) : E] <e(e—1) as b is aroot of f(X) — ¢, which is a polynomial of degree at most e — 1
with coefficients in an extension of degree e of E. Moreover, by minimality of e, we get that eg)/E > e,
and so [E(b) NE"™ : E] <e— 1. Let K be the maximal extension of E contained in E(b) N E"™ such
that [K : E] is a power of p. Then [K : E] < p*~! where ¢ = p*, because [K : E] < e — 1. Now we
apply again Lemma 1.2.1, to the field K: D contains a point a’ with [K (a’) : K] < p?»(E®)KD that is,
[K(a'): K] < p’ Sofinally @’ € D and [E(a’) : E] < p>*~L.

We prove now the existence of such a polynomial f. Fix a uniformizer 7wy of F, and let K = E(a)NE"™.
Let £ be the set of pairs of e-tuples («, P), where ¢« = «y, ..., a, are elements of K, P = Py, ..., P,
are elements of E[X].., and Zi o; P;(a) = wp. Then &£ is not empty: we can write mr = Q(a) for some
0 € K[X]<.; now let a1, ..., o be a basis of K over E, and write Q = ) _ o; P; with P; € E[X]_,. For
each (o, P) € € let my, py = inf; ve(o; P;(a)), so m,py < 1/e. It is enough to show that there is an
(o, P) with m, py = 1/e. Indeed, if ve(o; Pi(a)) = 1/e, let B; € E with ve(o;) = ve(B;) then B; P; is
the f we are looking for.

So choose an («, P) € £ with m = m,, py minimal, and with minimal number of indices i such that
vg (o Pi(a)) = m. Suppose that m < 1/e. Then there are at least two indices i with vg («; P;(a)) =m. Say
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for simplicity that vg (o) Pi(a)) = ve (oo P2(a)) = m. By minimality of e, P; and P, have no root in D.
Let f = P;/ P, and D' = f(D). Then D’ is defined over E, and contains an element f (a) of valuation
r =ve(Pi(a)/Px(a)) € Z, as r = vg(az/ay). Consider 7" D'. It contains an element of valuation 0
and it does not contain 0, so it is contained in a disk {z, vg(z — ¢) > 0} for some element c that is the
Teichmiiller lift of an element of ﬁ;. So vg(m;" Pi(a)/Px(a) —c) > 0. As w;" D' is defined over E, we
have that ¢ € E. Let x = cng, then vg(Py(a) —xPx(a)) > r +ve(Pa(a)) = ve(P(a)). We define an
element (o', P’) of £ by setting P{ = Py —x P> and ), = ap + xa, and o] = o; and P/ = P; for all other
indices. We observe that vg (o} P{(a)) > m, vg(a) Py(a)) > m, and all other valuations are unchanged.
This contradicts the choice we made for («, P) at the beginning. So in fact m = 1/e. 0

2. Some results on Hilbert-Samuel multiplicities

2.1. Hilbert—-Samuel multiplicity. Let A be a noetherian local ring with maximal ideal m, and d be the
dimension of A. Let M be a finitely generated module over A. We recall the definition of the Hilbert—
Samuel multiplicity e(A, M); see [Matsumura 1986, Chapter 13]. For n large enough, lens (M /m" M) is
a polynomial in 7 of degree at most d. We can write its term of degree d as e(A, M)n?/d! for an integer
e(A, M), which is the Hilbert—Samuel multiplicity of M (relative to (A, m)). We also write e(A) for
e(A, A).

If dim A = 1, it follows from the definition that

e(A, M) =leng(M/m"T'M) —leny (M /m" M) = leny (m" M /m" ' M)

for n large enough.
We give some results that will enable us to compute e(A) for some special cases of rings A of dimension
1.

Lemma 2.1.1. Let k be a field, and (A, m) be a local noetherian k-algebra of dimension 1, with A/m = k.
Suppose that there exists an element z € m such that A has no z-torsion and for all n large enough,
zm” = m" L Then e(A) = dimg A/ (2).

n+1

Proof. For n large enough, we have m"™" C (z). So the surjective map A — A/(z) factors through

A/m™*! (and in particular len, (A/(z)) is finite). We have an exact sequence
A A/m"T 5 A/(z) >0

For n large enough, the kernel of the first map is m” by the assumptions on z: it contains m”, and as
multiplication by z is injective, it is exactly equal to m”. So we have an exact sequence

0— A/m" = A/m"™!' - A/(z) - 0

This gives leng (m” /m"T!) =leny (A/(z)) = dimy A/(z) as stated. O
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Corollary 2.1.2. Let k be a field, and (A, m) be a local noetherian k-algebra of dimension 1, with
A/m = k. Suppose that there exist an element 7 € m such that A has no z-torsion and a nilpotent ideal 1
such that m = (z, I). Then e(A) = dimy A/(2).

Proof. We need only show that zm"” = m"*! for all n large enough, as we can then apply Lemma 2.1.1.
Let m be an integer such that /™ = 0. Then for n > m we have m" = > ", I'z"~/, which gives the
result. 0

Definition 2.1.3. Let k be a field. Let Ay, ..., Ay be a family of local noetherian complete k-algebras of
dimension 1 with maximal ideals M; and residue field k. Let A be a local noetherian complete k-algebra
with maximal ideal m and residue field k. We say that A is nearly the sum of the family (A;) if there
are injective k-algebra maps u; : A; — A suchthat A=k ® (@le u;(M,-)) as a k-vector space and
m=@_, u;(M).

In this case, we write V; for u; (M;), and for all n > 0, V/" is defined as u; (M"), and Vl.0 is defined as
{1}. For a = (i, ..., ay) € Z% ), we denote by V* the vector space generated by elements of the form
X1 -+ X5, Where x; is an eleme;lt of Via". Note that this is not in general an ideal of A. We also denote by
V*V! the set V# where Bj = aj, except for B; = a; +n.

Example 2.1.4. Let A = k[[z1, x2, 2211/(x3, 21%2, 2122 — X2), A1 = k[[z1]], and A, = k[[x2, 2211/ (x3).
Then A is nearly the sum of A| and A,, for the natural maps A; — A.

Lemma 2.1.5. Let k be a field. Let Ay, ..., As be a family of local noetherian complete k-algebras of
dimension 1 with maximal ideals M; and residue field k. Suppose that for all i, there is an element z; € A;
such that A; has no z;-torsion and that for all n large enough, z; M = Ml."H.

Let A be a k-algebra with maximal ideal m that is nearly the sum of the family (A;), and let V; = u; (M;)
as in Definition 2.1.3. Moreover, suppose that there exist integers Ny and ty with ty < No such that for all
iand j, V;V!" C V™" foralln > Ny.

Then e(A) =Y _;_, e(A)).

Note that if we had the stronger property that V;V; = 0 for all i # j the result would be trivial, as then
m' = @521 Vzn and mn/mn—i-l — @;}‘:1 Vin/vin—H'

Proof. Observe first that there exist integers N and ¢ with N > 7 such that for all «, for all i, V*V/" C Vl-"_l
for all n > N. Indeed, V* C V;, ---V; where {ji,..., j-} C{l,...,s} is the set of indices with o; > 0.
Then if n > r N, then V;, ---V; V' C Vinfrto. So we can take N = s Ny and ¢ = si.

If o; > N, then V¥ C V;xjit C V;. So if there are two different indices 7, j with o; > N and aj > N,
then V¥ =0 as it is contained in V; N'V;. If || > sN, then there exists at least one i with a; > N so
Ve=3% (venv;).

Fix some index i. Let n > 0. Then m" = Zlalzn V¢ Soif n > Ns, then (m"NV;) =) (V¥NV))
and the only contributing terms are those with ; < N for all j # i, and o; > N. For such an «, we have
Ve C Vl-"_SN asa; =n— (s —1)N. Letr =sN, so that V""" C V; for all n > r. So for all n > r and all

such o we have V¢ C V;, so finally for n > r we have
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m"NV;) = > Ve, (1)
lot|=n,a; <N if j#i
We see that V' C (m"NV;) C V""" foralln > r.

Note that (m" N'V;) is an ideal of A;, which we denote by W; ,. We know that z; V" = Vl.’”rl for all n
large enough, so by the formula (1) for W; , we see that z; W; ,, = W; ,41 for all n large enough. In A;,
multiplication by z; induces an isomorphism from V/" to Vi’“rl and from W, , to W; ,,11, so it also induces
an isomorphism from V;"~" /W, , to Vl.”Jrl ="/ Wi n41 for all n large enough. Note that these vector spaces
are finite-dimensional, so they have the same dimension, as dimy Vi"” / V" is finite for all n.

We consider the inclusions

VIC Wi, CV' C Wiy, C V.

For all n > 0, we know that dimy V"™"/ V" = dimy Vl.”*zr/Vi”*r = re(A;) and dimy V""" /W, , =
dimy V"% /W, ,—,, which gives dimy W; .,/ W, , = re(A;).

We now go back to A. For all n > 0 we have that dim; (m”~"/m") = re(A). On the other hand, for all
n >0, we have seen that m" = €, (m" N'V;), so m"~" /m” is isomorphic to ), (m" " NV;)/(m"NV;) =
DB; (Wi n—r/Win). Sore(A) =Y ;_,re(A;), and so e(A) =Y, e(A)). O

Example 2.1.6. Let us take again A, A,, A as in Example 2.1.4. For all n > 0, m" is the set of terms of
the form ) ,_ aiz’i +> e bizg +D ions cixzzé. Indeed, we have that x, € V; Vo € m2, although in A,
we have xp é M\ Mzz. S;) we do notilave m'NV, =V, butm" NV, =V +(V, V2"_l Nm"), where
Vi VZ"_1 is the part that contains the term Xng_z.

2.2. Hilbert-Samuel multiplicity of the special fiber. Let R be a discrete valuation ring with uniformizer
m and residue field k.

Let A be a local R-algebra with maximal ideal m, and let M be an A-module of finite type. We denote
by er (A, M) the Hilbert—Samuel multiplicity of M ®p k as an A @ g k-module, with respect to the ideal
m®pgk. When M = A we just write eg(A) instead of eg(A, A), and we omit the subscript R when the
choice of the ring is clear from the context.

Lemma 2.2.1. Let (T, mr) — (S, mg) be a local morphism of local noetherian rings of the same
dimension, with residue fields kt and kg respectively. Then e(T, S) > ks : kr]e(S).

Proof. Let n > 0 be an integer. Then S/m’ is a quotient of S/(m7.S)", so leny (S/m’) <lenz(S/(m7rS)").
Moreover,

n—1 n—1

leng (S/mg) = " dimy, m/m™ = [k : kr] ) dimy m/mi" = [ks : kr]leng(S/m}),
i=0 i=0

so finally [kg : k7]leng(S/m’) <len7(S/(m7S)") which gives the result. Il

Proposition 2.2.2. Let A be a complete noetherian local R-algebra which is a domain. Let B C A[1/7] be
a finite A-algebra. Let k4 and kg be the residue fields of A and B respectively. Then e(A) > kg : kale(B).
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Proof. Note that B is also a complete noetherian local R-algebra which is a domain. Indeed, A is henselian
and B is a finite A-algebra, so B is a finite product of local rings, and so it is a local ring as it is a domain.
It is enough to prove the result when w B C A, as B is generated over A by a finite number of elements
of the form x /" for x € A.
We have an exact sequence of R-modules,

0—>A— B—> B/A—0.
After tensoring by k£ over R we get the exact sequence
0— B/A—> AQrk—> BQrk —> B/A — 0.

Indeed, (B/A)®grk =B/A, and (B/A)[7r] = B/A and B is w-torsion free so B[w] = 0.
Hence we get that e(A, B) =e(A, A). So we only need to show that e(A, B) > [kp : kale(B), which
follows from Lemma 2.2.1 appliedto 7T = AQg k and S = B Qr k. O

Remark 2.2.3. We give some examples: Let R = Z,, C = R[[X]], and A, = R[[pX, X"]] C C for
n>1,and B, = R[[pX, pX>,..., pX"~!, X"]] € C for n > 1. We check easily that A, C B, C C
and that C is finite over A,, and A, is not equal to B, if n > 2. We compute that e(A,) = e(B,) = n,
and e(C) = 1. So we see that in Proposition 2.2.2, both possibilities e(B) < e(A) and e(B) = e(A) can
happen for A # B. See the end of Section 4.1 for more examples.

2.3. Change of ring. We suppose now that R is the ring of integers of a finite extension K of Q. If K’
is a finite extension of K, we denote by R’ its ring of integers.

Proposition 2.3.1. Let K’ be a finite extension of K, with ramification degree ex/x. Let A be a local
noetherian R'-algebra. Then eg(A) = e/ ger (A).

Proof. Suppose first that K’ is an unramified extension of K, and let k and k’ be the residue fields of
K and K’ respectively, and let 7w be a uniformizer of R and R. Then A Qg k' = AQrk=A/mA. So
er(A) =e(A/mA) =ep (A).

Suppose now that K’ is a totally ramified extension of K. Let u be an Eisenstein polynomial defining the
extension, so that R' = R[X]/u(X), and i(X) = X*, where s =[K': K]. Then AQrk=AQp (R’ Qrk) =
AQp (k[X]/(X*)) = (A®g k) @, k[X1/(X®). So er(A) = ser(A) =[K': Kler (A).

For the general case, let R be the ring of integers of the maximal unramified extension Ky of K in K'.
Then eg(A) = eg,(A) and eg,(A) = [K': Koler (A) which gives the result. O

We recall the following result, which is [Breuil and Mézard 2002, Lemme 2.2.2.6]:

Lemma 2.3.2. Let A be a local noetherian R-algebra, with the same residue field as R and A is complete
and topologically of finite type over R. Let K’ be a finite extension of K, and A’ = R' @ A. Suppose that
A’ is still a local ring. Then eg(A) = ep/(A)).
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3. Rigid geometry and standard subsets of the affine line

3.1. Quasiaffinoid algebras and rigid spaces.

Quasiaffinoid algebras. Let F be a finite extension of Q,, with ring of integers Or. We denote by R, ,,,
or R, m F,the F-algebra Op(x1, ..., xs)[[¥1, ..., Yml]l ®0, F. Following [Lipshitz and Robinson 2000],
we say that an F-algebra is a quasiaffinoid algebra (or an F-quasiaffinoid algebra) if it is a quotient of
R, i for some n, m. For example, an F-affinoid algebra is F-quasiaffinoid, as it is a quotient of the Tate
algebra R, o r for some n. The theory of quasiaffinoid algebras has also been studied by other authors
under the name “semiaffinoid algebras”; see for example [Kappen 2012].

Let A be an F-quasiaffinoid algebra. Following [Kappen 2012, Definition 2.2], we say that an Op-
subalgebra A of A is an Op-model of A if the canonical morphism A ®o, F' — A is an isomorphism.
Note that an Op-model is automatically Op-flat. Assume that A is normal. Let A be an Op-model of A,
and let A? be the integral closure of A in A. Then A® is normal, and is an Op-model of A.

A quasiaffinoid algebra is said to be of open type if it has an Op-model that is local, or equivalently, if
it is a quotient of Ry ,, for some m. For example, let R be one of the potentially semistable deformation
rings defined by Kisin (as recalled in Section 5.1), then R[1/p] is a quasiaffinoid algebra of open type.
These will be our main focus of interest, but we need to use quasiaffinoid algebras that are not necessarily
of open type in order to study them.

Quasiaffinoid algebras have some properties that are similar to affinoid algebras: for example they are
noetherian and they are Jacobson rings, and the Nullstellensatz holds for them.

Rigid spaces attached to quasiaffinoid algebras. Let A be an F-quasiaffinoid algebra. Using Berthelot’s
construction, as described in [de Jong 1995, Section 7], we can attach canonically to it a rigid space
X = X4 defined over F. We say that such a rigid space is the quasiaffinoid space attached to A. We say
that a quasiaffinoid space is of open type if it is attached to a quasiaffinoid algebra of open type.

We give some properties of this construction. We denote by A an Op-model of A.

Proposition 3.1.1. (1) We have a natural map A — TI'(X, Oy) which induces a map A — I'(X, Og_,)
(where Og( is the sheaf of functions bounded by 1).

(2) The map A — I'(X, Og() is an isomorphism as soon as A is normal. In particular, in this case A is
isomorphic to the subring of I'(X, Oy) of functions that are bounded.

(3) There is a functorial bijection between Max(A) and the points of X.
(4) This construction is compatible with base change by a finite extension F — F'.

Proof. Property (1) is [de Jong 1995, 7.1.8], (2) is [de Jong 1995, 7.4.1], using the fact that an O p-model
is Op-flat.
Property (3) is [de Jong 1995, 7.1.9] and (4) is [de Jong 1995, 7.2.6]. U
If X is a rigid space over F, we write A(I)p (X) for I'(X, Og() and Ap (X) for the subring of I'(X, Ox)
of functions that are bounded. If & is the rigid space attached to an F-quasiaffinoid algebra A that is
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normal, then A has a normal Op-model A, and we have A = Ap(X) and A = A%(X ) (in particular, there
is actually only one Ofr-model of A that is normal, and it contains all other O r-models).

A map f:X — ) between F-quasiaffinoid rigid spaces is quasiaffinoid if it is induced by an F-algebra
map f*: Ar(Y) — Ar(X). By Proposition 3.1.1, it is easy to see that any rigid analytic map f : X — )
between F-quasiaffinoid spaces is in fact quasiaffinoid as soon as X" is normal.

R-subdomains. As in the case of affinoid algebras and rigid spaces, we define some special subsets of
quasiaffinoid spaces.

Let X be a quasiaffinoid space. Let A, f1,..., fu, &1, - .-, &n be elements of Ap(X) that generate
the unit ideal of Ar(X). A quasirational subdomain of X is a subset U of the form {x, | f;(x)| <
|h(x)| for all i and |g; (x)| < |h(x)| for all i }; see [Lipshitz and Robinson 2000, Definition 5.3.3]. This
generalizes the notion of an affinoid subdomain: let A" be an affinoid rigid space, then an affinoid subdomain
of X is a subset defined by equations of the form {x, | f; (x)| < |h(x)| for all i}, where fi,..., f, and h
generate the unit ideal.

In contrast to the case of affinoid subdomains, it is not necessarily true that a quasirational subdomain
of a quasirational subdomain of X is itself a quasirational subdomain of X’; see [Lipshitz and Robinson
2000, Example 5.3.7]. We recall the definition of a R-subdomain of X [Lipshitz and Robinson 2000,
Definition 5.3.3]: the set of R-subdomains of X is defined as the smallest set of subsets of X’ that contains
X and is closed by the operation of taking a quasirational subdomain of an element of this set. In particular,
any finite intersection of R-subdomains of X" is also an R-subdomain.

Any R-subdomain of a quasiaffinoid space X is itself a quasiaffinoid space in a canonical way, attached
to the quasiaffinoid algebra constructed as in [Lipshitz and Robinson 2000, Definition 5.3.3].

3.2. R-subdomains of the unit disk. Our goal now is to understand the subsets of @ p that are the set of
points of some quasiaffinoid space. For simplicity, we consider for the moment only subsets of the unit
disk. Let D be the rigid closed unit disk, seen as a quasiaffinoid space defined over @, or over any finite
extension of @, so that D(@p) = D(0, 1)*. We say that X C D(0, 1)* is an R-subdomain if it is of the
form X (Q p) for some R-subdomain X" of D, and that it is a quasirational subdomain if it is of the form
X (@ p) for some quasirational subdomain X" of D.

Definition 3.2.1. We say that a subset of Q p 1s a rational disk if it is a set of the form {x, [x —a| < r}
with a € @p, re |@;| (open disk), or of the form {x, [x —a| <r} witha € @p, re I@;I (closed disk).
Let F be a finite extension of Q,. We say that a disk is well-defined over F if it can be written as

{x,|x —al<r}oras{x,|x —a| <r}forsomea € F and r € |F*]|.

Recall (see Definition 1.0.1) that a disk is defined over F if it is fixed by GF, so a disk that is
well-defined over F' is defined over F, although the converse is not necessarily true.

From now on, when we write “disk” we always mean “rational disk”. It is clear that a rational disk is a
quasirational subdomain of the affine line.

Following [Lipshitz and Robinson 1996, Definition 4.1], we define:
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Definition 3.2.2. A special subset of @ p» s a subset of one of the following forms:
(D) {x,r <|x—a| <r'} for some a € @p and r, r’ in |@;|.
(2) {x,|x—a|<randforallief{l,..., N}, |x—a;|>r;}for somea, («;)1<i<n, € @p andr, (ri)1<i<n
in |Q].
Special subsets are R-subdomains, as they are finite intersections of quasirational subdomains. We
have the following result:

Lemma 3.2.3 [Lipshitz and Robinson 1996, Theorem 4.5]. An R-subdomain of D(0, 1)% is a finite union
of special sets.

Definition 3.2.4. We say that a subset X of D(0, 1) is a connected R-subset if it is of the following form:
Do\ U, D;, where the D; are rational disks contained in D(0, 1)*, Dy # D; for all i > 0, D; C D,
and D; and D; are disjoint if i # j and i, j > 0.

We say that a subset X of D(0, 1)™ is an R-subset if it is a finite disjoint union of connected R-subsets.

We say that a connected R-subset is of closed type if Dy is closed and the D;, i > 0 are open. We say
that it is of open type if Dy is open and the D;, i > O are closed. We say that an R-subset is of closed
type (resp. open type) if it is a finite union of connected R-subset of closed type (resp. open type). We
say that a connected R-subset is well-defined over some extension F of Q,, if each disk involved in its
description is well-defined over F.

We check easily the following result:

Lemma 3.2.5. Let X and Y be two connected R-subsets of closed (resp. open) type. If X NY # & then
XNY and X UY are connected R-subsets of closed (resp. open) type. As a consequence, any finite union
of connected R-subsets of closed (resp. open) type is an R-subset of closed (resp. open) type.

From Lemma 3.2.3, we get the following property of R-subdomains of the unit disk:
Proposition 3.2.6. Any R-subdomain of the unit disk is an R-subset.
On the other hand, we can ask whether any R-subset is an R-subdomain.

Proposition 3.2.7. Let X be a connected R-subset. Let F be a finite extension of Q, such that X is
well-defined over F. Then X is a quasiaffinoid subdomain of D(0, 1)%, and it is the set of points of a

quasiaffinoid space defined over F which is uniquely defined as a quasirational subdomain of D.
Proof. From Definition 3.2.4, we see that X can be defined by a finite number of equations of the form
|x —a| < |b|or|x —a| <|b|or |x —a| > |b| or |[x —a| > |b| fora, bin F and b # 0. O

In particular, if X is a connected R-subset of closed type, then it is the set of points of an affinoid
subdomain of the unit disk, and any affinoid subdomain of the unit disk is of this form by [Bosch et al.
1984, Theorem 9.7.2/2].

Definition 3.2.8. Let X be an R-subdomain of D, defined over F as a quasiaffinoid space, and let
X = X(Q,). Then we write Ar(X) for Ar(X) and A%(X) for A%(X).
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For example, let X be the disk defined by |x — a| < |b| for some a, b in F, b # 0. Then A%(X) =
OF[l(x — a)/b]] is isomorphic to the power series ring Op[[f]]. Let ¥ be the annulus defined by
|c] < |x—a]| < |b| for some a, b, ¢ in F with ¢ %0 and |c| < |b|. Then A(I),(Y) =0Ffll(x—a)/b, c/(x—a)]l,
which is isomorphic to Op[[t, u]l/(tu — c/b). In general the ring Ar(X) can be entirely described using
[Lipshitz and Robinson 2000, Definition 5.3.3]. We will not give a formula, but we see easily that for a
connected R-subset X, A?p (X) is local if and only if X is of open type. So we have:

Proposition 3.2.9. Let X be a connected R-subset. Assume that we know that X is the set of points of a
quasiaffinoid space of open type. Then X is an R-subset of open type.

3.3. Rings of functions on standard subsets. We continue studying subsets of Q@ p» or more generally of
Pl(Q »), coming from quasiaffinoid spaces. From now on, we will be only interested in R-subsets that are
of open type, but we will not necessarily assume that the subsets are contained in the unit disk anymore.

Standard subsets. We make the following definitions:

Definition 3.3.1. We say that a subset X of P! @ p) is a connected standard subset if it is of one of the
following forms:

(1) Do\ U;_, D;, where the D; are rational disks, Dy is open and each D; is closed for i > 0, co & Dy,
Dy # D; foralli >0, D; C Dy, and D; and D; are disjoint if i # j and i, j > 0 (bounded connected
standard subset).

(2) P! (@ )\ U?:l D;, where the D; are rational disks, each D; is closed, and D; and D; are disjoint if
i # j (unbounded connected standard subset).

The disks (D;) are called the defining disks of X.

So a bounded standard subset contained in the unit disk is the same thing as a connected R-subset of
open type.

Definition 3.3.2. A standard subset is a finite disjoint union of connected standard subsets of Pl (@ »)-
The connected standard subsets that appear are called the connected components of the standard subset.
The defining disks of a standard subsets are the defining disks of each of its connected components.

It is clear that a standard subset can be written in a unique way as a finite disjoint union of connected
standard subsets so the notion of connected component is well-defined.

Let F be a finite extension of (Q,. We say that a standard subset is well-defined over F if each defining
disk of X is well-defined over F.

Definition of the rings of functions of standard subsets. Let X C Q » a connected standard subset, which
is well-defined over some finite extension F of Q,. Although it is not necessarily contained in the unit
disk, it is contained in some closed disk, and so all the results of Section 3.2 apply to X. In particular we
can define Ar(X) and .A?p (X) as in Definition 3.2.8.

Let X c P1(Q ») be an unbounded connected standard subset not equal to all of PHQ p). Let f bea
rational function with @ p-coefficients defining a bijection of PL@ »)» and such that its pole is outside of
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X, then Y = f(X) is a bounded connected standard subset of Q p- Let F be a finite extension of @, such
that X is well-defined over F, and such that the rational function f has coefficients in F. Then Ag(Y)
and A%(Y) are well-defined. We define A (X) and A?p (X) to be the functions of X of the form u o f for
uec Ap(Y) and A%(Y) respectively. It is clear that this does not depend on the choice of f, as different
choices of f give rise to bounded connected standard subsets coming from isomorphic quasiaffinoids.

We give now a general formula for these functions rings, which can be obtained using [Lipshitz and
Robinson 2000, Definition 5.3.3]:

Proposition 3.3.3. Let X be a connected standard subset that is well-defined over some finite extension
E of Q. Write X = D(ao, ro)” \U'}—, D(aj, rj)* or X =P"(@,) \U’}_, D(aj, rj)* witha; € E for
all j, and the sets D(aj, r;)* are pairwise disjoint for j > 0. For each j, let t; € E be such that |t;| =r;.
Then for any finite extension F/E, we have

Ap(X) = {f»f<x>=ZCf’°(x ?) *chf’f(xijaj) |

i>0 j=1i>0

withc; j € F foralli, j and {c; j,0 < j <n,i > 0} bounded }

if X is bounded and

Ap(X) = {f, £ :C°+ZZCLJ(X 361)
J

j=1i>0

withc; ; € F foralli, j and {c; j, 1 < j <n,i > 0} bounded }

if X is unbounded.

Also, || fllx = sup; j |ci j| if f is as above. If we write fo = ;- ocio((x — ap)/to)" (or fo =co in
the unbounded case), and f; =Y ;_qci.j(tj/(x —a;))" for j > 0 so that f =Y ' fi, then || fllx =
maxo<i<n | fill x-

In particular, f € A(} (X) ifand only if ¢; ;j € O foralli, j.

Remark 3.3.4. Assume that X is unbounded. Then the value of the constant term ¢y is independent from
the choice of the a; € D(a;, ;)™ used to write the decomposition, as it is the value of the function at co.

Let now X be a standard subset. It can be written uniquely as X = | J/_, X;, where the X; are disjoint
connected standard subsets. Then we set Ar(X) = @®/_; Ar(X;) and A% (X) = P, A%(X;), where
F is a finite extension of Q,, such that X is well-defined over F.

Field of definition and change of field. Let F be a finite extension of Q,. The field of definition of
X c P! (@p) over F is the fixed field of {o € GF, 0(X) = X}. The field of definition of X is the field of
definition of X over Q,. Then X is defined over F (as in Definition 1.0.1) if and only if F' contains the
field of definition of X.

Let X be a standard subset defined over some finite extension E of Q,. Let F be a finite Galois
extension of E such that X is well-defined over F. In this case Gal(F/E) acts on Ap(X) and A%(X )



658 Sandra Rozensztajn

by (0f)(x) = o (f(0'x)). We write Ag(X) and A% (X) for Ap(X)SUF/E) and A% (X)CE/E) | So for
example, if X = D(0, 1)7, then X is defined over Q,, and A% (X) is Og[[x]] for any finite extension E
of Q. Itis clear that the definition of Ag(X) and A% (X) does not depend on the choice of the extension
F over which X is well-defined.

Proposition 3.3.5. Let X be a standard subset defined over E. Let F be a finite extension of E. Then
Ar(X) = F @ Ap(X), and O ®o, A%(X) C A% (X), with A%(X) finite over OF ®o, A%(X). If F/E
is unramified, then this inclusion is an isomorphism.

Proof. When X is well-defined over E, the formulas of Proposition 3.3.3 give the isomorphisms Ap(X) =
F®g Ap(X) and Of ®@o, .A%(X) = A?;(X) (even if F/E is ramified).

We now treat the general case. We defineamap ¢ : F ®g Ap(X) > Ar(X) by ¢(a® f) =af. Letus
describe the inverse ¥ of ¢. Let Q=Gg/Gp. Ifaisin F and f € Ap(X), o(a) and o (f) are well-defined
for o € Q as a and f are invariant by G r. Moreover, for a € F, we have that trp/g(a) =) . 0 o(a).

Let (eq, ..., e,) be a basis of F over E, and (u1, ..., u,) € F" be the dual basis with respect to trr/g,
thatis, trp g (ejuj) = 6; ;. We see that for o € Gg, we have Z?:l e;o(u;)=1if o € G, and 0 otherwise.

For f € Ap(X), we set t;(f) = ZJEQG(uif). Let ¥ (f) = >.i_ e ®1;(f). Let us check that
¥ is the inverse of ¢. Let f € Ap(X), and f' = ¢(¢¥(f)). Then f' =), eiZQa(ui)a(f) =
ZQa(f)(Zi e,-o(ui)), so f'=f. Let f e Ag(X),anda € F. Let g = ¢(a ® f). Then t;(g) =
trpeau;) fras o (f) = fforallo € Q. So ¥ (g) =Y, €; Qtrpjplau;) f = (Y ; i trp/e(au;)) @ f as
trp/g(au;) € E. Then we check that ), e; trp g (au;) =a, so Y (¢(a® f)) =a® f. So we see that ¥ is
the inverse map of ¢, so ¢ is an isomorphism.

We see that ¢ induces a map ¢° from Of Qo, A%(X) to A?V(X). When F/E is unramified, we
can choose (¢;) and (u;) to be in O, and in this case the restriction ¥° of ¥ to A?p (X) maps into
OF Qo A% (X), and so " is the inverse map of ¢, and so ¢ is an isomorphism. O

Some algebraic results. Let X be a standard subset of Pl(@p) that is defined over E for some finite
extension E of Q,. Let F be a finite extension of E. We say that X is irreducible over F if it cannot be
written as a finite disjoint union of standard subsets of P! (@ p) that are defined over F. There exists a
unique decomposition of X as a finite disjoint union of standard subsets of P!(Q p) that are irreducible
over F. A standard subset is connected if and only if it is irreducible over any field of definition.

Lemma 3.3.6. Let X be a connected standard subset of PL(@Q p) defined over E. Then Ag(X) is a domain,
and .A% (X) is a local ring which has the same residue field as E.

Proof. Let F be a finite Galois extension of E such that X is well-defined over F. The result for A?,(X )
holds from the description given in Proposition 3.3.3, and the result for .A% (X) follows from the fact that
it is equal to A% (X)CGal(F/E) and the results of Proposition 3.3.5. Note that the maximal ideal is the set of
functions f such that | f(x)| < 1 for all x in X, that is, the functions f that are topologically nilpotent. [

Lemma 3.3.7. Let X be a standard subset that is defined and irreducible over E, and let X = J;_, X;
be its decomposition in a finite union of connected standard subsets. Let F be the field of definition of
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X1 over E. Then the restriction map A%(X) — A°(X) induces an Og-linear isomorphism A% (X)) —>
AY(X)).

Note in particular that [F : E] is the number of connected components of X, and the isomorphism
class of A%(X 1) as an Og-algebra does not depend on the choice of X.

Proof. The group G acts transitively on the set of the (X;) as X is irreducible, and G is the stabilizer
of X;. We fix a system (o;) of representatives of Gg/G r, numbered so that 0;(X) = X; for all i.

Let f be an element of A% (X). First note that f is invariant under the action of G, as it is by
definition invariant under the action of G, so fx, is in .A(} (X1). Moreover, we have that for all x € X;,

Fx)=0i((o7 o7 () = 0: (fix, (0, x)).

So fix, is entirely determined by f|x,, so the restriction map is injective, and moreover for any f € A?D (X1)
the formula above defines an element of A% (X), so the restriction map is bijective. 0

Corollary 3.3.8. If X is defined and irreducible over E, then Ag(X) is a domain and A% (X) is alocal
ring.

Proof. We apply Lemma 3.3.7: A% (X) is isomorphic as a ring to .A%(X 1), which is local. O
Definition 3.3.9. If X is defined and irreducible over E, we denote by kx r the residue field of A% (X).

By construction, kx, g is a finite extension of kg. In the notation of Lemma 3.3.7, we have kx g =kx, F,
and by Lemma 3.3.6, kx, r = kr as X is connected.

Example 3.3.10. Let a € Q> such that v,(a) =0, and a is not in [ ,. Let a’ be its Galois conjugate, so
that the disks D = D(a, 1)~ and D' = D(d’, 1)~ are disjoint. Let X be the union of D and D". Then
X is defined and irreducible over Q,,, although it is not connected. Moreover, Agbp (X) = A?sz (D) is
isomorphic to Z p2lwl] (where w corresponds to x — a), so kx,@p =F P2

3.4. Some maps from quasiaffinoid spaces to the unit disk.

Theorem 3.4.1. Let X be a normal, Zariski geometrically connected quasiaffinoid space over some finite
extension of Q,, D be the closed unit disk, and f : X — D be a rigid analytic map that is an open
immersion. Then the image f(X) of X is a connected R-subset of D, and f is an isomorphism from X
to its image.

Let us first recall what is known in the affinoid case. Let X and ) be affinoid spaces, and let f : X — Y
be a rigid analytic map which is an open immersion. Then by [Bosch et al. 1984, Corollary 8.2/4], the
image of f in ) is an affinoid subdomain of ) and f is an isomorphism from X to its image.

But this does not hold in the quasiaffinoid case without extra hypotheses, as illustrated by the following
example: let X’ be the disjoint union of the open unit disk and the unit circle, and i the natural map from
X to the closed unit disk D. Then i is an open immersion and is bijective, but is not an isomorphism (as
X is not connected, whereas the closed unit disk is).

We need some lemmas in order to prove Theorem 3.4.1.
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Lemma 3.4.2. Let X be a quasiaffinoid space and Y be a rigid space, both defined over some finite
extension of Q,, and let f : X — Y be a rigid analytic map which is a surjective open immersion.

Assume that there exists a covering (Y;) of Y by affinoid subdomains, such that each f~'();) is an
affinoid subdomain of X, and ());) is an admissible covering of Y (that is, any affinoid subdomain Y’ of Y
can be covered by a finite number of ;). Then f is an isomorphism from X to Y.

Proof. We need to construct the inverse g : Y — X. It is enough to construct g’ : ' — X satisfying
f o g’ =id for each affinoid subdomain )’ of ) (as these are necessarily compatible and glue to form
g). Fix such a ). Then it is covered by some ); for i in some finite set 1. Set X; = f_1 ();), so that X;
is affinoid. As X is quasiaffinoid, there exists some affinoid subdomain X’ of X containing all the X;
for i € I. Note that we have, for each i € I, a map g; : ; — A&; which is the inverse of the restriction of
f to X;, and these are compatible. So they glue to form the function g’ : )’ — X" by the admissibility
condition and Tate’s acyclicity theorem; see [Bosch et al. 1984, Corollary 8.2/3]. O

Looking back at the inclusion i : X — D as above, we see that i is a surjective open immersion,
but there does not exist a covering of D satisfying the conditions of Lemma 3.4.2. Indeed, let ) be a
connected affinoid subdomain of D, then i ~' () is affinoid if and only if ) is either contained in the unit
circle or in the open unit disk. But it is not possible to have an admissible covering of D by affinoids
satisfying this condition.

Corollary 3.4.3. Let X and Y quasiaffinoid spaces, both defined over some finite extension of Q,, and
let f: X — Y be arigid analytic map which is finite and an open immersion. Assume that ) is connected
and X is nonempty. Then f is an isomorphism.

Proof. Assume first that ) is affinoid. Then so is X as f is finite, and so f is an isomorphism by
[Bosch et al. 1984, Corollary 8.2/4]. In general, ) has an admissible covering ()/;) by connected affinoid
subdomains. Let X; = f~!());); then each A; is affinoid as f is finite. Moreover, for each i, either X;
is empty or f induces an isomorphism between &; and ;. By connectedness of ) and the fact that
X is nonempty, we get that f(X;) =) for all i and in particular f is surjective. So the conditions of
Lemma 3.4.2 are satisfied. O

Lemma 3.4.4. Let X and Y be quasiaffinoid rigid spaces, and let f : X — ) be a quasiaffinoid map.
Assume that f is an open immersion. There exists a finite covering (V;) of Y by connected R-subdomains
such that for each i, either {f~1();) is empty, or f induces an isomorphism from f~'(Y;) to Y.

Proof. As f is an open immersion, it is in particular quasifinite. So we can apply [Lipshitz and Robinson
2000, Theorem 6.1.2]: there exists a finite covering ();) of ) by R-subdomains such that f induces a
finite map f; from X; = f~1();) to ;. We can assume that each ) is connected. By Corollary 3.4.3, for
each i we have that either &; is empty or f; is an isomorphism. 0

Proof of Theorem 3.4.1. Let f : X — D be as in the statement of the theorem. First observe that f
is a quasiaffinoid map from X' to D, as it is a bounded analytic function on X and X is normal. By
Lemma 3.4.4, there exists a finite covering ();) of D by R-subdomains of D such that for all i, either
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f~1();) is empty or f induces an isomorphism from f~'()}) to J;. By Lemma 3.2.3, we can assume
that each Y; =) (@ p) 1s a special subset of Q p- We see X and f as defined on some finite extension F
of Q,, that is large enough so that each of the ¥; are well-defined over F. Let Y be the union of the Y; for
those i such that £~'()}) is not empty. We see that Y is a finite union of R-subsets of @ p» and is equal
to f(X(@p)). As X is connected, so is Y, and so Y is in fact a connected R-subset of @p and so is the
set of points of a quasiaffinoid subdomain ) of D.

We now want to prove that f induces an isomorphism between X and ). We want to apply Lemma 3.4.2,
and so we want to construct an appropriate covering of ). It is the same to work with quasiaffinoid
subdomains or their sets of points, so from now on we work with subsets of @ -

We write the family (Y;) as (S;) U (A;), where S; are subsets of the form (2) of Definition 3.2.2 (and
hence affinoid), and A; are subsets of the form (1). We can cover each A; = {x,r <|x —a| <r'} by a
family of affinoid subsets A; , = {x,r/n <|x —a| <r'n}forn>1,ne \/W, n close enough to 1. So
we get a covering of Y by affinoid subsets, that is, the S; and the A; ;. Their inverse images in X’ are
affinoid, as each of them is contained in one of the Y;.

This covering is not necessarily admissible, so we add some other affinoid subsets of Y in order to get
an admissible covering. We know that if Z is an affinoid subset of X, then f(Z2) is an affinoid subdomain
of D and f induces an isomorphism between Z and f(Z) by [Bosch et al. 1984, Corollary 8.2/4]. Let
C be the covering of Y by the union of families of elements (S;), (A; ), and all the sets f(Z) @ p) for
Z an affinoid subset of X. We want to show that C is an admissible covering of Y. Then it will satisfy
the conditions of Lemma 3.4.2 and so the conclusion will follow.

Write Y as D(ag, ro) \ U:": 1 D(a;, r;), where each of the disks is rational and either open or closed
andage Y. Letn>1,ne \/W We set ry , =ro if D(ag, ro) is closed and ro/n otherwise, and for
i >01letr;, =r;if D(a;, r;) is open and r; ,, = r;n otherwise. Let Y, = D(ao, ro.)) " \ U=, D(ai, rin) ",
so that ¥), is an affinoid contained in Y (for n close enough to 1), and the family (Y,) forms an admissible
covering of Y. So it is enough to show that each Y, can be covered by a finite number of elements of C.

Foreach 0 <i <m, let b; € Y be such that |a; —b;| =r; . Let ¢; be an element of A; for each i. Writing
A; as {r < |x —a| <r'}, we choose some c; in Y N D(a, r)* if it is not empty. By [Liu 1987], as X is
connected, there is a connected subset Z of X that is a finite union of affinoid subdomains of X', such that
f(Z) contains ag and each of the b;, ¢; and C:'- Let Z' = f(Z). Then it is a finite union of elements of C,
and a finite union of connected closed R-subsets, as it is a finite union of images of affinoid subsets of X’.
As Z is connected, so is Z’, so it is a connected closed R-subset by Lemma 3.2.5. By construction, there is
a finite number of open disks (D;) that do not meet Z’ such that D; C Y and Y, is contained in Z'U(U; D;).

So it suffices to show that each D; can be covered by a finite number of elements of C. If D; does
not meet any A, then it is covered by the elements of C of the form S;. If D; meets A}, then as D; does
not contain c¢; (nor c;), then D; C A; and so D; is covered by A ; for some # > 0. O

Corollary 3.4.5. Let X be a normal rigid space that is quasiaffinoid space of open type over some finite
extension E of Q. Let D be the rigid closed unit disk. Let f : X — D be a rigid analytic map over E



662 Sandra Rozensztajn

that is an open immersion. Let Y = f(X)(Q p). Then'Y is an R-subset of open type defined over E, and if
X is geometrically Zariski connected then Y is a connected R-subset. Moreover, f induces an E-algebra
isomorphism between Ag(Y) and Ag(X), and between A% (Y) and A% (X).

Proof. Let F be an finite extension of E that is large enough so that each geometric Zariski connected
component is defined over F, and F/E is Galois.

Write X as a disjoint union of X; where each X} is geometrically Zariski connected. Let f; be the
restriction of f to Aj; it is still an open immersion, and is defined over F. We apply Theorem 3.4.1 to
fit fi induces an isomorphism between &; and its image f(AX;) = ). In particular, Ar(Y;) and Ap(AX;)
are isomorphic by the map fi#. As X is of open type, so is &; and hence so is ;. By Proposition 3.2.9,
this implies that ¥; = Y;(Q p) is a connected R-subset of open type. Moreover, the Y; are disjoint as f
is injective. Let Y be the disjoint union of the Y;.

So we get an F-algebra isomorphism f* between Ar(Y) = D:_, Ar(Y;) and Ap(X), which is equal
to @;_; Ar(X;). As X is defined over E and f is an E-morphism, we see that ) is defined over E.
We have an action of Gal(F/E) on both sides, and f* is Gal(F/E)-equivariant. So f* induces an
isomorphism between the Gal(F/E) invariants on both sides; hence the result. O

4. Complexity of standard subsets

4.1. Algebraic complexity of a standard subset over a field of definition.

Definition. Recall that we defined e in Section 2.2.

Definition 4.1.1. Let X be a standard subset of P!(Q p) that is defined over E. If X is irreducible over
E, we define the complexity of X over E to be

ce(X) = [kx.k : keléo, (A%(X)).

In general, let X = J;_, X; be the decomposition of X as a disjoint union of standard subsets that are
defined and irreducible over E. We define the complexity of X over E to be cg(X) = Zle ce(X)).

The above definition makes sense as A% (X) is a complete noetherian local Og-algebra if X is irreducible
over E by Corollary 3.3.8.
Note that in particular if X is connected then cg(X) = ep, (A% (X)) as kx g = kg in this case.

Some general results on algebraic complexity. We now give explicit formulas for the complexity. It is
enough to give such formulas for subsets X that are irreducible over E.

Proposition 4.1.2. In the situation of Lemma 3.3.7, we have cg(X) = [F : Elcp(X)).
Note that ¢ (X1) does not depend on the choice of X| among the connected components.

Proof. Let er/g be the ramification degree of F//E. We have that .A?p (X)) = .A% (X) as Og-algebras,
and kx g = kx, r = kr. So cp(X) = [kr : kgleo, (A%(X)) = [kr : kpléo, (A%(X1)) which equals
[kr : kgler/péo, (A%(X1)) = [F : Elcr(X1) by Proposition 2.3.1. O
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Proposition 4.1.3. Let X be a connected standard subset defined over E, and F a finite extension of E.
Then cg(X) = cp(X) with equality when F [ E is unramified.

Proof. From Lemma 2.3.2 we see that e(Or ®¢, A% (X)) = é(A% (X)) = cp(X), and from Propositions
3.3.5 and 2.2.2 we see that e(Of Qo, A%(X)) > é(A(}7 (X)) with equality when F/E is unramified. [l

Proposition 4.1.4. Let X be a standard subset defined over E, and F a finite extension of E. Then
ce(X) = cp(X) with equality when F / E is unramified.

Proof. By additivity of the complexity we can assume that X is irreducible over E. Write X = [ J/_, X;,
where each X; is connected. Let E; be the field of definition of X; over E, so that cg(X) = ncg, (X;)
for all i. Then FE; is the field of definition of X; over F. Suppose that the action of G on the set
of the irreducible components of X has r orbits, with representatives say X1, ..., X,. Then cp(X) =
Z;ZI[FEj : Flerg;(X;). We have that cre;(Xj) < cg; (X)) by Proposition 4.1.3, and ce; (X;) is
independent of j, and equal to (1/n)cg(X). Moreover, [FE; : F] is the cardinality of the orbit of X ;, so
Z;Zl [FE;: F]=n. Finally we get that cr(X) < cg(X), with equality if and only if crg; (X ;) = cg; (X )
for all j, which happens in particular if F'/E is unramified. U

Does cp(X) characterize A%(X )? We ask the following question: let X be defined and irreducible
over E. Let R C A% (X) be a local, noetherian, complete, Og-flat Og-subalgebra of A% (X), such that
R[1/p]=AEg(X). Suppose moreover that R and .A% (X) both have residue field kg, and e(R) = E(A% (X)),
that is €(R) = cg(X). Do we have R = A%(X)?

It follows from [Breuil and Mézard 2002, Lemme 5.1.8] that the equality holds if cg(X) = 1, and in
this case both rings are isomorphic to Og[[x]], and X is a disk of the form {x, |x —a| < |b|} for some
a,beE.

But as soon as cg(X) > 1 there are counterexamples. We give a few, with £ = Q,,.

(1) Let X = {x,0 < v,(x) < 1}. Then A%F(X) is isomorphic to Z,[[x, y]]/(xy — p). Let R be the
closure of the subring generated by px, py and x — y. Here e(R) = cq, (X) = 2.

2) Let X = {x, vp(x) > %} Then A?QP(X) is isomorphic to Z,[[x, y]]/(x2 — py). Let R be the closure
of the subring generated by y and px. Here e(R) = cq,(X) = 2.

(3) Let X ={x, |x—m| <|7|}, where ¥ = p. Then A?QP(X) is isomorphic to Z,[[x, y]1/(x? — p(y+1)).
Let R be the closure of the subring generated by y and px. Here e(R) = cq,(X) = p.

4.2. Computations of the algebraic complexity in some special cases.

Preliminaries. If P € E[x],and a € @p, let P,(x) = P(x+a)e @p[x].

Lemma 4.2.1. Let D be an open disk defined over E, let s be the smallest degree over E of an element in
D. Let a be an element of D of degree s over E. Let A € R be such that D = {x, vg(x —a) > A}.

Let P € E[x] g, and write P,(x) = Zf;& bix'. Then vg (b;) > ve(bo) —iX foralli. In particular, if
vE(bo) = 0, then vg(b;) = —iA foralli > 0, and if vy (bg) > 0, then vy (b;) > —iA foralli > 0.
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Proof. Consider the Newton polygon of P,: if the conclusion of the lemma is not satisfied, then it has at
least one slope n which is < —X. So P, has a root y of valuation —p > A. Let b =a + y, then b is a root
of P, so of degree < s over E. On the other hand, vg (b —a) = vg(y) > A so b is in D, which contradicts
the definition of s. U

A similar proof shows:

Lemma 4.2.2. Let D be a closed disk defined over E, let s be the smallest degree over E of an element in
D. Let a be in D of degree s over E. Let . € R be such that D = {x, vg(x —a) > A}

Let P € E[x] s, and write P,(x) = Zf;& bix'. Then vg(b;) > vg(by) —iA foralli > 0. In particular,
if vg(bg) = 0, then vg(b;) > —iA foralli > 0.
Definition 4.2.3. Let L/Q),, be a finite extension. Let f € Or[[w]], f = Zizofi w'. We say that f is
regular of degree n if f, € (’)Z and f,, € my for all m < n.
Definition 4.2.4. Let L/Q, be a finite extension. Let f € Or[[w]], f = ZiZO fiw'. We define the
valuation of f as vg(f) = min; ve(f;), and the leading term of f as w' for the smallest i such that
ve(f) =ve(fi). In particular, f is regular of degree n if and only if vg(f) = 0 and the leading term of
fis w™

We recall the following result (see, e.g., [Washington 1997, Proposition 7.2]):
Lemma 4.2.5 (Weierstrass division theorem). Let f € Op[[w]] that is regular of degree n, and g €
Orllw]]). Then there exists a unique pair (g, r) with g € Op[[w]],r € Orlw]., and g = qf +r.

Let X be a connected standard subset defined over E. Then we have the easy but useful result:
Lemma 4.2.6. Let f € A%(X). Then f reduces to 0 in A%(X)/(T[E) ifand only if || fllx < |mwg|. The
image of f in A%(X)/(JTE) is nilpotent if and only if || fllx < 1.

Open disks. We want to give the general formula for the complexity of a disk. We start with some
examples. We see that there are two kinds of difficulties: one from the radius that is not necessarily the
norm of an element of E, and one from the fact that the disk does not necessarily contain an element in E.
Example 4.2.7. Leta, b be in E with b #0. Let D be the disk {x, |x —a| < |b|}. Then cg(D) =1. Indeed,
A%(D) is isomorphic to Og[[w]], where w corresponds to the function (x — a)/b, so A%(D)/(nE) =
kel[w]].

Example 4.2.8. Let D be the disk {x, v,(x) > 3}. Then cq, (D) = 2. Indeed, .A%p(D) is isomorphic to
Zyllw, t11/(t*> — pw), where w corresponds to the function x2/ p and ¢ to the function x. So A%p (D)/(p)
is isomorphic to [, [[w, t]]/(tz).

Example 4.2.9. Let D = {x, |x — 7| < |7|}, where 7” = p. Then cq,(D) = p. Indeed A%p(D) is
isomorphic to Z,[[t, w]]/(t? — p(w + 1)), where 1 is the function x and w is the function (x” — p)/p.

Proposition 4.2.10. Let D be an open disc of radius r € p@ defined over E. Let s be the smallest

ramification degree of E(a)/E for a € D. Let t be the smallest positive integer such that r*' € |E(a)™|.
Then cg (D) = st.
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Proof. There are two steps in the proof: the first is to find a description of A%(D), and the second to use
this description to show that A%(D) /() satisfies the conditions of Corollary 2.1.2 and apply this to
compute cg (D).

Step 1: Let a € D be as in the statement. As the complexity does not change by unramified extensions by
Proposition 4.1.4, we can enlarge E so that E(a)/E is totally ramified. Let u be the minimal polynomial
of a over E, so that u has degree s. Write F' = E(a). For v € Q, let F), be the set {x € F, vp(x) > v}
(so that Fy = Op).

Let A be such that D = {x, vg(x —a) > A}. Let also p € F such that vg(p) = stA, which is possible
by the definition of . When s > 1, we see that vg(a) < A (otherwise 0 € D), and if @’ is another root
of i then vg(a —a’) > A as D is defined over E.

For n € Z, let &£, be the subset of E[x].; of polynomials that can be written as Zf;é bi(x —a)’
with vg(b;) = —(i 4+ ns)A. Note that by Lemma 4.2.1, &, is the set of polynomials in E[x].; with
v (bg) > —nsA. In fact &, is in bijection with the set F_,, by P — P(a), as any element of F can
be written uniquely as P(a) for some P € E[x].;. Note that p~le F y,. Wefix R €& the unique
polynomial such that R(a) = p~'. We set @ = Ru".

Let L be a Galois extension of E containing F' and an element £ such that vg(§) = A. Then .A% (D) is
isomorphic to Oy [[w]], with w corresponding to (x —a)/&. We consider now « as a polynomial in w = (x —
a)/&. Then an easy computation shows that & € O [w], and it is a polynomial of degree at most st +s — 1
which is regular of degree st in the sense of Definition 4.2.3 when seen as an element of Ag (D)=0[[w]].

Let £ be the subset of E[x]_,; of polynomials that can be written as

st—1

> bi(x—a)
i=0
with vg(b;) > —iA. Then

A%(D) = { > P P e 5/}

n>0

and any element of A%(D) can be written uniquely in such a way. Indeed, let f € A%(D), which we
see as an element of A(z(D) = O [[w]]. Applying repeatedly the Weierstrass division theorem, f can
be written uniquely as ano P,a" with P, € Op[w].y;. The fact that f is in A%(D) means that f is
invariant under Gal(L/E). As « itself is invariant under this group, this means that each P, is invariant,
and so P, € & (where we see &' C Op[w].ss by w = (x —a)/§).

Step 2: We now want to check to conditions of Corollary 2.1.2. We see that £’ = @3;10 wiE ;. For
0<i<t,let (u;j)i1<i<s be abasis of £; as an Og-module, taking u; o =1, and vg (u; o(a)) > 0 fori > 1.
We can satisfy this condition as taking a basis of & is the same as taking a basis of Of over Og, and F is
totally ramified over E. We also observe that for j > 0, we have vg (u; j(a)) > —jsA by definition of z.
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Write y; j = u,-,juj and z = « (note that y; o =1). Then .AOE(D) is a quotient of Og[[y;, j, z]]; hence
the ring A = A%(D)/(ng) is a quotient of kg[[y; j, z]]. Let y; ;, z be the images of y; j, zin A. Let I be
the ideal generated by the y; ; for (i, j) # (1, 0). Then the maximal ideal m of A is generated by  and z.

We show first that / is nilpotent. We see y; ; as an element of Ag (D) = Or[[w]], then |y; jllx =
max, a,, where y; j = > _,a,w". So we see that for (i, j) # (1, 0), we have that ||y; j|Ix < 1, and so
yi,j 18 nilpotent by Lemma 4.2.6.

Let us see now that A has no z-torsion. As before, we see A% (X) as a subalgebra of Oy [[w]]. From
the existence of this inclusion, we see that the norm on A%(X ) is actually multiplicative. As ||z||x = 1,
we deduce that ||zf||lx = || f||x forall f € .A%(X), and so A has no z-torsion.

We deduce that the conditions of Corollary 2.1.2 are satisfied. So e(A) = dim; A/(z), and we see
easily that 1 and the y; ;, 1 <i <sand0<i <1, (i, j) # (1, 0), form a k-basis of A/(z). Ol

Holes.

Proposition 4.2.11. Let X = P! ((IZDP) \T,where T = UlNzl D; is a G g-orbit of closed disks of positive
radius r € p@, with each disk defined over a totally ramified extension of E. Let K be the field of definition
of Dy. Let s be the smallest ramification degree of K (a)/K for a € Dy. Let t be the smallest positive
integer such that r*' € |E(a)*|. Assume that K (a)/E is totally ramified. Then cg(X) = Nst.

When N =1, that is, when T is a disk, then the formula and the proof are similar to what happens
in Proposition 4.2.10. But there are additional difficulties when there is not only one hole, but a whole
Galois orbit of them, that is, when N > 1.

Proof of Proposition 4.2.11. We divide the proof into several steps.

Step 1: We first give a description of the ring of functions in the case where N = 1, that is, when there
is only one hole. Write X’ = P1(Q ») \ Dy, so that X’ is defined over K. We will give a description of
the ring .A(,)< (X, forgetting T and E for the moment. This computation is similar to the computation in
Proposition 4.2.10, although complicated by the fact that we work with rational fractions and not only
with polynomials.

Let a € D as in the statement of the proposition. Note that [K : E] = N. Let F = E(a). Note that
K C F so E(a) = K(a). By hypothesis, F/FE is totally ramified. We write [F : K] = s. Write D; as
the set {x, vg(x —a) > A} for some A € Q. Let u be the minimal polynomial of a over K, so that u has
degree 5. Let also p € F be such that vg(p) = stA, which is possible by the definition of ¢.

Let R be the unique element of K[x].; such that R(a) = p. Note that when we write R(x) =
3" bi(x —a)’, we have vg(b;) > (st —i)A for all i > 0 by Lemma 4.2.2. Set v = R/, and for n > 1, set
o =pp "L

Let L be an extension of E containing a and an element £ such that vg (§) = A, and which is Galois over
E. Note that .A% (X’) is isomorphic to O [[w]], with w corresponding to the function & /(x — a). In this
isomorphism, observe that «,, is regular of degree nst and is divisible by w*, and v = Ru~" = p~' Ra;

is regular of degree st, and divisible by w*~*1,
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Let f = wg € wA%(X’). Then by applying Lemma 4.2.5 repeatedly we can write w''~! f =
w'g as Yo Pu(w)a, for P, € Op[w]y (there is no remainder as w* and «; differ by a unit).
So f =3, w™"P,(wa,. So any element of A?(X’) can be written uniquely as f = ag +
Yoot ,owl_”_Pn(w),u_’v"_l, where ag € O and P,(w) € O [w] ;.

We want to know when such an element is in Ak (X"). As v and u=' are in Ag (X'), we see that it is
the case if and only if ay € Ok and pw! ™% P, (w) is invariant under the action of Gal(L/K). Note that
pw! ™ P, (w) in actually in L[x]_,, so it is invariant by Gal(L/K) if and only if it is in K[x]. Let £ the
set of elements Q € K[x] . such that when we write Q(x) = Zi>0 b;(x —a)', we have vg (b;) > (st —i)A.
Then we see that £’ is exactly the set of elements of K[x]_, tha; are of the form pw!™ P(w) for some
P e Oplw]<y.

Then we have shown that

A(,)((X’)z{ao—i- Q"—(xt)v", aOEOK,QnES/},
p(x)
n>0
where v = R/’
Note that if f € A(}((X/) is written as ag + anO(Qn(x)/u(x)’)v” with ag € Ok, O, € &, then

11l x" = max(lao|, max 1 Qnit™" llx). (2)

We can see f as being in Oy [[w]] and reason in terms of vg(f). We have that vg(v) = 0 as v is regular
of degree st. Moreover, writing Q,, 0" as o' 0,01, we see that the leading term of Q,u~" is w*’. Using
this, we see easily that vg(f) = min(vg(ag), min, (ve(Q,u~"))) which gives the result.

Step 2: We introduce the tools that allow us to go from the description of A(}< (X’) to the description of
AL(X).

Let Q = {0y, ..., on} be a system of representatives in Gg of Gg/G g, numbered so that o; D1 = D;
(so we take o1 = id). Recall that w = £/(x — a). Let &;, a; be conjugates of £ and a; by o;, and let
w; =& /(x —a;) (so that w; = w). If £ € Op[[w]] =A% (X)) c A (X), with f =3 f,w", we denote
by tr f € .Ag(X) the element ZlN:] >, 0i(f)w!. Note that if f € Ag(X'), then tr f € Ag(X) and
A% X)={a+trf,ae O, f € A(}( (X")}. We can actually make this more precise: let A% (X)o and
A(}( (X")o the subspaces of A% (X)and A(1)< (X") of functions with no constant term (see Remark 3.3.4). Then
tr induces a bijection between A(}((X/)O and A%(X)o. Moreover if f € A(}( (X))o then || fllx = |Itr flix,
as can be seen from Proposition 3.3.3.

Note that A(,)((X "y € Or[[w]], and this injection is multiplicative and preserves the norm. So we
also get an injection A% (X)o — Or[lw]], which preserves the norm as noted earlier. But this is not
multiplicative, as in general tr( fg) # (tr f)(tr g). However, we have for all f, g in wO[[w]]:

Itr(fg) — (tr HHtrlix < Il fgllx 3)

In particular, we have that |[tr(fg)||x = || (tr f)(tr &) x.
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Let us prove (3). Write f =) f,w"and g =), g,w". Then (tr f)(tr g) is of the form tr(u) for
some u in wOy[[w]]. We can assume that || f||x» = ||g|lx’ = 1, so that || fg|lx = 1. Let w’ be one of
the w; for i > 1. Consider w"w'™ for some integers n, m > 0. It can be written as a sum of an element
of wOy[[w]] and an element of w'O;[[w’']], and we want to understand the term in wO; [[w]]. Note
that for n > 0, m > 0, we can write w"w™" =Y " o;w’ + > 1", Biw', with o; € Oy and B; € O, and
la;| < 1 and |B;| < 1 foralli as || < |a —a’|. So we see that all the terms contributing to fg — u have
norm < 1. This proves (3).

Step 3: We give a description of A% (X). Combining the description of A(}( (X’) in Step 1 and using the
trace we get

A (X) = {ao+2tr<%v"), a € Op, O, es/} )

n>0

and elements of A% (X) can be written uniquely in such a way. We want to change this description to
something more convenient. Let z = tr v. Then

AL(X) = {ao + Ztr(%)z”, ag € O, Oy € 5/}. (5)

n>0

In order to prove this, we transform an element written as in (4) into an element written as in (5) by
successive approximation, using the inequality (3) and the formula (2) for the norm.

Step 4: We now give a set of generators of .AOE (X) as a complete Og-algebra, which will be useful in the
next steps.

We start by giving a basis of the Og-module £ For 0 < j < t, let £; be the subset of K[x]., of
polynomials that can be written as Zf;é bi(x —a)" with b; € F, vg(b;) > (s(t — j) — i)A. Note that
by Lemma 4.2.2, £; is the subset of elements of K[x].; with vg(by) > s(t — j)A, and if P € &}, then
ve(b;) > (s(t — j) —i)A for all i > 0. Moreover, £; is in bijection with the set

Fsg—jn=1{b € F,vp(b) = s(r — j)A}

by P+ P(a). Indeed, if b € F, it can be written uniquely as b = P (a) for some P € K[x]_.; as F = K (a).
By definition, F(—j), does not contain an element of valuation s(z — j)A for 0 < j <. We note that
&= @3-_:10 1/ Ej. We define bases for the £; as Ox-modules as follows: fix §; in Fy— ), of minimal
valuation (take 6o = 1, and note that vg(§;) > s(r — j)A if j #0). Let @ be a uniformizer of F, so that
(1,w,...,w* ") is a basis of O as an Og-module. Then let Qi,j € &; be the polynomial such that
Qi jla)= iji*I for 1 <i <s. So we deduce a basis (P; j)o<j<s,1<i<s of £ as an Og-module by taking
Pij= Qi n.

Finally let u; ; = P; j /i’ € A(}( (X"), so that v = R/u’ = uy . Let @ be a uniformizer of K, so that
Ok = Ogla] (recall that K is a totally ramified extension of degree N of E). Let y; j = tr(ozeu,; ;). Then
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A%(X ) is generated by z and the y; ; ¢, and more precisely

s t—1 N—1

AR (X) = {ao-i-Z( 3N ai,j,[,nyi,j,é)znv ao, ai j.en € Op Vi, J, 5}- (6)

n>0 N i=1 j=0 £=0

Step 5: Let A = A% (X)/(mwg). We now show that the hypotheses of Corollary 2.1.2 are satisfied by A.
Denote by y; ;. the image of y; ;¢ in A, and by z the image of z (observe that y; 9.0 = z). Let I be the
ideal of A generated by the y; ; ¢ for (i, j, £) # (1, 0, 0). Then it is clear from (6) that the maximal ideal
of A is generated by [ and Z.

Then I is a nilpotent ideal. Indeed, consider f one of the elements y; ; ¢, that is, f = tra‘u; ;. We
see f as an element of A%(X). When we write o/u,;j as an element of O [[w]], with w =&/(x —a) as
before, we see that in fact it is in w; O [[w]], as either £ > 0 or (i, j) # (1,0). So f isin nL.A(z(X). By
Lemma 4.2.6, this means that the image of f in A is nilpotent. So [ is nilpotent.

Let us show that A has no z-torsion. Let f € A which is not a unit. Then f = g for some g € A% (X)
that can be written as tr(/) for some & € A(I)( (X"). We compute ||zgllx = [|(trv)(trh) || x = |tr(vh)| x (by
(3)), so finally [lzgllx = [[vhllx' = llvlix |kl x'. Moreover, |lv]x =1, so [zgllx = ll2llx* = ligllx- By
Lemma 4.2.6, this means that 7 f # 0 if f #0.

So finally we are in the conditions of Corollary 2.1.2.

Step 6 We compute the dimension of A/(z), which is the complexity we are looking for by Corollary 2.1.2.
It is clear from (6) that dim; A/(z) < Nst, as A/(Z) is generated as a k-vector space by 1 and the y; ;¢
for (i, j, £) # (1,0, 0). Let us show that it is in fact an equality.

Let X = L+ D ; 0)£(1.0.0) M.j.ti,je in A that reduces to 0 in A/(Z), and let us show that all the
coefficients are in fact 0. First, u = 0 otherwise x in a unit in A. Lift each A; ; , to some a; j o € Of. Let
f =26 .020.00 %.j.ea‘ui j, so that x =tr f, and assume that f 7 0.

The fact that x reduces to 0 in A/(z) means that there exists some g € .A% (X) such that ||tr f —zg|lx <
|7g|. Then g is in the maximal ideal of .A% (X) (it cannot be a unit as ﬂ is nilpotent in A but z is not).
So we can take g to be of the form tr 4 for some & € A(I)( (X")o. Let us compare tr f and (tr v)(tr i): they
are both in A% (X)p so we see them in Oy [[w]] = A(I)( (XN.

We compute easily that the valuation of ozgul-, jistvg(a)+({ — Dve(w)+ve(d;) and the leading term
is w*?=7). So we can determine j from the leading term. Note also that vg(e) = 1/N, vg() = 1/sN.
AsO0<f¢ < Nand 0 <i—1 <y, we see that for a given j, the valuations of o/u,-,j and oezlu,-/,j are
not equal modulo Z except if i =i’ and £ = ¢'. This means that in f there are no cancellations, and in
particular the leading term of f is w*?~/) for some j < . On the other hand, the leading term of v/ is
w" for some n > st. This contradicts the fact that |[tr f — (trv)(trh)|| < |7g].

So finally e(A) = dimg A/(Z) = Nst. O

Additivity formula. We know want to compute the complexity of any connected standard subset defined
over E. Using the fact that the complexity is invariant under unramified extension of the definition field,



670 Sandra Rozensztajn

we see that Proposition 4.2.12, combined with Propositions 4.2.10 and 4.2.11, gives us a way do this
computation.

Proposition 4.2.12. Let X be a connected standard subset defined over E. Assume that X is of the form
Y\ T, where Y is either Pl(@p) or a disk defined over E, T = J!_, T;, where each T; is a disjoint
union of closed disks D; ; such that the T; are pairwise disjoint, with each defined and irreducible over
E, contained in Y, and each D; ; is well-defined over an extension of E that is totally ramified over E.
Then cg(X) = cg(Y) + Y1t ce(PY@Qp)\Ty) if Y is a disk, and cp(X) = Y cg(P' @) \ T}) if
Y =P'(@)).

Proof. Let X; = Pl(@p) \T; for 1 <i <m, and set Xo =Y if ¥ is a disk. Then X =), X;, and each X;
is defined over E, and if i > 1 then X; is of the form of the subsets studied in Proposition 4.2.11.

Using the description of the ring of functions in Proposition 3.3.3, we see that for each i, we can write
A%(X i) = Og & M; for some submodule M;, where OF is the subring of constant functions (note that
if i > 1 we can choose M; canonically by taking the functions that are zero at infinity). Then we have a
natural injection A% (X)) —> .A% (X) for all i, such that A% X)=0r® (EBI M,-) by Proposition 3.3.3.
Let f € .AOE (X), and write f in this decomposition. Then f has a nonzero component on M; if and only
f hasapolein T;. Let A; = .A%(X,‘)/(JTE), and M; = M;/(wg). Then each A; contains an element z; as
in Lemma 2.1.5: it is the element called z in Propositions 4.2.10 (for i = 0, if X is bounded) and 4.2.11
(fori > 1).

Let A= A%(X)/(mg). Then A=k (D, Vi), where V; is the image of M;, and A is nearly the sum of
the A;’s as in Definition 2.1.3. In order to compute the multiplicity of A, we want to apply Lemma 2.1.5.
So we need to prove: for all i # j, there exist some integers N and ¢, with # < N, such that V"V; C Vi"_’
for all n > N. It is clear that V;V; C V; + V;. So we can assume without loss of generality that m < 2.

We will treat only the case where i = 1, j = 2. The case where i or j is equal to O (which can occur
only when X is bounded) is similar. For simplicity, we will assume from now on that 7} and 7, are
actually connected, that is, each is a single closed disk D; defined over E. The general case needs no
new ideas but requires more complicated notation.

We first describe a little the ring A% (X). We fix a finite Galois extension L of E such that X is
well-defined over L. Let to = ey /g. So fori =1, 2 we write D; = D(a;, |& T, with ¢; and &; in L. Note
that |§; /(a; —a;)| < 1if {i, j} ={1,2},s0v.(§/(a; —a;)) > 1. Let y; =&;/(x —a;) fori =1, 2. Then
AL (X)) c OLllyill = A2 (X)) If h € A% (X)) N O[], then A is in w5 A% (X)).

We have a decomposition A% (X) = O & M| & M, as before. We denote by «; the projection to
M; in this decomposition. We also have a decomposition of A = A%(X )/(wg) as k ® V) & V,, and we
denote by &; the map to V; which is the composition of reduction modulo g and projection to V;. The
maps «; extend to the decomposition Ag(X )=0LBOM1 L DMy L.

Denote by z; the element that was called z in the proof of Proposition 4.2.11 applied to X (which
is also the element called v, as we are in the case where N = 1), and denote by t the integer that was
denoted by sz. Then in Or[[y1]], z1 is equal to w h + y{u for some h € Or[yi]l<; and u € O [[y1]]*.
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For m > 0, write z|' = ijo cm,jy{ with ¢, j € Or. Then we have that vy (¢, j) > m — j/7. On the
other hand, we can write y|'* = 220 q,-z"l with g; € ninax(o’m_i)(’)L[[tl]].

Let z; be the image of z; in A;. Then as in the proof of Proposition 4.2.11, V| is generated by z; and a
nilpotent ideal 7 of A;. Let #; be an integer such that /" = 0. Then any element of V" for n large enough
is a multiple of ]~

Fix some f € M such that its image in V; is in V', and g € M. As we are interested only in working
in A, we can assume that f is divisible by z’f*t‘. So when we write f (seen as an element of A(Z (X1)
as ) ; ij{, we have vy (fj) >n—t — j/t.

We have that fg € M|@BMp, soitsimage in A isin V@ V,>. We want to show that in this decomposition,
the projection @ (fg) of fg to V, is zero, and the projection @ (fg) to V; is contained in V|'~" (for some
t independent of n to be determined).

Clearly, for all integers a, b, we can write yj‘yé’ = Zle )La,b,,-yl" + Z?:l ,ua,b,,-yé with A, 5 and [g p.i
in Op,and vy (Mg p i) =a+b—iand vy (Ugp)>a+b—i.

We study ﬁ.rst a1(fg)in A%(X). We have o (fg) = ijo fjozl(y{g). Asvr(fj)=n—1t — j/r,.all
terms fo (y{g) for j < (n — ty — t;)7 contribute elements that are in nZ)OL[[yl]]. Consider o (y{ g)
for j > (n —ty — t1)t. It contributes to y{ with a coefficient of valuation > j—i. So all terms in y{ with
i <(n—to—1)T —tg are in 7 OL[[y1]]. Thus & (fg) is in (P OL[[y111+ ¥~ OLIy11]) N AL (X))
for t, = t; + 2fp. We have that yl("_mr =Y, iz} with ¢; € nglax(o’("_lz_i)r)OL[[yl]]. So finally,
a1(fg) € @Oyl + 2O,y N AL(X)) for 13 = £ + fp. From this we deduce that @, (fg)
is a multiple of 7] ", and so is in V' ",

We see also that if n > 219 + 1, then o (fg) goes to 0 in V>.

So we get the result we wanted by taking ¢ = 13 and any N > max(t3, 2fo + t1). O

4.3. Combinatorial complexity of a standard subset with respect to a field. We give another definition
of complexity of a standard subset. It is defined in more cases than the algebraic complexity, as we do
not require X to be defined over E to define the complexity of X with respect to E.

Definition. Let X be a standard subset, and E be a finite extension of Q,. We define an integer y£(X)
which we call combinatorial complexity of X.

Let D be a disk (open or closed). Let F be the field of definition of D over E. Let s be the smallest
integer such that there exists an extension K of F, with ex,r =s, and K N D # &. Let ¢ be the smallest
positive integer such that D can be written as {x, stvg(x —a) > vg(b)} or as {x, stvg(x —a) > vg(b)}
for elements a, b in K. Then we set yz (D) = st. We also set yg (P! (@p)) =0.

Then if X is a standard subset, we define yz(X) to be the sum of the combinatorial complexities of its
defining disks. That is, if X is a connected standard subset, it can be written uniquely as Dy \ U';: 1 Dj
with Dy an open disk or Dy = P! (Q »)» Dj aclosed disk for j > 0, and the D; are disjoint for j > 0. We
set yp(X) = 27:0 ye(D;). If X be a standard subset, we can write uniquely X = (J;_, X;, where X; is
a connected standard subset and the X; are disjoint. Then we set yg(X) = Zle ve(X;).

Some properties of the combinatorial complexity.
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Lemma 4.3.1. Let X be a standard subset. Let F/E be a finite extension. Then yg(X) > yr(X), with
equality when F [ E is unramified, or when F is contained in the field of definition of X.

Proof. 1t suffices to show that yg (D) > yr(D), with equality when F/E is unramified, for any disk D
(open or closed), and then it is clear from the definition. O

Proposition 4.3.2. Let X be a standard subset defined and irreducible over E, and write X = Ji_, X;
its decomposition in connected standard subsets. Let E| be the field of definition of X| over E. Then
Ye(X) =[E1 : Elyg, (X))

Proof. We have yg(X) =Y :_, ve(X;) = Y_i_, v, (X;). Observe first that yg,(X;) does not depend on
i. Indeed, for all i there exists 0 € Gg such that 6(X;) = X; and o (E;) = E;. Such a ¢ transforms
an equation {x, vg(x —a) > vg(b)} (or {x, vg(x —a) > vg(b)}) of a defining disk of X to an equation
defining the corresponding disk in X;. Moreover, s = [E| : E], as Gg acts transitively on the set of X;
because we have assumed X to be irreducible over E. (|

4.4. Comparison of complexities. The important result is that the two definitions of complexity actually
coincide when both are defined.

Theorem 4.4.1. Let X be a standard subset defined over E. Then cg(X) = yr(X).

Proof. We can assume that X is irreducible over E, as both multiplicities are additive with respect to
irreducible standard subsets.

Write now X = | J X;, where the X; are connected standard subsets, and let E; be the field of
definition of X;. Then cg(X) =[E : E1]cg,(X1) by Proposition 4.1.2, and yg(X) = [E : E1]yg,(X1) by
Proposition 4.3.2.

So we can assume that X is a connected standard subset defined over E. Note that cg(X) = cg/(X)
and yg(X) = yg/(X) for any finite unramified extension E’/E by Propositions 4.1.4 and 4.3.1. So we can
enlarge E if needed to an unramified extension, and we can assume that we have written X = D\ | J Y;
satisfying the hypotheses of Proposition 4.2.12. So we have c¢g(X) = cg(D) +)_; ce (P! (@p) \ Y;) by
Proposition 4.2.12, and the analogous result for yz follows from the definition. So we need only prove
the equality for these standard subsets.

Let D be a disk defined over E, of the form {x, vg(x —a) > A}. Let s be the minimal ramification degree
of an extension F of E such that FND # &, and ¢ > 0 be the smallest integer such that stA € (1/s)Z. Then
ce(D) = yg(D) = st. For cg (D) it follows from Proposition 4.2.10, and for yg (D) it is the definition.
So we get that cg (D) = ye(D).

Let now X = P'(Q,) \ T, where T is defined and irreducible over E, and T = vaz  Di, where
the D; are disjoint closed disks defined over a totally ramified extension of E. We have yg(X) =
> ye(D;) = Nyg(D,) as the D; are Gg-conjugates. Let F be the field of definition of D;. Then
ve(X) = Nyp(Dy) = Nyp (P! (@p) \ D1p). On the other hand, it follows from Proposition 4.2.11 that
cp(X) = NCF(IP’l(@p) \ D1). The proof that )/p([lj’l(@p) \ D) = CF([FDl(@p) \ D7) is now the same as
in the case of a disk. So finally cg(X) = yg(X). O
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From now on we only write cg to denote either cg or yr (so we can consider cg(X) even for X that
is not defined over E, or for X a disjoint union of closed disks).

Corollary 4.4.2. The complexity of X is at least equal to the number defining disks of X. It is at least

equal to the number of connected components of X.

4.5. Finding a standard subset from a finite set of points.

Approximations of a standard subset. Let X =|J)_, (Dy.0\ U™, Dy.;) be a bounded standard subset,
where the D, o\ (J!""; Dy,; form the decomposition of X as a disjoint union of connected standard subsets,
so that the disks D; ; are the defining disks of X.

ForJ C{l,...,N}and I, C{l,...,m,}forne J,wesetY; ;= UneJ(Dn,O\Uiel,, Dn,i). This is a
standard subset with cg(Y; ;) < cg(X) and equality if and only if X =Y, ;. Such standard subsets are
called approximations of X.

For a bounded connected standard subset X, written as D(a, r)~ \ A for some finite union of closed
disks A, we define its outer part as D(a, r)~. If X is any bounded standard subset, we define its outer
part as the union of the outer parts of its connected components. Note that if X is defined over a field E,
then so is its outer part X', and X’ is an approximation of X, and it contains X.

We make similar definitions for unbounded standard subsets. If X is an unbounded standard subset,
then we define its outer part to be P!'(Q p)-

Main results.

Theorem 4.5.1. Let X be a standard subset defined over E. Let m be an integer such that cg(X) < m.
Then there exists a finite set £ of finite extensions of E, depending only on E and m, such that X is entirely
determined by the sets X N F for all extensions F € £.

We can actually take the set £ to be the set of all extensions of E of degree at most N for some N
depending only on E and m. This theorem will be proved later, after we establish some preliminary
results.

Corollary 4.5.2. Let X be a standard subset of D(0, 1)~ defined over E. Let m be an integer such that
ce(X) <m. Let ¢ > 0 be such that D(x, &)~ C X forall x € X,and D(x,e)" N X = forall x ¢ X.
Then there exists a finite subset P of D(0, 1)~, depending only on E, m, and ¢, such that X is entirely
determined by X NP.

Proof. Let £ be the set of extensions of E given by Theorem 4.5.1. For each extension F' of E which is
in &, the set F N D(0, 1)~ can be covered by a finite number of open disks of radius &, and we define a
finite set Pr by taking an element in each of these disks. Then X N F can be entirely determined from
X NPr. We set P to be the union of the sets P for the extensions F of E that are in £. This is a finite
set, as £ is finite, and X is determined by X NP, as it is determined by the intersections X N F for F € £
by Theorem 4.5.1. U

Remark 4.5.3. As is clear from the proof, the set P can be huge. However in practice for a given X we
need only test points in a very small proportion of this subset.
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Notation. Letce@ p- If a < b are rational numbers, denote by A (a, b) the annulus {x, b <vp(x—c) <a}.
If a is a rational number, denote by C.(a) the circle {x, vg(x —c) = a}.

If t € Q, let denom(¢) be the denominator of ¢, that is, the smallest integer d such that t € (1/d)Z.
Note that [E(x) : E] > denom(vg(x)).

Preliminaries.

Lemma4.54. Letx, z € @p, with denom(vg (x — z)) > teg(x)/E for some integer t. Let D be a rational
disk (open or closed) containing z but not x. Then cg(D) > t.

Proof. 1t is enough to prove that cg () (D) > ¢, as cg(D) > cg(x)(D). Let D be such a disk. As D does
not contain x, we have D C C(A) where A = vg(x —z). So for all y € D, denom(vg)(y —2)) =
denom(vg () (x —2z)) > t, which implies that e, )/ £(x) > t. By the definition of combinatorial complexity,
we deduce that cg () (D) > t. O

Fix an integer B. We say that A € @ has a large denominator (with respect to B) if denom(A) > B, and
a small denominator otherwise. The set of elements of ) with small denominator can be enumerated as a
strictly increasing sequence (%;);cz.

Corollary 4.5.5. Let x € Q p»Mm € Z, and X be a standard subset defined over E with cg(X) < m. Let
B > meg(x)/E, and define the sequence (t;) of rationals that have a small denominator with respect to
B. Leti € Z, and let D be a defining disk of X (open or closed). Then either A,(t;,t;+1) N D = &, or
Ax(ti, tiy1) C D (and then x € D).

Proof. Assume that A, (¢, t;11) N D is not empty, and let z € Q » be an element of this set. Then
denom(vg (x—z)) > B, so in particular denom(vg (x —z)) > meg (v g. By Lemma 4.5.4, either cg (D) >m
or x € D. As the first is impossible because cg(X) < m, we get that x € D. Assume that D is a closed
disk (the case of an open disk being similar). So D is a set of the form {y, vg(x — y) > t} for some ¢ € Q,
or equivalently of the form {y, v (x —y) >t} for t’ =teg(x) £. We have cg () (D) = denom(z’) and
cEw) (D) < cp(D) < cg(X) <m, so denom(t') < m, and so ¢ has a small denominator and hence is one
of the #;. As D contains an element of A, (#;,;41), we see that 7; <; and so A (;, ;1) C D. O

Proposition 4.5.6. Let E be a finite extension of Q,. There exists a function g such that for any
bounded standard subset X defined over E, if cg(X) < m, then there exists an extension F of E with
[F:El<Ygm)and XNF # @.

Lemma 4.5.7. Let E be a finite extension of Q,. There exists a function 1//2 such that for any open
or closed disk D of @p defined over E, if cg(D) < m then there exists an extension F of E with
[F:E]< wg(m) and DN F # @ and the radius of D is in |F*|. For m < p* or p =2 we can take
wg (m) = m and consider only extensions F/E that are totally ramified.

Proof. We write the proof for D open, the proof for D closed being nearly identical.
Let s be the minimal ramification degree of an extension K of E with KN D # &, and fixa € KN D.
Let ¢ be the smallest positive integer such that D can be written as {x, stvg(x —a) > vg(b)} for an
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element b € K. So by definition cg (D) = st. By Theorem 1.1.1, there exists an extension K of E with
ex/e=sand [K : E] < s2and KN D # . Then if F is a totally ramified extension of degree ¢ of
K, then F satisfies the conditions, and we have [F : E] < s%¢. As st < m, this means that we can take
Y (m) =m>
Note that s is a power of p by Theorem 1.1.1, and s < m. So if m < p* then s =1 or s = p, so we can
take [K : E] <s and K /E totally ramified instead of [K : E] < s2 and so we can take [F : E] < m.
When p =2 the result comes from applying Theorem 1.1.2 instead of 1.1.1. (]

Proof of Proposition 4.5.6. We show first that there exists a function 119 such that for all X a standard
connected subset defined over E with cg(X) < m, there exists an extension L of E with [L: E] <y é (m)
and XN L # @.

Consider first the case where X is of the form D(0, 1)7\ Y, with Y a disjoint union of closed disks. Then
either 0 € Y, in which case 0 € X, so EN X # & and there is nothing more to do, or 0 € Y. We assume from
now on that 0 € Y. Then m > 1 and we can write Y as D(0, |a|)TUZ, with Z a union of disjoint closed disks.
By the additivity formula for complexity, we have that cg (Pl(@p) \ D, |aD™) + cE([P’l(CDp) \Z) <
m — 1. Let A € @Q* with denom(A) > m. Then Z N Cy(1) = &, by Lemma 4.5.4 and the fact that
cp (P! (@ »)\ Z) <m. Let s =denom(vg(|al)). Then by definition of the combinatorial complexity, we
have that cE(IPI(@,,) \ D(0, |a])*) = s, so we know that s < m, and in particular vg(a) > 1/m. So we
see that Co(1/2m) C X by the two previous remarks. Let L be a totally ramified extension of E of degree
2m, then L N Co(1/2m) # @, and so L N X # &. So there exists an extension of E of degree at most 2m
such that X has points in this extension.

Consider now the case where X is of the form D \ Y, but D is not necessarily D(0, 1)~ anymore. By
Lemma 4.5.7, there exists an extension F of E of degree at most wg (m) such that D contains a point
in F and has a radius in |F*|. Moreover, cr(X) < cg(X) < m. By doing some affine transformation
defined over F, we can reduce to the case where D = D(0, 1)~, so we see that X contains a point in
some extension L of F with [L : F] <2m, and so X contains a point in L with [L : E] < }E (m), where
Wi (m) = 2myd(m).

Now we go back to the general case, where X is not necessarily connected. Write X as a disjoint union
of irreducible components over E. Each of them has complexity at most m, and it is enough to find a
point in one of them. So we can assume that X is irreducible over E.

Suppose now that X is irreducible over E: write X = Ule X;, where the X; form a G g-orbit. Let
F De the field of definition of X1, and s = [F : E]. Then cg(X) = scp(X1), so cp(X1) <m’ = [m/s].
There exists an extension L of F of degree at most }p (m’) such that K N X| # &. As L is an extension
of E of degree at most sw}p(m’), we see that we can take Y g (m) = sup—;,, SUP[F.g]=q sw}p(Lm/sJ),
which is finite as £ has only a finite number of extensions of a given degree. O

By inverting the role of closed and open disks, we obtain the following statement:
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Proposition 4.5.8. Let E be a finite extension of Q. There exists a function ¢ such that for any standard
subset X defined over E and different from P! (@p), if cg(X) < m, then there exists an extension F of E
with [F : E] < ¢g(m) and there exists an element of F that does not belong to X.

Following the proofs above, we see that we can actually take wg(m) = m?, W}E(m) = 2m?>, and
YE(m) = gpp(m) =2m’,

Proof of Theorem 4.5.1. To help with the understanding of the method, we will explain the steps on the
following example (for p > 2): let

X =(D1,0\D1,1)U(Dy0\ D2,1)UD30U Dy,

where Dy o= D(0, )", D1,1 =D(0, |[p))*, D2,o=D(0, |p)~, D21 =D, |p**, D3,0=D(1//p. D",
D3 o= D(-1/,/p,1)". Here X is defined over Q, and cq,(X) = 6 so we can take any m > 6.

We assume first that we know that X is bounded.

Write X as |, (Do \ U™, D.i), where the Dy 0\ /™, Dy,; form the decomposition of X as a
disjoint union of connected standard subsets (in particular D, o is open and D, ; is closed for i > 0).
We number the disks so that the D, o for 0 < n < M are maximal, that is, they are not included
in any other defining disk of X, and the D, o for M < n < N are all included in another defining
disk of X. In this way, the outer part of X is Ufzw: | Dno. In the example the outer part of X is
DO, 1)"uUD(//p, )" UD(-1//p,1)".

Let £ be the set of extensions of E of degree at most 2m? max(y'g(m), ¢ (m))>, where cg(X) < m.
Let P = Upcg F. We have to show that X can be recovered from the knowledge of X NP.

We work by constructing a sequence (X;) of approximations of X, such that each X; is defined over E
and is an approximation of X;1; and cg(X;4+1) > cg(X;), so that at some point X; = X and we stop.

We first describe how to solve the following problem: given some fixed x € X, with [E(x) : E] <Y g(m),
find the largest defining disk D of X containing x (note that D is necessarily open).

Let the sequence (¢#;) be as before Corollary 4.5.5, with B = myrg(m). For each i € Z, let A; =
(t; +1t;+1)/2. By construction A; has a large denominator, but denom(a;) < 2m21ﬁE (m)?. Choose some
z; € P such that vg(x — z;) = A;. This is possible as we can choose z; in a totally ramified extension of
E(x) of degree at most 2m>y g (m)% Then:

Lemma 4.5.9. Let i € Z be the smallest element such that z; € X. The largest defining disk of X containing
x is the disk D = {z, vg(x — 2) > t;}.

Proof. Let D be the largest defining disk of X containing x. Then z; € D. Otherwise, z; is contained in
some (open) defining disk of X that does not contain x, which contradicts Corollary 4.5.5.

We can write D as {z, vp(x —z) > t} for some ¢ € Q. Moreover t = t; for some j, as cg(D) < m.
Then t <t; as D contains z; so j <.

Let us show now that j =i. If j <i then by definition of i, z; & X. As z; € D, it means that z; € D’
for some closed defining set of X contained in D. But then A,(¢;, ;1) C D" by Corollary 4.5.5, so D’
is of the form {y, vg(y — x) > s} for some s < t;, which contradicts the fact that D’ C D. O
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Next we describe how to solve the following problem: given some fixed x ¢ X but x in the outer
part of X, with [E(x) : E] < ¢g(m), find the largest defining disk D of X containing x (note that D is
necessarily closed).

Let the sequence (#;) be as before Corollary 4.5.5, with B = m¢g(m). Then D is of the form
{z, vE(x —2) > t;} for some i, as cg)(D) < m. As x is in the outer part of X, there exists a largest
defining disk D’ of X containing x. Let ig € Z be the integer such that D’ = {z, vg (x —z) > f;,}. For each
i, we can find an element z; in C, (¢;), with [E (x, z;) : E(x)] < m*¢g(m), such that the G E(x)-orbit of z;
contains at least m elements zlgl) =Ziyeees zl(m) satisfying vg (zlfj) - zl@) =1; for all j # ¢. We can find
such a z; as follows: first find y; in a totally ramified extension of E(x) of degree at most m¢pg (m) such
that vg(x — y;) = ¢;. Next, find u; generating the unramified extension of E(x) of degree m and such

that |u;| = 1 and the G g(x)-conjugates of u; have distinct reductions modulo p. Let z; = u;y;. Then z;
satisfies the property we want, as it has m G gy, y,)-conjugates (zl@)lﬂfm and they satisfy the property
about UE(ZEJ) — zl@).

Lemma 4.5.10. Leti € Z be the smallest element > iy such that z; ¢ X. Then D = {z, vg(x — 2) > t;}.

Proof. Let j € Z, j > ig be such that z; ¢ X. As X is Gg-stable, this means that 29 is not in X for all
1 < <m. As each zE-K) is in the outer part of X (in fact in D’), it means that each zﬁ-[) is contained in

some closed defining D, disk of X contained in D’. Then in fact there exists a closed defining disk of
)
; J

zi-e )). So if there is not a closed defining disk

X containing x and all the z(/.[) for 1 < ¢ < m. Indeed, if a disk contains two of the 7z~ it contains all
’ )

-
), then the disks Dy are all distinct, which gives that cg(X) > m. So, in particular,

of them and also x, due to the condition on the vg(z
containing all the zf
z;j is contained in D.

On the other hand, assume that D = {z, vg(x — z) > t;} for some j. Necessarily j > ig as D C D".
Then z; ¢ X: if z; is in X, then so is le_e) forall 1 < <m. So each zﬁ-[) is contained in an open defining
disk of X contained in D, and so as before there exists some open defining disk of X containing z; and x

and contained in D. But this is impossible as vg(x —z;) =1;. Il

We show now how to find the outer part X; of X, thatis, X| = Uf:i o Dn,0 in the notation of the
beginning of the proof. Start with X| = @.

(1) Find some x € X NP that is not in X, if there is one. If there is not, then X is the outer part of X.

(2) Find the largest defining (open) disk D of X that contains x, using Lemma 4.5.9. Add to X the
G g-orbit of D. Go back to the first step.

For the first step, Proposition 4.5.6 ensures that if X is not contained in X, we can find some element
of X \ X that is also in P. For the second step, note that by construction the G g-orbit of D is disjoint
from X, and during the construction the set X is always defined over G .

In the example: note that X N Q, = &, so we find points in X N Q,(,/p). The fact that 1/,/p € X
gives us the defining disk D3 o= D(1/,/p, 1)~ and the fact that X is defined over Q, gives the other
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defining disk D40 = D(—1/,/p, 1)". The fact that ,/p € X gives us the defining disk D o= D(0, 1)".
At this point we have the outer part X1 = D oU D3,0U Dj4p.

We now want to find X, = Ufy:O(Dn,o \ U!%y Dn.i). Note that X is defined over E.

The method as it is very similar to the method to find X;. For each D, o, n < M, find if there is an
element x that is in X| but not in X. If such an element exists, we can take it with [E(x) : E] < ¢ (m)
by Proposition 4.5.8. Then we find the largest (closed) defining disk of X containing x and contained in
Dy, o using Lemma 4.5.10.

In the example X, = (D 9\ D1,1) U D3,0U Dy 9. The fact that p is in Dq o but not in X gives us the

defining disk Dy ;.

Once X is found, we have the decomposition X = X, U X', where X, and X’ are both approximations
of X,and X' = U:,V:MH(Dn,O \Um Dn,l-). In particular, we have that cg(X') = cg(X) — cg(X>3). Let
m' =m —cp(Xy). If m" =0 then X, = X. Otherwise, we must find X’, given that X’ is defined over
E and cg(X') < m’. Moreover, as we know X, entirely, if we know X NP then we also know X' NP.
Applying the same steps as before, we can find an approximation of X’ and so work recursively.

In the example, X' = Do\ Da,1, and as cg, (X2) =4 we get m" = m — 4, and we need to find X".

Finally, we want to remove the hypothesis that we know that X is bounded. First, we can determine
whether X is bounded by considering only X N @Q,. If X is bounded apply the algorithm described. If X
is not bounded, then set X| = X, and then apply the algorithm starting at the step where we determine X5.

5. Application to potentially semistable deformation rings

5.1. Definition of the potentially semistable deformation rings. We recall the definition and some prop-
erties of the rings defined in [Kisin 2008]; see also [Kisin 2010].

Letp: G@p — GLZ((IZD p) be a potentially semistable representation. Then we know from [Fontaine
1994] that we can attach to p a Weil-Deligne representation WD(p), that is, a smooth representation
o of the Weil group Wq, with values in GL,(Q p),and a Q p-linear, nilpotent endomorphism N of @%
such that No (x) = p%€* (x)N for all x € Wg,. We say that o is the extended type of p, and o Io, the
inertial type of p, where Ig, is the inertia subgroup of Wg,.

Kisin defines deformation rings that parametrize potentially semistable representations with fixed
(distinct) Hodge—Tate weights and a fixed inertial type. However, this is not entirely adapted to our
purposes: we would like each of these families of representations to be classified by one parameter
(see Theorem 5.3.1). This is not the case for the rings defined by Kisin: for example, if we take the
trivial inertial type, the deformation ring classifies a family of crystalline representations, and a family of
semistable, noncrystalline representations, and we cannot classify all of these with a single parameter. So
we introduce a refinement of Kisin’s rings, where in some cases we will consider deformations with a
fixed extended type instead, and use a refinement of Kisin’s rings defined in [Rozensztajn 2015].

Definition of the Galois types. We make the following definition:
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Definition 5.1.1. A Galois type of dimension 2 is one of the following representations with values in
GL>(Q)):

(1) A scalar smooth representation 7 = x @ x of Ig,, such that x extends to a character of Wq,.

(2) A smooth representation 7 = x; @ x2 of Ig,, where both x; and x, extend to characters of Wg,,
and x1 # X2

(3) If p > 2, a smooth representation T = x1 @ x2 of Wq,, such that x; and x» have the same restriction
to inertia, and x1(F) = px2(F) for any Frobenius element F in Wq b

(4) If p > 2, a smooth irreducible representation 7 of Wg,.

We call Galois types of the form (1) and (2) inertial types, and those of the forms (3) and (4) discrete
series extended types. If p is a potentially semistable representation of Gg, of dimension 2 and p > 2,
then we know from the classification of 2-dimension smooth representations of W, that either its inertial
type is isomorphic to a Galois type of the form (1) or (2), or its extended type is isomorphic to a Galois
type of the form (3) or (4) (if p = 2 there are other possibilities). Of course the possibilities are not
mutually exclusive, as a representation that has its extended type of the form (3) also has its inertial type
of the form (1), but we will define different deformation rings using these Galois types. Note that if the
Galois type of p is of the form (2) or (4) then it is potentially crystalline (that is, the endomorphism N
of the Weil-Deligne representation is zero), and that if p is potentially semistable but not potentially
crystalline (that is, N # 0) then its Galois type is of the form (3).

Definition of the deformation rings.

Definition 5.1.2. A deformation data (k, t, p, ¥) is the data of
(1) an integer k > 2,
(2) a Galois type 7,

(3) a continuous representation p of Gg, of dimension 2, with trivial endomorphisms, over some finite
extension [ of [,

k—
cyc

If the type 7 is a discrete series extended type, we will assume that p > 2.

(4) a continuous character ¥ : Gg, —> @; lifting det p such that ¥ and 11 det T coincide.

Let (k, 7, p, ¥) be a deformation data, and let E be a finite extension of @, over which 7 and  are
defined, and such that its residue field contains F. Let R(p) be the universal deformation ring of p over
OF, it is a local noetherian complete Og-algebra. Let RY (5) the quotient of R(5) that parametrizes
deformations of determinant /. Kisin [2008] defined deformation rings RY (k, , p) that are quotients of
RY(p). We will also use a refinement of these rings introduced in [Rozensztajn 2015], which are better
for our purposes in view of Theorem 5.3.1.

If the Galois type 7 is an inertial type, we denote by RY (k, 7, 5) the ring classifying potentially
crystalline representations with Hodge-Tate weights (0, k — 1), inertial type t, determinant i with
reduction isomorphic to p, as defined by Kisin [2008].
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If the Galois type T is a discrete series extended type, we denote by RY (k, T, p) the Og-algebra
which is a quotient of RY (), classifying potentially semistable representations with Hodge—Tate weights
(0, k — 1), extended type 7, determinant ¥ with reduction isomorphic to p defined in [Rozensztajn 2015,
2.3.3].

We know that RY (k, T, p) is a complete flat local Og-algebra (in particular it has no p-torsion), such
that Spec RY (k, T, p)[1/ p] is formally smooth of dimension 1.

The characterizing property of these potentially semistable deformation rings is the following: There is
a bijection between the maximal ideals of RY (k, 7, 5)[1/p] and the set of isomorphism classes of lifts p
of p of determinant i, potentially crystalline of inertial type t (resp. potentially semistable of extended
type 7), and Hodge—Tate weights O and k£ — 1. In this bijection, a maximal ideal x, corresponding to a
finite extension E, of E, corresponds to a representation p : Ga, — GL,(E,) such that there exists a
lattice giving the reduction p (as we consider only representations p that have trivial endomorphisms, the
lattice is unique up to homothety if it exists, so there is no need to specify it).

The Breuil-Mézard conjecture [2002] gives us some information about these rings (proved in [Kisin
2009; Paskiinas 2015; 2016]; see also Rozensztajn 2015 for the cases of discrete series extended type):

Theorem 5.1.3. Let p be a continuous representation of G, of dimension 2, with trivial endomorphisms.
If p =3, assume that p is not a twist of an extension of 1 by w, and let (k, T, p, ¥) be a deformation data.
Then there is an explicit integer pLa(k, T, p) such that e(RY (k, T, p)/(7E)) = pau(k, T, p).

For our purposes, what is important to know about pau(k, T, 0) is that it can be easily computed in
a combinatorial way, in terms of p, k and 7. For more details on the formula for this integer see the
introduction of [Breuil and Mézard 2002].

Definition 5.1.4. We will say that a representation p with trivial endomorphisms is good if it satisfies the
hypothesis of Theorem 5.1.3, that is, if p = 3 then p is not a twist of an extension of 1 by w.

Note that the condition of trivial endomorphisms implies that p is not reducible with scalar semisimpli-
fication.

5.2. Rigid spaces attached to deformation rings. As RY (k, T, /) is a complete noetherian (O -algebra,
the E-algebra RY (k, 7, p)[1/p]is an E-quasiaffinoid algebra of open type as described in Section 3.1, and
RV (k, T, p) is an O-model of it. We denote by XV (k, T, /) the rigid space attached to RY (k, , p)[1/p]
by the construction of Berthelot as recalled at the end of Section 3.1.

Let pi,...,p, be the minimal prime ideals of RY(k,t,p), and let R; = RV (k, t, 0)/pi. As
RY (k, T, p) has no p-torsion by construction, the set of ideals (p;) is in bijection with the set of minimal
prime ideals (p;) of RV (k, T, p)[1/p]l, with R;[1/p] = RV (k, 7, ﬁ)[l/p]/p;. Let &; be the rigid space
attached to R;[1/p], then XV (k, T, p) = U?_, A;, and each A; is an E-quasiaffinoid space of open type.

Let R? be the integral closure of R; in R;[1/p], so that R; C R? C R;[1/p] and R? is finite over R;.
As R;[1/p] is formally smooth, it is normal; hence so is R? . Hence we see that R? is equal to the ring
r';, (99(1_) of analytic functions on A; that are bounded by 1, that R;[1/p] is equal to the ring of bounded
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analytic functions on X;. We deduce that RV (k,t, p)[1/p] is equal to the ring Ag (XV(k,t,p)) and
b, R? is equal to its subring A% XV(k, t,p)).

5.3. Results.

Parameters on deformation spaces.

Theorem 5.3.1. For all deformation data (k, T, p, V), there exist a finite extension E = E(k, T, p, V)
of Q, such that XV (k, t, p) is defined over E, and an analytic function Ah,t,5,4) - XV, t,p)— P}E’ﬁg
defined over E, satisfying the following condition: for all p and p', and (k, T, ) such that (k, T, p, V) and
(k, T, p', ) are deformation data, then A 5. y)(X) = Az, 5, y)(X) if and only if x and x" correspond
to isomorphic representations.

In particular, each A 1 5.y 1S injective on xv (k, T, p) (@I,), and if there exist x and x' such that

A, 5 (X) = A7, 57,y (X7), then p and p" have the same semisimplification.

The existence of the functions A« ¢ 5 ) will be proved as Propositions 7.4.1, 7.5.3, 7.6.1, and 7.7.4,
with an explanation of the choice of the field E(k, T, p, V).

Corollary 5.3.2. In the conditions of Theorem 5.3.1, the map A+ ;,y) defines an open immersion of an-
alytic spaces. The image of XV (k, T, p) (@p) by Ak,z,5,v) is a standard subset XV (k, z, p) of P! (GZDP) that
is defined over E (k, T, p, ). Moreover we have that 'A%(k,r,,é,w) XYk, t,p))= A(I)f(k,r,ﬁ,l,lf) (XV(k, 1, p)).

Proof. Let X be a rigid analytic space that is smooth of dimension 1, and let f : X — P17 be a rigid
map that induces an injective map X (Q ») — P! (@ »). Then f is an open immersion. Indeed, this follows
from the well-known fact that an analytic function f from some open disk D to @ p that is injective on
@p—points satisfies f'(x) # 0 for all x € D. Now we apply this to X = XY (k,t, p) and f=Xk.5,9)-
We write A for Ag  5.y)- Let X = XV (k, 7, p) be the image of X'(Q),) by A. It is clear that X is defined
over E.

Assume first that X is contained in some bounded subset of Q p (this is automatic when 7 is an inertial
type; see Sections 7.4 and 7.5). Then X is an analytic open immersion from the quasiaffinoid space X
to some quasiaffinoid space D attached to an open disk in A", By Corollary 3.4.5, X is a bounded
standard subset of P'(Q »), and A induces an isomorphism between Ag(X) and Ag(X), and between
A%.(X) and A% (X).

We do not assume anymore that X is contained in some bounded subset of Q. By the Breuil-Mézard
conjecture, there is an infinite number of p” with trivial endomorphisms such that X' = X Yk, T, p)is
nonempty. For such a p/, X’ contains a disk D(a, r)~ for some r > 0 as it is open. For any p’ with
trivial endomorphisms such that its semisimplification is not the same as the semisimplification of p, we
have that the intersection of X and X’ is empty. So there exists some a € P!(Q p) and r > 0 such that
D(a,r)” N X = @. Let u be the rational function u(x) = 1/(x — a), so that it sends a to 0o; then u(X)
is a bounded subset of P! (Q p)- This means that u o A is a bounded analytic function on X. So we can
apply the same reasoning as before to show that u(X) is a bounded standard subset of P! (Q p), and so X
is a standard subset of I]j’l(@p). O
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Complexity bounds. Recall that XV (k, t, p) denotes the subset )\(k,f,[;,w)(é‘(‘/’ (k, T, ﬁ)(@p)) of Pl(@p).
Now we give more information on the sets X Yk, t, p).

Theorem 5.3.3. Let (k, T, p, V) be a deformation data. Then XV (k,t, p) is a standard subset of
P'(Q)), defined over E = E(k, T, p, ¥), with cg(XV (k, T, p)) < e(RY (k, T, p)/(7E)). In particular,
CE(Xw(k’ T, 15)) S Maut(kv T, ﬁ) l.f15 iS gOOd‘

Remark 5.3.4. Note that the right-hand side of the inequality does not depend on the choice of E,
whereas the left-hand side can get smaller when E has more ramification. In particular, to get a statement
as strong as possible we want to take E with as little ramification as possible.

Proof. Let py, ..., p, be the minimal prime ideals of RY (k, 7, ), let R; = RV (k, 7, p)/p; and let R)
be the integral closure of R; in R;[1/p] as in Section 5.2. Let X; be the rigid space attached to R;[1/p],
then XV (k, T, p) is the disjoint union of the X; = A(X; (@p)), and each of the X; is a standard subset
of P1(@,) which is defined over E. Then A% (X;) = R?, so cg(X;) = [kx, £ : kgle(RY) by definition.
Note that ky, g is the residue field of R?, while kg is the residue field of R;. So by Proposition 2.2.2, we
have cg(X;) < e(R;). So we get ce(XV(k, 1, p)) < 2?21 e(R;). Finally, Z?:l e(R) =e(RY (k, 1, p))
by [Breuil and Mézard 2002, Lemme 5.1.6]. O

Note that in the proof above, the decomposition XV (k, 1, p) = \U; Xi is the decomposition of
XV (k, T, p) in standard subsets that are defined and irreducible over E. So we also have the following
result:

Proposition 5.3.5. Let XV (k, 1, p) = \U; Xi be the decomposition of X V(k, 1, p) in standard subsets
that are defined and irreducible over E. Then RY (k, T, p)[1/p] = P, Ae(X)).

Finally, we have the following result:

Theorem 5.3.6. Let (k, T, p, ) be a deformation data, and assume that p is good. There exists a finite
set £ of finite extensions of E = E(k, T, p, V), depending only on p,(k, T, p), such that XV (k,t,p)is
determined by the sets XV (k, T, p) N F for F € €.

Proof. This is a consequence of Theorem 5.1.3 and Theorem 4.5.1, where we take m = pau(k, 7, ). U

5.4. The case of crystalline deformation rings. We are interested here in the case of the deformation
ring of crystalline representations, that is, we take 7 to be the trivial representation. This case is of

particular interest as we are able to deduce additional information.
k—1
cycl
RY (k, triv, p) and RY (k, triv, p) are isomorphic as long as ¥/v/' is an unramified character with trivial

In this case RY (k, triv, p) is zero unless ¥ is a twist of x by an unramified character. Note that

reduction modulo p. So without loss of generality we will assume from now on that ¢ = Xfy_cll and
detp = " 1.

We denote by R(k, p) the ring Rxfy_cl1 (k, triv, p). It parametrizes the set of crystalline lifts of p with
determinant Xfy_dl and Hodge-Tate weights 0 and k£ — 1. We also write X (k, p) for X Xeyel (k, triv, p) and

Maut(k, p) for pau(k, triv, p).
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Let [ be the extension of [, over which p is defined (so F = [, when p is irreducible), and E(p) the
unramified extension of Q, with residue field [ (so E(p) = Q, when p is irreducible). Then R(k, p)
is an Of(5)-algebra with residue field [F.

Classification of filtered ¢-modules. For a, € Z p and F a finite extension of Q,, containing a,, we define
a filtered ¢-module Di.a, as follows:

Di,a, = Fe1 @ Fey, p(er) =p* e, P(e2) = —er +apey,

Dy, ifi=<O0,
Fil' Do, =y Fe; ifl<i<k-—1,
0 if i > k.

Denote by Vi.a, the crystalline representation such that Dcrys(Vk*’ ap) = Dkq,- Then Vk.a, has Hodge—
Tate weights (0, k — 1) and determinant Xfy_cll. Moreover, Vi 4, is irreducible if v, (a,) > 0, and a reducible
nonsplit extension of an unramified character by the product of an unramified character by xfyzf if
vp(a,) = 0. We have the following well-known result:

Lemma 5.4.1. Let V be a crystalline representation with Hodge—Tate weights (0, k — 1) and determinant
Xé{y_cll' If V is irreducible there exists a unique a, € mz such that 'V is isomorphic to Vi q,. If V is
reducible nonsplit there exists a unique a, € Z; such that V' is isomorphic to Vi q,.

The parameter a,. We show in Proposition 7.4.1 that the parameter a,, actually defines a rigid analytic
function. This is the function that plays the role of A of Theorem 5.3.1 for crystalline representations.

From Theorem 5.3.1 we can already deduce some results. It is a well-known conjecture (see [Buzzard
and Gee 2016, Conjecture 4.1.1]) that if p > 2, k is even, and v(a,) ¢ Z, then \_/ifap is irreducible. From
this we get:

Proposition 5.4.2. Let p > 2, k even, n € Z>¢. If the conjecture above is true, then there is an irreducible

representation p (depending on n, k) such that the set {x,n < v,(x) < n+ 1} is contained in X (k, p).

Proof. If the conjecture holds, then the set C = {x,n < v,(x) <n+ 1} is the union of the C N X (k, p)
for p irreducible. So we have written C as a finite disjoint union of standard subsets, which means that
one of these subsets is equal to C. g

Reduction and semisimplification. We now want to show that the case of crystalline deformation rings
is accessible to numerical computations. However we must change slightly our setting. Indeed, we can
compute numerically only the semisimplified reduction of Vi ,,. So we need to express the result of
Theorem 5.3.3 in terms of semisimple representations instead of in terms of representations with trivial
endomorphisms.

Let 7 be a semisimple representation of Gg, with values in GLy(F »). We define Y (k, r) to be the
set {a, € DO, )™, Vy? 0 = r}. Let p be a representation of Gg, with trivial endomorphisms with
semisimplification isomorphic to 7. Let X’ (k, p) = X (k, p) N D(0, 1)~. This means we are only interested
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in elements in X (k, ) that correspond to irreducible representations Vj . Then we have that X' (k, p) C
Y (k, 7). We want to know when this is an equality.

Definition 5.4.3. We say that a representation p with trivial endomorphisms is nice if either p is irreducible,
or p is a nonsplit extension of o by § where 8/« ¢ {1, w}.

We say that a semisimple representation r is nice if r is not scalar, and in addition when p =3 if r is
not of the form « @  with «/8 # w.

Note that any p with trivial endomorphisms that is nice is also good (in the sense of Definition 5.1.4);
hence satisfies the hypotheses of Theorem 5.1.3. Moreover, its semisimplification is a nice semisimple
representation. If 7 is semisimple and nice, then there exists a nice p with trivial endomorphisms such
that p* =7, so we have Y (k,7) = X'(k, p). We can choose such a p so that in addition, E(p) = E (7).

Proposition 5.4.4. Let p be a nice representation with trivial endomorphisms. Then X' (k, p) =Y (k, p*%).

Proof. The result is clear when p is irreducible. Recall that dim Ext! («, 8) > 1 if and only if B/« € {1, w}.
Suppose that p is an extension of & by 8 where 8/« € {1, w}. Let x € Y (k, p**). By Ribet’s lemma, there
exists a G, -invariant lattice 7' C Vi  such that T is a nonsplit extension of a by 8, and so is isomorphic
to . This means that x € X'(k, p). O

We know some information about the difference between X (k, o) and X' (k, p):

Proposition 5.4.5. Let p be a representation of G, with trivial endomorphisms. If p is not an extension of
unr(u) by unr(u™") " for some n which is equal to k—1 modulo p—1,and u I]_:;, then X (k, p) C D(0, 1)™.
If f is an extension of unr(u) by unr(u™")" for some u € H_:; and 0 <n < p—1,and n =k — 1 modulo
p—1l,andu & {£1}ifn=00rn =1, then X (k, p) N{x, |x| = 1} is the disk {x, x = u}.

Proof. For a, € Z;, the representation Vj 4, is the unique crystalline nonsplit extension of unr(u) by
Cky_cll, where u € Z; and u and u‘lpk_1 are the roots of X2 —_apX + p*=1. In particular, for
any invariant lattice T C Vi 4, such that T is nonsplit, we get that T' is an extension of unr(i) by

unr(u— ) x

unr(z~ "1 So X (k, 5) does not meet {x, |x| = 1} unless p has the specific form given. Moreover,
u=a,. So X(k, p)N{x, |x| =1} C{x,x =u}. If p is an extension of unr(u) by unr(u~)w" for some
uel pand 0 <n < p — 1, the conditions on (n, u) imply there is a unique nonsplit extension of unr(u)
by unr(u~ ", and so X (k, p) N {x, |x| =1} = {x, X = u} O
Corollary 5.4.6. Let p be a representation with trivial endomorphisms. Let X'(k, p) = X (k, p) N
D(0, 1)™. If p is not an extension unr(u) by unr(u~ )" for some n which is equal to k — 1 modulo p — 1,
then X'(k, p) = X (k, p) and cg(X'(k, p)) < e(R(k, p)). If p is an extension unr(u) by unr(u )" for
some n which is equal to k — 1 modulo p — 1, and u & {1} if n =0 or n = 1, then cg(X'(k, p)) <
e(R(k, p)) — 1.
Proof. The first part is clear by Proposition 5.4.5.

For the second part, we can write X (k, p) as a disjoint union of X'(k, p) and Xt (k, p) = X (k, p) N
{x, |x| =1}, and both are standard subsets defined over E, so cg(X (k, p)) =ce(X'(k, p))+ce(X T (k, p)).
By Proposition 5.4.5, cg (X" (k, 5)) = 1 under the hypotheses, hence the result. Il
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Local constancy results. We recall the following results:

Proposition 5.4.7. Leta, € mz . Ifa, #0, then

/S8  ~U /SS
Vk,a,, - Vk,a;,

for all a;, such that vp(ap—a/p) > 2v,(ap) + Lptk—1)/(p — 1)2]. Further, ‘_/ifap ~ ‘_/ifo for all a,, with
vplap) > [(k—=2)/(p—1)].

Proof. The result for a;,, # 0 is Theorem A of [Berger 2012]. The result for a, = 0 is the main result of
[Berger et al. 2004]. O

Computation of Y (k, r). We explain now how we can compute numerically the sets Y (k, r) for r semisim-
ple and nice (and hence the sets X (k, p) for p with nice semisimplification).

From Corollary 5.4.6 we deduce (using the fact that a nice representation with trivial endomorphisms
is good and so satisfies the hypotheses of Theorem 5.1.3):

Proposition 5.4.8. Suppose that r is a nice semisimple representation, and let p be a nice representation
with trivial endomorphisms with p** =r. Then Y (k, ) is a standard subset of D(0, 1)~ defined over
E =E(r), withcg(Y(k,r)) < tau(k, p). Moreover if p is an extension of an unramified character by
another character then cg(Y (k, 7)) < pane(k, p) — 1.

Theorem 5.3.6 specializes here to:

Theorem 5.4.9. Let r be a nice semisimple representation. Then there exists a finite set £ of finite
extensions of E = E(r), depending only on k and r, such that Y (k, r) is determined by the sets Y (k, )N F
for F €€&.

Proof. This is Theorem 4.5.1, where we take for E the field E(r), and for m the bound given by
Proposition 5.4.8, that is m = pau(k, ) or wau(k, o) — 1, where p is some nice representation with
ﬁSS — ’7 |:|

Theorem 5.4.10. Let r be a nice semisimple representation. Then there exists a finite set of points
P C D(0, 1)7, depending only on k and r, such that Y (k, r) is determined by Y (k, ) NP.

Proof. This is Corollary 4.5.2, where we take for E the field E(7), for m the bound given by Proposition
5.4.8, and for ¢ we can take the norm of an element of valuation |[3p(k—1)/(p— 1)?] by Proposition 5.4.7.
O

Corollary 5.4.11. Let p be a nice representation with trivial endomorphisms. Then there exists a finite
set of points P C D(0, 1)7, depending only on k and p**, such that X (k, p) is determined by X (k, p) NP.

Proof. Let r = p**. Then r is a nice semisimple representation, so we can apply Theorem 5.4.10 to
compute Y (k,7) = X (k, p) N D(0, 1)7, and Proposition 5.4.5 to determine the rest of X (k, p). O
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As a consequence, if we are able to compute \_/ifap for given p, k, a,, then we can compute Y (k, r) for
7 nice in a finite number of such computations, bounded in terms of E(7) and k. We give some examples
of such computations in Section 6.

We give a last application of these results: It follows from the formula giving wau(k, p) that there
exists an integer m(k), depending only on k, such that .. (k, p) < m(k) for all p. The optimal value for
m(k) is of the order of 4k /p* when k is large.

In general, the value of Vis ap depends on more information than just the valuation of a,. But there are
some cases where it depends only on v, (ap):

Corollary 5.4.12. Fix k, and let m be an integer such that m > e(R(k, p)) for all nice p with trivial
endomorphisms. Let a and b be rational numbers such that for all rational ¢ between a and b, the
denominator of c is strictly larger than m. Then, for all a, witha < v,(a,) < b, either Vis a is not nice,
or Vifap is constant on the annulus Ay(a, b).

In particular, let ¢ € Q with denominator strictly larger than m. Then, for all a, with v,(a,) = c,

either Visa is not nice, or Visa is constant on the circle Cy(c).
2dp Up
Note that if p > 3 and k is even, Vis . is always nice.
Up

Proof. Suppose that there exists at least an a,, in Ag(a, b) such thatr = ‘_/‘,‘;‘fup isnice. Thencg (Y (k, 7)) <m
for E = E(p) which is an unramified extension of Q,. So we can apply Corollary 4.5.5: the annulus
Ag(a, b) is a subset of Y (k, 7). O

6. Numerical examples

We give some numerical examples for the deformations rings of crystalline representations. We have
computed some examples of X (k, p) using Theorem 5.4.10 and a computer program written in [SAGE]
that implements the algorithm described in [Rozensztajn 2018]. We also used the fact that ‘71?51,7 is known
for v,(a,) <2 in all cases for p > 5, by the results of [Buzzard and Gee 2009; 2013; Ganguli and Ghate
2015; Bhattacharya and Ghate 2015; Bhattacharya et al. 2018; Ghate and Rai 2019] which reduces the
number of computations that are necessary to determine X (k, p).

We make the following remark: let p be a representation such that p ® unr(—1) is isomorphic to p.
Then X (k, p) is invariant by x — —x. Indeed, Vk.—a, is isomorphic to Via, ® unr(—1). This applies in
particular when p is irreducible.

6.1. Observations for p = 5. We have computed X (k, p) for p =5, k even, k < 102, or k odd and
k <47, and p irreducible (so in this case we have E(p) = Q).
We summarize here some observations from these computations:

(1) In each case, we have Vifap = \_/ifo for all a, with v,(a,) > [(k —2)/(p + 1)], and not only
vp(ap) > [(k—2)/(p—1)] which is the value predicted by [Berger et al. 2004].

(2) In each case, we have cg, (X (k, p)) = e(R(k, p)), that is, the inequality of Proposition 5.4.8 is an
equality.
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(3) Each defining disk D of a X (k, p) has yq,(D) = 1.
(4) Each defining disk D of a X (k, p) is defined over an extension of @, of degree at most 2, which is

unramified if k is even and totally ramified if k is odd.

(5) For each defining disk D of a X (k, p), either O € D, or D is included in the set {x, v, (x) = n} for
some n € Z if k is even, and in the set {x, v,(x) =n + 1} for some n € Z if k is odd.

It would be interesting to know which of these properties hold in general. Property (1) is expected to
be in fact true for all p and k, but nothing is known about the other properties. We comment further on
Property (2) in Section 6.4.

6.2. Some detailed examples. Let p =5. Let rp = ind w, and r; = ind a)g and 7(n) =r ® " for all n.
We describe a few examples of sets X (k, 7). In each case, the sets given contain all the values of a, for
which \_/f a is irreducible. We also give the generic fibers of the deformation rings.

(a) The case k = 26.

. X (26, 70) = {x, v,(x) < 2} U {x, vp(x) > 2},
with cq, (X (26, rp)) = 3 and R(26, ro)[1/p]l = (Zp[[X11 @ Q) X (Z[[X, Y11 /(XY — p) @ Q))..
. X (26, 7(2)) = {x, v,(x —a) > 3} U {x, v,(x +a) > 3},

where a = 4-5%, with cq,(X(26,79(2))) =2 and R(26,7(2))[1/p] = (Z,[[X]]® @,,)2..

. X26,r(1)={x,2<v,(x—a) <3}U{x,2 <v,(x+a) <3},
with cg, (X (26, r1(1))) =4 and R(26, ri(1))[1/p]l = (Z,[[X, Y1I/(XY — p) ®@p)2.

Here we see an example where the geometry begins to be a little complicated, with annuli that do not
have 0 as a center.

(b) The case k = 28.
. X(28,r)={x,v,(x) >2, v(x—a) <4, v,(x+a) <4}U{x,0 <v,(x) <1},
where a =457 4 5% with cg, (X (28, 71)) =5 and
R(28,7)[1/pl = (Z,I[X, Y1I/(XY = p) @ Q))
X (Z,lIX, Y, ZN/(XY = p* = (a/p*)Y, XZ — p* +(a/p)Z, YZ — (p*2a)(Y = 2)) ®Q,). ()
. X(28,ro(1)) ={x, 1 <v,(x) <2},
with cq, (X (28, r9(1))) =2 and R(28, ro(1))[1/p] = (Z,[[X, Y11/ (XY — p) ® Q).

. X(28,r0(3)) ={x,vp(x —a) >4} U{x,v,(x +a) > 4}
with cq, (X (28, 70(3))) =2 and R(28, 7o(3))[1/p] = (Z,[[X11 @ Q))*.
Here we see an example with an irreducible component that has complexity 3.

(c) The case k = 30.
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. X(30,70) ={x,0<v,(x) < 1}U{x,v,(x) >4}

with cg, (X (30, /o)) =3 and R(30, 7o)[1/pl = (Zp[[X11 ® Qp) x (Zp[[X, Y11 /(XY — p) ® Q).
. X30,70(2) ={x,v,(x —a) >3} U{x, v,(x +a) > 3},

where a = 5% - /3, with cq,(X(30,70(2))) =2 and R(30, ro(2)[1/p]l = (Z2[[X]]1 ® Q,2)
. X@30, (1) ={x,1<v,(x) <3}U{x,3 <v,(x) <4}

with cq, (X (30, 71(1))) =4 and
R(30, Fi())[1/pl = (Z,I[X, Y1I/(XY — p) ®Q)) x (Z,[[X, Y]I/(XY — p>) ® Q).

The interesting part here is X (30, 79(2)): we see that A?Qp (X (30, 79(2))), which is a domain, has
residue field [ 2, whereas R(30, 79(2)) has residue field [,. So R(30, 79(2)) # A%p (X (30, r9(2))).

6.3. Criteria for nonnormality. Recall the notation of Section 5.2. Then we see, by Proposition 5.3.5,
that if we know X (k, p) then we know R(k, p)[1/p]l =D, Ri[1/p] = @, Ae(X;). We can ask whether
we can recover each R;, that is, if R; = .A%(X i), or equivalently if R; = R? for all i (the description of
X (k, p) gives no indication about how the R; glue together so we cannot hope for complete information
on R(k, p) anyway if it is not irreducible). We do not expect this to hold, as this would mean that each of
the R; is a normal ring. So we can ask instead, how can we recognize when R; is not R??

A first criterion is when they have different residue fields, as in the example of R(30, 7(2)) in
Section 6.2(c). Another criterion is when R; and R? have the same residue field (a situation that we can
always obtain by replacing E by an unramified extension, which does not change the complexities), but
e (R,Q) < e(R;). This is a situation that does not seem to arise often; see Section 6.4.

We give a last, more subtle criterion. Let X; be one of the components of X (k, p), and assume that
each of the disks that appears in the description of X; is defined over Q,, and has complexity 1. In this
case, a closer look at the proof of Proposition 4.2.12 shows that Spec(A%p (X;)/p) has exactly cq, (X;)
distinct irreducible components. On the other hand, the geometric version of the Breuil-Mézard conjecture,
proved in [Emerton and Gee 2014], shows that if p is irreducible then Spec(R(k, p)/p) has at most two
irreducible components (which can have large multiplicity), and so Spec(R;/p) also has at most two
irreducible components. So if cg, (X;) > 2 then we certainly have that R; # R?. This happens for example
for the second irreducible component of X (28, 7). It would be interesting in this case to understand how
the irreducible components of Spec(Rl(.) /p) map to the irreducible components of Spec(R;/p).

6.4. Complexity and multiplicity. An interesting result coming from our computations is the following:
for p = 5, for all irreducible representation p, for all k& < 47 and all even k£ < 102, we have that
ca,(X(k, p)) =e(R(k, p)), instead of simply the inequality cq, (X (k, p)) < e(R(k, p)). Given this, it is
tempting to make the following conjecture: For all p > 2, for all k¥ > 2 and for all irreducible p, we have
that cg, (X (k, p)) = e(R(k, p)).

Note that this equality between complexity and multiplicity does not necessarily hold when p is
reducible. Consider the following example: let p = 5 and k = 16. Then we can compute that X (16, r;)
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is the set {x, v(x) > 0, v(x) # 1}. So the set of a, for which the reduction is reducible is contained
in the set of a, with v(a,) = 0 or v(a,) = 1. For v(a,) = 0, the reduction is of the form o ®1
when restricted to inertia. The reduction for the values of a, with v(a,) = 1 is entirely computed
in [Bhattacharya et al. 2018], from which we get that for A € f;, the (semisimplified) reduction is
unr()w? @ unr(A~Hw for exactly the values of a, of valuation 1 for which A =2(a,/p — p/a,). So
for each A, we get that X (16, unr(A)w? @ unr(A~"w) is the union of two disks, and has complexity 2,
except for A = %1, where this is just one disk, and has complexity 1. On the other hand, for any A € F;
we have ¢(R(16, unr(\)w? @ unr(xr~"w)) = 2. So we do not always have the equality of multiplicity and
complexity in the case where p is reducible. However, it may be true that for all p > 2, for all k > 2,
there is only a finite number of reducible (nice) representations p for which the equality does not hold.
We can also reformulate this equality in a different way: recall the notation of Section 5.2. So R(k, p)
has a family of quotients R; that are integral domains, and e(R(k, p)) = Y, e(R;). On the other hand,
ca,(X(k, p)) = >k RO F p]é(R?), where k R is the residue field of R?. The equality between complexity
and multiplicity can be reformulated as saying that for all i, e(R;) = [kgo : [ ]e (Rl(.)). Written in this way
without any reference to the sets X (k, p), the equality can be generalizled to any potentially semistable
deformation ring, including those that are of dimension larger than 1, such as the deformation rings
classifying representations of dimension larger than 2 or representations of G ¢ for some finite extension

K/Q,.

7. Parameters classifying potentially semistable representations

This section is devoted to the proof of Theorem 5.3.1. We start with some preliminaries, and then give
the proof for the various cases starting in Section 7.4.

7.1. Results on Weil representations.

Field of definition. Let W, be the Weil group of Q,. A Weil representation is a representation of Wg,
with coefficients in Q,, that is trivial on an open subgroup of Ig,.

Let 7 be a Weil representation. The field of definition of 7, denoted by E(7), is the subfield of Q,
generated by the trt(x), x € Wg,. This is a finite extension of Q,, as a Weil representation factors
through a finitely generated group.

Let E be a finite extension of @,. We say that 7 is realizable over E if there is a representation
T/ Wa, — GL,(E) that is isomorphic to 7. Then we have:

Lemma 7.1.1. Let t be an irreducible Weil representation. Then there exists a finite unramified extension
E of E(t) such that T is realizable over E.

Proof. From the results of [Kratzer 1983, 1.4], we see that the obstruction to realizing t over E(7) is in
the Brauer group of E(t). An element of the Brauer group can be killed by taking a finite unramified
extension, hence the result. g
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(¢, Gal(F/Q)))-modules. We fix a finite Galois extension F of Q,, and denote by F the maximal
subextension of F that is unramified over Q,.

Let A be a Q-algebra. Then a (¢, Gal(F/Q))-module M over Fy ®q,A is a free Fy ®qg,A-module
of finite rank, endowed with commuting actions of an automorphism ¢ and the group Gal(F/Q),). The
action of ¢ is A-linear and Fy-semilinear (with respect to the Frobenius automorphism of Fj), and the
action of Gal(F/Q,) is Fy-semilinear (with respect to the action of Gal(F/Q)) on Fy) and A-linear.

Proposition 7.1.2. Let A be an Fy-algebra. There is an equivalence of categories between (¢, Gal(F/Q)))-
modules over Fy ®q, A and Weil representations over a free A-module that are trivial on I, and this

equivalence preserves rank. Moreover this construction is functorial in A (in the category of Fy-algebras).

Proof. The construction of the Weil representation from the (¢, Gal(F/Q,))-module is explained in
[Breuil and Mézard 2002] for a given A, and the converse construction is immediate. Il

We will make use of this equivalence as some things are more naturally expressed in terms of
(¢, Gal(F/Q)))-modules, whereas others are more easily proved in terms of representations of the Weil
group (for example Theorem 7.3.2).

In the same situation, we define a (¢, N, Gal(¥/Q)))-module over Fp ®q,A to be a (¢, Gal(F/Q)))-
module over Fy ®q,A that is additionally endowed with a Fp ®q, A-linear endomorphism N satisfying
N¢ = ppN that commutes with the action of Gal(F/Q,).

7.2. Universal (filtered) (¢, N)-modules with descent data. We recall a few definitions concerning
objects attached to p-adic representations of Gg,. If F/Q), is a finite extension, we denote by Fj the
maximal unramified extension of Q,, contained in F.

Let V be a continuous representation of Gg, over an E-vector space for some finite £/Q),. Let F
be a finite Galois extension of Q,. We denote by DE (V) the F, ®a, E -module (Berys ®aq, V)Gr . Tt

Crys

is a (¢, Gal(F/Q,))-module over Fj ®q, E. ItV beiomes crystalline over F then Dfrys(V) is a free
Fy ®q, E-module of rank dimg (V). We denote by Dg(V) the Fy ®q, E-module (By ®q, V)GF Ttis
endowed with a structure of (¢, N, Gal(F/Q,))-module over Fj ®aq, E. If V becomes semistable over
F then is it a free Fy ®q, E-module of rank dimg (V). If V becomes crystalline over F' then Dg (V) and
Dfrys(V) coincide as (¢, Gal(F/Q)))-modules, and N = 0. We denote by DgR(V) the F' ®q, E-module
(Bar ®0 » V)GF Ttisan F ®a, E -module with a semilinear action of Gal(F/Q),), and is endowed with
a separated exhaustive decreasing filtration by sub-F ®q, E-modules that is stable under the action of
Gal(F/Q)), and satisfies an additional condition called admissibility. If V' is potentially semistable, then
DS{ (V) is an E-vector space of dimension dimg (V). Moreover, we have that DgR(V) =F ®p, Dg(V)
as an F ®a, E-module, so this endows F ®F, DQ(V) with a filtration as above, that is, a structure of
filtered (¢, N, Gal(F/Q),))-module.

Theorem 7.2.1. Let F be a finite Galois extension of Q. Let X be a reduced rigid analytic space, let V
be a locally free Ox-module of rank n with a continuous action of Gq,,. For all x € X, assume that Vy is
potentially semistable with weights independent of x, and becomes semistable over F. Then there exists a
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projective Fo ®q, Ox-module D of rank n, endowed with a structure of (¢, N, Gal(F/Q,,))-module over
Fy®aq, Ox, such that for all x, Dy is isomorphic, as a (¢, N, Gal(F/Qp))-module, to Dg Vy).

Proof. This follows immediately from [Bellovin 2015, Theorem 5.1.2]: we take the module D to be the
module called Dp (V) there, considering V as a representation of G r; see also [Berger and Colmez 2008,
Théoreme C]J. O

Theorem 7.2.2. Let F be a finite Galois extension of Q,. Let X be a reduced rigid analytic space,
let V be a locally free Ox-module of rank n with a continuous action of Gq,. For all x € X, assume
that V, is potentially semistable with weights independent of x, and becomes semistable over F. Let
D be as in the conclusion of Theorem 7.2.1. Then F ®F, D is endowed of a filtration by locally free
sub-F ®q, Ox-modules, such that the graded parts are also locally free, such that for all x, (F @, D)x
is isomorphic, as a filtered (¢, N, Gal(F/Q))-module, to DgR(Vx).

Proof. This follows from [Bellovin 2015, Theorem 5.1.7], as F ®pF, D is the F ®a, Ox-module that
is called Dpy, (V) there, considering V as a representation of G r. Indeed the filtration, and the graded
parts, are given by the modules called D%’({:] (V). The point that we need to check is that for all [a, b], the
F®aq, Ex -modules Dgfd’]f] (V) are actually free (then their rank is independent of x by the condition on
the weights). This comes from [Savitt 2005, Lemma 2.1], and here we use the fact that we start from a
representation of Gq,. UJ

Let now (k, 7, p, ¥) be a deformation data, as defined in Definition 5.1.2. Let E be a finite extension
of Q,, satisfying the following conditions:

(1) The residual representation p can be realized on the residue field of E.
(2) The type t can be realized on E.

(3) The character i takes its values in E*.
Let RV (k, T, p)[1/p] be the ring defined by Kisin attached to this data, as recalled in Section 5.1. It
is an Og-algebra. We can apply Theorems 7.2.1 and 7.2.2 to the rigid analytic space X = XV (k, 7, p)

attached to the Kisin ring RY (k, 7, p)[1/p]. Indeed, we know that these rings are reduced, and the
hypotheses come from the definition of the rings.

7.3. Working in families.
Reduction of an endomorphism.

Proposition 7.3.1. Let K be a field and A be a K -algebra. Let ¢ be an A-linear endomorphism of A?,
and assume that the characteristic polynomial of ¢ is in fact in K[X], and that it is split over K with

distinct eigenvalues. Then, Zariski-locally on A, ¢ is diagonalizable.

Proof. Let A and u be the roots of the characteristic polynomial of ¢, and let (i 2) be the matrix of ¢ in
the canonical basis of A% (so that a +d = A + p and ad — bc = Au).
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We are looking for a basis (fi, f») of A?, with fi =xe1 + yes, fo = ey, such that the matrix of ¢ in
this basis is upper triangular. The new basis is as wanted if x, y satisfy one of the following systems of
equations:

(a—Mx+by=0 and cx+(d—1)y=0
or
(a—w)x+by=0 and cx+(d—wn)y=0.

Assume that u = d — A is invertible. We solve the first system by setting x =1, y = —c/(d — A). In the
first case, in our new basis ¢ has a matrix of the form (8 Z), and actually d = u by the trace condition.
As A — u is invertible, we can change the basis again so that in the new basis, ¢ has matrix (3 2)

Assume now that v = a — A is invertible. Then so is d — u = —v. We solve the second system by
setting x = 1, y = —c/(d — w). In this case we do the same thing after exchanging A and u.

Note that u + v = u — A is invertible by assumption. We set f = (d —A)/(u — A1), A = Alf 1,
Ar = A[(1 — f)~']. Then as we just saw in A and A, there is a basis in which the matrix of ¢ is (3 2)
which gives the result. U

Isomorphism of group representations.

Theorem 7.3.2. Let K be a field of characteristic zero, and A a K -algebra.

Let G be a group. Let p : G — GL,(K) be a representation that is absolutely irreducible. Let
0+ G — GL,(A) be a representation. Assume that for all g in G, we have tr p(g) = tr p’(g).

Then, Zariski-locally on A, there is an M € GL,(A) such that p'(g) = Mp(g)M~! forall g € G.

Proof. By [Rouquier 1996, Théoréme 5.1], there is an A-algebra automorphism t of M, (A) such that for
all g € G, p'(g) = tp(g). By [Knus and Ojanguren 1974, IV. Proposition 1.3], there is a family ( f;) in
A generating the unit ideal such that for all i, the automorphism of M, (A[1/f;]) induced by t is inner.
Hence the result. 0

Variations on Hilbert 90.
Proposition 7.3.3. Let K be an infinite field, and L /K be a finite Galois extension of fields.
(1) Let M be a finite K -algebra. Then H' (Gal(L/K), (L ®x M)*) = 0.

(2) Let A be a K -algebra. Assume that for every maximal ideal m of A, A/m is a finite extension of K.
Letce H! (Gal(L/K), (L ®k A)*). There exists a family of elements (f;) in A that generate the
unit ideal such that the image of ¢ in H! (Gal(L/K), (L ®k A[fi_l])x) is zero for all i.

Proof. Let M be a K-algebra, and ¢ € Hl(Gal(L/K), (L®g M)*). Let x € L. We set ¢(c, x) =
ZyeGal(L/K) y(x)c(y) € L@k M. We have c(g)g(¢(c,x)) =¢(c, x) forall g € Gal(L/K),s0c =0
as soon as we can find an x such that ¢ (c, x) is invertible in L @ x M. Point (1) is well-known, and is
proved by showing that if M is finite over K then such an x exists, with a proof similar to the case where
M = M, (K) (here we do not need M to be commutative).
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For any commutative K -algebra M, the M-algebra L ® ¢ M is finite. We denote by Ny, the norm map
L®g M — M, sothat forall x € L ®x M, we have x € (L @ M) if and only if Ny (x) € M*.

Moreover the norm map commutes with base change: let u : M — M’ be a map of K -algebras, then
Ny(1®u)(x) =u(Ny(x)) forallx e L&k M.

Let now A be as in point (2) and let c € H'(Gal(L/K), (L ®x A)*). For an extension A’ of A, denote
by c4 the image of ¢ in H'(Gal(L/K), (L @k A')*).

Let m be a maximal ideal of A, and K, = A/m. Then K, is a finite extension of K. So there exists an
x € L such that ¢ (cg,,, x) is invertible in L&k K. Let f =Na(¢(c, x)) € A. Then Dy is aneighborhood
of m in Spec A. Moreover the image of ¢(c, x) in L ®g A[f_l] is invertible, so Carf-1 = 0.

So we see that there is a covering of Spec A by open subsets of the form Dy with ¢4 z-1; = 0, which
is what we wanted. [

7.4. The crystalline case. We want to prove Theorem 5.3.1 for the case where the Galois type is of the
form (1), that is, T = x @ x for some smooth character x of /g, that extends to Wg,. By twisting by the
character x, we can reduce to the case where 7 is the trivial representation of I@p, that is, the case of
crystalline deformation rings. Recall from Section 5.4 the definition of the parameter a,.

Proposition 7.4.1. There is an element a, € R(k, p)[1/ p] such that for any finite extension E, of E and
x:R(k, p)[1/pl — E, corresponding to a representation py, a,(x) is the value of a, corresponding to
px by the classification of Lemma 5.4.1.

In particular, we can see a, as an analytic map from X (k, p) to AL Moreover, a p induces an
injective map from X (k, p)(Q,) to D(0, 1)*.

Proof. Consider the ¢-module D which is obtained from applying Theorem 7.2.1 to the rigid space
X (k, p) attached to the ring R(k, p)[1/p]. It is a projective module of rank 2 over R(k, p)[1/p] and is
such that for all x : R(k, p)[1/p] — E. corresponding to a representation oy, D g, 5)(1/p] Ex is the
¢-module D, attached to p, (forgetting the filtration). Now observe that a,, as defined in Lemma 5.4.1,
is the trace of ¢ on the dual of D, so it is an element of R(k, p)[1/p], and a,(x) is the evaluation at x of
the trace of ¢ on the dual of D. O

7.5. The crystabelline case. We suppose here that T = x| @ x», where x; and x» are distinct characters of
lg, with finite image that extend to characters of Wg,, so that the representations classified by R Yk, p)
become crystalline on an abelian extension of Q,,. In this case we show the existence of a function A as in
Theorem 5.3.1 when x; # x2. We make use of the results of [Ghate and Mézard 2009], which classifies
the filtered ¢-modules with descent data that give rise to a Galois representation of inertial type T and
Hodge—Tate weights (0, k — 1). We summarize their results for such a 7.

The characters y; factor through F' = Q,(¢,=) for some m > 1, so the Galois representations we are
interested in become crystalline on F, and so are given by filtered (¢, Gal(F/Q,))-modules. Note that
here Fy = Q).
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Let E be a finite extension of Q, containing the values of x; and x,. Let a, B be in O with
vy (o) +v,(B) =k—1. We define a (¢, Gal(F/Q),))-module A, g as follows: let A, g = Ee; ® Ee;, with
g(e1) = x1(g)er and g(ex) = x2(g)e> for all g € Gal(F/Q),). The action of ¢ is given by: ¢ (e1) = ale
and ¢ (ep) = ,3_162. We are looking at filtrations on Ay g r = F ®a, Aa.p satisfying Fil’ Ay pr=0if
i <1—k Fil' Ay pr=Aqpifi>0,andFil' Ay g =Fil’ Aqppforl—k <i <0isa F ®q, E-line.

We summarize now the results given in [Ghate and Mézard 2009, Section 3].

Proposition 7.5.1. Fix a, B in O with v,(a) +v,(B) = k — 1. Then there exists a way to choose
Filo(Aa,ﬁ,F) C Ao g, F = Ao g ® F that makes it an admissible filtered (¢, Gal(F/Q))-module.

If neither a nor B is a unit, then all such choices give rise to isomorphic filtered (¢, Gal(F/Q,))-
modules, which are irreducible.

If o or B is a unit, the choices give rise to two isomorphism classes of filtered (¢, Gal(F/Q,))-modules,
one reducible split and the other reducible nonsplit.

We denote by D, g the isomorphism class of admissible filtered (¢, Gal(F/Q,))-module given by
a choice of filtration that makes it into either an irreducible module (if neither & nor § is a unit) or a
reducible nonsplit module (if « or § is a unit).

Then it follows from the computations of [Ghate and Mézard 2009, Section 3] that:

Proposition 7.5.2. Let V be a potentially crystalline representation with coefficients in E, of inertial type
T and Hodge—Tate weights (0, k — 1) that is not reducible split. Then there exists a unique pair («, 8) € Og
with v, (a)+v,(B) =k —1 such that DE (V) is isomorphic to Dy g as a filtered (¢, Gal(F/Q))-module.

crys

Let E = E(k, T, p, ) be a finite extension of @, such that p can be defined over the residue field of

E, E contains the images of x; and x» and of the character 1. Then the ring RY (k, 7, 5) can be defined
over E. Moreover:

Proposition 7.5.3. Let p be a representation with trivial endomorphisms. There are elements «, B €
RV (k, T, p)[1/ p] such that Dfrys(,ox) is isomorphic to Ay (x),gx) as a (¢, Gal(F/Q,))-module for each
closed point x of Spec RY (k, T, p)[1/p] corresponding to a representation p.

Proof. By Theorem 7.2.1 applied to the rigid analytic space XV (k, 7, p) attached to RY (k, , p)[1/p],
there exists a ¢-module D with descent data by Gal(F/Q,), where D is a projective module of rank 2 over
RY(k, T, 0)[1/pl, such that for each closed point x of Spec RY(k, T, p)[1/p], D(I;ys (py) 1s isomorphic to
D ®p E, (where E, is the field of coefficients of p,) as a (¢, Gal(F/Q))-module.

Applying Proposition 7.3.1, we observe that the action of Gal(#/Q),) on D is given as the action of
Gal(F/Q)) on each A, g: that is, Zariski-locally on Spec RY (k, T, p)[1/p], we can write D = Re; & Re»,
with g(e1) = x1(g)e1 and g(e2) = x2(g)ez.

As the action of ¢ on D commutes with the action of Gal(F/Q),,), this shows that the eigenvalues of ¢
acting on D are in fact in RV (k, 7, o)[1/pl, that is, & and 8 are elements of RV (k, 7, ol1/pl. O

Moreover, if we fix the determinant of the Galois representation corresponding to D, g then we fix of.
So the function « is injective on points, so it can play the role of the function A of Theorem 5.3.1.
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Let XV (k, T, 5) be the image of XV (k, T, ﬁ)(@p) in @p, then we see that XV (k, 7, p) is contained
in the set {x,0 < v,(x) < k — 1}, with the irreducible representations corresponding to the subset of
elements that are in {x, 0 < v,(x) <k —1}.

7.6. Semistable representations. We now assume p > 2 and we study the case of the deformation rings
attached to a discrete series extended type of the form T = x @ x2, where x; and x, are characters of Wg,
that have the same restriction to inertia, and such that x;(F) = px2(F) for any Frobenius element F. As
in the case of crystalline representations, we can twist by a smooth character of Wg, and reduce to the case
where x; and x, are trivial on inertia. Then the deformation rings RY (k, 7, p) classify representations
that are semistable, and only a finite number of the representations that appear can be crystalline.

Let p be a semistable, noncrystalline representation of dimension 2 of Gg,, with Hodge-Tate weights
(0, k — 1) for some k > 2. Then we know (see, for example, [Ghate and Mézard 2009, Section 3.1]), that
the filtered (¢, N)-module D (p) is isomorphic to exactly one D, . for some o with v(«) = k/2, some
LeQ » and some finite extension E containing « and £, for (¢, N)-modules D, , defined as follows:
Dyr=Ee ®Ees, p(e)) = pa'el, ¢p(es) =a~'ey, Ney = ey, Fil’ D, s = E(e; — Le). Then L is the
L-invariant of Fontaine, as defined in [Mazur 1994, Section 9]. Let p be a crystalline representation of
dimension 2 of Gq,, we set its L-invariant to be co.

Proposition 7.6.1. Let X be a rigid analytic space defined over some finite extension E of Q,. Assume
that X is endowed with a 2-dimensional representation p of Gq,, such that for all x € X, py is semistable
with Hodge—Tate weights (0, k — 1), the Weil representation attached to py is independent of x, there
exists at least one x such that p, is not crystalline, and none of the p, are reducible split. Then there
exists a rigid analytic map L : X — PL. defined over E, such that for all x, L(x) is the L-invariant of py.

Note that under these conditions, the o of D, » is independent of x, and is in E.

This proposition applies in the following situation: let p > 2, let X = XV (k, 7, /) be the deformation
space for the extended type 7, and p is not reducible split. Then the function £ can play the role of A of
Theorem 5.3.1.

Proof. In order to prove this result, it is enough to prove it for an admissible covering of X. Indeed,
the condition that £(x) is the £-invariant of p, ensures that the functions defined on each subset of the
covering will glue. In particular, we can assume that X is affinoid, coming from a Tate algebra A over E.

By Theorems 7.2.1 and 7.2.2, there is a projective A-module D of rank 2 over A, endowed with a
structure of filtered (¢, N)-module, such that D, is D (o) for all x € Max(A). Consider the action of ¢
on D: it has eigenvalues pa~! and «~!. By Proposition 7.3.1, we can assume, after replacing A by a

e, and ¢(er) = a le,.

Zariski covering, that D is free over A, with a basis ey, e> such that ¢ (e;) = pa™
By the commutation relations between ¢ and N, there is a A € A such that Ne; = Aep. Moreover, we can
assume that there is a free A-module L of rank 1 in D, with quotient that is also free of rank 1, that gives
the nontrivial step of the filtration. We fix a basis f of L.

Let h =det(f, ¢(f)). Let us show that N and & do not vanish simultaneously. If this is the case, let x

be a point where they both vanish. Then p, is crystalline, as N, = 0, and the filtration of the associated
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filtered ¢-module is generated by an eigenvector of ¢, as i, = 0. Then the representation p, is necessarily
split reducible. But by hypothesis this cannot happen. So by replacing Max(A) by a Zariski cover, we
can assume that either N never vanishes, or / in a unit in A.

Assume first that N never vanishes, that is, p, is never crystalline. Then the A as defined above is
actually a unit in A, so we can modify the basis (eg, ep) so that L = 1. Write f in this basis as ae| + bey,
with a, b € A. By specializing at each x € Max(A), we see that a(x) # 0 for all x, as this would contradict
the admissibility condition of the filtered module. So @ € A*. Then by definition of the £-invariant, we
have L(x) = —(b/a)(x) for all x € Max(A). So the function £ is indeed an analytic function on Max(A).

Assume now that % is a unit in A. Let (e, e») be the basis of D defined above such that each ¢; is
an eigenvector for ¢. We can write f = ae; + be, for some a, b € A. Then the condition on /& implies
that a and b are in A%, that is, (aeq, bey) is also a basis of D over A. So we can modify the basis so
that we have moreover f = e + e. After specializing at x € Max(A) an easy computation shows that
A(x) = —1/L(x) (and in particular the condition on % implies that £ does not take the value 0). So we
have defined an analytic function Max(A) — P! by taking £ = 1/A. g

7.7. Supercuspidal types. In this subsection, assume that p > 2. We consider now the case where the
type is supercuspidal, that is, the Weil representation is (absolutely) irreducible.

Defining the generalized L-invariant. We fix once and for all a supercuspidal extended type t, that is,
a smooth absolutely irreducible representation 7 : Wg, — GL2(Ep) for some finite extension Eq of Qp.
This corresponds to cases (2) and (3) of the classification of types of [Ghate and Mézard 2009, Lemma 2.1].
Note that we can take Eg to be an unramified extension of the definition field of r by Lemma 7.1.1.

Let F be a finite Galois extension of Q, such that 7 is trivial on Ir, and let Fj be the maximal
unramified extension of QQ, contained in F. We assume, after taking an unramified extension of Ey if
necessary, that Fy C Ep.

Let Derys,0 be the (¢, Gal(F/Q,))-module associated to T via the correspondence of Proposition 7.1.2.
Let Dgr,0 = F ®F, Derys,0. It is endowed with an action of Gal(#/Q),) coming from the one on Deyys 0.

Lemma 7.7.1. Assume that there exists at least one potentially crystalline representation p with coeffi-

. . . . .. . Gal(F/Q
cients in E for some finite extension E of Ey, such that DgR (p) is isomorphic to Ddg é /9 ®g,E asa

F ®q, E-module with an action of Gal(F/ Q). Then DS;IBF/@”) is an Eg-vector space of dimension 2.

Proof. Let D = Dgr o ®g,E, with its action of Gal(F/Q),), which is isomorphic to the ¢-module
D(fR (p) with its action of Gal(F/Q,) for some potentially crystalline representation p. Then we have
DgR(,o)Gal(F /Qp) = Dfﬁ{ (p) is an E-vector space of dimension 2, as p is de Rham as a G, -representation.
The action of Gal(F/Q,) on Dgr ¢ is Ep-linear. So the dimension of its subspace of fixed elements is
invariant by extension of scalars. Hence the result. 0

Remark 7.7.2. We could also make use of the results of [Ghate and Mézard 2009], which give an explicit

)Gal(F/@

basis of the E-vector space (Dgr,0 ®F, E ») for some extension E of Ej.

We denote by V; the Ey-vector space of dimension 2 given by Lemma 7.7.1.
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Any potentially semistable representation of extended type T becomes crystalline when restricted to G r.
For any such representation p, with coefficients in an extension E of Ey, Dfrys(,o) isa (¢, Gal(F/Q)))-

F

module over Fy®q, E. We have that DgR(p) is canonically isomorphic to F ® r, D,,(p), and is endowed

Ccrys
with an admissible filtration. Furthermore, we have DgR (p)CalF/Qp) — Dfi{ (p) is Zm E-vector space of
dimension 2.

We also fix an integer k > 2, a continuous character ¥ : Gg, — E{ . Note that there is no loss of
generality in considering only characters with values in Ey, as the compatibility condition between type
and determinant shows that if RY (k, 7, p) is nonzero then ¥ takes its values in Ej.

Let & be the set of Galois representations p : Gg, —> GL,(Q p) that are potentially crystalline of

extended type 7, Hodge—Tate weights (0, K — 1), and determinant . Then:

Theorem 7.7.3. There exists a map L, : & — P(V; ®k, Q p) such that two elements p, o of & are
isomorphic if and only if L. (p) = L (p).

Proof. We can assume that £; is not empty, otherwise the statement is trivially true. Let p : Gg, —
GL,(Q ») be an element of £;. Then WD(p), the Weil-Deligne representation attached to p, is actually a

Weil representation as p is potentially crystalline. By definition, WD(p) is isomorphic to 7 @, Q, as a

representation of Wg,. We fix such an isomorphism u, it is unique up to a scalar by the irreducibility of
g'ys
of Gal(F/Q,), by Proposition 7.1.2. This also gives us an isomorphism, that we still call u, between
D/x () and Dar 0 ® £, Q.

The isomorphism class of p is entirely determined by the filtration on DfR(p). As the Hodge-Tate

7. Then u gives us an isomorphism between D, (o) and Derys.0 ® Eo@ p» as ¢-modules with an action

weights of p are known, the only necessary information is the F' ®q, Q p-line corresponding to the
nontrivial steps of the filtration. This line is invariant by the action of Gal(F/Q,). By the isomorphism
u, this gives rise to a Gal(F/Q)-invariant F ®aq, Q p-line in Dggr o ® Eo@ p- This line is generated by an

element of Dygr o ® Eo@ p that is invariant by Gal(F/Q),) by (1) of Proposition 7.3.3, hence by an element
Gal(F/Q =
of Dd}({l,f) o ®k Q).
Gal(F/Q)) Gal(F/Q,)

We define L, (p) € I]3’(DdR’0 ® Eo@ p») to be the line generated by this element in DdR’0 ® Eo@ -
This does not depend on the choices made, as  is unique up to multiplication by a scalar, and the invariant
element generating the line is well-defined up to multiplication by a scalar. (|

Making it into an analytic function. Let X be the rigid analytic space corresponding to the deformation
ring RY (k, T, p) for some representation /5 with trivial endomorphisms and some supercuspidal extended
type 7. Let E = E(k, T, p, ¥) be the field E( defined above.

Proposition 7.7.4. There exists a rigid analytic map L, : X — P(V.), defined over E, such that for all x,
L, (x) is the L, -invariant of p, as defined in Theorem 7.7.3.

By fixing a basis of the 2-dimensional E-vector space V;, we then get a map £, : X — PL, which
plays the role of A in Theorem 5.3.1.
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Proof. 1t is enough to do this on an admissible covering of X’ by affinoid subspaces. So we can assume
that X = Max(A) for some affinoid algebra A, and replace X’ by an admissible covering by affinoid
subspaces as needed.

Let D(f;ys(A) be the (¢, Gal(F/Q,))-module corresponding to the representation p. We can assume
that D (A) is a free A-module of rank 2. Using the correspondence between (¢, Gal(F/Q)))-modules
and representations of the Weil group as in Proposition 7.1.2, and Theorem 7.3.2, we can assume that
Dfys(A) =Dl ®EA as a (¢, Gal(F/Q,))-module over Fy ®q, A.

Consider now DgR(A). It is isomorphic to F ®F, Dfrys(A), SO to DgR,O ®EgA as a ¢-module with action
of Gal(F/Q,). In particular, it is trivial as an F ®q@, A-module with an action of Gal(F/ Q). Also, it
has a basis as an A-module given by the chosen basis of DgR,o- The module DgR(A) contains a locally
free sub-F ®, A-module F of rank 1, such that DgR (A)/F is also locally free of rank 1, that gives
at each point x the filtration on DgR(px). We can assume that F and DgR(A) are free of rank 1 over
F ®q, A. Moreover, this submodule is invariant by the action of Gal(¥/Q,). Consider a basis f of F.
Then the action of Gal(F/@Q,) on f gives rise to an element ¢ € H! (Gal(F/Qp), (F ®a, A)*). Using
Proposition 7.3.3 and replacing Max(A) by an admissible covering if necessary, we can assume that f

itself is fixed by the action of Gal(F/Q),).

So we get that f is in DgR(A)Gal(F /@) which is canonically isomorphic to Dfﬁ{,o ®gA. Thus f defines
an analytic map over Max(A) with values in [P’(D?]{yo) = P(V;), which is what we wanted. Il
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Third Galois cohomology group of function fields
of curves over number fields

Venapally Suresh

Let K be a number field or a p-adic field and F the function field of a curve over K. Let £ be a prime.
Suppose that K contains a primitive £-th root of unity. If £ =2 and K is a number field, then assume that
K is totally imaginary. In this article we show that every element in H>(F, M?S) is a symbol. This leads
to the finite generation of the Chow group of zero-cycles on a quadric fibration of a curve over a totally
imaginary number field.

1. Introduction

Let F be a field and £ a prime not equal to the characteristic of F. For n > 1, let H"(F, u?") be the
n-th Galois cohomology group with coefficients in Mf’". We have F*/F*¢ ~ H'(F, j1y). Fora € F*, let
(a) € H'(F, u,) denote the image of the class of a in F*/F*¢. Letay, ..., a, € F*. The cup product
(ay)---(ay) € H'(F, /L?” ) is called a symbol. A theorem of Voevodsky [2003] asserts that every element
in H"(F, /,LE@”) is a sum of symbols. Let « € H"(F, ,u?”). The symbol length of « is defined as the
smallest m such that « is a sum of m symbols in H" (F, M?").

Let K be a p-adic field. Then it is well-known that every element in H>(K, u?z) is a symbol and
H"(K, M?”) =0 for all n > 3. Let F be the function of a curve over K. Suppose that K contains a
primitive £-th root of unity. If £ # p, then it was proved in [Suresh 2010] (see [Brussel and Tengan
2014]) that the symbol length of every element in H>(F, M%M) is at most 2. If p # £, then it was proved
in [Parimala and Suresh 2010] (see [Parimala and Suresh 2016]) that every element in H 3(F, uf’?’) is a
symbol. If £ = p, then it was proved in [Parimala and Suresh 2014] that for every central simple algebra
A over F, the index of A divides the square of the period of A. In particular if p = 2, then the symbol
length of every element in H?(F, u?z) is at most 2. Since u(F) = 8 [Heath-Brown 2010; Leep 2013]
(see [Parimala and Suresh 2014]), it follows that every element in H>(F, ,ugﬁ) is a symbol.

If F is the function field of a curve over a global field of positive characteristic p, £ # p and F contains
a primitive £-th root of unity, then it was proved in [Parimala and Suresh 2016] that every element in
H3(F, n$%) is a symbol.

Let K be a number field. A consequence of class field theory is that every element in H" (K, M?” )isa
symbol. A classical lemma of Tate states that given finitely many elements o1, ..., o, € H 2(K, ,uf?z), there
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exista, b; € K* such that o; = (a)-(b;). Let F be the function field of a curve over K. Suresh [2004] proved
a higher dimensional version of this lemma over F: given finitely any elements «;, ..., o, € H 3(F, M%w),
there exists f € F* such that o; = (f) - B; for some B; € H>*(F, /LSZ’Z). In particular if there exists an
integer N such that the symbol length of every element in H>(F, u?z) is bounded by N, then the symbol
length of every element in H>(F, ,ugﬁ) is bounded by N. In [Lieblich et al. 2014], it was proved that such
an integer N exists under the hypothesis that a conjecture of Colliot-Théleéne on the Hasse principle for the
existence of O-cycles of degree 1 holds. However, unconditionally the existence of such N is still open.
In this paper we prove the following (see Corollary 7.8):

Theorem 1.1. Let K be a global field or a local field and F the function field of a curve over K. Let £
be a prime not equal to char(K). Suppose that K contains a primitive {-th root of unity and one of the
following holds:

(1) € #£2.

(i) K is alocal field.
(iii) K is a totally imaginary number field.
Then every element in H3(F, /L%m) is a symbol.

The above theorem for K a p-adic field and £ # p is proved in [Parimala and Suresh 2010] (see
[Parimala and Suresh 2016]). Our method in this paper is uniform, it covers both global and local fields
at the same time and we do not exclude the case ¢ = p.

We have the following (see Corollary 8.3):

Corollary 1.2. Let K be a totally imaginary number field and F the function field of a curve over K. Let
q be a quadratic form over F and ) € F*. If the dimension of q is at least 5, then g ® (1, —1) is isotropic.

Let L be a field of characteristic not equal to 2 and u (L) be the u-invariant of L. By a theorem of Pfister
if u(L) < 2" for some n, then every element in H" (L, ,u?") is a symbol. Let K be a totally imaginary
number field. Then it is well-known that u(K) is 4. Let F be a function field over K of transcendence
degree n. It is a wide open question whether u(F) = 2"*2. The finiteness of u(F) is not known even for
n = 1. In the perspective of Pfister’s theorem, the conclusion from (iii) of Theorem 1.1 strengthens the
expectations that u(F) is 8 for function fields of curves over totally imaginary number fields

In a related direction Colliot-Thélene raised the question whether every element of H"+2(F, M?("H))
is a symbol if F is a function field of transcendence degree n over a totally imaginary number field. Our
main theorem gives an affirmative answer to this question for function fields of curves.

For a smooth integral variety X over a field k, let CHy(X) be the Chow group of 0-cycles modulo
rational equivalence. If £ is a number field and X a smooth projective geometrically integral curve, the
Mordell-Weil theorem implies that CHy(X) is finitely generated.

Let C be a smooth projective geometrically integral curve over a field k. Let X — C be an (admissible)
quadric fibration (see [Colliot-Théléne and Skorobogatov 1993]). Let CHy(X/C) be the kernel of the
natural homomorphism CHgy(X) — CHy(C). If char(k) # 2, Colliot-Thélene and Skorobogatov identified
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CHy(X/C) with a certain subquotient of k(C)* [Colliot-Théleéne and Skorobogatov 1993]. From this
identification it follows that CHo(X/C) is a 2-torsion group. Thus CHy(X/C) is finitely generated if and
only if it is finite. Suppose that k is a number field. If dim(X) < 2, then the finiteness of CHo(X/C)
is a result of Gros [1987]. If dim(X) = 3, then it was proved in [Colliot-Théleéne and Skorobogatov
1993; Parimala and Suresh 1995] that CHy(X/C) is finite. Thus for dim(X) < 3, CHy(X) is finitely
generated. As a consequence of Corollary 1.2, we prove the following conjecture of Colliot-Thélene and
Skorobogatov (see Theorem 8.4).

Theorem 1.3. Let K be a totally imaginary number field, C a smooth projective geometrically integral
curve over K. Let X — C be an admissible quadric fibration. If dim(X) > 4, then CHy(X/C) = 0. In
particular CHy(X) is finitely generated.

Let K be a global field of positive characteristic p or a local field with the characteristic of the residue
field p. Let F be the function field of a curve over K and £ a prime not equal to p. Let us recall that the
main ingredient in the proof of the fact that every element in H>(F, u?ﬁ) is a symbol [Parimala and Suresh
2010], is a certain local-global principle for divisibility of an element of H3(F, ,uugm) by a symbol in
H?*(F, u$%) [Parimala and Suresh 2010; 2016]. In fact it was proved that for a given ¢ € H3(F, u%°) and
asymbolo € H 2(F, ,u?z) if for every discrete valuation v of F there exists f, € F* such that { —« - (f))
is unramified at v, then there exists f € F* such that ¢ =« - (f). In the proof of this local-global principle,
the existence of residue homomorphisms on H 2(F, ,u?z) and H3(F, u?3) is used. However note that if
K is a global field or a p-adic field with £ = p, then there is no “residue homomorphism” on H2(F, u$?%)
which can be used to describe the unramified Brauer group.

We now briefly explain the main ingredients of our result. Let K be a global field or a local field
and F the function field of a curve over K. Let £ be a prime not equal to characteristic of K. Suppose
that K contains a primitive £-th root of unity. Let v be a discrete valuation on F and « (v) the residue
field at v. Then Kato [1986, Section 1] defined a residue homomorphism H3(F, %) — (Br(x(v)). Let
¢ e H3(F, ufﬁ) and o = [a, b) € H*(F, ,u?z). First we show that if there is a regular proper model 2
of F such that the triple (¢, o, Z) satisfies certain assumptions, then there is a local global principle for
the divisibility of ¢ by « (see Theorem 6.5). One of the key assumptions is that a € F* has some “nice”
properties at closed points of £~ which are on the support of the prime £ and in the ramification of ¢ or «
(see Assumptions 5.1 and 6.3). These assumptions on a enable us to work in spite of the absence of a
residue homomorphisms on H 2(F, u%z) for discrete valuations with residue fields of characteristic £ and
also enable us to blow up the given model so that there are no chilly loops (as defined by Saltman).

Let ¢ € H3(F, ufﬁ). First we choose a regular proper model 2" of F' where the ramification of ¢ and
the support of £ is a union of regular curves with normal crossings on 2". For each irreducible curve C
on 2" which is in the union of the ramification of ¢ and support of £, let 8¢ be the residue of ¢ at C.
Since the residue field « (C) at C is either a global field or a local field, 8¢ is a cyclic algebra. Using
the class field theory and weak approximation, we write 8¢ = [ac, b¢) with some conditions on a¢ and
bc at finitely many closed points of the model. Then we lift these ac and b¢ to a, b € F* which satisfy
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some “nice” conditions and let « = [a, b). By the choice of a and b, « is unramified at all irreducible
curves in the support of £ and also unramified at some predetermined finitely many closed points of the
model. Suppose that £ # 2 or K is a local field or K is a global field without real places. Then we show
that there exists a sequence of blow-ups ¢ of 2" such that « = [a,b) € H 2(F, ;L?Z) and ¢ satisfies
the assumption of Section 6. Thus, by the local global principle for the divisibility, there exists f € F*
such that ¢ — o - (f) is unramified on 2". Then, using a result of Kato [1986], we arrive at the proof of
Theorem 7.7.

2. Preliminaries

Lemma 2.1 [Colliot-Thélene 1999, Proposition 4.1.2(i)]. Let K be a field with a discrete valuation v and
Kk the residue field at v. Let m be the maximal ideal of the valuation ring R at v. Suppose that char(K) =0
and char(k) = £ > 0. Suppose that K contains a primitive £-th root of unity p. Then £ = x(p — 1)*~! for

some unit x at v with x = —1 modulo m. In particular v(p — 1) = v(£)/(€ — 1).
Proof. The congruence x = —1 modulo m holds according to the proof of [Colliot-Thélene 1999,
Proposition 4.1.2(i)]. O

Lemma 2.2. Suppose R is a discrete valuation ring with field of fractions K and residue field k. Suppose
that char(K) =0, char(k) = € > 0 and K contains a primitive £-th root of unity p. Let u € R and u € k the
image of u. If 1 —u(p — 1)* € R®, then X* — X + it has a root in k. The converse is true if R is complete.

Proof. Let m be the maximal ideal of R. Suppose that u € m. Then it = 0 and X* — X has a root in k.

Suppose that # € R is a unit. Suppose 1 —u(p — Df e RY. Letze Rwithz! =1—u(p—1)*eR.
Since p — 1 € m, 1 —u(p — 1) is a unit in R and hence z is a unit in R with z* = 1 modulo m. Since
char(k) = ¢, z = 1 modulo m. Thus z = 1 +d for some d € m. Since z‘ = (1+d)¢ =1 +€d +---+d",
all the nontrivial binomial coefficients are divisible by £ and d € m, we have z* = 1 4 £dy + d* for some
unit y € R with y = 1 modulo m. Since z¢ =1 —u(p — 1), we have £dy +d* = —u(p — 1)*.

We claim that v(d) = v(p — 1). Suppose that v(¢d) = v(d%). Then v(¢) +v(d) = £v(d) and hence
v(d) = v()/(€ —1) = v(p — 1) (Lemma 2.1). Suppose that v(¢d) < v(d*). Then v(¢dy + d*) =
v(€d) = v(€) + v(d). Since €dy + d* = —u(p — )¢, v(€) + v(d) = €v(p — 1) and hence v(d) =
vip—1D)—v@)=v@)/€—-1)—v¥) =v)/(—1)=v(p—1). Suppose that v({dy) > v(d?). Then
v(p —1) =v(d*) = €v(d) and hence v(d) = v(p — 1).

Since v(d) = v(p — 1), we have d = w(p — 1) for some unit w € R. By Lemma 2.1, we have
¢=x(p — 1! with x = —1 modulo m. Thus

—u(p—1t= dy +d = xyw(p — D+ wl(p—1)*

and hence

—u=w' +xyw.
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Since x = —1 modulo m and y = 1 modulo m, we have w’ — w + it = 0. In particular X* — X + i has a
root in «.

Suppose R is complete and X — X + i has a root in k. Since char(k) = £, X* — X + & has ¢ distinct
roots in . Since R is complete, X'~ X+uhasarootwin R. Letd = w(p — 1) € R. Then, as above,
we have (1 +d)* = 1+ £dy + d* for some y € R with y = 1 modulo mg. By Lemma 2.1, we have

14

2=x(p—1)*"! for some x € R with x = —1 modulo m . Since w* = w —u and d = w(p — 1), we have

A+d)f=14+tdy+d* =14+tw(p—Dy+w'(p—1"
=1+ewp—Dy+wp—D"—u@p—1)°
=1+xyw(p— D" +wlp—1D" —u(p— 1"
=l+w(p—D xy+ D —u(p—1"

Since xy+1=0 modulo m, we have (14+d)* =1—u(p—1)* modulo (p—1)*m and hence 1 —u(p—1)* € R**
(see [Epp 1973, Section 0.3]). O

Let R be a regular domain with field of fractions K and let L/K be a finite separable extension. Let §
be the integral closure of R in L. We say that L/K is unramified at a prime ideal P of R, if Sp/PSp
is a separable algebra over the field Rp/P Rp, where Sp = S Qg Rp is the same as the integral closure
of the local ring Rp in L. We say that L/K is unramified on R if it is unramified at every prime ideal
of R. If L/K is unramified at a prime ideal P of R, the separable Rp/P Rp-algebra Sp/P Sp is called
the residue field of L at P. Note that Sp/P Sp is a product of separable field extensions of Rp/PRp. If
R is a regular local ring, then L/K is unramified at R if and only if the discriminant of L/K is a unit in
R (see [Milne 1980, Exercise 3.9, page 24]). Thus in particular, L/K is unramified on R if and only is
L/K is unramified at all height one prime ideals of R. If L is a product of fields L; with K C L;, then
we say that L/K is unramified on R if each L;/K is unramified on R.

We have the following (see [Epp 1973, Proposition 1.4]):

Proposition 2.3. Suppose R is a discrete valuation ring with field of fractions K and residue field k.
Suppose that char(K) = 0, char(x) = £ > 0 and K contains a primitive £-th root of unity p. Let u € R
and L = K[X]/(X¢ = (1 —u(p — 1)%)). Let S be the integral closure of R in L. Then L/K is unramified

on R and:

o If X* — X + i is irreducible in k[X], then S has a unique maximal ideal, it is generated by the
maximal ideal mg of R, and S/mgS ~ k[X1/(X* — X + i), where i is the image of u in k.

o If X* — X + it is reducible in k[ X1, then mgS$ is the product of £ distinct maximal ideals of S and
again S/mgS ~ k[X]/(X* = X + ).

Proof. Without loss of generality we assume that R is complete. If L is not a field, which happens if
and only if X* — X — i is reducible in k[ X] by Lemma 2.2, then the result is clearly true. So we further
assume that L is a field and X* — X — & is irreducible in «[X]. Then S is a complete discrete valuation
ring. Let my be the maximal ideal of R and mg the maximal ideal of S. Since 1 — u(p — Dt e s¢, by
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Lemma 2.2, X¢ — X — i has a root in S/mg. Since [S/ms : k] <€, S/ms~ k[X]/(X* —x + i) and
hence the ramification index of S over R is 1 and mg = mgS. It follows that L /K unramified on R. [

Corollary 2.4. Suppose that A is a regular local ring of dimension two with field of fractions F, maximal
ideal m and residue field k. Suppose that char(F) =0, char(k) = £ > 0 and F contains a primitive £-th
root of unity p. Letu € A and L = F[X]/(X* — (1 —u(p — D*)). Suppose that L is a field. Let S be the
integral closure of A in L. Then L/F is unramified on A and S/mS ~ k[X]/(X* — X + i), where u is

the image of u in .

Proof. Since char(x) = ¢ and p® =1, 1 — p is in the maximal ideal of A and hence 1 —u(p — 1)’ is a
unit in A. Let P be a prime ideal of A of height one. Suppose char(A/P) # £. Since 1 —u(p —1)%is a
unit in A, L/F is unramified at P. If char(A/P) = ¢, then by Proposition 2.3, L/ F is unramified at P.
Thus L/ F is unramified on A.

Let m = (7, 6) be the maximal ideal of A. Since L/F is unramified on A, S/7 S is a regular semilocal
ring (see [Milne 1980, Proposition 3.17, page 27]). Suppose that char(A/(;r)) # £. Since 1 —u(p — Dt is
aunitatsw, L/F is unramified at w and S® 4 A () /() = (A(ﬂ)/(n))[X]/(Xe —(1—ua(p—1"Y), where
denotes the image modulo (7). Hence by Proposition 2.3, S/(r, 8)S = k[X]/(X* — X + i1). Suppose
that char(A/(;r)) = €. Then, by Proposition 2.3, the field of fractions of S/ S is the field of fractions of
(A/(m)[X]/(X*— X + ). Since u is a unitin A/(), A/(m)[X]/(X* — X + i) is a regular local ring
and hence S/ S~ A/(7)[X1/(X* — X +it). Hence S/(x, 8)S = k[X1/ (X — X +i1). 0O

Let K be a field and ¢ a prime. Then every nontrivial element in H'(K, Z/¢) is represented by a pair
(L, o), where L/K is a cyclic field extension of degree £ and o a generator of Gal(L/K).

Suppose £ # char(K) and K contains a primitive £-th root of unity. Fix a primitive £-th root of unity
p € K. Let L/K be a cyclic extension of degree £. Then, by Kummer theory, we have L = K (/a) for
some a € K* and o € Gal(L/K) given by o (/a) = p-/a is a generator of Gal(L/K). Thus we have an
isomorphism K*/K* — H'(K, Z/€Z) given by sending the class of a in K*/K** to the pair (L, o),
where L = K[X]/(X%—a) and 0 (Ja) = pJ/a. Let a € K*. If the image of the class of a in H'(F, Z/£Z)
is (L, o) and i is coprime to ¢, then the image of a'is (L, o"). In particular (L, o) = (L,o") forall i
coprime to £.

Suppose char(K) = £ and L/K is a cyclic extension of degree £. Then, by Artin—Schreier theory,
L =K[X]/(X*— X +a) for some a € K. The element ¢ € Gal(L/K) given by o (x) = x + 1, where
x € L is the image of X in L, is a generator of Gal(L/K). Let g : K — K be the Artin—Schreier map
o (b) = b® — b. We have an isomorphism K /o (K) — H'(K, Z/¢Z) given by sending the class of a to
the pair (L, o), where L = K[X]/(Xe — X +a) and o (x) = x 4+ 1. We note that if the image the class of
a is (L, o), then the image of the class of ia is (L, o) forall 1 <i<e—1.

In either case (char(K) # £ or char(K) = £), for a € K* (or K), the pair (L, o) is denoted by [a).
Sometimes, by abuse of notation, we also denote the cyclic extension L by [a).

Let R be aregular ring of dimension at most 2 with field of fractions K and £ a prime. If £ is not equal to
char(K), then assume that K contains a primitive £-th root of unity p. Suppose L = [a) is a cyclic extension
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of K of degree £. Let P be a prime ideal of R, k(P) = Rp/P Rp and Sp the integral closure of Rp in L.
Suppose char(x(P)) # £. Then L = K[X]/(Xe —a) and hence Sp/PSp =~ K(P)[X]/(XZ —a) where a
is the image of a in « (P). Suppose char(k (P)) = ¢, char(K) # £ anda = 1 —u(p — 1)* for some u € Rp.
Then, by (Proposition 2.3 and Corollary 2.4), Sp/PSp =~ k(P)[X1/(X* =X +u). Suppose char(k (P)) =
char(K) =¢and a € Rp. Then L = K[X]/(X*— X 4+a) and hence Sp/PSp ~ «k(P)[X]/(X* = X +a).
Thus, in either case, Sp/ P Sp is either a cyclic field extension of degree £ over x (P) or the split extension
of degree ¢ over x(P) and we denote these Sp/PSp by [a(P)). If P = (;r) for some 7 € R, then we
also denote [a(P)) by [a(w)). If P induces a discrete valuation v on K, then we also denote [a(P)) by
[a(v)). For an element b € R, we also denote the image of b in R/P by b(P). If be Randc € R/P, we
write b =c € R/ P for b = c modulo P.

Lemma 2.5. Let A be a semilocal regular ring of dimension at most two with field of fractions F. Let ¢
be a prime not equal to the characteristic of F. Suppose that F contains a primitive £-th root of unity. For
each maximal ideal m of A, let [u,,) be a cyclic extension of A/m of degree £. Then there exists a € A
such that:

o [a) is unramified on A with residue field [u,,) at each maximal ideal m of A.

o If £ =2 and A/m is finite for all maximal ideals m of A, then a can be chosen to be a sum of two

squares in A.

Proof. Let p € F be a primitive £-th root of unity. Let m be a maximal ideal of A. If char(A/m) # ¢,
then let b,, = (1 —u,,/(p — 1)¥) € A/m. If char(A/m) = ¢, then let b,, = u,, € A/m. Choose b € A with
b=>b,, € A/m for all maximal ideals m of A anda=1—-b(p— 1)¢. Let m be a maximal ideal of A. Suppose
that char(A/m) # £. Then, by the choice of a and b, we have a =1—b,,(p — 1)¢=u,, € A/m. Thus [a) is
unramified on A,, with the residue field [u,,) at m. Suppose that char(A /m) =£. Then, by (Proposition 2.3
and Corollary 2.4), [a) is unramified on A,, with the residue field [b). Since b = b, = u,, € A /m, the
residue field of [a) at m is [u,,).

Suppose £ =2 and A/m is a finite field for all maximal ideals m of A. Let m be a maximal ideal of A.
Suppose that char(A/m) # 2. Since every element of A/m is a sum of two squares in A/m [Scharlau
1985, page 39, 3.7], there exist x,,, y,, € A/m such that x,i + y,i =1—4u,,. Suppose that char(A/m) = 2.
Since A/m is a finite field, every element in A/m is a square. Let y,, € A/m be such that y,%l = u,,. Let
X,y € A be such that for every maximal ideal m of A:

« If char(A/m) #2, then x = ;(x,, — 1) € A/m and y = Jy,, € A/m.

e If char(A/m)=2,thenx =0€ A/mand y =y,, € A/m.
Let a = (1 4+ 4x)% + (2y)2 € A. Let m be a maximal ideal of A. Suppose char(A/m) # 2. Then
a= xi + y,i =u, € A/m and hence [a) is unramified on A,, with residue field at m equal to [u,,).

Suppose that char(A/m) = 2. Then %(1 —a) = u,;, € A/m and hence [a) is unramified on A,, with
residue field [u,,) (Proposition 2.3 and Corollary 2.4). O
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Lemma 2.6. Let R be a semilocal regular domain of dimension 1 and K its field of fractions. Let £ be a
prime not equal to char(K). Suppose that K contains a primitive £-th root of unity p. Let L = K ({Yu) for
someu € R. Letmy, ..., m,,myy, ..., my, be the maximal ideals of R. Suppose that char(k(m ;)) = ¢
and L/K is unramified at m for all r +1 < j < n. Then there exists v € R such that L = K (Jv), v=u
modulo m; forall 1 <i <rand (1—-v)/(p—1)*¢€ Ry, forallr +1<j <n.

Proof. For a maximal ideal m of R, let K,,, denote the field of factions of the completion of R at m.

Letr +1 < j <n. Since char(k(m;)) = £ and L/K unramified at m ;, the residue field of L at m  is
Kk(mj)[X]/(X* — X +w;) for some w; € Ry, Since the residue field of K[X]/(X* —(1—w;(p—1")
is isomorphic to /c(mj)[X]/(X‘Z — X +w;) (Proposition 2.3 and Corollary 2.4),

L® Ky, ~ Ku, [X]/(X' = (1 —w;(p— D).

Since char(K) # ¢ and L = K ({/u), there exists 0 € Kj; such that MQJE- =l-w;(p— 1)¢. Let N be an
integer larger than the sum of the valuations of u and (p — 1)¢ at all m;. By the weak approximation, there
exists 6 € K such that & = 1 modulo m; for 1 <i <r and 99]._1 = 1 modulo m?’“ forr4+1<j<n.

Letv=ub’. Let 1 <i <r. Since # = 1 modulo m;, v=u modulo m;. Let r+1 <j=<n.LetmjeRbea
generator of the ideal m ;. Then 007 = 1+a;m ™' for some a; € Ry, Since udt =1—-w;(p—1)* € Ry,
is a unit and N iAs bigger than the sum of the valuations of # and (p — 1), we have Qfajnjl.VH =bj(p— N
for some b; € R.,;. Hence

v=ub" =ubi+ubj(p— D =1-w;j(p— D" +ubj(o—1'=1-c;(p—1
for some c; € I@m/. Since ¢c; = (1 —v)/(p — DfeKkn ﬁmj = Ry, v has the required properties. U
The following is a generalization of a result of Saltman [2008, Proposition 0.3].

Lemma 2.7. Let A be a UFD. For 1 <i <n, let I; = (a;) C A with gcd(a;,a;) =1 foralli # j. For
eachi < j,let I;; = I; + 1;. Suppose that the ideals I;; are comaximal. Then
A-> DA/ —PAal;
i i<j
is exact, where for i < j, the map from A/I; ® A/1; — A/l is given by (x,y) = x — y.

Proof. Proof by induction on n. The case n = 2 is in [Saltman 2008, Lemma 0.2]. Assume that n > 3.
Suppose (x;) € A/I; maps to zero in ©A/I;;. By induction, there exists b € A such that b =x; € A/I;
forl <i<n-—1. Weclaimthat 1yn---Nl_1+1L,=U+1,)N---N{,—1+ I;,). Since both
sides contain I, it is enough to prove the equality modulo /,,. Since gcd(a;, a;) =1 for all i # j, we
have Iy N---N1I,_y = Aay---a,—y and hence Iy N---N 1,y + 1,/I, = (A/l,)a; ---a,—. Since I;;
are comaximal, I;,/I, = (A/I,)a; are comaximal for 1 <i <n — 1 and hence (A/l,)d; - -a,—1 =
(A/LpyarN---N(A/L)a,—1. Letby € A/(I;N---N1,_1) be the image of b. Then, by the case n =2,
there exists a € A such thata =by € A/[1N---N1I,_1 and a = x,, € A/I,,. Thus a has the required
properties. O
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3. Central simple algebras

Let K be a field, L/K a cyclic extension of degree n with o € Gal(L/K) a generator and b € K*. Let
(L, o, b) denote the cyclic algebra L@ Lx @® - - - @ Lx"~! with relations x" = b, xA = o (A)x forall A € L.
Then (L, o, b) is a central simple algebra over K and represents an element in the n-torsion subgroup
»Br(K) of the Brauer group Br(K) [Albert 1939, Theorem 18, page 98]. Suppose that n is coprime
to char(K) and K contains a primitive n-th root of unity. Then L = K ({/a) for some a € K*. Fix a
primitive n-th root of unity p in K. Let o be the generator of Gal(L/K) given by o ({/a) = p/a. Then,
the cyclic algebra (L, o, b) is denoted by [a, b). Suppose that n is prime and equal to char(K). Then,
L =K[X]/(X" — X +a) for some a € K. If ¢ is the generator of Gal(L/K) given by o(x) = x + 1,
then the cyclic algebra (L, o, b) is also denoted by [a, b).

For any Galois module M over K, let H" (K, M) denote the Galois cohomology of K with coefficients
in M. Let £ be a prime. Let Z/€(i) be the Galois modules over K as in [Kato 1986, Section 0]. We
have canonical isomorphisms H'(K, Z/£) ~ Homcon (Gal(K*®/K), Z/£) and (Br(K) ~ H*(K, Z/£(1)),
where K2 is the maximal abelian extension of K [Kato 1986, Section 0].

Suppose A is a regular domain with field of fractions F. We say that an element o € H*(F, Z/£(1)) is
unramified on A if « is represented by a central simple algebra over F which comes from an Azumaya
algebra over A. If it is not unramified, then we say that « is ramified on A. Suppose P is a prime ideal
of A and o € H*(F,Z/£(1)). We say that « is unramified at P if « is unramified on Ap. If « is not
unramified at P, then we say that « is ramified at P. Suppose that « is unramified at P. Let </ be an
Azumaya algebra over A p with the class of & ®4, F equal to «. The algebraa = o7 ®4, (Ap/PAp) is
called the specialization of o at P. Since Ap is a regular local ring, the class of @ is independent of the
choice of 7. Leta, b € F and o = [a, b) € H?*(F, Z/£(1)). If the cyclic extension [a) is unramified at
P and b is a unit at P, then « is unramified at P and the specialization of « at P is [a(P), b(P)), where
[a(P)) is the residue field of [a) at P and b(P) is the image of bin Ap/PAp.

Suppose that R is a discrete valuation ring with field of fractions K and residue field «. Let £ be
a prime not equal to char(K). Suppose that char(x) # £ or char(x) = £ with k¥ = «t. Then there is
a residue homomorphism 0 : H*(K, Z/e(1)) — H'(k, Z/¢) [Kato 1986, Section 1]. Further a class
o€ H*(K, Z/£(1)) is unramified at R if and only if d(«) = 0. Let a, b € K*. If [a) is unramified at R,
then d([a, b)) = [a(v))"®, where v is the discrete valuation on K. In particular if [a) is unramified on R
and ¢ divides v(b), then [a, b) is unramified on R.

Lemma 3.1 ([Auslander and Goldman 1960, Proposition 7.4], see [Lieblich et al. 2014, Lemma 3.1]).
Let A be a regular ring of dimension 2 and F its field of fractions. Let £ be a prime not equal to char(F)
and o € H*(F, Z/¢(1)). If a is unramified at all height one prime ideals of A, then « is unramified on A.

Lemma 3.2. Let R be a complete discrete valuation ring with field of fractions K and residue field k. Let
£ be a prime not equal to char(x). Let D be a central simple algebra of index £ over K. Suppose that D is
ramified at R. If L/ K is the unramified extension of K with residue field equal to the residue of D at R,
then D ® L is a split algebra.
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Proof. We have D = Dy ® (L, o, w) for some generator of Gal(L/K), m a parameter in R and Dy
unramified at R (see [Parimala et al. 2018, Lemma 4.1]). Further £ = ind(D) = ind(Do ® L)[L : K]
(see [loc. cit., Lemma 4.2]). Since D is ramified at R, [L : K] = £ and hence Dy ® L = 0. Hence
Dy=(L,o,u) forsome u € K and D = (L, o, um). Thus D ® L is a split algebra. U

Lemma 3.3. Let A be a complete regular local ring of dimension 2 with field of fractions F and residue
field k. Suppose that k is a finite field. Let m = (7, §) be the maximal ideal of A. Let £ be a prime not
equal to char(F) and o = [a, b) € H>(F, Z/£(1)) for some a, b € F*. Suppose that:

o [fchar(k) = ¢, then the cyclic extension [a) is unramified on A.
o « is unramified on A except possibly at 8.

e The specialization of « at 7 is unramified on A /().
Then o = 0.

Proof. Suppose that char(k) # £. Then, it follows from [Reddy and Suresh 2013, Proposition 3.4] that
o =0 (see [Parimala et al. 2018, Corollary 5.5]).

Suppose that char(k) = £. Since F is the field of fractions of A, without loss of generality, we assume
that b € A and not divisible by ¢ for any prime § € A. Write b = v8"0y" - - - 6" for some distinct primes
0; € A with (8) # (6;) foralli,1 <n; <€—1,0<n<{—1and v € A aunit. Since « is a finite field, A
is complete and [a) is unramified on A, we have [a, v) = 0 and hence @ = [a, b) = [a, 8"9{” -0,

Since [a) is unramified on A, for any prime 6 € A, [a, 0) is unramified on A except possibly at 6. Let
1 <j<r. Since o = [a,b) =[a,§") [la, 0, [a, ") and [a, ") are unramified at §; for all i # j,
[a, 0}” ) is unramified at 6; and hence [a, 9}1" ) is unramified on A (see Lemma 3.1). Since « is a finite
field and A is complete, [a, 9}1") = 0. Thus, we have a = [a, §").

If n =0, then « = 0. Suppose 1 <n < ¢ — 1. Let & be the specialization of « at . Since o = [a, ")
and [a) is unramified at 77, we have @ = [a(r), §"), where [a(r)) is the residue field of [a) at = and
§ is the image of 8 in Ap /(). Since @ is unramified on A/(), A is complete and « is a finite field,
& = [a(w), ") =0. Since 3(&) = [a(m))" =1 and n is coprime to £, [a(m)) = 0. Since A is complete,

[a) is trivial and hence o = 0. O

We now recall the chilly, cool, hot and cold points and the chilly loops associated to a central simple
algebra, due to Saltman [2007; 2008]. Let 2" be a regular integral excellent scheme of dimension 2
and F its field of fractions. Let £ be a prime which is not equal to char(F'). Suppose that F contains a
primitive £-th root of unity. Let o € H2(F, Z/e(1)). Suppose that ram ¢ (o) = {Dy, ..., D,} for some
regular irreducible curves D; on 2" with normal crossings. Suppose P € D; N D; is a closed point. Let
Ap be the local ring at P. Let 7;, m; € Ap be primes defining D; and D; at P respectively. Suppose
that char(x (P)) # €. Suppose that o = ag + (u, 7;) + (v, ;) for some o« unramified at P, u, v units
at P. We say that P is a chilly point of o if u(P) and v(P) generate the same nontrivial subgroup of
k(P)*/k(P)*¢, a cool point of a if u(P), v(P) € k(P)*', a hot point of « if u(P) and v(P) generate
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different subgroup of x (P)*/k (P)*‘. We say that P is a cold point of o If o = at + (ur;, vnj) for some
oo unramified at P, u, v units at P and s coprime to £.

Let I' be a graph with vertices D;’s and edges as chilly points, i.e., two distinct vertices D; and D)
have an edge between them if there is a chilly point in D; N D;. A loop in this graph is called a chilly
loopon Z'. Let [%] be the open subscheme of 2" obtained by inverting £. Since, by the definition of
chilly point, char(x (P)) # £ for any chilly point P, we have the following

Proposition 3.4 [Saltman 2007, Corollary 2.9]. There exists a sequence of blow-ups 2" — 2 centered
at closed points P € X [%] such that « has no chilly loops on 2.

Let K be a global field and ¢ a prime. Let § € (Br(K). Let v be a discrete vacation of K, K, the
completion of K at v and « (v) the residue field at v. Since K, is a local field, the invariant map gives an
isomorphism 9, : ¢Br(K,) = H*(K,, Z/t(1)) — H'(k (v), Z/t).

Proposition 3.5. Let K be a global field and ¢ a prime. If € is not equal to char(K), then assume that K
contains a primitive £-th root of unity p. Let B € (Br(K). Let S be a finite set of discrete valuations of K
containing all the discrete valuations v of K with 9, (B) # 0. Let S’ be a finite set of discrete valuations of
K with SNS'=@. Let a € K* and for each v € §', let n,, > 2 be an integer. Suppose that for every v € S,
[a) is unramified at v with 3,,(8) = [a(v)). Further assume that if £ = 2, then B ® K, (y/a) = 0 for all
real places v of K. Then there exists b € K* such that:

» B=la,Db).
e Ifves, thenv(b) =1.
e Ifve S, thenv(b—1)>n,.

Proof. Let L =[a). Letv e S. If 9,(8) =0, then 8 ® K, = 0 [Cassels and Frohlich 1967, page 131].
Suppose that d,(8) # 0. Then [a(v)) is a field extension of « (v) of degree £ and hence L Qg K, is a
degree ¢ field extension of K. Thus S ®x (L ® K,) =0 [loc. cit., page 131]. Suppose v is a real place
of K. Then, by the assumption on a, 8 Qg (L @k K,) =0. Thus § ® L = 0 [loc. cit., page 187] and
hence there exists ¢ € K* such that 8 = [a, ¢) [Albert 1939, page 94].

Let R be the semilocal ring at the discrete valuations in SUS’. Replacing ¢ by c8* for some 6 € K*, we
assume that c € R. Forv € SU S, let 7, € R be a parameter at v. Let v € S. Since [a) is unramified at v,
3,(B) = d,([a, ¢)) = [a(v))"©). Suppose [a(v)) is nontrivial. Since, by the hypothesis, 3, (8) = [a(v)),
v(c) — 1 is divisible by £. Since [L : K]= £, 7.“ ™" is a norm from L ®x K, /K,. Suppose that [a(v)) is
trivial. Then L ® ¢ K, is the split extension and hence every element of K, is a norm from L ® g K, /K.
Thus for each v € S, there exists x, € L ®x K, with norm 7, “~!. Let v € §’. Then 8,(8) = 0 and
we have 8 ® K, = [a, c) ® K, = 0 [Cassels and Frohlich 1967, page 131]. Hence c is a norm from
L®k K,. Foreachv € §', x, € L ®k K, with norm c. Let z € L be sufficiently close to x, such that
V(Nrggk, @) — 707" > v(c) forall v € S and V(N g, (2) —¢) > v(c) +n, forall v € §'.
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Let d be the norm of z and b=cd~'. Then B =[a, cd~')=[a, b). Letv € S. Since v(d—mf(c)_l)zv(c),
we have v(d) = v(c) — 1 and hence v(b) = v(cd~!) = 1. Let v € §'. Since v(d —¢) > v(c) +n, > 2,
v(d)=v(c)and v(b—1) =v(cd~' — 1) > n,. O

4. A complex of Kato

Let K be a complete discrete valued field with residue field «. Let £ be a prime not equal to characteristic
of K. If £ = char(k), then assume that [« : ‘] < €. Then, there is a residue homomorphism 9 :
H3(K,Z/t(2)) = H*(k, Z/¢(1)) [Kato 1986, Section 1]. We say that an element ¢ € H3(K, Z/£(2)) is
unramified at the discrete valuation of F if 9(¢) =0.

Let 2 be a two-dimensional regular integral excellent Noetherian scheme quasiprojective over some
affine scheme and F' the function field of 2". For x € 27, let F, be the field of fractions of the completion
Ax of the local ring A, at x on 2" and « (x) the residue field at x. Let x € 2" and C be the closure of {x}
in £ . Then, we also denote F, by F¢. If the dimension of C is one, then C defines a discrete valuation
vc (or vy) on F. Let Z;) be the set of points of 2" with the dimension of the closure of {x} equal to i.
Let £ be a prime not equal to char(F). Suppose that F' contains a primitive £-th root of unity. If P € Z(q)
is a closed point of 2" with char(x (P)) = £, then we assume «(P) = k(P). Letx € Zy. We have a

residue homomorphism

s H3(F,Z/0(2)) — H?(k(x), Z/e(1))

[Kato 1986, Section 1]. We say that an element ¢ € H3(F, Z/4(2)) is unramified at x (or C) if ¢ is
unramified at v,. Further if P € Z{¢) is in the closure of {x}, then we have a residue homomorphism

ap s H2(k (x), Z/¢(1)) — H'(x(P), Z/0)

[Kato 1986, Section 1]. For x € 2(j), if C is the closure of {x}, we also denote 9, by dc. An element
o € H (k(x), Z]E(1)) ~ ¢Br(x(x)) is unramified at P if and only if dp(x) = 0. We use the additive
notation for the group operations on H?(F, Z/¢(1)) and H*(F, Z/£(2)) and multiplicative notation for
the group operation on H'(F, Z/¢).

Proposition 4.1 [Kato 1986, Proposition 1.7]. Then
3 ?
H(F, Z/€(2)) = @xeay H((x), Z/L(1)) = ®peyo H' ((P), Z/0).
is a complex, where the maps are given by the residue homomorphism.

Lemma 4.2 [Kato 1980, Section 3.2, Lemma 3; 1986, Lemma 1.4(3). Let x € Z(1) and vy be the discrete
valuation on F at x. Then 9, : H>(Fy, 7/¢Q2)) — H?(k (x), Z/¢Q1)) is an isomorphism. Further if
o € H*(F,7/£Q1)) is unramified at x and f € F*, then d¢(a - (f)) = a"*),

The following is a consequence of Proposition 4.1.
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Corollary 4.3. Let C| and C, be two irreducible regular curves in X intersecting at a closed point P.
Let ¢ € H*(F, Z/£(2)). Suppose that ¢ is unramified at all codimension one points of 2 passing through
P except possibly at Cy and C,. Then

3p(dc, (£)) = 3p(dc, ()"

Corollary 4.4. Let C be an irreducible curve on 2 and P € C with C regular at P. Let ¢ € H>(F, 7 /£(2)).
Suppose that ¢ is unramified at all codimension one points of 2 passing through P except possibly at C.
If k (P) is finite, then { ® Fp = 0. In particular if k (P) is finite, then ¢ is unramified at every discrete
valuation of F centered at P.

Proof. Since C is regular at P, there exists an irreducible curve C’ passing through P and intersecting C
transversely at P. Then, by Corollary 4.3, we have 0p(3¢c(¢)) = dp (3¢ (¢ )1, Since, by assumption,
dc'(¢) =0, we have dp(dc(¢)) = 1.

Let m € Ap be a prime defining C at P. Since C is regular at P, Ap /() is a discrete valued ring
with residue field « (P) and « (C) is the field of fractions of Ap /(). Further 7 remains a regular prime
in A p and A p/(m) is the completion of Ap /(). In particular the field of fractions of A p/(m) is the
completion « (C) p of the field ¥ (C) at the discrete valuation given by the discrete valuation ring Ap /(7).
Let v be the discrete valuation on Fp given by the height one prime ideal () of A and v the discrete
valuation of F' given by the height one prime ideal () of A. Then the restriction of ¥ to F is v and the
residue field x (v) at v is « (C) p.

Since dp(0¢c(¢)) =1, we have d¢c(¢) @ k(C)p = 0 [Kato 1986, Lemma 1.4(3)]. Hence

05 (C ® Fp) =03c($) ®«(C)p =0.

Let Fp; be the completion of Fp at v. Since 95 : H3(Fp,,~,,Z/€(2)) — H?*k(C)p,Z/L(2)) is an
isomorphism [loc. cit., Lemma 1.4(3)], { ® Fp; =0.

Let v be a discrete valuation of Fp given by a height one prime ideal of A not equal to (7). Then, by
the assumption on ¢, d,/(¢{ ® Fp) =0 and hence { ® Fp,, = 0 [loc. cit., Lemma 1.4(3)], where Fp ,/ is
the completion of Fp at v'. Hence, by [Saito 1987, Theorem 5.3], ¢ ® Fp = 0. Ol

5. A local global principle

Let 2, F and £ be as in Section 4. Let ¢ € H>(F,Z/€(2)). Let a = [a, b) € H*>(F, Z/¢(1)). In this
section we show that under some additional assumptions on 2", ¢ and «, there exists f € F* such that
0y (¢ —oa - (f)) is unramified at all the discrete valuations of « (x) centered at closed points of {x} for all
x € Zq) (see Theorem 5.7).

For the rest of this section, we assume the following.

Assumptions 5.1. Suppose (2, ¢, ) satisfies the following conditions:
(A1) ramgy () ={Cy, ..., C,}, the C; are regular irreducible curves with normal crossings.

(A2) ramy (o) ={Dy, ..., D,}, the D; are regular curves with normal crossings and C; # D; for all i, j.
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By reindexing, we have ram g (o) ={D1, ..., Dy, ..., Dy}, with char(x (D;)) = £ for 1 <i <m and

char(k(Dj)) #Lform+1<j <n:

(A3) DinDj=¢gforalll <i <mandm+1<j<n.

(A4) If P e D;ND; for some m+1 <i < j <n, then char(x (P)) # £.

(AS5) There are no chilly loops (see Section 3) for & on 2.

(A6) Oc, (¢) is the specialization of « at C; for all i.

(A7) C;NDj=g foralliand 1 < j <m.

(A8) If P € C; N Dy for some i and s, then P € C; N C; for some i # j.

(A9) For every i # j, through any point of C; N C; there is at most one D;.

(A10) Inthe representation o = [a, b) the element a can be chosen such that if P € Z(q, with char(k (P)) =
¢ and P € D; for some i, then (1 —a)/(p — 1)¢ € Ap.
-1

i

(All) If P € C;NC;ND; for some i < j and for some #, then D; is given by a regular prime um
at P, for some prime 7; (resp. ;) defining C; (resp. C;) at P and units u, v at P.

+urm;

Let & be a finite set of closed points of 2" containing C; NC;, D; N D; for all i # j, C; N D; for all
i, j and at least one point from each C; and D;. Let A be the regular semilocal ring at & on 2". For
every P € &, let Mp be the maximal ideal of A at P. For 1 <i <rand 1 < j <n,let m; € A be a prime
defining C; on A and §; € A a prime defining D; on A.

Lemma 5.2. For1 < j <n,letn; = Lvp,(€) + 1. Then there exists a unit u € A such that u || 7; is an
£-th power modulo 8?'i forall 1 < j <n. Inparticular u || n; € Fg}_ forall j.

Proof. Let m = [[|n; and 8 = [} 8;.” . Since, by the assumption (A7), C; N D; = & for all i and
1 < j <m, the ideals A and A§ are comaximal in A. In particular the image of 7 in A/(§) is a unit.
Let P e 22\ ((Uq C,-) U ( T Dj)). Then 7 is a unit at P and the ideals (), (§), mp are comaximal.
By the Chinese remainder theorem, there exists #; € A be suchthatu; =7 € A/(8), u; =1€ A/(m)
andu; =mw € A/Mp forall P € 2\ ((Ui C,-) U (U'I" Dj)). Since the image of 7 in A/(8) is a unit, u;
isaunitin A. Let 7’ = ufln.

Letm+1 <s <n and ay be the image of 7 in A/(85). We claim that a; = wsbf for some wy, by € A/(8;)
with wy a unitin A/(8;) and wy(P) =1 forall P € D;N Dy, s #s'. Let M be a maximal ideal of A/(5).
Then M = Mp/(8;) for some P € DyN 2. Suppose P ¢ C; for all i. Then 7’ is a unit at P and hence
as is a unit at M. Suppose P € C; for some i. Then P € C; N Dy. Thus, by the assumption (A8), there
lbumg

i

exists j #i such that P € C; N C;. Suppose i < j. Then, by the assumption (All), §; = v; 7
for some units v; and v; at P. Hence

a; = ull( l_[ n,)rr,-rrj = u11< l—l n,)rr,- (—%nfﬁ = u11< 1_[ JT,) (—%)nig modulo &;.
J J

t#i,j t#i,j 1#£L, ]
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f modulo §;, for some wp € A/(5) a

unit at P. Suppose i > j. Then §; = v;m; + v,-nf_l for some units v; and v; at P. Hence, as above,

Since my, t # i, j, is a unit at P (assumption (Al)), a; = wpm

ag = w pnf modulo §;, for some wp € A/(§;) a unit at P. Hence at every maximal ideal of A/(Js), a; is
a product of a unit and an ¢-th power. Since Dj is a regular curve on 2", A/(8;) is a semilocal regular
ring and hence A/(8,) is an UFD. In particular a;, = u)sbéZ for some wy, by € A/(8;) with wy a unit.

Let P € D, N Dy for some s # s. Since m + 1 < s < n, by the assumption (A3), P ¢ D; for all
1 <i < m. By the assumptions (A8) and (A9), P ¢ C; for all i. Thus, by the choice of u;, 7’(P) = 1. In
particular a,(P) = 1 and hence w,(P) = by(P)~*. Let W, € A/(8;) be a unit such that w;(P) = by(P)
forall P € DyN Dy, s # s'. Since ag = ujszbf(zf)x_llas)Z and wszbf(P) = 1, replacing wy by wszi)f and by
by w; by, we assume that a; = wyb? with wy(P) =1forall P € D;N Dy, s #s'. Sincem+1<s <n,
by the assumption (A3), (65, 8) = A. Hence, by Lemma 2.7, there exists w € A such that w =1 € «(P)
forall P e 2\ (U] Di), w=1€ A/(8) and w = w, € A/(8;). Since wy € A/(5) is a unit, w is a unit
in A.

Letu=w""

ul_l. Since u; and w are units in A, u € A is a unit. We have u [ [ 7; = wln = ws_las =b§Z
modulo §; form+1<s<nandu[[m = wln’ = wg‘; € A/(9). Since vp,(£) =0form+1<j<n
(assumption (A2)), u [ [ 7r; is an £-th power in A/((S?") for 1 < j<n.Sincen;=~vp,(§;)+1,u[]m € ng

for all j (see [Epp 1973, Section 0.3]). O

Letu € A be a unit as in Lemma 5.2 and 7 = u [[} 7; € A. Then divy (7) =Y C;i + Z‘f t,Ey for
some irreducible curves E; with E; N &7 = @. In particular C; # E;, D; # E forall i, j and 5. Let &’
be a finite set of points of 2" containing &, C; N Ey, D; N E for all i, j and s and at least one point
from each E;. Let A’ be the semilocal ring at ’. For 1 <i <n, let §, € A’ be a prime defining D; on A’.
Note that 5; AN A" =§/A’ for all i.

Lemma 5.3. There exists v € A’ such that:

e v is a unit and F (\Yv)/F is unramified at all the points P € &' except possible at the points P in
D; N\ Dj forall i # j with char(x(P)) # £.

o Ifchar(k (D)) # £, then the extension F (Jv)/F is unramified at D ; with the residue field of F ()
at D; equal to 8Dj ().

o Ifchar(k(D;)) = ¢, then Fp,(Jv) =~ Fp,(Ja). In particular a ® Fp,(~/v) is trivial.

Proof. For 1 <i <n, we show that there exists u; € A’/(8;) C x(D;) which patch to get an element in A’
having the required properties.

Let 1 <i <m. Then char(x (D;)) = £. By the assumption (A10), (@ —1)/(p — )¢ e Ap forall P € D;.
In particular (@ — 1)/(p — 1)¢ is regular at D; and the image of (a — 1)/(p — 1) in k(D;) is in A’/(Slf).
Let u; be the image of (1 —a)/(p — 1) in A'/(8)).

Let m + 1 <i <n. Then char(x (D;)) # £. If char(k (P)) = £ for all P € D;, then let w; € x(D;) be
such that dp, (o) = [w;).
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Suppose there exists P € D; with char(kx (P)) # £. By [Saltman 2008, Proposition 7.10], there exists
w; € k(D;)* such that:

* Ip, (@) =k (D;) (Yw;).

e w; is defined at all P € &' N D; with char(x (P)) # £.

e w;isaunitatall P € (2 ND;)\ (Uj# D;) with char(x (P)) # £.

e w;(P)=w;(P)forall P€ D;NDj,i# jwith P a chilly point or a cold point.

Let P € D; N D; for some i # j. Then, by assumptions (A3) and (A4), char(x (P)) # £. Suppose P
is neither a chilly point nor a cold point. Since « is a symbol, there are no hot points [Saltman 2007,
Theorem 2.5]. Hence P is a cool point. Since dp, () = « (D;)(Jw;), by the definition of a cool point, it
follows that w; € K(D,-)}‘f. Write w; = w[%P for some w;, € k(D;)}. Let w, € x(D;)* be such that w; is
close to wl/ p for all cool points P € D; and wl/. is close to 1 for all other P € D; N &?'. Then, replacing w;
by w[-w;._é, we assume that w; (P) = w;(P) at all P € D; N D; with char(k(P) # £.

Let P € £’ N D;. Suppose char(x (P)) = £. Then, by the assumptions (A10), [@) is unramified at P
(see Proposition 2.3). Since a = [a, b), dp, (e) = [a(D;))"*?). In particular dp, (@) = k (D;)(Jw;) is
unramified at P. Thus, by Lemma 2.6, we assume that (1 —w;)/(p — Dt is regular at all P € 22’ N D; \
(M D;) with char(x (P)) =¢. Since char(k (D;)) # £, by assumptions (A3) and (A4), if P € D;N D for
some j # i, then char(k (P)) # £. Thus (1—w;)/(p—1)¢ € A’/(8;). Letu; = (1—w;)/(p— 1)t e A'/(8)).

Let P € D; N D; for some i # j. Suppose char(k (P)) = £. Then, by the assumption (A3) and (A4),
1 <i, j < m and hence by the choice of u;, we have u; (P) =u;(P) € «(P). Suppose char(k(P)) # £.
Then, m +1 < i, j <n and hence by the choice of w;, we have u; (P) = u;(P). Thus, by Lemma 2.7,
there exists u” € A" such that u’ = u; modulo (§;) for all i. By the Chinese remainder theorem, we get
v’ € A’ such that v' =u’ € A’/([]6}) and v' =0 € k(P) for all P € &' with P ¢ D; for all i.

We now show that v = 1 — (p — 1)“v’ has all the required properties.

Let P € &7'. Suppose char(k(P)) = £. Then p —1 € Mp. Since v/ € A’, v is a unit at P and F(Jv)
is unramified at P (Corollary 2.4). Suppose char(x(P)) # €. Suppose that P ¢ D; for all i. Then,
by the choice of v/, v € Mp and hence v is a unit at P and F(/v)/F is unramified at P. Suppose
that P € D; for some i. Since char(x(P)) # ¢, char(k (D;)) # €. Thus, by the choice of v’, we have
V=u=u=0-w)/(p—Dte A’/(8)). Hence v = w; € A’/(8]). Suppose P ¢ D; for all j #i.
Then, by the choice w; is a unit at P and hence v is a unit at P. In particular F (/v)/F is unramified
at P. Thus v is a unit and F(/v)/F is unramified at all P € 2’ except possibly at P € D; N D; with
char(k (P)) # £.

Suppose char(x (D;)) # €. Then, by the choice of v, we have v=1— (p — D' =1—(p—Dtu; =
w; € A//(SI{) C «(D;). Since w; # 0, v is a unit at §; and F(/v) is unramified at D; with residue field
(D) (Y7) = p, (@).

Suppose that char(x(D;)) = £. Sincev=1—(p — D% and v/ = u; = w; € A'/(8)), F(Jv) is
unramified at D; with residue field equal to « (D;)[X]/ (Xt — X +w,) (Proposition 2.3). Since w; is
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the image of (1 —a)/(p — 1)* in A’/(8)), the residue field of F(Ja) at 8] is k (D)[X1/(X* — X + w;)
(Proposition 2.3). Hence Fp, (/v) >~ Fp,(:/a). Since « = [a, b), @ ® Fy (/v) is trivial. d

Remark 5.4. If £ is a unit in A’, then the extension F(/v)/F given in the above lemma is the lift of the
residues of o which is in the sense of [Saltman 2008, Proposition 7.11].

Let v € A’ be as in Lemma 5.3. Let Vi, ..., V, be the irreducible curves in 2" where F (Jvm) is
ramified. Since 7 € Ff,j Lemma 5.2 and F(/v) is unramified at D; Lemma 5.3 for all j, V; # D; for
alli and j. Let 2" = 22 U (U(D; N E,)) U (U(D; NV;). After reindexing E, we assume that there exists
di <dsuchthat ENZ" £ forl <s<dyand EENP" =@ fordi+1<s <d.

Lemma 5.5. There exists h € F* which is a norm from the extension F ({/vr) such that

d
divy(h)=—Y 4E+ Y rkEj
1

where E; NP = forall j.

Proof. Let A” be the regular semilocal ring at 22", Let L = F(J/vx) and T be the integral closure of A”
in L.

Letl<s<dyand P € &#"NE,. Since E,NY =@, P € D;NE; for some i. Since v is a unit at all
Pe(P\ ) Lemma5.3and D; N E; C &', v is aunit at P and hence v is a unit at E;.

Let e; and f; be the ramification index and the residue degree of L/ F at E; respectively. Suppose that
es; = £. Then there is a unique curve E;in T lying over E; and let #; = ;. Suppose that e; = 1. Since
divy (r) =) Ci + Z‘f tsE; and v is a unit at E, £ divides #;. Suppose thatf; = 1. Let #; = t,/¢ and
E s =1,y Eg;, where E;; are the irreducible divisors in 7 which lie over E;. Suppose that f; = €. Then
there is a unique curve Ej in T lying over E; and let 1 =t.

Let £ = — ot E,. Then the pushforward of E from T to A” is — Z‘f t,E;. We claim that E is a
principal divisor on 7. Since T is normal it is enough to check this at every maximal ideal of 7. Let M
be a maximal ideal of T. Then M N A” = Mp for some P € &”. Suppose P ¢ E, forall 1 <s <d|.
Then E is trivial at M. Suppose that P € E; for some s with 1 < s < d;. Then, as we have seen
above, P € D; N E for some i. Since D; NC; € & foralli and j and Y NE; =, P ¢ C; for all i.
Hence divy, () = ZPeEl_ t;E;. Since v is a unit at P Lemma 5.3, diva, (v) = diva, () and hence
E= —div(Yvm) at M. In particular E is principal at M. Hence E = divy(g) for some g € L. Let
h = Nr,r(g). Since the pushforward of E from T to A" is — Z‘f t,E,, divyr(h) = — Z‘f‘ t; E; and hence
h has the required properties. 0

Lemma 5.6. Let h € F* be as in Lemma 5.5 with div o-(h) = — Zf' GE+) r; E; Then a is unramified
at E ; Further, if rj is coprime to £ for some j, then the specialization of o at E ; is unramified at every

discrete valuation OfK(E}) which is centered on E;

Proof. Since E; NP =& and D;NP" # & for all i, E; # D; for all i. Hence, by the assumption (A2),
o is unramified at E’.
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Let P be a closed point of E; for some j with r; coprime to £. Let L = F(/vrr) and Bp be the
integral closure of Ap in L. We first show that there exists an Azumaya algebra «/p over Bp such that
o ®F L is the class of o7p ®p, L.

Suppose P & D; for all i. Then « is unramified at P (assumption (A2)). Hence there exists an Azumaya
algebra <7}, over A p such that « is the class of &7, @4, F (see Lemma 3.1). Let @p = &/}, ®4, Bg. Then
o ®F L is the class of o7p ®p, L.

Suppose P € D; for some i. Since E; NP =@ Lemma 5.5, P ¢ 2", Since U(V;y N D;) C ",
P ¢ UV, for all i’ and hence L is unramified at P. Hence Bp is a regular semilocal domain. Let Q C Bp
be a height one prime ideal and Qg = QN Ap. Then Q is a height one prime ideal of A p. If & is unramified
at Qo, then o @ L is unramified at Q. Suppose that « is ramified at Qq. Since P ¢ D; for j #1i, Qo
is the prime ideal corresponding to D;. Since w € F IZJ,- (Lemma 5.2), Fp, (\/vr) = Fp,(/v). Suppose
that char(k (D;)) # £. Since L/F is unramified at D; with residue field equal to dp, (o) (Lemma 5.3),
o ®f L is unramified at Q (see [Parimala et al. 2018, Lemma 4.1]). Suppose that char(x (D;)) = £. Since
a® Fp, () is trivial (Lemma 5.3), @ @ L is unramified at Q. Since Bp is a regular semilocal ring
of dimension two, a ® F({vr) is unramified at Bp (see Lemma 3.1). Hence there exists an Azumaya
algebra o7p over Bp such that o @F L is the class of </p ®p, L.

Let B € Hz(/c(E}), Z/£(1)) be the specialization of « at E; Suppose that r; is coprime to £. Let v
be a discrete valuation of x (E }) centered on a closed point P of E ; Let Q¢ C Ap be the prime ideal
defining E; at P. Let Q C Bp be a height one prime ideal of Bp lying over Qg. Since E’/ is in the
support of &, r; is coprime to £ and & is a norm from L, the valuation on F given by Q is either ramified
or splits in L. Hence Ap/Qo C Bp/Q C K(E;-). Thus B is the class of @p ®3,/0 K(E}). Since Bp/Q
is integral over A p/Qy, the ring of integers at v contains Bp/Q. In particular 8 is unramified at v. [J

Theorem 5.7. Suppose (X', ¢, a) satisfies Assumptions 5.1. Then there exists f € K* such that for every
x € Zay, 0x (& — o - (f)) is unramified at every discrete valuation of k (x) centered on the closure of {x}.

Proof. We use the same notation as above and let 4 € F* be as in Lemma 5.5. We claim that f = hx has
the required properties, i.e., 3, ({ —a - (f)) is unramified at every discrete valuation of « (x) for all x € 2(y).

Let x € Z{1) and D be the closure of {x}. Suppose D = C; for some i. Then / is a unit at C;
(Lemma 5.5), « is unramified at C; (assumption (A2)) and 7 is a parameter at C;, we have d¢, (o - (f))
is the specialization of « at C; (Lemma 4.2). Hence, by the assumption (A6), d¢, (¢ —a - (f)) =0.

Suppose that D = D; for some j. By the assumption (A2), dp,(¢) = 0 and « is ramified at D;. If
char(k(Dj)) = £, then by the choice o ® Fp, (/v) = 0 (Lemma 5.3). Suppose that char(xk (D)) # ¢.
Since Fp, (Yv) is unramified with residue field equal to dp; () (Lemma 5.3), we have o ® Fp, (Yv)=0
(Lemma 3.2). In particular, in either case, a-(g) =0 ¢€ H3(FDJ. (Vv),Z/€(2)). Since € Ff)i (Lemma 5.2),
L® Fp, = FD_,.({/E) and o - (1) =0 € H3(FDj,Z/€(2)). Thus « - (h) = corp p(a-(g)) =0 €
H3(FDj, Z/£(2)) and dp,(a - (h)) = 0. Hence dp, (¢ —a - (f)) =0.

Suppose D # C; and D; for all i and j. Then dp(¢) = 0 and « is unramified at D. If vp(f)
is a multiple of £, then dp(« - (f)) = 0. Suppose that vp(f) is coprime to £. Since divy (1) =
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> Ci+ Z’f 4 E; (Lemma 5.2), divy (h) = — Zfl tyEs+ Y riE! (Lemma 5.5) and f = hm, we have
divy (f)=>.Ci + ZZIH tsEs+ > r;El. Since vp(f) is coprime to £ and D # C; for all i, D = E;
forsomed; +1<s 5d0rD=Elf for some i.

If D = E, then by Lemma 5.6, the specialization & of « at D is unramified at every discrete valuation
of k(D) centered on D. Suppose D = E for some d; + 1 < s <d. Then by the choice of dj, EENZP" =&
and hence E;N D; = @ for all j. Let P € E. Then « is unramified at P (assumption (A2)) and hence
o is unramified at P. In particular & is unramified at every discrete valuation of « (E;) centered at P.
Since o is unramified at Ey, dg, (o - (f)) = &V () (Lemma 4.2). Since @ is unramified at every discrete
valuation of « (Ej) centered on E;, dg, (o - (f)) is unramified at every discrete valuation of « (E;) centered
on E;. Hence f has the required property. U

6. Divisibility of elements in H> by symbols in H?

Let K be a global field or a local field and F the function field of a curve over K. If K is a number field
or a local field, let R be the ring of integers in K. If K is a global field of positive characteristic, let R be
the field of constants of K. Let 2" be a regular proper model of F' over Spec(R). Let £ be a prime not
equal to char(K'). Suppose that K contains a primitive £-th root of unity p. Then for any P € %), k (P)
is a finite field. Hence if char(x (P)) = ¢, then k (P) = x (P)".

Thus we have a complex (see Proposition 4.1)

0— HYF,Z/€(2)) = @y HX(k(x), Z/€(1)) > @ pesiy H' (c(P), Z/0).

Let ¢ € H3(F, 7/€2)) and o = [a, b) € H2(F, Z/£(1)). In this section we prove (see Theorem 6.5)
a certain local global principle for divisibility of ¢ by « if (27, ¢, a) satisfies certain assumptions (see
Assumptions 6.3).

For a sequence of blow-ups  : # — 2" and for an irreducible curve C in 2", we denote the strict
transform of C in # by C itself.

We begin with the following:

Lemma 6.1. Suppose (X, ¢, a) satisfies the assumption (Al) of Assumptions 5.1. Let % — X be a
sequence of blow-ups centered on closed points of 2" which are notin C;N\Cj foralli # j. Let 1 <1 <11
with I #3,5,7. If (Z, ¢, a) satisfies the assumption (Al) of Assumptions 5.1, then (%, ¢, o) also satisfies
the assumption (Al).

Proof. Let Q be a closed point of 2~ which is notin C; NC; fori # j and n: % — 2" a simple blow-up
at Q. It is enough to prove the lemma for (%, ¢, a).

Let E be the exceptional curve in #. Since Q ¢ C; N C; fori # j and (27, ¢, o) satisfies (Al) of
Assumptions 5.1, by Corollary 4.4, ¢ is unramified at E.

Let1 <1 <11withI #3,5,7. Suppose further I # 4, 10. Since the exceptional curve E is not in
ramgy (), if (27, ¢, @) satisfies the assumption (Al) of Assumptions 5.1, then (%, ¢, «) also satisfies the
same assumption.
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Suppose (£, ¢, o) satisfies the assumption (A4) of Assumptions 5.1. Suppose char(k (Q)) = £. Then
char(k (E)) = £ and hence (%, ¢, o) also satisfies the assumption (A4) of Assumptions 5.1. Suppose
char(k (Q)) # €. Then char(kx (P)) # £ for all P € E and hence (%, ¢, «) also satisfies the assumption
(A4) of Assumptions 5.1.

Suppose (2, ¢, a) satisfies the assumption (A10) of Assumptions 5.1. If char(x(Q)) # ¢, then
char(k (P)) # £ for all P € E and hence (%, ¢, o) also satisfies the assumption (A10) of Assumptions 5.1.
Suppose that char(k (Q)) = £. If Q ¢ D; for any i, then « is unramified at Q and hence « is unramified at
E. In particular E ¢ ramgy (o) and hence (#/, ¢, o) also satisfies the assumption (A10) of Assumptions 5.1.
Suppose Q € D; for some i. Since (2, ¢, ) satisfies (A10) of Assumptions 5.1, (1 —a)/(p — Df e Ag.
Let P e E. Since Ag CAp, (1 —a)/(p— 1) € Ap. Hence (%, ¢, «) also satisfies the assumption (A10)
of Assumptions 5.1. U

Lemma 6.2. Let % — 2 be a sequence of blow-ups centered on closed points Q of 2" with char(k (Q)) #
L. Suppose (£, ¢, o) satisfy the assumptions (Al) and (A2). If (X, ¢, @) satisfies the assumption (A3)
or (A7) of Assumptions 5.1, then (%, ¢, o) also satisfies the same assumption.

Proof. Let Q be a closed point of 2" with char(x(Q)) # £ and E the exceptional curve in . Since
char(k (E)) # £ and for any closed point P of E char(x (P)) # £, the lemma follows. O

Assumptions 6.3. Suppose (%, ¢, @) satisfies the following:

(B1) ramg (¢) ={Cy, ..., C;}, the C; are irreducible regular curves with normal crossings.

(B2) ramy () ={Dy, ..., D,} with the D; irreducible curves such that C; # D; for all i and j.
(B3) If DyNC; NC; # & for some s, i # j, then char(k (Dy)) # £.

(B4) If P € D;j for some 1 < j <n with char(k(P)) = ¢, then (1 —a)/(p — Dt e Ap.

(BS) dc, (¢) is the specialization of « at C; for all i.

(B6) If £ =2, then ¢ ® F ® K, is trivial for all real places v of K.

(B7) If £ =2, then a is a sum of two squares in F.

(B8) For 1 <i < j <r, through any point of C; NC; there passes at most one D, and if P € D;NC;NC},
then Dy is defined by unf_l +vm; at P for some units « and v at P and 7;, 7r; primes defining C;
and C; at P.

Lemma 6.4. Suppose (2, ¢, o) satisfies Assumptions 6.3. Let % — Z be a sequence of blow-ups
centered on closed points of 2~ which are not in C; N C; for i # j. Then (#,,a) also satisfies
Assumptions 6.3.

Proof. Let Q be a closed point of 2~ which is notin C; NC; fori # j and n: % — 2" a simple blow-up
at Q. It is enough to show that (%, ¢, @) satisfies Assumptions 6.3.

Since (B1), (B4), (B5) and (B8) are restatements of (A1), (A10), (A6) and (A9), (A11), by Lemma 6.1,
(#, ¢, a) satisfies (B1), (B4), (BS5) and (B8). Let E be the exceptional curve in %. Since Q ¢ C; N C;
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for i # j, by Corollary 4.4, ¢ is unramified at £. Hence ramy (¢) = {Cy, ..., C,}. Since ramy (o) C
{D1, ..., Dy, E}, (%, ¢, a) satisfies (B2). Since ENC; NC; = forall i # j, (¥, ¢, a) satisfies (B3).
Since (B6) and (B7) do not depend on the model, (%, ¢, @) satisfies all Assumptions 6.3. Il

Theorem 6.5. Let K, F and 2" be as above. Let ¢ € H*(F,7Z/€(2)) and a = [a, b) € H*(F, Z/t(1)).
Suppose that F contains a primitive £-th root of unity. If (2, ¢, o) satisfies Assumptions 6.3, then there
exists f € F* suchthat t =« - (f).

Proof. Suppose (2, ¢, a) satisfies Assumptions 6.3. First we show that there exists a sequence of
blow-ups 1 : % — £ such that (%, ¢, a) satisfies Assumptions 5.1.

Let P € Z(0). Suppose P € Dy for some s and D; is not regular at P or P € Dy N D, for some s # t.
Then, by the assumption (B8), P ¢ C; N C; for all i # j. Thus, there exists a sequence of blow-ups
2" — 2 at closed points which are not in C; N C; for all i # j such that ram »- () is a union of regular
with normal crossings. By Lemma 6.4, 2" also satisfies Assumptions 6.3. Thus, replacing 2" by 2" we
assume that (27, ¢, o) satisfies Assumptions 6.3, D;’s are regular with normal crossings and Dy, C; have
normal crossings at all P ¢ C; for all j #i. In particular (27, ¢, o) satisfies the assumptions (A1) and
(A2) of Assumptions 5.1.

Suppose there exists i # j and P € D; N D; such that char(x(D;)) # £, char(k(D);) # ¢ and
char(k (P))={. Let 2 — 2 be the blow-up at P and E the exceptional curve in 2. Then char(k (E)) =
char(k(P)) =¢ and D;ND; NE = @ in 2. By the assumption (B8), P ¢ Cy N Cj for all i’ # j" and
hence 2" satisfies Assumptions 6.3 (see Lemma 6.4) and assumptions (A1) and (A2) of Assumptions 5.1
(see Lemma 6.1). Thus replacing 2" by a sequence of blow-ups at closed points in D; N D; for i # j, we
assume that 2~ satisfies Assumptions 6.3 and assumptions (A1), (A2) and (A4) of Assumptions 5.1.

Since (2, ¢, a) satisfies the assumptions (B4), (B5) and (B8) of Assumptions 6.3, (27, ¢, «) satisfies
the assumptions (A6), (A9), (A10) and (A11) of Assumptions 5.1.

Suppose P € C; N D for some i, s and P ¢ C; for all j #i. Since ¢ is unramified at P except at
Ci, dc,(¢) is zero over k(C;)p (Corollary 4.4). By the assumption (BS5), we have d¢,(¢) = &. Since
P ¢ C; for all j # i, C; and Dy have normal crossings at P and P ¢ Dy for all 5" # s. Thus, by
Lemma 3.3, « ® Fp = 0. Let 2" — 2" be the blow-up at P and E the exceptional curve in 2”. Since
a® Fp=0and Fp C Fg, o is unramified at E and hence ram gy (o) = {Dy, ..., D,}. Since £ ® Fp =0,
ramy(¢) = {Cq, ..., C,}. Note that C; N Dy = & in 2”. Hence (27, ¢, o) satisfies assumption (A8)
of Assumptions 5.1. Since P ¢ C; for all j # i, (27, ¢, a) satisfies Assumptions 6.3, 6.4, 5.1, except
possibly (A3), (A5) and (A7), and 6.1. Thus, replacing 2" by 2~ we assume that (2, ¢, ) satisfies
Assumptions 6.3 and 5.1 except possibly (A3), (AS) and (A7).

Letramgy (@) ={Dy, ..., Dy, D11, - .., Dy} withchar(x (Dy)) =€ for 1 <s <m and char(x (D;)) #¢
form+1 <t <n. Suppose DsN D, # forsome 1 <s <mandm+1<t<n.Let P € D;ND,. Then
char(k (P)) = £ and hence (@ — 1)/(p — )* € Ap (assumption (B4)). In particular [a) is unramified at P
(see Proposition 2.3). Since « is ramified at D;, vp,(b) is coprime to £ and hence there exists i such that
vp,(b) +ivp, (b) is divisible by £. Let Z7 — % be the blow-up at P and E the exceptional curve in 27.
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We have vg, (b) =vp, (b)+vp, (b). Let O be the pointin E1ND; and &> — %7 be the blow-up at Q. Let
E; be the exceptional curve in £>. We have vg,(b) = vg, (b) +vp,(b) =vp,(b) +2vp, (D). Continue this
process i times and get 2; — Z£;_1 and E; the exceptional curve in Z;. Then vg, (b) = vp, (b) +ivp(b)
is divisible by £. Since [a) is unramified at P, « is unramified at E;. Since char(x (E;)) = ¢ for all j,
E;_1ND; = in Z; and E; is in not in ram »; (). Since P ¢ C; N C; for all i # j (assumption (B4)), 2Z;
satisfies Assumptions 6.3 (see Lemma 6.4). Thus, replacing .2 by 2;, we assume that D; N D; = @& for
all<s<mandm+1<r<nand 2 satisfies Assumptions 6.3. Thus 2" satisfies all the assumptions
of Assumptions 5.1 expect possibly (A5) and (A7) (see Lemma 6.1 ).

Suppose C; N D, # & for some i and t. Since (£, ¢, ) satisfies (A8) and (A9) of Assumptions 5.1,
there exists j # i such that C; N C; N D; # &. Since (27, ¢, a) satisfies the assumption (B3) of
Assumptions 6.3, char(x(D;)) # £. Hence C; N D, = & for all i and 1 <t <m. In particular (2, ¢, )
satisfies (A7) of Assumptions 5.1 and hence (27, ¢, «) satisfies all the assumptions of Assumptions 5.1
except possibly (AS).

Let P € Z(0). Suppose that P is a chilly point for «. Then P € D; N D, for some Dy, D; € ramy (o)
with Dy # D; with char(k (P)) # £. In particular P ¢ C; N C; for all i # j (assumption (B8)). Since
there is a sequence of blow-ups # — 2 centered on chilly points of & on £ with no chilly loops on
% (Proposition 3.4), by Lemmas 6.1 and 6.2, replacing 2" by ¢ we assume that (2, {, o) satisfies
Assumptions 6.3 and 5.1.

Thus, by Theorem 5.7, there exists f € F* such that for every x € 2(1), 0x(¢ —a - (f)) is unramified
at every discrete valuation of « (x) centered at a closed point of the closure {x} of {x}. Since x(x) is a
global field or a local field, every discrete valuation of « (x) is centered on a closed point of {x}. Hence
0y (¢ —a - (f)) is unramified at every discrete valuation of « (x).

For place v of K, let K,, be the completion of K at v and F), = F Qk K.

Let v be a real place of K. Since a is a sum of two squares in F, a is a norm from the extension
F,(v/=1). Let a € F,(+/—1) with norm equal to a. Since H>(F,(~/—1),Z/2(1)) = 0 [Serre 1997,
page 80] and COT . (/=T)/F, [a,b)=[a,b)®F,, a =[a,b) =0 H*(F,, Z/2(1)). Since, by assumption
{®F, =0,

¢ —a-(f)=0€ H (F,, Z/2(2)).

Let x € Z). Since £ —a - (f) =0¢€ H3(F,,7/2(2)) for all real places v of K, it follows that
0 (C—a-(f))=0¢€ H?(k(x),, Z/2(1)) for all real places v’ of k(x). Since 9, (¢ —a - (f)) is unramified
at every discrete valuation of k (x), 0x(¢ —a - (f)) = 0 [Cassels and Frohlich 1967, page 130]. Hence

¢ —oa - (f) is unramified on 2.
Let v be a finite place of K. Since { —« - (f) is unramified on 2,

(¢ —a-(f)®F F,) =0 H*(F,,Z/t(2))

[Kato 1986, Corollary page 145]. Hence ¢ = « - (f) [loc. cit., Theorem 0.8(2)]. Il
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7. Main theorem

In this section we prove our main result Theorem 7.7. Let K be a global field or a local field and F
the function field of a curve over K. Let £ be a prime not equal to char(K). Suppose that F' contains a
primitive £-th root of unity p. If K is a number field or a local field, let R be the ring of integers in K. If
K is a global field of positive characteristic, let R be the field of constants of K.

To prove our main result Theorem 7.7, we first show Proposition 7.6 that given ¢ € H3(F, Z/{(2))
with ¢ ® r (F Qk K,) =0 for all real places v of K, there exist « = [a, b) € H?(F, Z/£(1)) and a regular
proper model 2° of F over R such that the triple (2, ¢, @) satisfies Assumptions 6.3.

Let ¢ € H3(F,Z/£(2)) be such that ¢ ® (F ®x K,) = 0 for all real places v of K. Choose a regular
proper model 2” of F over R [Saltman 1997, page 38] such that:

e ramy (£)U suppa (£) C {Cy, ..., Cs, ..., C.}, where the C; are irreducible regular curves with
normal crossings.

e Fori # j, C; and C; intersect at most at one closed point.

. CiﬂCjZQifi,jfl"l ori,j>ry.

For x € Z{1), let By = 0,(¢). Let &y C UC; be a finite set of closed points of 2~ containing C; N C;
for 1 <i < j <r, and at least one closed point from each C;. Let A be the regular semilocal ring at the

points of #y. Let Q € C; be a closed point. Since C; is regular on .27, Q gives a discrete valuation v’é
on k(C;).
Lemma 7.1. There exists a € A such that:

e (a—1)/(p—1)* € A and [a) is unramified on A.

e For1 <i<ryand P € C;N Py, dp(By,) = [a(P)).

« Forri+1<i<rand P eCiNPy,dp(By)=la(P)) .

e lIfPe Pyand P ¢ C;NCj foralli # j, then [a(P)) is the trivial extension.

o If€ =2, then a is a sum of two squares in A.

Proof. Let P € &). Suppose P € C; N C; for some i < j. Then, by the choice of 27, the pair (i, j) is
uniquely determined by P. Let up € «(P) be such that dp(0y,(¢)) =[up). If P ¢ C;NC; forall i # j,
let up € Kk (P) with [up) the trivial extension.

Then, by Lemma 2.5, there exists a € A such that for every P € &, the cyclic extension [a) over F is
unramified on A with the residue field [a(P)) of [a) at P is [up). Further if £ = 2, choose a to be a sum
of two squares in A (Lemma 2.5). From the proof of Lemma 2.5, we have (a — 1)/(p — 1)¢ € A.

Let P € #). Suppose that P € C; for some i and P ¢ C; foralli # j. Then dp(dy,(¢)) =1 (Corollary 4.3)
and by the choice of a and u p, we have [a(P)) =[up) = 1. Suppose that P € C; N C; for some i # j.
Suppose i < j. Then by the choice of a and up we have dp(9y,(¢)) = [up) = [a(P)). Suppose i > j.
Then by the choice of a and up we have dp(9y,(¢)) = [up) = [a(P)). Since dp(dy,(§)) = dp(9y, @)t
(Corollary 4.3), we have 0p(9y,(¢)) = [a(P))~!. Thus a has the required properties. O
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Let a € A be as in Lemma 7.1. Let Ly, ..., L; be the irreducible curves in .2~ which are in the
ramification of [a) or v, ((a —1)/(p — DY <o.

Lemma 7.2. Then L; N Py = & for alli. In particular L; # C; for all i, j and char(x (L;)) # £.

Proof. By the choice of a, [a) is unramified on A and (a — 1)/(p — 1)* € A (Lemma 7.1). Hence
PyNL; = foralli. Since ¥ contains at least one point from each C;, L; # C; for all i and j. Since
suppa (£) C {Cy, ..., C,}, char(k(L;)) # ¢ for all i. O

Let 2, C Uj L be a finite set of closed points of 2" consisting of L; N L; fori # j, L; N C;, one
point from each L;. Since L; N &y = & for all i (Lemma 7.2), £2yN P = 3.

Let # = 2yU | and B be the semilocal ring at &2 on 2. For each i and j, let 7; € B be a prime
defining C; and §; € B a prime defining L ;.

Lemma 7.3. For each P € C; N &y, let nlf’ be a positive integer. Then for each i, 1 <i <r, there exists
b; € B/(m;) C k(C;) such that:
* 3¢, (§) =[a(Cy), bi).
v (bj) =1 forall P € C;N Py, 1 <i <ry.
V(b)) =L—1forall P € C;N Py, ri+1<i=<r.
o Vi (b — 1) >n’ forall P € 2,NC; forall .

Proof. Let 1 <i <r. Let By, = 0,,(¢) € H*(x(C;), Z/€(1)) and a; = a(C;).

Suppose 1 <i <rj. By Lemma 7.1, 0p(By,) =[a;(P)) forall P e C;iNZy. If P ¢ Py, then dp(By,) =0
for all i (Corollary 4.3). By the assumption, 8, ® k(C;), = 0 for all real places v of «(C;). Thus, by
Proposition 3.5, there exists b; € « (C;)* such that By, = [a;, b;), with vﬁ, (b;) =1 forall P € C; N #, and
v}(bi —1)> nf for all P € C; N &2;. In particular b; is regular at all P € C; N &2 and hence b; € B/(7;).

Suppose r1+1 <i <r. Let P € C; N F. Since dp(By,) = [a(P))~! forall P € C;N Py (Lemma 7.1),
op (,B;il) = [a(P)). Thus, as above, by Proposition 3.5, there exists ¢; € B/(m;) such that ﬂ;l = [a;, ¢i),
with vi, (¢;) = 1 forall P € C;N Py and vi, (c;—1) > nF forall P € C;N2y. Letb; =c~' € B/(;). Then
By, = la;, b;). Let P € C; N 2. Since ¢; € B/(m;) and vl (c; — 1) > n?, it follows tat v, (b; — 1) > n?.
Thus b; has the required properties. O

Letd =[][8; € B.For 1 <i <r,let 5(i) € B/(m;) be the image of 8. Let d be an integer greater than
v (8(i))+ 1 foralli and P € C;N 2.

Lemma 7.4. Let b; € B/(x;) be as in Lemma 7.3 for an =d forall P € C; N . Then there exists b € B
such that:

e b =b; modulo m; for all i.
e b= 1modulo §; forall j.

e bisaunitatall P e 2.



Third Galois cohomology group of function fields of curves over number fields 725

Proof. For 1 <i <r,letI; = (m;) C B and I, 1 = (§) C B. Clearly the ged(s;, 7;) =1 and ged(mr;, 6) =1
forall1 <i < j<r.Forl<i<j<r,Ij=1I;+1;is either maximal ideal or equal to B. For 1 <i <r,
we have I;11) = (;, 8). Since Ly N Py = for all s, (§;, m;, wj) = A forall 1 <i < j <r and for all s.
Thus the ideals I;;, 1 <i < j <r+1, are coprime. Let b, 1 =1¢€ B/(I,11).

Let 1 <i < j <r. Suppose (m;, ;) # B. Then (7;, ;) is a maximal ideal of B corresponding to
apoint P € C; N C;. Since P € &, by the choice of b; and b; (see Lemma 7.4), we have vjp (bj)=1,
v;,(bj) ={—1and hence b =b; =0¢€ B/(n;, w;) = B/I;;.

Suppose ;1) # B for some 1 <i <r. Then we claim thatb; =1 € B/I;+1). Foreach P € L;NC;, let
M p be the maximal ideal of B at P. Since 2" is regular and C; is regular on 2", we have M p = (7;, 7; p)
for some m; p € Mp and the image of 7; p in B/(7;) is a parameter at the discrete valuation vj;. Since
d > vjp(g(i)), we have (m, ]_[ni‘fp) C (7, 8) = Li+1y- Since B/(m, ]_[Jrfp) ~[[p B/(mi, nfp) and
vj},(b,- —1)>d,wehave b; =1¢€¢ B/(m, ]_[nl.‘fp). Since B/I; + I,4 is a quotient of B/I; + (l_[P ﬂi’p)d,
it follows that b; = b, 1 =1€ B/I; + 1,11 = B/li¢+1)-

Thus, by Lemma 2.7, there exists b € B such that b =b; € B/(r;) foralli and b=1 € B/I,4. Since
I,y1=(@)C(@j)andb=1¢€ B/(§), wehave b=1 € B/(§;) forall j. Let P € &. Then P € L; for
some j. Since b=1€ B/(§;), b is a unit at P. Thus b has all the required properties. U

Lemma 7.5. Let a be as in Lemma 7.1 and b as in Lemma 7.4 and a = [a, b). Then « is unramified at all
Ci, Ljandatall Q € 2. Further dc, () is the specialization of o at C; forall 1 <i <r.

Proof. Since [a) is unramified at C; (Lemma 7.1) and b is a unit at C; for all i (Lemma 7.4), « is
unramified at C; and the specialization of « at C; is [a(C;), b;) = d¢,(¢) (Lemmas 7.3 and 7.4). Since
char(k (L)) # ¢ (Lemma 7.2) and b = 1 modulo §; (Lemma 7.4), b is an £-th power in Fy; and hence
o ® Fp; = 0. In particular « is unramified at L.

Let Q € #2;. Then b is a unit at Q (Lemma 7.4). Let x be a dimension one point of Spec(Byp). Then
b is a unit at x. If [@) is unramified at x, then « is unramified at x. Suppose [a) is ramified at x. Then, by
the choice of the L, x is the generic point of L; for some j and hence « is unramified at x. Thus « is
unramified at Q (see Lemma 3.1). O

Proposition 7.6. The triple (2, ¢, a, b)) satisfies Assumptions 6.3.

Proof. By the choice of 27, (B1) of Assumptions 6.3 is satisfied. Let ram gy (o) = {D1, ..., D,}. Since «
is unramified at all C; (Lemma 7.5), (B2) of Assumptions 6.3 is satisfied. Since suppy (£) C {Cy, ..., C}}
and D; # C; for all i and j, char(k (D;)) # £ for all i and hence (B3) of Assumptions 6.3 is satisfied.

Let P € D; some j with char(x (P)) = £. Since suppy (£) C {Cy,...,C,}, P € C; for some i. Since
« is unramified at all Q € &2 (Lemma 7.5), P € £2;. Since C; N Ly, C &7 for all s, P & L for all s and
hence (a — 1)/(p — 1)¢ € Ap. Thus (B4) of Assumptions 6.3 is satisfied.

Since ¢, (¢) is the specialization of o at C; (Lemma 7.5), (B5) of Assumptions 6.3 is satisfied.

By the assumption on ¢, (B6) of Assumptions 6.3 is satisfied. If £ = 2, then, by the choice of a
(Lemma 7.1), (B7) of Assumptions 6.3 is satisfied.
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Let P € C;NC; for some i < j. Then, by the choice of b; and b; (Lemma 7.3), we have b; = u ;7 ; for
some unit u; at P and b; = L't,-ﬁf_l for some unit u; at P. Since b = b; modulo 7; and b = b; modulo
mj, we have b = v,‘nffl +vjm; for some units v;, v; at P. In particular b is a regular prime at P. Since
[a) is unramified at P (Lemma 7.1) and b being a prime at P, « is unramified at P except possibly at b.
Thus there is at most one D; with P € D and such a Dy is defined by b = vl-rrf*l +v;m; for some units
v;, v; at P. In particular (B8) of Assumptions 6.3 is satisfied. U

Theorem 7.7. Let K be a global field or a local field and F the function field of a curve over K. Let £ be
a prime not equal to the characteristic of K. Suppose that K contains a primitive £-th root of unity. Let
¢ e H¥3(F,Z/€(2)). Suppose that ¢ @ (F ®k K,) is trivial for all real places v of K. Then there exist
a,b, f € F* such that ¢ =[a, b) - (f).

Proof. By Proposition 7.6, there exist a, b € F* and regular proper model 2 of F such that the
triple (2, ¢, «) satisfy the Assumptions 6.3. Thus, by Theorem 6.5, there exists f € F* such that
{=a-(f)=la,b)-(f). O
Corollary 7.8. Let K be a global field or a local field and F the function field of a curve over K. Let £
be a prime not equal to the characteristic of K. Suppose that K contains a primitive £-th root of unity.
Suppose that either £ # 2 or K has no real places. Then for every element { € H>(F, Z/€(2)), there exist
a,b,ce F* suchthat { =[a, b) - (c).

8. Applications

In this section we given some applications of our main result to quadratic forms and Chow group of
zero-cycles.

Let K be a field of characteristic not equal to 2. Let W(K) denote the Witt group of quadratic
forms over K and I (K) the fundamental ideal of W (K) consisting of classes of even dimensional forms
[Scharlau 1985, Chapter 2]. For n > 1, let I"(K) denote the n-th power of I (K). Foray, ..., a, € F*,
let {ay, ..., a,)) denote the n-fold Pfister form (1, —a;) ® - - - ® (1, —a,) [loc. cit., Chapter 4].

Theorem 8.1. Let k be a totally imaginary number field and F the function field of a curve over k. Then
every element in 13 (F) is represented by a 3-fold Pfister form. In particular if the class of a quadratic
form q is in I3 (F) and dimension of q is at least 9, then q is isotropic.

Proof. Since every element in H 3(F,Z/23))isa symbol (Corollary 7.8) and cd, (F) < 3, it follows from
[Arason et al. 1986, Theorem 2] that every element in / 3(F) is represented by a 3-fold Pfister form (see
the proof of [Parimala and Suresh 1998, Theorem 4.1]). O

Proposition 8.2. Let F be a field of characteristic not equal to 2 with cd>(F) < 3 Suppose that every
element in H3(F, Z/2(3)) is a symbol. If q is a quadratic form over F of dimension at least 5 and \ € F*,
then g ® (1, —\) is isotropic.

Proof. Without loss of generality we assume that dimension of ¢ is 5. By scaling we also assume that
q = (—a, —b,ab, c,d) for some a,b,c,d € F*. Let ¢’ = (—a, —b,ab,c,d, —cd) ® (1, —)). Since
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(—a, —b,ab, c,d, —cd) € I*(K) [Scharlau 1985, page 82], ¢’ € I*(F). Hence, by Theorem 8.1, ¢’ is
represented by 3-fold Pfister form. Since ¢’ ® F(v/A) =0, ¢’ = (1, =) @ (1, ) ® (1, i) for some
u, ' € F* (see [Scharlau 1985, Theorem 5.2 on page 45, Corollary 1.5 on page 143 and Theorem 1.4
on page 144]). Since H*(F, 7]2(4)) =0, I*(F) = 0 [Arason et al. 1986, Corollary 2], we have
q' = —cd(l, =2) ® (1, u) ® (1, u').
Thus we have
(—a,—b,ab,c,d)® (1, =1) = —cd(l, =A@ (1, u) ® (1, ') +cd(1, —1)
=—cd(1—=1)® (u, i, ).

In particular (—a, —b, ab, ¢, d) ® (1, —A) is isotropic [Scharlau 1985, page 34]. O

Corollary 8.3. Let K be a totally imaginary number field and F the function field a curve over K. Let g
be a quadratic forms over F of dimension at least 5. Let . € F*. Then the quadratic form g ® (1, —X) is

isotropic.

Proof. Since K is a totally imaginary number field and F is a function field of a curve over k, we have
H*(F,Z/2(4)) = 0. Since every element in H3(F,7/2(3)) is a symbol (Corollary 7.8), ¢ ® (1, —X) is
isotropic (Proposition 8.2). (|

The following was conjectured by Colliot-Thélene and Skorobogatov [1993].

Theorem 8.4. Let k be a totally imaginary number field and C a smooth projective geometrically integral
curve over K. Let n: X — C be an admissible quadric fibration. If dim(X) > 4, then CHy(X) is a finitely

generated abelian group.

Proof. Let g be a quadratic form over k(C) defining the generic fiber of n : X — C. Let N, (k(C))
be the subgroup of k(C)* generated by fg with f, g € k(C)* represented by ¢g. Let A € k(C)*. Since
dim(X) > 4, the dimension of ¢ is at least 5. Thus, by Corollary 8.3, g ® (1, —X) is isotropic. Hence A is
a product of two values of ¢. In particular A € N, (k(C)) and k(C)* = N, (k(C)).

Let CHp(X/C) be the kernel of the induced homomorphism CHg(X) — CHy(C). Then, by [Colliot-
Thélene and Skorobogatov 1993], CHy(X/C) is a subquotient of the group k(C)*/N,(k(C)) and hence
CHy(X/C) = 0. In particular CHo(X) is isomorphic to a subgroup of CHy(C). Since, by a theorem of
Mordell-Weil, CHy(C) is finitely generated, CHy(X) is finitely generated. O
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On upper bounds of Manin type

Sho Tanimoto

We introduce a certain birational invariant of a polarized algebraic variety and use that to obtain upper
bounds for the counting functions of rational points on algebraic varieties. Using our theorem, we obtain
new upper bounds of Manin type for 28 deformation types of smooth Fano 3-folds of Picard rank > 2
following the Mori—-Mukai classification. We also find new upper bounds for polarized K3 surfaces S of
Picard rank 1 using Bayer and Macri’s result on the nef cone of the Hilbert scheme of two points on .

1. Introduction

A driving question in diophantine geometry is to prove asymptotic formulae for the counting function
of rational points on a projective variety. Manin’s conjecture, originally formulated in [Batyrev and
Manin 1990], predicts a precise asymptotic formula when the underlying variety is smooth Fano, or more
generally smooth and rationally connected. This asymptotic formula has a description in terms of the
geometric invariants of the underlying variety.

In this paper we consider questions related to the following weaker version of the conjecture which is
called the weak Manin’s conjecture: let X be a geometrically uniruled smooth projective variety defined
over a number field k£ and let L be a big and nef divisor on X. One can associate a height function

H; : X (k) —> R.g
to (X, L), and we consider the counting function
NWU,L, T)=#PeUK)|HL(P)<T}

for an appropriate Zariski open subset U C X. The weak Manin’s conjecture predicts that this function is

governed by the following geometric invariant of (X, L):
a(X,L)=inf{r e R| Kx +tL € Eff (X)},

where Eff' (X) is the cone of pseudoeffective divisors on X. Here is the statement of the weak Manin’s

conjecture:

MSC2010: primary 14G05; secondary 11G50, 14J28, 14J45.
Keywords: heights, counting rational points, weak Manin conjecture.

731


http://msp.org
http://msp.org/ant/
http://dx.doi.org/10.2140/ant.2020.14-3
http://dx.doi.org/10.2140/ant.2020.14.731

732 Sho Tanimoto

Conjecture 1.1 (the weak Manin’s conjecture/linear growth conjecture). Let X be a geometrically uniruled
smooth projective variety defined over a number field k and let L be a big and nef divisor on X. Then
there exists a nonempty Zariski open subset U C X such that for any € > 0,

N, L,T)= O (TXBte),
Note that for L = — Ky, we have a(X, L) = 1, backing up the phrase “linear growth”.

Remark 1.2. There are counterexamples to a version of this conjecture where one assumes L to be only
big but not nef; see [Lehmann et al. 2018a, Section 5.1].

The starting point of the current research is [McKinnon 2011], where it is shown that Vojta’s conjecture
implies the weak Manin’s conjecture for K3 surfaces and more generally varieties with Kodaira dimension
0 assuming the nonvanishing conjecture in the minimal model program. (For such varieties, the a-invariant
is 0.) While McKinnon’s result is conditional on Vojta’s conjecture, our results are unconditional: they
do not rely on Vojta’s conjecture. In our approach, instead of appealing to Vojta’s conjecture, we use the
positivity of divisors by introducing the following invariant measuring the local positivity of big divisors:

Definition 1.3. Let X be a normal projective variety defined over an algebraically closed field of charac-
teristic 0 and H be a big Q-Cartier divisor on X. We consider W = X x X and denote each projection by
i : W— X;. Let « : W — W be the blow-up of the diagonal and denote its exceptional divisor by E,
i.e., the pullback of the diagonal. For any Q-Cartier divisor L on X we denote a*7{'L +a*5 L by L[2].
We define the invariant

§(X,H) = inf{s cR for any component V C SB(s H[2] — E) not contained }

in E, one of ; o |y is not dominant to X;.
where SB(s H[2] — E) is the stable base locus of a R-divisor s H[2] — E. We call this invariant the
S-invariant.

Inspired by [McKinnon 2011], we obtain the following general result on the counting functions of
rational points on algebraic varieties:

Theorem 1.4. Let X be a normal projective variety of dimension n defined over a number field k and
L be a big Q-Cartier divisor on X. Then for any € > 0 there exists a nonempty Zariski open subset
U = U(e) C X such that we have

N(U,L,T)= 0 (T*XD+e),

Previous results applying to general projective varieties are results related to dimension growth
conjecture obtained by Browning, Heath-Brown, and Salberger [Browning et al. 2006], and Salberger
[2007]. Recall that the dimension growth conjecture of Heath-Brown, which is proved by Salberger, states
that for any subvariety X C P, the hyperplane class H, and any ¢ > 0 we have

N(X, H,T)= O(TYmX+e),
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For many examples of projective varieties X of dimension < 3 we proved that §(X, —Kx) < % (For
example, we compute §(X, —Kx) for most of 3-dimensional Fano conic bundles with rational sections in
Section 9 following the Mori—-Mukai classification, and we confirm that § (X, —Kx) = % for 40 deformation
types out of 53 deformation types.) Thus this theorem recovers some statements of [Browning et al. 2006;
Salberger 2007] on the dimension growth conjecture for varieties with §(X, —Kx) < % We conjecture
that for a large portion of the class of Fano manifolds, we have §(X, —Kx) < %, so our theorem should
lead to an alternative proof of the dimension growth conjecture for certain Fano varieties.

However, there is no direct comparison between our result and those in [Browning et al. 2006; Salberger
2007], which are certainly better in the sense that they obtain a bound for N (X, L, T') and their constants
only depend on the dimension of X, €, and the dimension of the ambient projective space where X is
embedded into. On the other hand, our method has the advantage in the sense that our theorem applies to
arbitrary big divisors and in many cases where §(X, L) is the minimum, e.g., the 3-dimensional Fano
conic bundles mentioned above, one does not need to introduce € > 0 in the above theorem. For most
smooth projective varieties with nonnegative Kodaira dimension, we conjecture that Theorem 1.4 gives
better upper bounds than [Browning et al. 2006; Salberger 2007]. For example, we have the following
application of Theorem 1.4 to K3 surfaces:

Theorem 1.5. Let S be a K3 surface defined over a number field k with a polarization H of degree 2d
such that Pic(S) = ZH. Then for any € > 0, we have

N(S, H,T) = O (T @+G/d+ey

The existence of K3 surfaces satisfying the assumptions of Theorem 1.5 is justified by [Terasoma 1985;
Ellenberg 2004; van Luijk 2007]. Our proof relies on the work of Bayer and Macri [2014] on the nef
cone of the Hilbert scheme of 2 points Hilb?!(S). Indeed, §(S, H) is bounded by the s-invariant of H,
and the computation of the s-invariant can be done using the description of the nef cone of Hilb?!(S). A
certain bound is also obtained for Enriques surfaces by using [Nuer 2016]; see Theorem 7.2. It would be
interesting to compute these invariants for surfaces of general type. Bounds of this type are obtained for
hypersurfaces in P by Heath-Brown [2002].

For some 3-dimensional Fano conic bundles we are able to improve bounds of Theorem 1.4 using
conic bundle structures.

Theorem 1.6. Let f : X — S be a conic bundle defined over a number field k with a rational section. We
assume that X and S are smooth Fano. Let W = X x X and W' be the blow-up of W along the diagonal
with the exceptional divisor E. We denote each projection W — X; by m;. Let a, B be positive real

numbers such that 2a — 28 = 1. We further make the following assumptions:
(1) The weak Manin’s conjecture for (S, —Ky) holds.

(2) For any component V of the stable locus of the divisor

—aKy/s[2]— Bf*Ks[2] - E,



734 Sho Tanimoto

such that V is not contained in E, one of projections m;|y is not dominant.

Then there exists a nonempty Zariski open subset U C X such that for any € > 0, there exists C = C¢ > 0
such that
NU,—Kx,T) < CT**.

Using this theorem, new upper bounds for 28 deformation types of Fano 3-folds are obtained and these
bounds are better than the dimension growth conjecture in [Browning et al. 2006; Salberger 2007]. These
examples are discussed in Section 9. Here are some examples of Fano 3-folds which our theorem applies
to. Note that for examples below we have §(X, —Kx) = %

Example 1.7 (Example 9.2). Let X be the blow-up of a quadric threefold QO defined over a number field
k with center a line defined over the same ground field. Let H be the pullback of hyperplane class from
Q and we denote the exceptional divisor by D. Then the linear system |H — D| defines a P'-fibration
over P2 We prove that o = % satisfies the assumptions of Theorem 1.6: thus we may conclude there
exists some open subset U C X such that for any € > 0, we have

NU, —Kx, T) = O(T**).

Example 1.8 (Example 9.3). Let V- be the blow-up of 3 at a point P. This is isomorphic to P(O@®O(1))
over P2 Let X be the blow-up of V; with center the strict transform of a conic passing through P. Then X
is a Fano conic bundle with singular fibers. We prove that o = % satisfies the assumptions of Theorem 1.6:
thus we may conclude there exists some open subset U C X such that for any € > 0, we have

N(U, —Kx, T) = O(T**).

Example 1.9 (Example 9.5). Let X be the blow-up of P3 with center a disjoint union of three lines.
Then X is a Fano conic bundle with singular fibers. We prove that o« = 1 satisfies the assumptions of
Theorem 1.6: thus we may conclude there exists some open subset U C X such that for any € > 0, we
have

N(U, —Kx, T) = O(T**).

It is natural to wonder whether 2o < 25(X, —Kx) dim X holds in general. While we do not have
a proof of this inequality, we do not have any counterexample either. Finally note that for del Pezzo
surfaces, there are many better results on bounds of the counting functions; see, e.g., [Heath-Brown 1997;
Broberg 2001; Browning and Swarbrick Jones 2014; Frei et al. 2018; Browning and Sofos 2019].

The method of proofs. McKinnon proves the weak Manin’s conjecture for K3 surfaces using a certain
repulsion principle which he proves assuming Vojta’s conjecture. We instead prove a different repulsion
principle using the §-invariant and this proof does not rely on Vojta’s conjecture. Here is our theorem:

Theorem 1.10 (repulsion principle). Let X be a normal projective variety defined over a number field k.
We fix a place v of k. Let A be a big Q-Cartier divisor on X. Then for any € > 0 there exists a constant
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C = C¢ > 0 and a nonempty Zariski open subset U = U (€) C X such that
dist,(P, Q) > C(H4(P)H,(Q)) @& A+e),

forany P, Q € U(k) with P # Q, where dist,(P, Q) is the v-adic distant function on X.
Combining this theorem and counting arguments in [McKinnon 2011], we prove Theorem 1.4.

This paper is organized as follows. In Section 2, we recall the constructions of height functions and
their basic properties. In Section 3 we recall basic properties and results of the a-invariants. In Section 4,
we discuss some basic properties of the §-invariants and compute them for some examples, e.g., del
Pezzo surfaces. In Section 5, we prove the Repulsion principle for projective varieties (Theorem 1.10). In
Section 6 we establish Theorem 1.4. In Section 7, we study K3 surfaces and Enriques surfaces and prove
Theorem 1.5. In Section 8, we prove Theorem 1.6. In Section 9, we study 3-dimensional Fano conic
bundles using Theorem 1.6.

2. Height functions

Here we recall the constructions of height functions and their basic properties which will be needed for
the rest of the paper. The main references are [Hindry and Silverman 2000; Chambert-Loir and Tschinkel
2010]. Let k be a number field and M} denote the set of places of k. For each place v € My, k, denotes
its completion with respect to v, and we fix a Haar measure w, on k,. We normalize our absolute value
| - |y on k, by the following property: for any a € k, and a measurable set 2 C k,, we have

to(as?) = lalypy (£2).

When k, =R, |-|, is the usual absolute value. When k, = @Q, we have |p|, = 1/p. For a finite extension
ky/Qy, we have |a|, = |Ni, 0, (a)|y for any a € k,. Due to the normalizations, we have the product

[] lal=1. 2-1)

veMy

formula, i.e., for any a € k™ we have

A variety X defined over £ is a geometrically integral separated scheme of finite type over k. For any
place v € M}, the topological space X (k,) is endowed with a natural structure as an analytic space over
k,. For any invertible sheaf L on X, we consider the underlying line bundle 7 : L — X.

Definition 2.1 (height functions). Let X be a projective variety defined over k and L be an invertible
sheaf on X. Let {|| - ||, }vem, be an adelic metric for L, i.e., for each v € My, || - ||, is a v-adic metric on the
analytic line bundle 7 : L(k,) — X (k,) and they satisfy a certain integral condition; see [Chambert-Loir
and Tschinkel 2010, Section 2.2.3] for more details. For each P € X (k), we pick a nonzero element
£ of Lp(k) where Lp is a fiberof w : L — X at P € X. We define the multiplicative height function
associated to £ = (L, || - ||ly) by

He(Py= [T llell, "

UEMk
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Note that this does not depend on the choice of £ because of the product formula (2-1). We also define
the logarithmic height function by
hg(P) = log Hg(P).

Remark 2.2. There is another construction of height functions using the framework of Weil height
machines [Hindry and Silverman 2000, Theorem B.3.2]. One can show that two constructions are
equivalent in the sense that two height functions associated to the same line bundle are equal up to a
bounded function; see [Hindry and Silverman 2000, Theorem B.10.7]. Also note that the construction
of height functions in this paper uses normalizations which differ from ones in [Hindry and Silverman
2000]. This is because in this paper we only consider height functions defined on the set of rational points
while [Hindry and Silverman 2000] considers the height functions defined over the set of algebraic points.
Thus in [Hindry and Silverman 2000], one needs to normalize each height function by the degree of the
definition field of an algebraic point.

Remark 2.3. In the later discussions, we frequently omit the discussion of metrics and we consider a
height function A associated to a line bundle L. In this situation, we implicitly make a choice of an
adelic metric, but we will not make this dependence explicit as this does not matter for our discussion.

There are two important properties of height functions we frequently use:

Theorem 2.4 [Hindry and Silverman 2000, Theorem B.3.2]. Let X be a projective variety defined over k
and L be an invertible sheaf on X.

(1) Positivity: Let B be the stable base locus of L. Then we have
hi(P) = O(1)
forany P € (X \ B)(k).
(2) Northcott property: Suppose that L is ample. Then for any T > 0 the set
{PeX(k)eHL(P)<T}
is finite.
Finally we recall the construction of local height functions:

Definition 2.5. Let X be a projective variety defined over k and L be a Cartier divisor on X. For
a place v € M} we fix a v-adic metric | - ||, for L, i.e., a v-adic metric on the analytic line bundle
7 : O(L)(ky) — X(ky). Let D be an effective divisor linearly equivalent to L. Let sp be a k-section
associated to D. Then the multiplicative local height function associated to D is given by

Hp ,(P) = lsp(P)I, "
for any P € (X \ D)(k,). We also define the logarithmic local height function by

hp v (P) :=log Hp ,(P).
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Suppose we fix an adelic metrized line bundle £. Then the height function is the Euler product of local
height functions, i.e., we have

He(P)= [ Hp.(P)

veMy

for any P € (X \ D)(k).

3. The Fujita invariant in Manin’s conjecture

Here we assume that our ground field k is a field of characteristic zero, but not necessarily algebraically
closed. Recently the geometric study of Fujita invariants has been conducted in [Hassett et al. 2015;
Lehmann et al. 2018b; Hacon and Jiang 2017; Lehmann and Tanimoto 2017; 2018; 2019a; 2019b;
Sengupta 2017; Lehmann et al. 2018a.] We recall its definition here.

Definition 3.1. Let X be a smooth projective variety defined over k. Let L be a big and nef Q-divisor on
X. We define the Fujita invariant (or a-invariant) by

a(X,L)=inf{r e R | Kx +tL € Eff'(X)},

where Eff! (X) is the cone of pseudoeffective divisors on X. By [Boucksom et al. 2013] a(X, L) > 0 if
and only if X is geometrically uniruled. When L is not big, we simply set a(X, L) = +0co0. When X is
singular, we take a resolution 8 : X’ — X and we define the Fujita invariant by

a(X,L):=a(X, B*L).

This is well-defined because the Fujita invariant is a birational invariant [Hassett et al. 2015, Proposi-
tion 2.7].

This invariant plays a central role in Manin’s conjecture. For example, one can predict the exceptional
set of Manin’s conjecture by studying this invariant and the following result is a consequence of Birkar’s
celebrated papers [2016; 2019]:

Theorem 3.2 [Lehmann et al. 2018b; Hacon and Jiang 2017; Lehmann and Tanimoto 2019a]. Assume
that our ground field is algebraically closed. Let X be a smooth projective uniruled variety and let L be a
big and nef Q-divisor on X. Let V be the union of subvarieties Y with a(Y, L) > a(X, L). Then V is a
proper closed subset of X.

For computations of this exceptional set V for some examples, see [Lehmann et al. 2018b; Lehmann
and Tanimoto 2019b].

4. The invariant § (X, H)

Here we assume that our ground field k is an algebraically closed field of characteristic 0. Let X be a
normal projective variety and H be a big Q-Cartier divisor on X. We consider W = X x X and denote
each projection by 7; : W — X;. Let o : W — W be the blow-up of the diagonal and we denote its
exceptional divisor by E. For any Q-Cartier divisor L on X we denote a*m 'L +a*m) L by L[2].
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Definition 4.1. Let X, W/, E as above. We define the invariant

S§(X,H) = inf{s cR for any component V C SB(s H[2] — E) not contained }

in E, one of ; o |y is not dominant to X;.
where SB(s H[2] — E) is the stable base locus of a R-divisor s H[2] — E.
Remark 4.2. It follows from the definition that when the rational map &, associated to | H| is birational,

we have §(X, H) < 1. Indeed, let Z be a closed subset such that on X \ Z, &y, is well-defined and an
isomorphism onto the image. Then one can conclude that

Bs(H[2]— E) C EUn; "(Z)Un, '(2),
where Bs(H[2] — E) is the base locus of H[2] — E. Thus our assertion follows. Also it follows from the
definition that §(X, H)H[2] — E is pseudoeffective.

Lemma 4.3. Let sg be a positive real number. Let Fp be a fiber of the first projection mioa : W — X
at P € X1. Suppose that there exists a family of irreducible curves C; C Fp() such that

(i) P(t) covers a Zariski open subset of X as t varies,
(i1) the image of C; in X, is an irreducible curve containing P(t), and
(i) (soH[2]—E).C, =0.
Then we have §(X, H) > 5.
Proof. Let V = W, in W’ which is irreducible. Then V is not contained in E and each projection 7; |y

is dominant. Let s < sg. Then since (s H[2] — E).C; <0, SB(s H[2] — E) contains V. Thus we must have
s < 8(X, H). Since this is true for any s < sg, our assertion follows. |

Example 4.4. Let X = P" and H be the hyperplane class. Then 6(X, H) = 1. Indeed, it follows
from Remark 4.2 that § (X, H) < 1. On the other hand, let F| be a general fiber of the first projection
moa:W — X =P"at P € X; and ¢ be the strict transform of a line passing through P in F;. Then
we have (H[2] — E).£ = 0. Thus our assertion follows from Lemma 4.3.

Example 4.5. Let X C P” be a normal projective variety and H be the hyperplane class. Suppose that X
is covered by lines. Then the same proof of the above example shows that 6 (X, H) = 1.

Next we show that the invariant §(X, H) is a birational invariant.

Lemma 4.6. Let X be a normal projective variety and H be a big Q-Cartier divisoron X. Let 8: X' — X
be a birational morphism between normal projective varieties. Then we have

§(X',B*H)=68(X, H).

Proof. Let Wy be the blow-up of X x X along the diagonal and Wy be the blow-up of X’ x X’ along the
diagonal. We denote their exceptional divisors by Ex and Ey’ respectively. Then we have a birational
map

¢ Wy --» Wy
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which is a birational contraction and the indeterminacy of this map is not dominant to both X’. Also
for a component V' of the nonisomorphic loci of this map such that V is not contained in Ey’, one of
projections is not dominant.

Fix € > 0. Suppose that the stable locus of (§(X, H)+¢€)8*H[2] — Ex’ contains a subvariety ¥ C Wy
such that Y ¢ Ex and Y maps dominantly to both X ; By the definition, (§(X, H) + €)H[2] — Ex does
not contain ¢ (Y) in the stable locus so that there exists 0 < D ~r (6(X, H) + €)H[2] — Ex such that
¢ (Y) ¢ Supp(D). Then we have ¢p*D ~r (§(X, H)+¢€)B*H[2]— Ex’ because ¢p* Ex = Ex-. Furthermore
we have Y ¢ Supp(¢* D). This contradicts with our assumption. Thus we conclude

§(X',B*H) <8(X, H).

Suppose that the stable locus of (§(X’, H) + €)H[2] — Ex contains a subvariety ¥ C Wx such
that ¥ ¢ Ex and Y maps dominantly to both X;. We take the strict transform Y’ C Wy of Y. By
the definition, (§(X’, H) + €)B*H[2] — Ex’ does not contain Y’ in the stable locus so there exists
0<D~r (X', H)+€)B*H[2]— Ex such that Y’ ¢ Supp(D). Then ¢, D ~r (8(X’, H)+€)H[2]— Ex.
Furthermore we have Y ¢ Supp(¢. D). This contradicts with our assumption. Thus we conclude

S(X',B*H) >8(X, H).
Thus our assertion follows. O
Here is a relation between §(X, H) and a(X, H).

Proposition 4.7. Let X be a smooth weak Fano variety, i.e., — K is big and nef, and let H be a big and
nef divisor on X. Then we have

(X, H) <a(X, H)d(X, —Kx).
Proof. We write a(X, H)H 4+ Kx ~g D > 0. Fix € > 0. Then we have
a(X, H)(§(X, —Kx) +€)H[2] — E ~q —(8(X, —Kx) + €)Kx[2] + (6(X, —Kx) +€)D[2] — E.

Thus we see that the stable locus of |a(X, H)(§(X, —Kx) +€)H[2] — E| does not contain any dominant
component possibly other than subvarieties in E. Thus our assertion follows. O

Next we consider the s-invariants and its relation to the §-invariants:

Definition 4.8. Let X be a smooth projective variety and H be an ample divisor on X. Let W be the
blow-up of X x X along the diagonal and we denote its exceptional divisor by E. The s-invariant of H is
defined by

s(X, H)=inf{s e R| sH[2] — E is nef}.

This is a positive real number in general; see [Lazarsfeld 2004, Section 5.4] for many properties of this
invariant.
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Proposition 4.9. Let X be a smooth projective variety and H be an ample divisor on X. Then we have
8(X,H)<s(X, H).

Proof. For every € > 0, (s(X, H) + €)H[2] — E is ample so its stable base locus is empty. Thus our
assertion follows. O

Del Pezzo surfaces. Next we discuss del Pezzo surfaces. Let S be a smooth del Pezzo surface. We
consider W = § x S and we denote each projection by 77; : W — S;. Let o : W' — W be the blow-up of
the diagonal and we denote its exceptional divisor by E. First we record a lower bound for the §-invariant:

Lemma 4.10. Let S be a smooth del Pezzo surface. Then we have
1
8(S,—Kg) > ——
K= ks P
for any general point P € X where €(—Kg, P) is the Seshadri constant of —K s at P.

Proof. The Seshadri constant for the anticanonical divisor on a smooth del Pezzo surface is computed in
[Broustet 2006]. According to this paper, e(—K, P) is constant for a general point P € S and for such a
P we have

. —Kgs.C
e(—Kg, P)= min ————.
Peccs multp (C)

Moreover, curves achieving the minimum are completely described for del Pezzo surfaces of degree > 2
in [Broustet 2006] and they are members of one family from the Hilbert scheme. For a del Pezzo surface
of degree 1, this minimum is achieved by members of the anticanonical system.

Let P € S1 be a general point and let C; be the strict transform of a curve in {P} x S, achieving the
minimum €(—Kg, P). Then we have

(—Ks[2] —e€(—Kg, P)E).C, = —Kx.C; —e(—Kg, P)ymultp(C;) = 0.
Thus our assertion follows from Lemma 4.3. O
Now we compute §(S, —Ky) for a del Pezzo surface S.

Proposition 4.11. Let S be a del Pezzo surface of degree d where 4 <d <8. Then we have 5(S, —Ks) = %

Proof. We only discuss the case of degree 4 del Pezzo surfaces. Other cases are easier.

Suppose that S is a del Pezzo surface of degree 4. Let F; be a —Kg-conic on S and F> be another
—Kg-conic on S such that —Kg ~ F; 4+ F;. Indeed, one may find such a pair of —Kg-conics in the
following way: let ¢ : S — P2 be a blow-down to P? and we may assume that ¢ is the blow-up at
Py, ..., Ps € P2 Then one can find a general plane conic C and a general line C; such that C; contains
P1, ..., Py and C, contains Ps. Then their strict transforms satisfy the desired property.

Now the linear system | F;| defines a conic fibration p; : S — P!, It induces a morphism p;[2]: W —
P! x PL Let Ap: be the diagonal of P! x P!. Then F;[2] — E is linearly equivalent to a unique effective
divisor p;[2]*Ap1 — E. We denote it by Af,. Let D; be a third conic such that D;.F; = D|.F, = 1.
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Indeed, one may take D; as the strict transform of a conic passing through Py, P, P3, Ps. Let D, be the
class of conics such that —Kg ~ Dj + D;,. Then we have D,.F1 = D,.F, = 1. We also consider Ap,.
Then we have

SB(—Ks[2] —2E) C (Ar, UAFR,)N(Ap, UAp,)

but the only possible dominant component of Af, N Ap, is contained in E. Thus we conclude that
3(X, H) < % The opposite inequality follows from Lemma 4.10 and [Broustet 2006]. O

Proposition 4.12. Let S be a del Pezzo surface of degree 3. Then §(S, —Kg) = %
Proof. Let F| be a —Kg-conic. One can find a (—1)-curve E such that —Kg ~ F| + E. Indeed, let
¢:S— P2 be the blow-up at Py, ..., Ps € P2 We let F; to be the strict transform of a general conic
passing through Py, ..., P4 and E be the strict transform of a line passing through Ps, Ps. Then they
satisfy the desired property. Now let D = —2Kg — F} ~ —Kg+ E. Then D is the pullback of the

anticanonical class from a degree 4 del Pezzo surface. The upshot is that we have
—2Ks[2] -3E =D[2]-2E+ F1[2] - E.

Therefore it follows from the proof of Proposition 4.11 that the stable locus of D[2] —2FE minus E is not
dominant. Thus the stable locus of —2Ks[2] — 3 E is contained in Af,. By considering another conic and
applying the same discussion, we conclude that 6 (S, —Ks) < % The opposite inequality follows from
Lemma 4.10 and [Broustet 2006]. O

Proposition 4.13. Let S be a del Pezzo surface of degree 2. Then §(S, —Kg) = 1.

Proof. We may write —Kg ~ E; + E, where E; is a (—1)-curve. Indeed, let ¢ : S — P2 be the blow-up
at P|, ..., P;. Then we may define E; as the strict transform of a conic passing through Py, ..., Ps and
E» be the strict transform of a line passing through Pg, P;. Let f; : S — S; be the blow-down of E; to a
cubic surface. Then —3 K can be expressed as

—3Ks ~ _fl*KSI - fz*KSz-

Thus arguing as in Proposition 4.12 we prove that the stable locus of —Ks[2] — E does not contain any
dominant component except E. This shows that §(S, —Kg) < 1.

On the other hand, let ¢ : S — P2 be the anticanonical double cover. We denote the involution
associated to ¢ by ¢ and we consider the image S* of the map

S—>8SxS, P (P,u(P)).
Then one can show that for any curve C in S* and any € > 0 we have
(—Ks[2]—(14+€)E).C <0
Thus C is contained in the stable locus of —K¢[2] — (1 4 €) E, proving the claim. O

Proposition 4.14. Let S be a del Pezzo surface of degree 1. Then % <4§(S, —Kjy) <2.
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Proof. Let ¢ : S — Q C P3 be the double cover associated to |—2Ks|. Let E; be a (—1)-curve on S.
Then ¢|g, : E1 — ¢(E1) is one-to-one and its pullback consists of two (—1)-curves including E;. Thus
we may write as —2Kg ~ E| + E».

Let f; : § — S; be the blow-down of E; to a degree 2 del Pezzo surface. Then —4 K s can be expressed
as

—4Ks~ —fi'Ks, — f, Ks,

Thus by Proposition 4.13, one may conclude that §(S, —Kg) < 2.
Another inequality follows from the discussion of Proposition 4.13 using the double cover ¢ : S —
QcCP?. O

Remark 4.15. In the proofs of Propositions 4.11, 4.12 and 4.13 we show that for any component
V CSB(—4(S, —Ks)Ks[2] — E) not contained in E, the projection 7; o |y is not dominant. In particular
we conclude that

B . for any component V C SB(—sKs[2]—E) not contained
8(8, —Ks) = 1nf{s €R ) in E, one of m;oa|y is not dominant to S;

is the minimum.

5. Repulsion principle for projective varieties

Assuming Vojta’s conjecture and the nonvanishing conjecture in the minimal model program, McKinnon
[2011] showed a repulsion principle for varieties of nonnegative Kodaira dimension. In this paper we
develop a weaker repulsion principle for projective varieties in general. We introduce some notations. We
refer readers to [Silverman 1987] for the definitions and their basic properties.

Let k be a number field. Suppose that we have a projective variety X defined over k and a big Q-divisor
L on X. Let D be a closed subscheme on X. Let 4 p , be a local height function for D with respect to v.
Note that in this paper, we use unnormalized heights, i.e., we do not normalize heights by the degree of k.
Let A be the diagonal of X x X. We define the v-adic distant function by

hao(P, Q) = —logdisty (P, Q);

see [Silverman 1987] for basic properties of this function.
Let X be a normal projective variety defined over a number field £ and L be a big Q-Cartier divisor on
X. We set

8(X,L)=8(X, L),
where X, L are the base change of X, L to an algebraic closure. Our main theorem is:

Theorem 5.1 (the repulsion principle). Let X be a normal projective variety defined over a number field
k. Let v be a place of k. Let A be a big Cartier divisor on X. Then for any € > 0 there exists a constant
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C = C¢ > 0 and a nonempty Zariski open subset U = U (€) C X such that we have
dist, (P, Q) > C(Ha(P)H(Q))~®H+e),
forany P, Q € U(k) with P # Q.

Proof. We let W = X x X with projections 7; : W — X; and we let L = n{'A + ) A. We denote the
blow-up of the diagonal by o : W' — W and its exceptional divisor by E. Fix € > 0. Let B C W’ be
the stable locus SB((8(X, A) + €)a*L — E) where W’ is the base change to an algebraic closure. One
can express B as the intersection of supports of finitely many effective R-divisors which are R-linearly
equivalent to (8(X, A) + €)a*L — E. After taking some finite extension k’ of k, we may assume that
these divisors are defined over k" and so is B. We denote the union of the Galois orbits of B by B’. Then
it is a property of height functions that for any (P, Q) € W'(k) \ B’(k), we have

0 < hsx,a)+a)a*L—E) (P, Q)+ O(1).

From this, we may conclude that

heo(P, Q) <hp(P, Q)+ O(1) < h(sx,A)+ea 1) (P, @)+ O(1).
Let V C B’ be a component not contained in E. Then one of projections 7; o «|y is not dominant, and
we denote its image by Fy. Now we define U by X \ |, Fy. Our assertion follows for this U. (|
Remark 5.2. Note that §(X, A) is defined as

*7 .
5(X,A) = inf{s cR for any component V C SB(sa*L — E) not contained }

in E, one of 71; o |y is not dominant to X;.
If this is the minimum, then in the above proof, one does not need to introduce € > 0.

Remark 5.3. When A is ample, we may replace § (X, A) by s(X, A) in Theorem 5.1. In this situation,
one can take our exceptional set to be empty because of the emptiness of the base locus in the proof of
Proposition 4.9.

6. Counting problems: general cases

In this section, we discuss some applications of Theorem 5.1 to the counting problems of rational points
on algebraic varieties.

Local Tamagawa measures. Here we record some auxiliary results for local Tamagawa measures. Let
X be a smooth projective variety defined over a number field k. Let v be a place of k. We fix a v-
adic metrization on O(Kx) and it induces the Tamagawa measure tyx , on X (k,). We refer readers to
[Chambert-Loir and Tschinkel 2010, Section 2.1.8] for its definition.

Lemma 6.1. Let n =dim X. There exists C > 0 such that for sufficiently small T and P € X (ky), we have

CT" < 1x,({0Q € X(ky) | dist, (P, Q) < T}).
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Proof. Let Y = X x X. We take a finite open cover {U;} of Y such that on U;, we have that A is the
scheme-theoretic intersection of D; 1, ..., D; ,, where D; =Y _ D;. j 1s a strict normal crossings divisor
on U;. On U;(k,), there exists C > 0 such that

dist, (P, Q) < C max{H," (P, 0)}
j ]

for all (P, Q) € U; (k). For each P € X;(k,), there exists a v-adic open neighborhood Vp C X (k,) such
that V p x V p C U; (k) for some i and D;,; induces local coordinates x; ; on Vp. Since X (k,) is compact,
finitely many Vp cover X (k,). We denote them by V;. For each [ let

W] = dxl’1 ARIE /\dxl,l.
Then on V; we have a uniform upper bound C’ > 0 such that
lerlly < C".

Also let d;(P) = min{dist, (P, Q) | Q € V} and define d(P) = max;{d;(P)}. Then d(P) > O for any
P € X(ky) so there is the minimum d,, = min{d(P)} > 0. Now by the definition of the Tamagawa
measure, for 0 < T < d,,,, we have

tx0({0 € X (ky) | disty (P, Q) < T}) > / ol o

{max{|x; ;i —x.; (P)|y}<C~'T}

Thus our assertion follows. O

The local Tamagawa number is defined by
T (X) = 7x,0 (X (ky)).

General estimates. Let X be a projective variety defined over a number field £ and let L be a big Q-divisor
on X. We fix an adelic metrization on O(L) and consider the induced height:

H; . X(F) — R.y.
For each Zariski open subset U C X we define the counting function
NWU,L,T)=#PecUk)|H.(P)<T}.
Here is a general result using the repulsion principle:

Theorem 6.2. Let X be a normal projective variety of dimension n defined over a number field k and let
L be a big Q-Cartier divisor on X. We fix an adelic metrization on O(L). Then for any € > O there exists
a nonempty Zariski open subset U = U (€) C X such that we have

N(U,L,T)=0(T>"%0+),
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Proof. We may assume that X is smooth after applying a resolution. This does not affect the invariant
8(X, L) because of Lemma 4.6. Let v be a place of k. By Theorem 5.1, for any € > O there exists a
nonempty Zariski open subset U (e) C X such that there exists C = C. > 0 such that

dist, (P, Q) > C(H(P)H(Q))” 1%,
for any P, Q € U (k) with P # Q. We define
Ar={PeUk) | H.(P) <T}.
For P € A7, we define the v-adic ball by
Br(P)={R e U(k,) | dist,(P, R) < 1T 20D+
Then | Jp. A, Br(P) is disjoint because of the triangle inequality. Hence we have

©(X) > Y wxu(Br(P)» N(U, L, T)T 20+
PEAT
by Lemma 6.1. Thus our assertion follows. O

Remark 6.3. In the case that §(X, L) is the minimum, one does not need to introduce € in Theorem 6.2
because of Remark 5.2.

Remark 6.4. In Theorem 6.2, assuming L is ample and X is smooth we may replace 6(X, L) by s(X, L)
because of Remark 5.3. In this case, one can take U = X.

In view of Manin’s conjecture, we expect the following is true:
Conjecture 6.5. Let X be a geometrically rationally connected smooth projective variety of dimension n

and L be a big and nef (@-divisor on X. Then we have

a(X, L) <2n8(X, L).

7. K3 surfaces and Enriques surfaces

In this section we discuss applications of Theorem 6.2 to surfaces of Kodaira dimension 0. Let S be a K3
surface or an Enriques surface with a polarization H of degree 2d. In this section, we obtain an upper
bound for s(X, H) using [Bayer and Macri 2014; Nuer 2016]. Let W be the blow-up of S x § along the
diagonal and we denote the exceptional divisor by E. We also consider the Hilbert scheme of two points
on S, i.e., Hilb[z](S). The variety Hilb[z](S) comes with the divisor H (2) induced by H and a divisor
class B such that 2B is the class of the exceptional divisor of the Hilbert—-Chow morphism. The variety
W admits a degree 2 finite morphism f : W — Hilb!?/(§) and we have

f*HQ2)=H[2], f*B=E.

We then have
sH[2] — E is nef <= sH(2) — B is nef,
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because of f*(sH(2) — B) = sH[2] — E. Thus one needs to study the nef cone of Hilb[z](S) and this is
studied in [Hassett and Tschinkel 2001; 2009; Bayer and Macri 2014] for K3 surfaces. We use results
from [Bayer and Macri 2014] for the nef cone of Hilb?!(S). Here is the theorem:

Theorem 7.1 [Bayer and Macri 2014]. Let S be a K3 surface with a polarization H of degree 2d such

that Pic(S) = ZH. Then we have
(s H><\/4+ >
s(S, <. -+
d d?

Proof. We recall a result on the nef boundary of s H(2) — B based on properties of certain Pell’s equation.
First we consider
X?—4dy*=5.

Suppose that there is a nontrivial solution (xy, y;) with x; > 0 minimal and y; > 0 even. Then it follows
from [Bayer and Macri 2014, Lemma 13.3] that

(S H) X1 < 4+5
NS = —— =4/ T .
dyi = Vd a2

Next suppose that there is no nontrivial solution to the above Pell’s equation. Then for Hilb!?!(S), the
nef cone and the movable cone coincides by [Bayer and Macri 2014, Lemma 13.3]. Suppose that d is a
square. Then it follows from [Bayer and Macri 2014, Proposition 13.1] that

1
s(S,H)=—.

Jd

Next suppose that d is not a square. We consider the Pell’s equation
X?—dy*=1.

This has a solution. Let x1, y; > 0 be the solution with x; minimal. Then by [Bayer and Macri 2014,

Proposition 13.1], we have

(S H) X1 < 1 n 1
s(S, =— <,/ —+—.
dy1 d d?
Thus our assertion follows. O

Now Theorem 1.5 follows from Theorem 7.1 and Remark 6.4. We also obtain bounds for Enriques
surfaces:

Theorem 7.2 [Nuer 2016]. Let Y be an unnodal Enriques surface, i.e., Y contains no curve of negative
self-intersection. Let H be a k-very ample divisor. Then

2
Proof. It follows from [Nuer 2016, Theorem 12.3] that

2

S(Y, H): m,
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where ¢ (H) is the Cossec—Dolgachev function. Then it follows from [Szemberg 2001, Theorem 2.4] that
¢(H) > k + 2. Thus our assertion follows. O

For a necessary and sufficient condition for k-very ampleness, see [Szemberg 2001, Proposition 2.3]

8. Manin type upper bounds for Fano conic bundles

In this section, we study the counting problems of rational points on conic bundles.

Definition 8.1. Let f : X — S be a flat projective morphism between smooth projective varieties. The
fibration f is a conic bundle if there exist a rank 3 vector bundle £ on § and an embedding X — Pg(E)
over S such that every fiber X, is isomorphic to a conic in P2, where X, and P? are fibers of X and P(£)
ats e S.

Suppose that X is 3-dimensional. Then if every fiber X; is isomorphic to a conic in P2, then f*a);(l is
arank 3 vector bundle on § and a natural map X — Pg( f*a);l) is an embedding by [Mori and Mukai
1983, Proposition 6.2]. In this way f : X — S is a conic bundle in the above sense.

Lemma 8.2. Let f : X — S be a conic bundle and H be a big Q-divisor on X. Suppose that for a fiber
X of f,we have H. Xy =2, i.e., X, is a H-conic. Then

8(X,H) > 1.

Proof. Let W = X x X and @ : W' — W be the blow-up of the diagonal. We denote its exceptional divisor
by E. Let Cp be a conic in the fiber at P € X passing through P. Then we have

(H[2] —2E).Cp = 0.

As P varies over X; Cp forms a subvariety D in W’ which is dominant to both X; and X,. Thus our
assertion follows from Lemma 4.3. O

Proposition 4.12 shows that in general, §(X, H) may not be %

Local Tamagawa measures of conics in families. We study the behavior of local Tamagawa measures
of conics in a family. Let f : X — S be a conic bundle defined over a number field k. Let S° be the
complement of the discriminant locus A ¢ of f.

Let v be a place of k. We fix a v-adic metrization on O(Kx) and O(Kg). This induces a v-adic
metrization on O(K/s). For each local 1-form dr € €2 ; /5> One can define the local Tamagawa measure
Tx,.» on a conic X for any s € §°(k,) by

) / |de|
TX,,v =
’ v lldt|ly

which is independent of a choice of dr.

Lemma 8.3. Suppose that f : X — S admits a rational section. Then there exists C > 0 such that for
sufficiently small T, any s € §°(ky,), P € X(ky), we have

Cdisty(Ay, f(P)T < 1x,,({Q € Xy(ky) | disty (P, Q) < T}).



748 Sho Tanimoto

Proof. We fix a rational section Sy and an ample divisor A on S. Let S, = So+mf*A. Now f,.(O(Sp)) ®
O(@mA) is globally generated for m >> 0. Using this for each point p € S, one may find a rational section
Sp ~ Su such that S, is a local section in a neighborhood of the point p € S. By the definition of conic
bundles one can embed f : X — S into a projective bundle P(£). Take a finite open affine covering {U;}
of S so that over U;, we have that P(€)|y, is trivialized, i.e., isomorphic to U; x P2 Taking a finer finite
open covering, we may assume that f admits a local section S; over U;. By taking a finer finite open
covering and applying a change of coordinates, one can assume that the local section S; corresponds to
(1:0:0) in P% Moreover we may assume that the tangent line of X at (1:0:0) is given by x; = 0. Let
A (j=0,1,2) be the standard affine charts of P2 and we define Vij= f‘l(U,-) N (U; x A;) which is
affine.

Now we take a finite v-adic open covering B; of X (k,) such that B, is contained in some Vi j(ky).
Then on B; there exists a positive constant Cy such that for any (s, P), (s, Q) € B; C U;(ky) x Aj(ky),

dist, (P, Q) < Crmax{|x;(P) —x;(Q)|v, |y;(P) = y; (D)}, (8-1)

where x, y; is the coordinates of A;.
Now we are going to parametrize conics in the family. By our construction, f~'(U;) C U; x P? is
defined by the equation
d(s)y* + f(5)2> +2xy +2e(s)yz =0,

where d, f, e are functions on U;. Note that the discriminant locus A is defined by f =0 and itis a
smooth divisor by our assumption. After further simplifications, we may assume that the equation is
given by

f()z2+2xy =0.

Lines uy — vz = 0 passing through (1 : 0 : 0) are parametrized by (u : v) € P!. Then the rational
parametrization of conics is given by

(fu2 c 207 —2uv).

In particular, any smooth conic X over s € U;(k,) is covered by V; o and V; 1. Also note that while this
rational parametrization is not valid along singular fibers, a rational map mapping (s, P) € f~'(U;) to
(u(P) : v(P)) € P! is a well-defined morphism.

Suppose that B; is contained in V; o. The inequality (8-1) shows that there exists C, > 0 such that for
any (s, P), (s, Q) € B CUi(ky) x Aj(ky),

dist, (P, Q) < Cadisty(A g, f(P) ™1 (P)—1(Q)ly,

where t = v/u and dist, (A ¢, f(P)) is the distant function of A f.
Suppose that B; is contained in V; ;. The inequality (8-1) shows that there exists C3 > 0 such that for
any (s, P), (s, Q) € B CUi(ky) x Aj(ky),

dist, (P, Q) < C3|t(P) —t(Q)|y.
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where t = u/v.
Suppose that B; is contained in V; ;. The inequality (8-1) shows that there exists C4 > 0 such that for
any (S, P)9 (Sy Q) € Bl C Ul(kv) X A](kv)>

disty (P, Q) < C4lt(P) —1(Q)lv,
where t = v/u. Now by arguing as in Lemma 6.1 our assertion follows. (|

Lemma 8.4. Let f : X — S be a conic bundle defined over a number field k with a rational section. Let v
be an archimedean place of k. We fix a v-adic metrization on O(Kx) and O(Kys). Then for any sufficiently

small € > 0 there exists a constant C¢ > 0 such that for any s € §°(k,) we have
7, (X;) < Cedist, (A, 5)'

Proof. This follows from the descriptions in the proof of Lemma 8.3 and an explicit computations of
local Tamagawa numbers using the naive metrization. 0

Fano conic bundles: the anticanonical height. In this section, we discuss upper bounds of Manin type
for the anticanonical height of Fano conic bundles.

Theorem 8.5. Let f : X — S be a conic bundle defined over a number field k with a rational section. We
assume that X and S are Fano. Let W = X x X and W' be the blow-up of W along the diagonal with the
exceptional divisor E. We denote each projection W — X; by m;. Let a, 8 be positive real numbers such

that 2a — 28 = 1. We further make the following assumptions:
(1) The weak Manin’s conjecture for (S, —Ks) holds.

(2) For any component V of the stable locus of

|—aKx/s[2]1 — Bf*Ks[2] — E|
such that V is not contained in E, one of projections m;|y is not dominant.

Then there exists a nonempty Zariski open subset U C X such that for any € > 0 there exists C = C¢ > 0
such that
NWU,—Kx,T) < CT**<,

Proof. First of all note that the assumption (2) implies that —2aKx + f* Ky is big. Indeed, it implies
that —aKx/s — Bf*Ky is big; otherwise the linear system of this divisor defines a nontrivial fibra-
tion up to a birational modification and the assumption (2) cannot be true. Then note that we have
—Kx/s=—Kx + f*Kg and 20 — 28 = 1 so that —aKx/s — Bf*Ks = —aKx + 3 f*Ks so our claim
follows.

Let v be a place of k and fix v-adic metrizations on O(Kx) and O(Kgs). Fix € > 0. Arguing as
Theorem 5.1, the assumption (2) implies that there exists U C X and C such that for any P, Q € U (k)
with P # Q and f(P) = f(Q) = s we have

dist, (P, Q) > C(H-_gy ()" (H_g,,s(PYH_k,,s(Q)) ™. (8-2)
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Ar={PeUk) | H.(P) =T}
For P € A7 N X, we define the v-adic ball by
Br(P)={R € X,NU(k,) | dist,(P, R) < CT **H_g(s)}

Then | Br(P) is disjoint because of (8-2) and the triangle inequality. Note that after shrinking U,
T~2*H_g(s) uniformly goes to 0 as T — oo for any s € S with A7 N X; # @ because of the Northcott
property of the height function associated to —2a Kx + f*Kgs which is big. Thus we have

dist,(Ay, $)' " >e (X)) > Y 1x,0(Br(P))
PeArnX (k)

> N(UNXy, L, T)dist,(Ay, )T 2 H_g,(s)
by Lemmas 8.3 and 8.4. Let m be a positive integer such that mL — f*A  is ample. We conclude that
NUNX, L, T) Ke T*H_g () " Ha,o(5) < T** ™ H_g ().

Since —kKx > — f*Kj for some k, our assertion follows from the fact that S satisfies the weak Manin’s
conjecture and Tauberian theorem. Indeed, the weak Manin’s conjecture for S and Tauberian argument
implies that

Z H_ k()" < 400,
seSe (k)

where S° C S is a some open subset of S. Let U° = U N f~1(5°). Then one can conclude that
NU® —Kx.T)= ) NUNX, L.T)
seS°(k)

< T2a+me+ek Z H_KS(S)—I—G < T2a+me+ek.
seS° (k)

Thus our assertion follows. O
Fano conic bundles: the non-anticanonical heights. In this section, we discuss the weak Manin’s
conjecture for non-anticanonical height functions in some cases:

Theorem 8.6. Let f : X — S be a conic bundle defined over a number field k with a rational section. We
assume that X and S are Fano. Let L = —Kx —tf*Kg. We make the following assumptions:

(1) The weak Manin’s conjecture conjecture for (S, —Kg) holds.

0 e —

28(X, —Kx)

Then for any € > 0 there exists a nonempty Zariski open subset U = U (¢) C X and C = C¢ > 0 such that
NU,L,T) < CT?X-~Kote,

In particular when §(X, —Kx) = %, Conjecture 1.1 holds for (X, L) except independence of U on €.
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For such a height function, [Frei and Loughran 2019] establishes Manin’s conjecture when the base
is the projective space using conic bundle structures. Our theorem is flexible in the sense that S can be
other Fano manifold other than the projective space. For example one may find a smooth Fano threefold
with a conic bundle structure over the Hirzebruch surface [F; in Section 9.

Proof. Let v be a place and fix v-adic metrizations on O(K x) and O(Ky). Fix € > 0. Theorem 5.1 implies
that there exists U C X and C such that for any P, Q € U (k) with P # Q we have

dist, (P, Q) > C(H_g, (P)H_g, (Q))~®X-—F0+e), (8-3)
We define
Ar={PeUk) | H(P)=<T}.
For P € A7 N X, we define the v-adic ball by
Br(P)={R e X,NU(k,) | dist,(P, R) < 3CT2CE=K0%)(_p (5))2CX.~Kn+,

Then | By (P) is disjoint because of (8-3) and the triangle inequality. Note that

T—Z(ﬁ(x,—Kx)-‘ré) (HfKS (s))Zt(ﬁ(X,—Kx)-i-é)

uniformly goes to 0 as T — oo for any s € S with A7 N X # & after shrinking U. Thus we have

disty(Af, 9)' " >et(X) > Y. tx,0(Br(P))
PeArnX;(k)

> N(UNX,, L, T)disty(A g, )T 2CXTROYI(H_ (5))> CX—R0+)
by Lemmas 8.3 and 8.4. Let m be a positive integer such that mL — f*A  is ample. We conclude that
N(U N Xs‘y L, T) <<€ T2(5(X,—Kx)+€)+m€H_KS (S)—ZI((S(X,—Kx)—Fé)‘
Since L > —tf*Kg, our assertion follows by arguing as in Theorem 8.5. O

Remark 8.7. If §(X, —Kx) is the minimum, one can take U to be independent of €.

9. 3-dimensional Fano conic bundles

In this section we list smooth 3-dimensional Fano conic bundles and compute § (X, — K x) and the smallest
2 satisfying the conditions of Theorem 8.5. Fano 3-folds with Picard rank > 2 were classified by Mori and
Mukai [1981; 1983]. We follow their classification. We assume that our ground field is an algebraically
closed field of characteristic 0. In our computations of §(X, —Kx) and the minimum 2« satisfying the
conditions of Theorem 8.5, it is important to know a description of the nef cone of divisors of X. Such a
description was obtained in [Matsuki 1995]. We freely use the results in this article.
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Fano threefolds with Picard rank 2. According to [Mori and Mukai 1981], there are 36 deformation
types of smooth Fano 3-folds with Picard rank 2. Among them there are 16 deformation types of smooth
Fano 3-folds which come with conic bundle structures. Since Fano 3-folds have Picard rank 2, these
conic bundle structures are extremal contractions. Thus in these cases, a conic bundle structure comes
with a rational section if and only if there is no singular fiber. Thus there are 7 deformation types of
smooth Fano 3-folds which come with a conic bundle structure with a rational section. The list of these
Fano 3-folds from [Mori and Mukai 1981, Table 2] is given in Table 1.

Here Q C P* is a smooth quadric 3-fold. Note that numbers 34—36 are toric; thus Manin’s conjecture is
known for these cases by [Batyrev and Tschinkel 1996; 1998]. In [Blomer et al. 2018], Manin’s conjecture
for an example of Fano 3-folds of number 24 is proven.

Let us illustrate the computation of §(X, —Kx) and o > 0 in some cases:

Example 9.1 (number 32). Let W be a smooth divisor of P? x P? of bidegree (1, 1). We denote each
projection by 7; : W — P? and let H; be the pullback of the hyperplane class via ;. Then we have

—Kx =2H+2H,.

Since H; + H; is very ample, it follows that §(X, —Kx) = % by Lemma 8.2.
Next we consider

200—1 4o —3

o0(2H, +2H, —3H;) + -3H| =

H|+2aH,.

Then when %(40{ -3)>1,ie.,a> fT, the above divisor satisfies the assumptions of Theorem 8.5. On
the other hand, for each P € X, let Cp be a fiber of 7, meeting with P. Then we have Cp.H; = 1 and
Cp.Hy =0. Thus we have

(4“2_3111 +2aH).Cp = 4“2_3.
Thus by Lemma 4.3, we conclude that o = % is the minimum value satisfying the assumptions of
Theorem 8.5.
no. (—Kx)* X 65(X, —Kx) 2«
24 30 a divisor on P2 x P? of bidegree (1, 2) <6 <5
27 38 blow-up of P3 with center a twisted cubic 3 2
31 46 blow-up of Q C P* with center a line on it 3 %
32 48 a divisor on P? x P? of bidegree (1, 1) 3 2
34 54 P! x P? 3 2
35 56 V7 =P(O & 0O(1)) over P2 3 2
36 62 P(O ® O(2)) over P2 3 2

Table 1. Fano 3-folds with Picard rank 2.
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Example 9.2 (number 31). Let X be the blow-up of Q along a line. Then X has Picard rank 2 so it
comes with two extremal contractions, one is a P!-bundle 7; : X — P2 and the other is a divisorial
contraction m; : X — Q. Let H; be the pullback of the hyperplane class via 7;. Then it follows from
[Mori and Mukai 1983, Theorem 5.1] that

—Kx =H| +2H,.

Since §(X, Hy) =46(Q, H) =1 and 7, is birational, it follows that 6 (X, —Kx) < % Thus by Lemma 8.2,
8(X,—Kx) = % is proved.
Next we have

201 3p = 2am,+ 20‘2_3

Let D be the exceptional divisor of . Then we have H; = H, — D. Thus the above divisor becomes
60—3 200—3
> H, — 5 D.

Thus when %(60{ —3)>1land2a —3 <0, 1i.e, % <a< % the assumption of Theorem 8.5 holds. On the
other hand let £ C X be the strict transform of a line on Q not meeting with center of 7. Then we have
60—3 200—73 60—3
( 7 =5 2

Thus since such ¢ deforms to cover X, by arguing as in Lemma 4.3, we conclude that o = % is the

o(Hi+2H, —3H))+ H.

D).Z -

minimum value satisfying the assumptions of Theorem 8.5.

Fano threefolds with Picard rank 3. According to [Mori and Mukai 1981], there are 31 deformation
types of smooth Fano 3-folds with Picard rank 3. It follows from [Mori and Mukai 1983, p. 125, (9.1)]
that all such Fano 3-folds come with a conic bundle structure except the blow-up of P along a disjoint
union of a line and a conic. Again a conic bundle structure with singular fibers which is extremal never
comes with a rational section. Note that if X is a Fano conic bundle which does not admit a divisorial
contraction to a Fano conic bundle of Picard rank 2 with a rational section, then its extremal conic bundle
structure admits singular fibers. For such a 3-fold, one can conclude that it does not admit a rational
section. This implies that there are 25 deformation types of 3-dimensional Fano conic bundles with a
rational section. The list of these Fano 3-folds from [Mori and Mukai 1981, Table 3] is given in 2.
Note that numbers 24-31 are toric; thus Manin’s conjecture is known for these cases by [Batyrev and
Tschinkel 1996; 1998]. Let us demonstrate the computation of § (X, —Kx) and « in some cases:

Example 9.3 (number 23). Let X be a Fano 3-fold of number 23. Then X admits a divisorial contraction
B : X — V7 with the exceptional divisor D;. The Fano 3-fold V7 admits two extremal contractions: one
is a P!-bundle 7; : V7 — P? and the other is the blow-down V7 — P3. We denote the pullback of the
hyperplane class via &; by H;. One can conclude that the only conic bundle structure on X is mj o 8. It
follows from [Mori and Mukai 1983, Theorem 5.1] that

—Ky, = 2H|+2H,.
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no. X 66 2o
3 a divisor on P! x P! x P? of tridegree (1, 1, 2) <6 <5
5 blow-up of P! x P2 W.ith f:enter acurve C of bidegr.ee (5,2) <6 <5
such that the projection C — P? is an embedding - =
7  blow-up of W (number 32) with center an intersection of two members of |—%K W| <4 <3
3 a member of the l@near system [pig*O(1) ® p20(23|.on F; x [P’z‘, <6 <5
where p; is the projection to each factor and g : F; — [P~ is the blowing up
9 blgw—up of the cone Wy C P® over the Veronese surfa.ce R, C P 3 <
with center a disjoint union of the vertex and quartic in Ry = P? =5
11 blow-up of V7 (number 35) with center an intersection of two members of |—%K V7| 3 %
12 blow-up of P? with center a disjoint union of a line and a twisted cubic 3 %
13 blow-up of W C P? x P? with center a curve C of bidegree (2, 2) 3 <3
on it such that each projection from C to P? is an embedding —2
14 blow-up of P? with center a disjoint union of a point and a plane cubic <6 < %
15 blow-up of Q C P* with center a disjoint union of a line and a conic %
16 blow-up Of V7 with center the strict transform of a twisted cubic 3 5
passing through the center of the blow-up V; — P3 2
17 a smooth divisor on P! x P! x P2 of tridegree (1, 1, 1) 33
19 blow-up of Q C P* with center two points which are not colinear 3 %
20 blow-up of Q C P* with center a disjoint union of two lines 3 %
21 blow-up of P! x P? with center a curve of bidegree (2, 1) 3 %
22 blow-up of P! x P? with center a conic in {r} x P2 3 %
23 blow-up of V7 with center the strict transform of a conic 3 5
passing through the center of the blow-up V; — P3 3
24 ﬁbezr 'product W Xp2 Fy, where W ig number 32, 3 3
W — P? is the P'-bundle and F; — P? is the blowing up 2
25 P(O(1,0) & 0(0, 1)) over P! x P! 3 3
26 blow-up of 3 with center a disjoint union of a point and a line 3 %
27 P! x P! x P! 32
28 P! x Fy 32
29 blow-up of V5 with center a line on the exceptional set D=P? of the blow-up V;— P> 3 5%
30 . blow—up of V5 with center the strict transform of a X 3 4
line passing through the center of the blow-up V; — P 3
31 PO®O(1, 1)) over P! x P! 3 <3

Table 2. Fano 3-folds with Picard rank 3.
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Thus we have
—Kx = 2,3*1‘[1 —|—2ﬂ*H2 — Dq.

Since *H| — D is effective and the morphism associated to | H»| is birational, one can conclude that
8(X,—Kyx) = % by Lemma 8.2.
Let D, be the strict transform of the exceptional divisor of 7,. Then we have
200—1
2

Since we have 8*H, = B*H| 4+ D;, the above divisor becomes

4o -3
2

05(2,3*['11—}-2,3*[‘12—01—3/3*1{1)-{— ~3,3*H1 =2(Xﬂ*H2—C{D1+ ﬂ*Hl

8a—5

BT Hy+ (20— 1Dy +—

B*Hy —aD

Since 8*H; — D; > 0, in the case of %(80{ -5 >a,ie,a> %, the above divisor satisfies the assumption
of Theorem 8.5. On the other hand let £ be the strict transform of a line meeting with the center of D;.
When o = %, we have

8a—5
2

(,B*H2+(2(X—1)D2+ ﬂ*Hl—OlDl).€=l
Thus since such £ deforms to cover X, by arguing as in Lemma 4.3, we conclude that o = % is the
minimum value satisfying the assumption of Theorem 8.5.

Example 9.4 (number 12). Let X be a Fano 3-fold of number 12. Then it admits a conic bundle structure
71 : X — P2 a birational morphism 5 : X — P3, and a del Pezzo fibration 73 : X — PL. Let H; be the
pullback of the hyperplane class via mr;. Then we have

—Kx =H + H, + Hs.

Since | H,| defines a birational morphism to P3 and |H, + H3| defines a birational morphism to P2 x P!
we can conclude that § (X, —Kx) < % Thus by Lemma 8.2, we have § (X, —Kx) = % Next we consider
the divisor

2“2_1 -3H) = Ga —3)Hy + a Hs — 20‘2_3

where D; is the exceptional divisor of 7, whose center is a twisted cubic. When 3o —3 > 1 and 2o —3 <0,

ie., ;—‘ <a< %, the assumptions of Theorem 8.5 hold. On the other hand let £ be the strict transform of a

general line meeting with the line which is the center of m;. Then we have

o(Hy+ H,+ Hy—3H)) + Dy,

200—3

((30{—3)H2 +oH; — D1>.€=3a—3.

Thus since such ¢ deforms to cover X, by arguing as in Lemma 4.3, we conclude that o = % is the
minimum value satisfying the assumption of Theorem 8.5.



756 Sho Tanimoto

no. X 65(X,—Kyx) 2«
1 asmooth divisor on (P!)* of multidegree (1, 1, 1, 1) 3 3
blow-up of the cone over a quadric surface S C P3
2 with center a disjoint union of the vertex <6 <2
and an elliptic curve on S
3 blow-up of P! x P! x P! with center 3 <2
a curve of tridegree (1, 1, 2) -
blow-up of Y (no. 19, Table 2) with center
4 . . . 6 <2
the strict transform of a conic passing through p and ¢
5 blow-up of P! x P? with center <6 2
two disjoint curves of bidegree (2, 1) and (1, 0)
6 blow-up of P? with center three disjoint lines 3 2
7 blow-up of W C P? x P? with center 3 5
two disjoint curves of bidegree (0, 1) and (1, 0) 2
] blow-up of P! x P! x P! with center 3 )
a curve of tridegree (0, 1, 1)
9 blow-up of Y (no. 25, Table 2) with center 3 >
an exceptional line of the blowing up ¥ — P?
10 P! x S 3 2
1 blow-up of P! x [F; with center ¢ x e, 3 )
where ¢ € P! and e is an exceptional curve on [
blow-up of Y
12 (no. 33, [Mori and Mukai 1981, Table 2]) with center 3 2
two exceptional lines of the blowing up ¥ — P3
1 1 1 i
13 blow-up of P ><'|]j> x P* with center <6 <3
a curve of tridegree (1, 1, 3)

Table 3. Fano 3-folds with Picard rank 4.

Fano threefolds with Picard rank 4 or 5. For Fano 3-folds in this range, all of them admit conic bundle
structures with a rational section. The list of these Fano 3-folds from [Mori and Mukai 1981, Table 4] is
given in Table 3.

Here §7 is a smooth del Pezzo surface of degree 7. Notice numbers 9-12 are toric, so Manin’s conjecture
is known for these cases by [Batyrev and Tschinkel 1996; 1998]. Again let us illustrate the computation
of (X, —Kx) and « in some cases:

Example 9.5 (number 6). Let X be a Fano 3-fold of number 6. Then X admits three del Pezzo fibrations
m; : X — P It also admits a birational morphism 7 : X — P>, Let H; be the pullback of the hyperplane
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class via ;. Let H be the pullback of the hyperplane class via . Then we have
—Kx=H+ H|+ H, + Hs.

Since both |H|, |H; + H, + H3| are birational, we conclude that §(X, —Kx) = %
Next any conic bundle structure on X is given by |H; + H;|, where i # j. So we look at the conic
bundle structure defined by |H; + H;|. We consider

a(H+H;— H —Hy)+QRa—1)(Hi+ H)=aH+aH;+ (o — 1)H + (¢ — 1) H>.

From this description we may conclude that @ = 1 satisfies the assumptions of Theorem 8.5. On the other
hand, by looking at the strict transform C of a line such that H3.C = 0, we may conclude that « =1 is
the minimum value satisfying the assumptions of Theorem 8.5.

Example 9.6 (number 4). Let V5 be the blow-up of P3 at a point p. It admits two extremal rays and
we denote each contraction morphism by 7| : V7 — P? and 7, : X — P3. Let H; be the pullback of
the hyperplane via ;. Let X’ be the blow-up of a fiber of 7; which is the strict transform of a line ¢
passing through p. It admits a conic bundle structure over [;. Let X be the blow-up of X’ along the strict
transform of a conic Cyp not meeting with £. Then X is a smooth Fano 3-fold of number 4. We denote the
strict transform of the exceptional divisor of X’ — V5 by Dy and the exceptional divisor of X — X' by
D>. Then we have

—Kx =2H{+2H, — Dy — D;.

Since 2H| + H, — D1 — D is linearly equivalent to an effective divisor, it follows that 6 (X, —Kx) < 1.
Next we consider

20 4a—73 20—1

H_
2 1T

2_1 (BH, — Dy)=2aHy)—aD,+

Since Hy — D, and H| — D are effective, it follows that o« = 1 satisfies the assumptions of Theorem 8.5.

a(—Kx — (3H, — Dy)) + D.

Finally we discuss the case of Picard rank 5. The list of these Fano 3-folds from [Mori and Mukai
1981, Table 5] is given in Table 4.

no. X 65(X, —Kx) 2«
blow-up of Y (no. 29, [Mori and Mukai 1981, Table 2]) with center
1 . . . 3 <2
three exceptional lines of the blowing up ¥ — Q
blow-up of Y (no. 25, Table 2) with center two exceptional
2 lines ¢ and ¢’ of the blowing up ¢ : ¥ — P3 such that £ and ¢’ 3 <2
lie on the same irreducible component of the exceptional set for ¢
3 P! x Se 3 2

Table 4. Fano 3-folds with Picard rank 5.
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Here S is a smooth del Pezzo surface of degree 6. Note that numbers 2 and 3 are toric, so Manin’s
conjecture is known by [Batyrev and Tschinkel 1996; 1998].

Fano threefolds with Picard rank > 6.

Theorem 9.7 [Mori and Mukai 1983, Theorem 1.2]. Let X be a smooth Fano 3-fold and we denote its
Picard rank by p(X). Suppose that p(X) > 6. Then X is isomorphic to P! x S11—p(x), where Sy is a
smooth del Pezzo surface of degree d.

Thus in this section, we study the product of a smooth del Pezzo surface S; with P!. Note that the
weak Manin’s conjecture for the product follows as soon as the weak Manin’s conjecture is known for Sy
by [Franke et al. 1989], so we omit the discussion of « in this section.

Proposition 9.8. Let X = P! x S, where S is a smooth del Pezzo surface of degree d with 1 < d < 8.
Then we have §(X, —Kx) = 56(S, —Ky).

Proof. Let Wy = X x X and a : Wy, — Wy be the blow-up of the diagonal. We use the same notation for
S as well. Let H; be the pullback of the ample generator via p; : X — P! and let H, be the pullback of
the anticanonical divisor via p, : X — S. Then the anticanonical divisor of X is

—Kx =2H,|+ H,.
Fix € > 0 and consider
—(8(S, —Ks) +€)Kx[2] — E =2(5(S, —Ks) +€)H [2] + € H[2] + 8(S, —Ks) H2[2] — E.

Since 2(6(S, —Kys) + €) H{[2] + € H>[2] is semi-ample, we know the stable locus of —(§(S, —Kg) +
€)Kx[2] — E is contained in the stable locus of 6 (S, —Ks) H>[2] — E. The possible dominant components
of the stable locus of §(S, —Kg)H>[2] — E are E and the strict transform of

P! x P' x Ag,
where Ag is the diagonal of Wg. Next we consider
—(8(S, —Ks) +€)Kx[2] — E =2e H\[2] + (5(S, —Ky) + €) Ha[2] + 25(S, —Ks) Hi[2] — E.

Since 2€ H[2]4+ (6 (S, —Ks)+€) Hy[2] is again semi-ample, the stable locus of —(3(S, —Ks)+¢€)Kx[2]—
E is therefore contained in the stable locus of 2§ (S, —Kg)H;[2] — E. Since §(S, —Kg) > 1 it follows
that the stable locus of 28 (S, —Kg)H;[2] — E is contained in the strict transform Z of

Apt x Wsg C Wy,

where Ap: is the diagonal of P! x P!. The variety Z is isomorphic to P! x W¢. From this one may
conclude that § (X, —Kx) < &(S, —Ky) by taking the intersection of two loci.

On the other hand the discussion after Proposition 4.9 shows that in each case there are curves C on
W such that C deforms to dominate both S; and also that (—§(S, —Ks)Ks[2] — E).C = 0. Thus we
conclude that §(X, —Kx) > §(S, —Ky). Thus our assertion follows. O
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Tubular approaches to Baker's method
for curves and varieties

Samuel Le Fourn

Baker’s method, relying on estimates on linear forms in logarithms of algebraic numbers, allows one
to prove in several situations the effective finiteness of integral points on varieties. In this article, we
generalize results of Levin regarding Baker’s method for varieties, and explain how, quite surprisingly, it
mixes (under additional hypotheses) with Runge’s method to improve some known estimates in the case
of curves by bypassing (or more generally reducing) the need for linear forms in p-adic logarithms. We
then use these ideas to improve known estimates on solutions of S-unit equations. Finally, we explain
how a finer analysis and formalism can improve upon the conditions given, and give some applications to
the Siegel modular variety A;(2).

1. Introduction

One of the main concerns of number theory is solving polynomial equations in integers, which amounts
to determining the integral points on the variety defined by those equations. For a smooth projective curve
over a number field, Siegel’s theorem says that there are generally only finitely many integral points on
this curve, but this result is in general deeply ineffective in that it does not provide us with any way to
actually determine this set of integral points.

We focus here on Baker’s method (and to a lesser extent Runge’s method), which are both effective:
when applicable, they give a bound on the height of the integral points considered. Our work is based on
Bilu’s conceptual approach [1995] for curves, and its generalization to higher-dimensional varieties by
Levin [2014]. It is also heavily inspired (sometimes implicitly) by a previous article [Le Fourn 2019],
dealing with Runge’s method. Before stating the main results, let us give some notations and motivations.

K is a fixed number field, L is a finite extension of K with set of places M divided into its archimedean
places M;° and its finite places M { ,and § a finite set of places of L containing M;° (the pair (L, §) will
be allowed to change). The ring of S-integers of L is denoted by O, s and the regulator of OF ¢ by Rs.
We also denote by Pg the largest norm of an ideal coming from a finite place of S (equal to 1 if § = M}®).

The notion of integral point on a projective variety X will be precisely defined (model-theoretically)
in Section 2A, but the result is compatible with all reasonable definitions, e.g., the one in [Vojta 1987,
Section I.4] and the intuition we give below. For Z a closed algebraic subvariety of X, the set (X\Z)(OL s)
will thus be the set of S-integral points of X \ Z. It can be interpreted in the following way. Every place

MSC2010: primary 11G35; secondary 11J86.
Keywords: integral points, Baker’s method, Runge’s method, S-unit equation.
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v of M, defines a v-adic topology on X (K,) where K, is the completion of K at v, and in this topology
we can say if a point P € X (K,) is “v-close” to the subvariety Z or not. The point P is then S-integral
with respect to Z if for every place v of My except maybe the ones of S, P is v-far from Z.
Furthermore, as X (K,) is compact, given two algebraic (hence closed) subvarieties Z, Z’ of X, a point
P is v-close to both Z and Z' if and only if it is v-close to Z N Z’, in particular if this intersection is
empty, P can be v-close to only one of them. This simple fact is very useful in our arguments.
The basic context (C) (which will be made more complex later) of our arguments will be the following:

« X is a smooth projective variety over a number field K.
e Dy,..., D, are effective divisors on X and D = U?:l D;.
e The point P belongs to (X \ D)(Of.s).

One of the first ideas to prove finiteness of integral points is the following: if a point P is v-far from
D; for every place v of My, the global height i p, (P) relative to D; can be bounded, so under some
geometric property called ampleness of D;, P must belong to a finite set that can be in principle effectively
determined. The goal of many finiteness methods is thus to find conditions which ensure automatically
that such a situation as above happens for P and one of the D;, which would then entail finiteness. Notice
thatif P € (X\ D)(Op s), this is automatic for places not in S, so we only need to prove it for the (finitely
many) places of S.

On the other hand, Baker’s method proceeds quite differently: it relies on the fact (based on linear
forms in logarithms) that a unit x € O7 ¢\ {1} cannot be too v-close to 1 (this depending on the global
height of x itself), so if we force it somehow to be v-close, we obtain in return a bound on the global
height of x, which in turn gives effective finiteness. For P € (X \ D)(O,_s) as before, the game is then
to ensure that there is some place v € § and some point Py in an explicit finite set (independent of P)
such that P is very v-close to Py, and there is a rational function ¢ sending P to 1 and P in O7 . This
approach looks quite orthogonal to the previous paragraph but it turns out they can complement each
other in diverse situations, and this is the topic of the present paper.

Let us start from (C), and fix my > 1 an integer and Y the union of intersections of any my + 1 divisors
amongst Dy, ..., D, (the notation might seem backwards, but it is because one can also first fix a closed
subvariety Y and define my from it, which is a natural way to proceed in practical cases). We also define
mp > 1 such that any intersection of mp distinct divisors amongst D, ..., D, is a finite set. The main
point of Theorem 1.1 is proving that, for any finite sets of places M7° C S’ C S the set of points of
(X\D)(OL s)N(X\Y)(O, ) is effectively finite (up to an explicit proper closed subset) when

(mp —DIS'|+my|S\ S| <n.

The basic idea (to which the reduction is nevertheless quite technical, and we forget the exceptional cases
for simplicity here) is the following: given a point P € (X \ D)(Or.s) N (X \Y)(OL s), forve S\ 5, if
P is v-close to more than my divisors Dj;, it is v-close to Y, which is ruled out by S’-integrality with
respect to Y. On another hand, if v € §" and P is v-close to mg divisors, it is close to some point in their
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intersection which is finite, and we can then apply Baker’s method. Now, the inequality above guarantees

that if none of these situations happens, then by the pigeonhole principle there is some D; such that P is

v-far away from D; for every place v € M, which proves effective finiteness by the arguments above.
We now state the complete version of this result.

Theorem 1.1. Let X be a smooth projective variety over K and Dy, ..., D, be ample effective divisors
on X, D =J;_, D;, and hp a choice of absolute logarithmic height relative to D.

The number mp (assumed to exist) is the smallest integer such that for any set I C {1, ..., n} with
Supp(D;)(K) is finite. For any point P in the finite set

7= J 1.

[|=mp

|I| = mp, the intersection Tp = ()¢,

assume (H)p:

There exists ¢p € K (X) nonconstant whose support is included in (Supp D)\ P (and ¢pp(P)=1
for simplicity).

Such a function will be fixed in the following.
Let my > 1 be an integer and

v="{J [Supp(D)(K).

|I|>my i€l

Then, there exists an effectively computable constant C > 0 and an explicit function Cy(d, s) such that for
any triple (L, S, S") with M7° C S’ C S finite such that [L : Q] =d, |S| = s and

(mp = DIS'|+my|S\ S| <n, (1-1)
forevery Q € (X\ D)(Or,s) N (X\Y)(OL,s5),
hp(Q) < C-Ci(d, s)hy Rs Py log*(hLRs), (1-2)

where log*(x) = max(log x, 1), unless

0eZ:=]) 2y, Zp:={Q (X \Suppep)(K), $p(Q) =1},
PeT
this set Z being an effective strict closed subset of X independent of (L, S, S") and the bar denoting the
Zariski closure.

A remark developed below is that the dependence on S’ in (1-2) is the factor Pg/, so an ideal choice
for S is for it to be as large as possible to satisfy (1-1) but with its finite places as small as possible. This
leeway in the choice of S’ allows for improved bounds even on the well-trodden ground of curves, for
which one obtains the following corollary.
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Corollary 1.2. Let C be a smooth projective curve over K and ¢ € K (C) nonconstant.
Assume that every pole P of ¢ satisfies (H)p (and to simplify, is defined over K). Then, there are a
constant C > 0 and an explicit function C1(d, s) such that for any triple (L, S, S’) satisfying

IS\ S| <n, (1-3)
any point Q € C(L) such that ¢ (Q) € Oy s satisfies
h(¢(Q)) <C-Ci(d, s)hpRslog"(hRs) Py

Remarks 1.3. Let us make some comments about these results:

« For S’ = M{°, under the assumption (1-1) that |S\ M7°| is small (exactly translated by (1-3) for curves),
one obtains a bound on the height which only grows in R }g“. In particular, there is no linear dependence
on Pg (which would come from estimates of linear forms in p-adic logarithms in a straightforward
application of Baker’s method), but rather in log Ps (implicitly contained in Rg), which might prove
useful for some applications.

o The set Z of Theorem 1.1 can actually be made smaller: as done in [Levin 2014], we can replace each
Zy, by the intersection of all Zy, where ¢p runs through all functions satisfying the hypotheses of (H)p.

e Theorem 1.1 applied for my =0 and S = S’ retrieves Levin’s result [2014, Theorem 1], and for smaller
S’ (hence more hypotheses) improves upon the quantitative estimates it implicitly gave.

» For general my, Theorem 1.1 improves qualitatively (when the hypotheses (H) p hold) upon a previous
result based on Runge’s method [Le Fourn 2019, Theorem 5.1 and Remark 5.2(b)], as condition (1-1)
is generally weaker than the tubular Runge condition defined there (the choice of set (X \ Y)(Op s) is
inspired by the notion of tubular neighborhood defined in that article, see section 3 there). Indeed, the
m = mg in the statement of [Le Fourn 2019, Remark 5.2] is not m 3, and in general one only knows that
mp <m+ 1. If mp =m + 1, the original Runge’s method can be applied as in [Levin 2008] and gives
better (and uniform) estimates than [Levin 2014] (and the same holds for the tubular variants we propose),
but if mpg < m which is the most likely situation, the condition (1-1) is indeed more easily satisfied than
for Runge’s method.

» The words “effectively computable” for the constant C deserve to be made more precise. One requires
to know an embedding of X in a projective space P¥, explicit equations and formulas for X, the D;, D,
hp, the points of T and expressions of ¢p relative to this embedding. With this data, the effectivity boils
down to an effective Nullstellensatz such as e.g., [Masser and Wiistholz 1983, Theorem IV]. Now, the
functions C1(d, s) (as well as Rglog*(Rg)) are coming from the theory of linear forms in logarithms,
and are as such completely explicit. The addition of 4 is a technicality due to the necessity of slightly
increasing the ring of units O] ¢ upon which to apply Baker’s estimates, and can often be removed in
special cases.
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o Unless we are in the case of curves, mp > 1 and then (1-1) bounds d and s in terms of n, which allows
us to replace C;(d, s) by an explicit function Cy(n).

o As will be discussed in Section 5, in some situations one can apply the same methods as in the proof of
Theorem 1.1 without having (1-1), and one can also devise some more uniform variants of this result in
intermediary cases.

As an illustration of the effectivity of the method, we prove the following result on the S-unit equation:
fix L to be a number field of degree d, S D M;° a set of places of L of cardinality s and o, B € L*. We
consider the S-unit equation

ax+py=1, x,yeOj. (1-4)
Theorem 1.4. Let L, S, «, 8 be as above:

 If S contains at most two finite places, all solutions of (1-4) satisfy
max(h(x), h(y)) <2c(d, s)Rslog"(Rs)H,

where H = max(h(«), h(B), 1, 7/d) and c(d, s) is the constant defined as cys(s, d) in formula (30)
of [Gydry and Yu 2006].

e For any set of places S, all solutions of (1-4) satisfy
max(h(x), h(y)) <2c'(d, s) PgRs(1 +1log*(Rs)/log" Ps)H,

where ¢'(d, s) = c1(s, d) from Theorem 1 of [Gydry and Yu 2006], and Pg the third largest value of
the norms of ideals coming from finite places of S.

This result provides an improvement on known bounds for solutions of the S-unit equations. More
precisely, its dependence on Pg (instead of Pg, the largest norm of an ideal coming from a place of S)
becomes particularly interesting when there are at most two places of S of large relative norm, and by
construction it improves Theorem 1 of [Gy6ry and Yu 2006]. One can also remark that such an estimate
is likely to be close to optimal in terms of dependence on the primes in S, as replacing Rglog*(Ry) by
0(Ry) in the first bound would imply that there are only finitely many Mersenne primes. Notice that there
is an additional factor 2 in the inequalities of Theorem 1.4 when compared to the reference [Gy6ry and
Yu 2006], which is due to a special case in the proof.

On another hand, Theorem 4.1.7 of [Evertse and Gy6ry 2015], based on slightly different Baker-type
estimates, has a better dependence on s and d. It is possible to combine the strategy of proof of the latter
theorem with our own to obtain an improvement of both results, essentially replacing again Ps by Py.
This is achieved in a recent preprint of Gy6ry [2019] (which also takes into account and deals with the
factor 2 discussed above).

After proving Theorem 1.1 and Corollary 1.2 in Section 3 (Section 2 gathering the necessary reminders
and tools for the proof), we prove Theorem 1.4 in Section 4. This application is heavily based on
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computations undertaken in [Gydry and Yu 2006], hence we have chosen to refer to it whenever possible,
and focus on pointing out where the improvements come from our approach.

In the last part of this paper (Section 5), inspired by comments from the referees, we discuss a rewording
of the elementary ideas behind Runge and Baker’s method in terms of a graph defined by the divisors D;,
which leads in some situations to hypotheses of application weaker than e.g., (1-1). In the spirit of
[Le Fourn 2019] and as an example of the potential for improvement it reveals, we apply these ideas to
the Siegel modular variety A,(2) and obtain finiteness of abelian surfaces over quadratic fields with full
2-torsion and satisfying conditions on their places of bad reduction (Propositions 5.5 and 5.7).

2. Reminders on Baker’s theory and local heights

For any place w of L, the norm |[-|,, associated to w is normalized to extend the norm on @Q defined by vy
below w, where |-| is the usual norm on @ and for every prime p and nonzero fraction a/b,

— pordp b—ordy a )

a
bl,

We also define n,, = [L,, : Q,] the local degree of L at w.

In all discussions below, X is a fixed projective smooth algebraic variety over the number field K and
closed subset of X will mean a closed algebraic K -subvariety of X.

Regarding the integrality, we choose a model-theoretic definition as follows. Assume X is a proper
model of X over Ok, fixed until the end of this article. For every closed subset Y of X, denote by ) the
Zariski closure of Y in X'. The set of integral points (X \ Y)(Or ) will then implicitly denote the set of
points P € X (L) whose reduction in X, (x (w)) for a place w of M \ S above v € M (well-defined by
the valuative criterion of properness) never belongs to ).

2A. Mk-constants and M-bounded functions. The arguments below will be much simpler to present
with the formalism of Mg -constants and M g -functions briefly recalled here.

Definition 2.1. « An Mg -constant is a family (c,),em, of nonnegative real numbers, all but finitely many
of them being zero.

e An My -function f (on X) is a function defined on a subset E of X (K) x M & with real values (typically, a
local height function as below). Equivalently, it is defined as a function on a subset of | |, - X (L) x M,
consistently in the sense that if f is defined at (P, w) with P € X(L) and w € M, then it is defined at
(P, w') with w’ | w € My for any extension L’ of L, and (P, w) = f(P,w').

e An Mg-function f : E — R is M-bounded if there exists an Mg-constant (¢, )yep, for which for all
(P,w)€E,
|f(P,w)| <cy (w]v).

The notation Oy, (1) will be used for an Mg -bounded function depending on the context (in particular,
its domain E will often be implicit but obvious).
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e Two Mg -functions f, g : E — R are Mg-proportional when there is an absolute constant C > 0 and a
M -constant (¢, )yepm, for which for all (P, w) € E,

Elf(Pw) —cy < [g(P,w)| < CIF(P,w)|+¢,  (w]v).

« Two functions f, g defined on an open subset O of X (K) (typically, global height functions) are
proportional if there are absolute constants C1, C, > 0 such that for every P € O

& f(P)=Ca<g(P) <Cif(P)+Ca.
2B. Local heights associated to closed subsets. We will now define explicitly local height functions
relative to closed subsets of a projective variety X:

e For any point P € PN (L), one denotes by xp = (xpo,...,Xpn) € L™t a choice of coordinates
representing P and ||xp |, = max;|xp ;|w.
e For a polynomial g € L[Xy,..., Xy] and w € My, the norm | g, is the maximum norm of its

coefficients for |-|,.

¢ Given a closed subset Y of IP’]I}’ and homogeneous polynomials g, ..., gn € K[Xo, ..., Xn] generating
the ideal of definition of Y, for any w € My and any P € (PY \ Y)(L), one defines explicitly a choice of
local height of P at Y for w by

hy.w(P) := — minlo 'g"(xp)lzegg,, @-1)
! lgillwllxpllw="
and the global height by
hy(P) := ! Z hy w(P)
=y & e et

weMy,

With this normalization, for any w € M{ and P € (PN \ Y)(L), hy(P) > 0 and it is positive if and only
if P reduces in ¥ modulo w.
Let us now sum up the main properties of those functions that we will need.

Proposition 2.2 (local heights). Let X be a smooth projective variety over K, with an implicit embedding
in a P and fixed choices of local heights as in (2-1) for all closed subsets considered below:

(a) For any closed subsets Y, Y' of X the functions hyny’ ,, and min(hy v, hy ) are Mg -proportional
on (X\ (YUY))(K) x M.

(b) For a disjoint union Y WY’ of closed subsets of X, one has
hyw(P)+hy w(P) = hyuy w(P)+ Opm (1)
on (X\ (YUY"))(K) x Mg.
(¢) ForY C Y’ closed subsets, one has
hyw(P) < hy w(P)~+ Oy, (1)
on (X \Y)(K) x Mg.
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d) If ¢ : X' — X is a morphism of projective varieties, the functions (P, w) > hy (¢ (P)) (resp.
hg-1(y),w(P)) are Mk -proportional on (X’\(,ZS_]((Y))(I?) X Mg.

(e) For any closed subset Y of X, the function (P, w) > hy (P) is M -bounded on the set of pairs
satisfying P € (X \ Y)(Or ) (independently of the number field L).

(f) For any effective divisor D on X and any function ¢ € K (X) with support of poles included in
Supp D, the function (P, w) — |¢(P)|y is Mx-bounded on the set of pairs (P, w) € X(L) X M‘Lf
satisfying P € (X \ D)(OL ) (independently of the number field L).

(g) If D and D' are two ample divisors on X, for any two choices of global heights hp and hpy, they are
proportional on (X \ Supp(D U D"))(K).

Furthermore, all the implied Mk -constants and constants are effective.

Proof. This proposition is mostly a reformulation of results of [Silverman 1987] already quoted in
[Levin 2014]. First, (2-1) indeed defines local heights associated to closed subsets by [Silverman 1987,
Proposition 2.4] so most of the proposition is contained in [loc. cit., Theorem 2.1]. Let us point out the
slight differences and explain how it is effective. In that article, local height functions are more precisely
defined by their ideal sheaves, whereas we consider closed subsets hence reduced closed subschemes.
Now, if two ideal sheaves Z and Z' have the same support, their local height functions are Mg -proportional.
More concretely, let us fix Y C Y’ closed subsets of X C IP’]Kv and two systems of homogeneous generators
81s---»8m € K[Xo, ..., Xy]and hy, ..., h), of ideal sheaves with respective supports ¥ and Y in [P’%.
After multiplying by a suitable n > 1, one can assume all those polynomials’ coefficients belong to Ok,
and such an n can be made effective in terms of the || g; ||, and |4 |, for v e M 1]; Now, an effective
Nullstellensatz (e.g., [Masser and Wiistholz 1983] applied to multiples of those generators), translated in
the projective case, will give relations

p
agf =) fijhj
j=1

with a € Ok nonzero, all the f; ; with coefficients in O and bounded || f; ||, and |a|, in terms of the
norms of the polynomials for all v € M. Furthermore, the power k is effectively bounded in terms of
[K : Q],N and the degrees of the polynomials. This will clearly give an effective inequality

hyw(P) <k-hy w(P)+ Ou (D).

for all (P, w)e (X\Y)(K)xM - and this argument works for parts (a) to (d) of the Proposition (the
inequality in (c) without a factor k coming from the fact that we can extend generators of an ideal sheaf
for Y’ to an ideal sheaf for Y).

The only parts remaining to be proven are now (e), (f) and (g). Part (e), essentially saying that local
height functions detect integral points up to some Mg-bounded error, is classical (see [Vojta 1987,
Proposition 1.4.7]) and in fact automatic for the exact definition given in (2-1). Part (f) then comes from
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(e) and Lemma 11 of [Levin 2014]. Finally, part (g) is a classical result on heights (e.g., [Lang 1983,
Chapter 1V, Proposition 5.4], and there also, the constants implied can be made effective. g

2C. Baker’s theory of linear forms in logarithms. Let us now give our second main tool: estimates
from Baker’s theory in a special form sufficient for our purposes.

For any place w of My, N(w) is defined to be 2 if w is archimedean and the norm of the associated
prime ideal otherwise.

Proposition 2.3. Define log*(x) = max(log(x), 1) for x > 0.
Letd =[L : Q] and s = |S|. There is an effectively computable function C(d, s) such that for any pair
(L, S),any a € O} ¢\ {1} and any w € M,

logler = 1|y = =C(d, 9)5 N(w) Rs log*(N (w)h(e)). (2-2)

og N (w)

In terms of local heights, one can choose the local height h ,, (@) to be max(—log|a — 1|, 0), which

gives us

N (w) N
hiw() <Cd, S)l Rslog™(N(w)h(a)).

og N (w)

Proof. This result, although natural when one knows estimates for linear forms in logarithms, is not often
presented in this form, so the following proof will explain how one can get to such an expression with
known results. First, let us assume s > 2 (for s = 1, the result is trivial). By Lemma 1 of [Bugeaud and
Gyory 1996] (log & there is our logarithmic height here), one can choose a family of fundamental units
Ely..., &1 Of O}’i’s such that

s—1

[ [ ) < ci()Rs.

i=1
where ¢ (s) = ((s — D2/~ 1d2).

Now, by Theorem 4.2.1 of [Evertse and Gy6ry 2015] applied to I' = OF ¢ gives us the bound (taking

into account our normalization of |-|,,) with C(d, s) = c{(s)cg where cg is defined as in the reference. [

3. Proof of the main theorem

We now have all the tools to prove the theorem. We keep the notations from its statement, and assume
that we have an embedding X C P/,g from which all local heights considered below are defined. Recall
that s = |S|, d = [L : Q] and n,, is the local degree of L at w. The constants ¢; below are absolute and
can be made effective.

First, let us notice that for every point P € T, as the support of ¢p is in D, by Proposition 2.2(f) applied
to ¢p and qﬁ;l, there is an absolute positive integer m (independent on the choice of (L, S) and P € T)
such that for every O € (X \ D)(OL s), one has m¢p(Q) € Or s and mep(Q)~' e Op.s. Defining S,
the set of primes of L dividing m, one thus has ¢p(Q) € Oi,susm forall Q € (X\ D)(Op.s).
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By Proposition 2.2(e), the map (Q, w) — hp, ,(Q) is Mk-bounded on pairs (Q, w) with w € M\ S
and Q € (X \ D)(Or ), and (Q, w) > hy ,,(Q) is Mg-bounded on pairs (Q, w) with w € My \ S’ and
Qe X\Y)(OL,s).

Let us assume now that Q € (X \ D)(Op.s) N (X \ Y)(OL s). The previous paragraphs imply that for
everyi € {l,...,n}

1
[L:Q]

hp,(Q) = > nwhp,w(Q)+0(1)

weS

where O (1) is absolutely (and effectively bounded) on the set of such points Q (even if (L, §) is allowed

to change).
Thus, for alli € {1, ..., n}, there is w € S such that
B w(Q) > iy, (Q) = ~hip,(Q) + O(1)
Drwil =1 ) Pt = T '
After choosing for every i € {1, ..., n} such a w € S, we obtain a function {1, ...,n} — S. Now, if

the fiber above a place w € S\ S’ was a set J with |J| > my, by Proposition 2.2(a), one would obtain an
absolute effective (computable) upper bound on the minimum of such & D(,-,w(Q), therefore on hp, (Q)/s
and hp(Q)/s by Proposition 2.2(g).

We can thus assume from now on that this is not the case. Therefore, the fibers of this function are
of cardinality at most my above S\ §’. Consequently, by hypothesis (1-1), one of the fibers above 5,
defined as I, has to be of cardinality at least mp (if it’s more, we extract a subset of cardinality mp),
which gives w € §’ such that

1
min ., (Q) = ~ minhp, (Q) = %MQ) +0(1).

Now, by Proposition 2.2(a) again and construction of T (if T = &, we directly obtain an absolute
M g -constant bound), there exists P € T such that

hpw(Q) > %hD(Q) + O (1) = CS—3h(¢P(Q)) + O, (1), (3-1)

using Proposition 2.2(g), with absolute effective constants ¢y, ¢z, c3 > 0. Moreover, by Proposition 2.2(d),
as ¢p(P) =1, if ¢p can be evaluated at Q and ¢pp(Q) # 1,

Rw(@p(Q)) > ca-hp.w(Q) + O, (1) > czﬁh(m(@) + Oy, (1), (3-2)

for ¢4 > 0 absolute effective and Oy, (1) computable in terms of the initial data of embeddings and
equations (but bounding it crudely by an absolute constant would suffice in the following argument).
On another hand, applying Proposition 2.3 to O ¢ 5 . We get

N
M (@p(0)) = Cd s +1S]) - Reus, W) Jog* (N (w)h(p (0))). (3-3)

gN(w)
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By formula (1.8.3) of [Evertse and Gy6ry 2015], one has

Rsus, <hiRs || log NOP®) <hpRs [ e"<'8” <hyRsm/* (3-4)
PeSm\S plm

after optimizing the products of logarithms.

Combining (3-2), (3-3) and (3-4) and with some care about the logarithmic terms, we obtain an affine
bound of the shape (1-2) for h(¢p(Q)), hence on hp ,(Q) by Proposition 2.2(d) applied the other way,
which finally gives a bound on 4 p(Q) by (3-1) (there is a constant term which we can absorb in the linear
one as it is effectively boundable).

4. Applications to the S-unit equation in the case of curves

In this section, we realize our method in the practical case of the S-unit equation (1-4), to prove
Theorem 1.4.

This problem is related to finding the integral points of (P! \ {0, 1, c0})(Oy s) (up to taking into
account the factors «, 8), and this is the interpretation we will follow below to illustrate the main theorem.
We follow closely the definitions and lemmas of [Gy&ry and Yu 2006] (except their normalizations of
norms), as our improvements intervene only at the beginning of the proof. As in that article, define

d=[L:Q], H=max(h(a),h(B),1,7/d), s=]|S|.

For any ¢ € L, define h,,(t) := ho,,(¢) = 10g+(1/|t|w).
For the sake of symmetry of the exposition, we will do most computations with ax and Sy, before
coming back to H. This means we deal with &, (P) for

1
PeE= {ax,,By, —}
ax

Lemma 4.1. Forany x,y € L withax + y = 1:

e For any place w € M|, at most one value of h,,(P) for P € E can exceed §,,log 2, where 6,, = 1 if
w is infinite, 0 otherwise.

o The maximum modulus of the difference of logarithmic heights of any two of them amongst h(x),
h(y), h(ax), h(By) is at most 3H, and even 2H except for |h(x) — h(y)|.

e Ifx,ye (’)ZS and h = max(h(x), h(y)), we always have, for P € E,

Ny
w%; T Q]hw(P) > h(P)— H >h—3H.

Proof. The first item is the translation of the fact that if z 4z’ = 1 one of z, 7z’ has to have norm at least 1
if the norm is ultrametric, and at least % if it is archimedean.
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The second item uses that for any nonzero algebraic numbers z, 7/, h(zz') <h(z)+h(z') and h(z+7') <
h(z) + h(z') +1og 2. For example, we obtain |h(x) — h(ax)| < H and |h(ax) —h(By)| <log2, and by
symmetric role this leads to all other bounds on difference of heights, as log2 < H.

For the third item, in each of the three cases,

Ny _ _ Ny +
Z—[L:@]hwu)) =h(P)=>" Toap g (/1P

wes w¢S

but for w ¢ S and each of our three P’s, the contribution of x or y to 1/|P|,, is by a factor 1 so this sum
is bounded by H. The second inequality follows directly from the second item. (|

Proof of Theorem 1.4. First, notice that if s < 2, Lemma 4.1 alone gives immediately that there is P € E
such that h,,(P) < §, log?2 for all w € S, and elsewhere we have h,(P) = hy (), hy(B) or h(B/)
depending on the value of P, because x and y are S-units. Consequently, 2(P) < 2H + log 2, hence
h <4H +1log?2 in this case. We can now assume that s > 3.

For the first part of Theorem 1.4, the assumption amounts to saying that (1-1) holds in this case for
S’ = M7°. By Lemma 4.1, for any choice of P € E, there is w € S such that

M 1
(L @]hw(P) > m(maX(h(x), h(y)) —3H). (4-1)

We want to fall back on a case where for one of the three choices of P, one can impose that w € M}°.
If that is not possible, by the pigeonhole principle and our hypothesis on S, there is a finite place w and
two points P, Q € {E} distinct with

Ny

[L: Q]

min(hy, (P), hy(Q)) = %(maX(h(X), h(y)) —3H).

By the same lemma, we get max(i(x), h(y)) < 3H. This bound will be readily checked to be smaller
than the other case.

One can thus assume from now on that for some w € M;° and P € E, (4-1) holds.

The only thing to do is then to get back to the situation of [Gy&ry and Yu 2006, page 24] in all three
cases, after which we will obtain the exact same bounds. We fix a fundamental system €1, ..., g5_; of
units of OF ¢ with the properties of [Gydry and Yu 2006, Lemma 2].

o Assume first P = ax, and write

by
y=celte e, (4-2)

with ¢ a root of unity in L and b; € Z for all i. By the arguments of [Bugeaud and Gyé&ry 1996, page 76],
we obtain that

B =max(|bil, ..., |bs—1]) < ci1(d, s)h(y)
with
{((s —DHNH?%/(2° 3 log2) ifd=1,
c1d,s) = N )
((s = DHN%/25" ) log(3d)? ifd > 2.



Tubular approaches to Baker's method for curves and varieties 775

We set oy = ¢B and by = 1 so that

by
x|y =1 —&]" el al .

We set the A; and A; as in [Gy6ry and Yu 2006, (31)] and can make the same assumption (otherwise, we

obtain a smaller bound). By [loc. cit., Proposition 4 and Lemma 5], we thus obtain

c1(d, S)h(y)>

e 4-3
Nl (4-3)

hy(P) = —loglax|y < ca(d, s)c3(d, s)RsH 10g<

(as we always have s > 3 here), with

er(d, s) = d® log(ed) min(1.451(308/2) (s + 1)°2, 72055+27),
8.5 ifd=1,

_ — _ 2 s—=2 s=2
c3(d,s) =evs —2(((s = DY /(2 )Nn {29dlogd itd > 2.

Let us now define &7 = max(h(x), h(y)). We use inequality (4-1), and replace h(y) by & in the right-hand
side of (4-3) to obtain
h h—3H

H < < v
S - s ~[L:Q]

(4-4)

e>(d. 5)es(d, s)RsH 10g<cl(d’ s>h>

V2H

and these are equivalent to the two inequalities used on page 24 of [Gy&éry and Yu 2006] to obtain the
result.

o Assume P = fy. We apply the same argument by symmetry, replacing o by § and x by y everywhere,
to finally obtain the same bound.

e Assume P = $ We thus write

Al

ox

hu(P) = —log

= —log

ax |y w

Let us fix then

s—1> aS =

’

X:é‘glljl...gbs_l é
X o
and proceed in the same fashion as before, with a loss of precision because 4 («;) <2H and not H. This
is the reason for the factor 2 in the final result of Theorem 1.4, and has been taken into account in [Gy&ry
2019, end of proof of Theorem 1].

For the second part of Theorem 1.4, we can play the same game, by defining S’ the set of places S
deprived of its two prime ideals with largest norm. The same elimination work as before will then give
w € §" and P € E satisfying (4-1), and from there we can apply for P = ax the exact method of [Gy&ry
and Yu 2006, page 25] with a prime ideal p from S’. This finally leads to the same estimates with Py
instead of Pg, using again Lemma 4.1. O
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5. A general framework for integrality methods

This section is motivated by comments from the referees asking for comparisons with other results, which
inspired the author to present an attempt at conceptualizing more closely the current approaches.

The formalism presented here does not bring anything completely new in this regard but allows to
understand many versions of Runge’s or Baker’s method simultaneously, and sheds some light on how
they can possibly be combined. There is also some degree of equivalence with preexisting statements in
the literature, which we will try to emphasize.

5A. Graph-theoretic definitions. The context (C) is still the same as before:

» X is a (smooth, to simplify) projective variety over the number field K.

e Dy, ..., D, are reduced effective pairwise distinct divisors on X.
We will interpret everything in terms of a directed graph, which motivates the following definitions.

Definition 5.1. < A descending directed graph is a directed graph G with finitely many vertices and
edges such that:

— Every vertex v € V is given a depth d, € N.
— If there is an edge v" — v, dyy < d, (and we then say that v is a child of v’). If v has no children,
it is called extremal.

» For a given vertex v, the cone of ancestors of (we will also say originating in) v is defined as
Co = {o}U{v/, Ipath v’ > --- > v},

and its depth is also defined as d,.

o A family of cones of ancestors (Cy)y spans the graph in depth 1 when the union of those cones
contains all vertices of depth 1. If it does not, its remainder R is the set of unspanned vertices of
depth 1.

Such a graph is particularly easy to draw and arrange by rows with fixed depth, hence its name.

Definition 5.2 (intersection graph). The intersection graph G of X, Dy, ..., D, is the descending directed
graph defined as such:

e For every subset I C {1, ..., n}, we define
Z; == (") Supp(Dy)
iel
and say that [ is optimal if Z; # & and there is no I’ O I such that Z; = Z;, in other words no i ¢ I such

that Z; C Supp(D;). In this way, every nonempty set-theoretic intersection of the divisors corresponds to
a unique optimal set of indices
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*The vertices v of G are indexed by the optimal sets of indices. We thus can associate to each v its
optimal set I, and Z, := Z;,. The depth of v is defined as |/,/|, in other words the maximal number of
divisors whose intersection defines Z,. In particular, the unique vertex of depth O corresponds to X and
the vertices of depth 1 correspond bijectively to the divisors Dy, ..., D, (unless one divisor contains
another which we can assume to never hold).

e There is a directed arrow from v’ to v if and only if Z, 2 Z, with no intermediary set Z,, which by
our construction is equivalent to saying that I,y C I, with no intermediary optimal set of indices (this is
mainly to reduce the number of arrows in the graph). Considering a vertex v, the ancestors of depth 1 of
v correspond to the divisors D; containing Z,.

« Extremal vertices correspond to minimal nonempty intersections of the divisors (and optimal sets of
indices which are maximal for the inclusion).

Remark 5.3. The number m in Runge’s method [Levin 2008, Theorem 4] is exactly the maximal depth
of a vertex in G. When the divisors D; are ample and in general position and X is of dimension d, the
graph is particularly simple: for every i <d, it has (?) edges of depth i, and the maximal depth is d.
Notice also that the finite sets are exactly the ones of depth d in this case. This ideal situation would not
need the formalism of the graph above, but our purpose is precisely to deal with the situations where m is
larger than it should be.

5B. Runge and Baker methods for integrality and their variations. To proceed with integrality, the
intuition is that for a point P € (X \ D)(Oy, ), for every place v € S, one considers the set of closed
subsets Z; which are v-close to S. If the notion of closeness is defined rigorously and consistently (which
we postpone until later), the following property (P) holds:

For every place v and every point P € X (K,), the set of vertices v such that P is v-close to Z,

is the cone of ancestors of a vertex v,.

Notice that we can also do the same with a point P in X (K,) and look at the v for which Z,, contains P
(instead of merely being close to it), and we again get cones of ancestors. More precisely, approximating
P v-adically by points P, € X(K,), we can obtain by compactness (when P, is close enough) this same
cone as the set of vertices v such that Z, is v-close to P,.

Let us now, as before, fix (L, S) and P € (X \ D)(OL.s). To each v € S we thus associate a cone of
ancestors C(P, v) corresponding to P seen in X (K,).

It now turns out that Runge and Baker’s method can each be applied under conditions on those cones
of ancestors (and a geometric condition on their remainder) in a very straightforward way, which we call
terminal conditions (because if they apply, we can finish the analysis via computations quite independent
from the graph then).

For each case, we provide an hypothesis which would make termination conditions automatically
realized.

We start with the classical versions of Runge and Baker’s method:
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(1) (a) Termination for Runge. The cones of ancestors C(P, v), v € S do not span the intersection graph

in depth 1 and the remainder R satisfies the geometric condition (G)g:
The sum Dy, of the divisors Dy, v € R is ample (resp. big, of positive Kodaira—litaka dimension).

By construction, every divisor D, with v € R is v-far from P for every place v € S, and the global
height hp,, (P) is thus sufficiently controlled to ensure finiteness (resp. finiteness outside of an explicit
proper algebraic subset independent of (L, S), non-Zariski density) by (G)g.

(b) Automatic guarantee for Runge. |S| =, and a family of s cones of ancestors (of extremal vertices)

cannot span the graph in depth 1, and every divisor D; is ample (resp. big, of positive dimension)

It is sufficient here (and more convenient for computations) to prove this for cones of extremal vertices
because otherwise one might take a strictly larger cone, which would thus span at least the same depth 1
vertices.

Remark 5.4. Let us first compare it with the original higher-dimensional version of Runge’s method,
found in Theorem 4 of [Levin 2008]. In this context, recall that the number m is the maximal depth of
the graph, and by definition of the intersection graph, a vertex v of the intersection graph has exactly d,,
ancestors of depth 1. If ms < n, then any given s cones of ancestors cannot span the graph in depth 1,
which means that ms < n implies the automatic guarantee for Runge (in the three cases ample, big,
positive Kodaira—litaka dimension of that theorem).

Now, this statement (for the case of positive Kodaira—litaka dimension) is in fact equivalent to
Proposition 4.2 of [Corvaja et al. 2015], which formulates it in terms of the maximal number s of
points Py, ..., Ps such that the sum of divisors D; avoiding all of them make up a positive-dimensional
divisor. This is exactly what Dy is meant to be above, hence the equivalence. One can also see with this
graph-theoretic interpretation that the worst-case scenario is when each P; belongs to a Z, where v is an
extremal vertex. One difficulty regarding the divisors dealt with in [Corvaja et al. 2015] is that they are
not one by one of positive Kodaira dimension, and there is no obvious way to choose positive-dimensional
sums of those divisors for which a classical Runge condition ms < n can be applied, which is another
reason why the improvement brought there by Proposition 4.2 is needed for the end result of that paper.

We give below a concrete example of application of this weaker Runge condition for a Siegel modular
variety, following [Le Fourn 2019].

Proposition 5.5. There is an absolute effectively computable constant C > 0 such that the following holds
for any pair (K, S) with K quadratic and S > MZ° with |S| = 2.

Let A be a principally polarized abelian surface over K with A[2] C A(K) and such that the semistable
reduction of A is always the jacobian of a smooth curve of genus 2 except at the finite places of S. Then,
the stable Faltings height of A satisfies hr(A) < C. In particular, the set of all such abelian surfaces A
up to isomorphism is effectively finite.

Proof. This amounts to a problem of Ok _s-integral points on A»(2)5*\ D when |S| < 2, where A,(2)%?
is the Satake compactification of the Siegel modular variety A;(2) of degree 2 and level 2 and D is the
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union of the ten divisors of moduli of products of elliptic curves. For all details, we refer to the author’s
previous work in [Le Fourn 2019, Section 8] with only some reminders here (every claimed fact with
no reference can be found there). On this variety, the ten even theta constants define (as divisors of
zeroes) ten divisors Dy, ..., Do whose union D is exactly the boundary 0A;(2) := Ay(2)52 \ A2(2) of
the compactification together with the locus of products of elliptic curves. Furthermore, the fourth powers
of these theta constants define an embedding

v A(2)5 —> PO,

for which the equations of the image are, with canonical ordering of the coordinates in P°:

X —Xp—Xx6—x9=0 (5-1)
X1 —x4—x5—xg=0 (5-2)
Xp—x3+x5—x7=0 (5-3)
X3—x4—Xx6+x10=0 (5-4)
x7 — X3 —x9+x10 =0 (5-5)

10

2 10
<2x3> —4> x! =0, (5-6)
i=1

i=1

which can also be seen as a quartic in P* [Igusa 1964a, page 397]. The inverse image of the coordinate
hyperplanes in A,(2) is thus the locus of moduli of products of elliptic curves. This description also holds
for the semistable reduction modulo a prime 3 of Ok of a point P € A»(2)(K), in the sense that the
reduction of the image by v of the modulus of a point given by A lands inside a coordinate hyperplane if
and only if the semistable reduction of A is multiplicative, or a product of elliptic curves. This is true only
up to some Mq-constant error, in particular the case of primes above 2 adds a lot of technical subtleties
(see [Le Fourn 2019, paragraphs 8B to 8D]) so we do not try to obtain the constant C explicitly here as
new computations would be needed (depending on the type of reduction of a curve in Théoréme 1 of [Liu
1993]). By moduli arguments and the given equations for Im v, one sees that a point Q in Im i has at
most one zero coordinate if 1 ~1(Q) € A2(2), and at most 6 if ¥~ (Q) € 3A,(2). This gave the strong
Runge condition 6[S| < 10, hence in turn S had to be reduced to the unique archimedean place.

The termination condition for Runge written above will allow us to do a bit better; indeed, every
D; is ample and thus it is enough to ensure that the remainder is nonempty. To do this, it is possible
to describe completely the intersection graph of the divisors D; by first looking for the optimal sets of
indices and then study the graph itself. Every time we “compute with equations” below, it means we
proceed manually with the equations for Im i given above (and it will always be straightforward).

We recall from [Igusa 1964b, page 227] or [Streng 2010] that the canonical action of Sp,(Z) on A,(2)5?
is transitive on their divisors D; because the action on the ten fourth powers of theta constants is up to
multiplication factors. Even better, this action is actually 2-transitive, which allows us to say that all
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45 sets of indices I C {1, ..., 10} with |/| = 2 are optimal (it is enough to check it for one of them).
Notice that as for all arguments below, it amounts to say that assuming that if two of the x; are zero, the
equations above do not imply that another one is. Now, the 120 sets of indices with |/| = 3 are of two
different types: they can be syzygous or azygous [Igusa 1964a, page 403], each case happening 60 times,
and the action of Sp,(Z) is transitive on syzygous (resp. azygous) unordered triples so again it is enough
to see what happens for one of each type. The syzygous triples are optimal by computing the equations
(and define a nonirreducible curve), whereas for any azygous triple /, there is a unique j ¢ I such that
Zj C D; and then I =1U{j} completes I and is optimal, and Z 7 1s irreducible.

Now, for each syzygous triple I, there is a unique j ¢ I completing it into a “Gd&pel quadruple”
(quadruple such that every triple in it is syzygous), and it defines an empty intersection (again using the
equations and transitivity). For any other j, the set of indices is not optimal and one needs to add two
more indices. In other words, the vertex associated to a syzygous triple v’ is the starting point of two
arrows corresponding to a unique partition in triples of the remaining 6 indices, and for each child v, the
set Z, is reduced to a point.

For each completion of an azygous triple, the 6 remaining indices split into three pairs who each define
an extremal vertex, and a point again.

To sum up the situation for the intersection graph, there are:

« 10 vertices of depth 1, defining divisors, each with 9 children of depth 2.

o 45 vertices of depth 2, defining nonirreducible curves in the boundary of A,(2), each with 4 children
of depth 3 and 2 children of depth 4.

» 60 vertices of depth 3, corresponding to the syzygous triples, defining curves with two components
in the boundary, and each having 2 children of depth 6.

o 15 vertices of depth 4 corresponding to azygous quadruples [van der Geer 1982, page 337], defining
irreducible curves in the boundary, and each having 3 children of depth 6.

« 15 vertices of depth 6, the extremal ones, corresponding to complements of Gopel quadruples, each
defining a unique point in the boundary.

Now, given the explicit list of the Gopel quadruples, it is easy to see that two of them always have
nonempty intersection. This means that the cones of ancestors of any two extremal vertices cannot span
the graph in depth 1. Therefore, if we fix |S| =2, there is a remaining divisor D; which is v-far away from
our integral point P at every place by our hypotheses, hence giving an absolute bound on the height. [

(2) (a) Termination for Baker. Either the condition of termination for Runge holds, or one of the cones

of ancestors C(P, v) comes from a Z, which is finite and its remainder R, (with respect to only this
cone) satisfies the following condition (G)p:

There is a nonconstant rational function ¢ on K (X) with support in Ry, (which is thus disjoint
from Zy).
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We then obtain a bound on the height of points of (X \ D)(O, _s) depending on (L, S) and outside a
fixed effectively computable proper subvariety of X.

(b) Automatic guarantee for Baker. With the same notations, s cones of ancestors (none of them giving

a finite Z,) cannot span the graph in depth 1, the D; are all ample and (B);ank the rank of the group of
principal divisors with support in | J!_, D; is larger than the depth of any vertex v with Z, finite.

Remark 5.6. Again, the condition (mpg — 1)s < n in [Levin 2014, Theorem 1] together with (G)p imply
the automatic guarantee; indeed, for every edge v of depth at least m g, the set Z, is finite by definition,
so if we restrict to the other cones of ancestors, each vertex is below at most mgz — 1 divisors and a
pigeonhole principle applies again.

Another remark that might deserve to be pointed out is that (G) g is made to be able to send any point
of Z, to 1 via one of finitely many rational functions ¢, and thus go back to the 1-dimension situation
of Baker’s method. It turns out, following the proof of Levin (especially [Levin 2014, Lemma 10]) that
one can do the same process with nonfinite Z,, assuming that for each of the irreducible components of
Zy, there is nonconstant ¢ with support in R, sending it to a single point. This hypothesis is of course
very strong (even more so than (G)p itself), but it can sometimes be satisfied. Indeed, if X is embedded
in P" in such a way that the D; become the coordinate hyperplanes and Zy is the homogeneous ideal
of definition of X in P", this hypothesis is true for a given [, if there are disjoint sets of indices 7, J
(disjoint with 1) such that there is a nonzero homogenous polynomial

Py — Py e (Ix, x; (i € Iy))

where P; (resp. P;) is a monomial in the x;, i € [ (resp. i € J). If we go back to the case of A,(2) as
in Proposition 5.5, using again the equations, we prove easily that for any optimal set I, with |I,,| > 2,
one can find such j, k ¢ I, such that x; — x; or x; + x; belong to (Zx, x; (i € I,)): for example, taking
I, = {1, 2}, the first equation gives xg — x9. For the syzygous triple {1, 2, 3}, the difference xg — xg works,
and for the azygous quadruple {1, 2, 6, 9}, the sum x4 + xg works. All this implies that one can in fact
apply the termination condition for Baker’s method as soon as one cone of ancestors is of depth at least 2!
This allows us to modify this condition which in practice amounts to considering that mpz = 2, to obtain
the following statement:

Proposition 5.7. For any pair (L, S), with M7° C S and |S| < 10, there is an effectively computable
bound C(L, S) such that the following holds:

For a principally polarized abelian surface A defined over L with A[2] C A(L), if the semistable
reduction of A is the jacobian of a smooth curve at every prime except maybe the ones in S, then
hr(A) < C(L, S) unless some two theta coordinates of a point of A(2) (seen in P%) representing A are
equal or opposite.

The equality up to sign of those theta coordinates comes from the need to take out an exceptional
subset (where the auxiliary rational functions, which are exactly the functions (x;/x;) o Y here, can be
equal to 1) already appearing in [Levin 2014] for the same reasons.
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We will now consider variants of those methods, the tubular ones devised by the author and then the
“reductions” devised by Levin [2018], and compare them.

Let us add to the context (C) an integer my > 1 and the corresponding closed subset Y as in Theorem 1.1:
notice that it amounts to drawing an horizontal line between depths my and my + 1. We denote by Gy
the part of the graph below this line, and consider triples (L, S, S") with M;7° C S’ C S finite, s = [S],
s’ =8|, and points P € (X \ D)(Or.s) N (X \ Y)(Op.s). Of course, when Y = &, this intersection is
the set (X \ D)(OL,s) again.

(3) (a) Termination for tubular Runge [Le Fourn 2019, Theorem 5.1]. Either one of the s — s’ cones of

ancestors C(P, v), v € S\ 8’ originates in Gy or the s cones do not span G in depth 1 and the termination
condition for Runge holds.

(b) Automatic guarantee for tubular Runge. When we consider s cones of ancestors with at most s’ of

them of depth > my, they do not span the graph in depth 1 and each divisor is ample (resp. big, of
positive dimension).

Remark 5.8. Following the now usual ideas, this guarantee holds when m - s +my (s —s’) < n, which
is exactly equation (4) of [Le Fourn 2019]. Notice also that in this context, as a byproduct of Runge’s
strategy and the tools used here, the bound on the height is still uniform.

Notice that one cannot improve upon Proposition 5.5 in this tubular context, because when s = 5" = 2,
there can be only one divisor in the remainder (see the proof) and so no room for increasing s.

(4) (a) Termination for tubular Baker. Either the termination condition for tubular Runge with my and

Gy holds, or one of the s” cones of ancestors coming from $’ originates in a finite Z, and the remainder
of this cone satisfies (G)p.

(b) Automatic guarantee for tubular Baker. One cannot span the graph in depth 1 with s cones of

ancestors when s — s of them originate outside Gy and the s’ other ones do not originate at a finite Z,,,
and the condition (B)ankx holds.

Remark 5.9. Again, this guarantee is ensured whenever (mp—1)s’+my (s —s’) < n under the hypothesis
(H)p of Theorem 1.1, where we recall that mg is the depth starting from which every Z, is finite. As
a byproduct of the proof made here, each case of the termination condition is uniform in the choice of
(L, S, S") except the one where one cone from §’ originates from a finite Z,,.

In the case Y = &, which amounts to my = m as in Runge’s method, Baker’s method applies when
s, s” are such that s — s’ cones of ancestors (of any possible depth) together with s” ones not originating
from finite Z,’s cannot span the graph in depth 1. If we define for s — s’, ny_y the minimal cardinality of
the remainder of s — s’ cones of ancestors, this automatically holds then when (mp — 1)s" < ny_y.

For results from [Levin 2018, especially Theorem 5.15], we are yet in another context (we modified
slightly the notations there for consistency here): Sy is a fixed set of places of K, Sy o the set of places
above Sy in L of cardinality s’ and we consider (L, S) and s such that s = | S| this time.
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(5) (a) Levin’s reduction. The s — s’ cones of ancestors coming from S\ Sy o do not span the graph in

depth 1, and the remainder R is such that a further method could be applied to its intersection graph, i.e.,
to a set of Sy o-integral points on (X \ Dg).

(b) Automatic guarantee for Levin’s reduction. Any union of s — s’ cones of ancestors leave a remainder

large enough to apply another method to its graph.

Remark 5.10. The big gain in this reduction is uniformity in the choice of S\ Sy o. Of course, when Sy
is empty, one retrieves exactly Runge’s method in higher dimension.

Notice the link with the case Y = & of tubular Baker above: on the graph-theoretic side, the condition
of reduction of Levin (and then the ability to apply Baker’s condition) are very close, in particular

(mp—1)s"+m(s — )

implies both. The statements are not completely equivalent though: when Levin’s reduction applies, it
provides, as stated, uniformity in the choice of S\ Sy o, which in practical estimates will give a bound
only depending on the primes of Sy, &y Ry, and [L : (2]. By comparison, one can see in (1-2) that our
tubular Baker estimates do depend on the primes of S and of the regulator of S in particular.

On the other hand, there are cases where Levin’s reduction cannot be applied for effective results,
starting with the S-unit equation: one cannot eliminate even one point and still satisfy the hypothesis (G)p.

It thus seems that the best way to proceed (in the case ¥ = &, i.e., when one does not want to add
another hypothesis of integrality) is to figure out the maximal number of cones of ancestors one can
choose so that their remainder contains the support of a nonconstant rational function (which is, as we
repeat, a uniform process of reduction) and then apply our tubular Baker method.

Notice that in the case of curves, Levin [2018, Theorems 7.19 and 7.20] uses reduction to respectively
Siegel’s theorem for g > 1 (thus ineffective) and Thue-Mahler equations for P!. As for Theorem 7.22 of
[loc. cit.], the number s is exactly the number s — s” mentioned above for which one can take this many
cones of ancestors and still ensure there is a rational function with support in Dx.

Finally, Levin’s reduction and our tubular Baker approach can naturally be combined, making full use
of the notion of tubular neighborhoods in [Le Fourn 2019]. In other words, start with P € (X \ D)(Op_s)
which is v-far away from Y at every v ¢ S’. We then reproduce Levin’s reduction for the places v € S\
which generate cone of ancestors of depth at most my by hypothesis on P, and we are allowed to consider
|S'\ 8’| of them as long as for the remainder of their union, the associated graph satisfies (G)g with s’
cones of ancestors. The end result will then be, as Levin’s reduction, only depending on s, S" and L.

An example of application, not undertaken here, would be our pet example A,(2)5* with Y being the
boundary. We would obtain more uniformity than in Proposition 5.7 but at the cost of an hypothesis of
potentially good reduction of the abelian surface at every prime except a bounded number of them.

5C. Formalizing the closeness condition. To prove rigorously all previous statements, one needs, as
explained in the previous subsection, a rigorous definition of v-closeness that satisfies P. Let us start
with the divisors (i.e., depth 1 vertices). A first look gives us two rather different possibilities:
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(1) For Runge’s method, one wants to end up with one of the divisors D; such that A p, ,(P) > ¢, for all
v € Mk, for an explicit Mg-constant (c,),.

It is thus natural to define the v-closeness of P to Zy as hz, ,(P) > ¢y, for an Mg-constant deduced
from the one above, such that the v-closeness is stable by intersection. Such Mg-constants exists by
Proposition 2.2(a), and all arguments hold in this case.

(2) For Baker’s method, given that we want a bound of the type & < log* h for some global height at the
end (see Section 3), we want to define v-closeness rather as something of the shape

hp;v(P) > X;-hp,(P).

(in fact any function of the height against which the logarithm would be dominated would suffice, but we
always choose it linear here).

Again, we can make this v-closeness property inheritable thanks to Proposition 2.2(a), and v-closeness
is then given by

hz,v(P) > Ay, min hp, (P),
i€C(v)

where i goes through all ancestors of v of depth 1 and A, > O is a well-chosen value in terms of the ;.
Notice also that to apply Baker’s method (and not fall back to the Runge case), one needs to ensure that
every v does create a cone of ancestors, hopefully deep enough. The best way to guarantee that is fixing
Ai < 1/]S| because the sum of & p, , (P) for v € S is almost & p, (P) for our integral points.

To combine the principles behind the proofs above, one needs a consistent definition of closeness that
fits both definitions. The most natural way to do this is

hp; v(P) > XAi-hp,(P)+cy

and deduced estimates for the 2z, ,(P). In passing, one can remark that the classical Runge condition
of closeness is in fact too strong: a linear condition as above would also be amenable to the (classical)
Runge method as long as |S|A; =1 —¢, &€ > 0, and the obtained bounds would then depend on 1/¢.
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Fano 4-folds with rational fibrations

Cinzia Casagrande

We study (smooth, complex) Fano 4-folds X having a rational contraction of fiber type, that is, a rational
map X --» Y that factors as a sequence of flips followed by a contraction of fiber type. The existence of
such a map is equivalent to the existence of a nonzero, nonbig movable divisor on X. Our main result
is that if ¥ is not P! or P?, then the Picard number px of X is at most 18, with equality only if X is a
product of surfaces. We also show that if a Fano 4-fold X has a dominant rational map X --+ Z, regular
and proper on an open subset of X, with dim(Z) = 3, then either X is a product of surfaces, or py is at
most 12. These results are part of a program to study Fano 4-folds with large Picard number via birational

geometry.
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1. Introduction

Smooth, complex Fano varieties play an important role in projective geometry, both from the classical and
modern point of view, in the framework of the minimal model program. There are finitely many families
of Fano varieties of any given dimension, which are classified up to dimension 3 — the classification of
Fano 3-folds was achieved more than 30 years ago, see [Iskovskikh and Prokhorov 1999] and references
therein. In dimensions 4 and higher there is no classification apart from some special classes, and we still
lack a good understanding of the geometry of Fano 4-folds.

This paper is part of a program to study Fano 4-folds X with large Picard number px, by means of
birational geometry, more precisely via the study of contractions and flips of Fano 4-folds. Our goal is to
get a sharp bound on py, and possibly to classify Fano 4-folds X with “large” Picard number. Let us
notice that, among the known examples of Fano 4-folds, products of del Pezzo surfaces have px < 18,
and the others have px <9 (see [Casagrande et al. 2019] for the case px =9).
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In this paper we focus on Fano 4-folds X having a rational contraction of fiber type. Here a contraction
is a morphism f: X — Y with connected fibers onto a normal projective variety. More generally, a
rational contraction is a rational map f: X --» Y that can be factored as X % X’ AN Y, where X' is a
normal and Q-factorial projective variety, ¢ is birational and an isomorphism in codimension 1, and f’
is a contraction. As usual, f is of fiber type if dim ¥ < dim X. Note that X has a nonconstant rational
contraction of fiber type if and only if there is a nonzero, nonbig movable divisor. Our main results are
the following.

Theorem 1.1. Let X be a smooth Fano 4-fold with a rational contraction of fiber type f: X --+ Y, where
dimY > 0. If Y ZP' and Y 2 P2, then px < 18, with equality only if X is a product of surfaces.

Theorem 1.2. Let X be a smooth Fano 4-fold. Suppose that there exists a dominant rational map
f: X --»Y, regular and proper on an open subset of X, with dimY = 3. Then either X is a product of
surfaces, or px < 12.

Let us say something on the techniques and strategy used in the paper. We consider the following
classes of rational contractions of fiber type:

{*“quasielementary”} C {“special”’} C {general}.

Quasielementary rational contractions of fiber type have been introduced in [Casagrande 2008; 2013a]
(see Section 2A for more details); when f is quasielementary Theorem 1.1 is already known [loc. cit.],
and one can even allow Y = P! and Y = P2,

In this paper we introduce a more general notion, that of “special” rational contraction of fiber type,
which plays a key role in the proof of Theorem 1.1. We define special (regular and rational) contractions
in Section 2B; then we show that every rational contraction of fiber type of a Mori dream space can be
factored as a special rational contraction, followed by a birational map (Proposition 2.13). In particular, if
a Fano variety has a rational contraction of fiber type, then it also has a special rational contraction of
fiber type, so that we can reduce to prove Theorem 1.1 when f is special.

Secondly, we show that up to flips, every special rational contraction of a Mori dream space can be
factored as a sequence of elementary divisorial contractions, followed by a quasielementary contraction
(Theorem 2.15). This allows to relate the study of special rational contractions of Fano 4-folds X to our
previous study of elementary divisorial contractions and quasielementary contractions of 4-folds obtained
from X with a sequence of flips, in [Casagrande 2013a; 2017].

Another key ingredient used in the paper is the Lefschetz defect §x, an invariant of X which basically
allows to bound px in terms of the Picard number of prime divisors in X (see Section 3A for an account).

After developing the necessary techniques and preliminary results in Sections 2—4, we prove Theorem 1.1
first in the case where dimY = 2 in Section 5, and then in the case where dimY = 3 in Section 6.
Theorem 1.2 is then an easy consequence of the case where dim Y = 3.
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1A. Notation and terminology. If N is a finite-dimensional real vector space and ay,...,a, € N,
{ay, ..., a,) denotes the convex cone in A generated by ay, ..., a,. Moreover, for every a # 0, at is the
hyperplane orthogonal to a in the dual vector space N*.

We refer the reader to [Hu and Keel 2000] for the notion of Mori dream space; we always assume that
a Mori dream space is projective, normal and Q-factorial. We recall that Fano varieties are Mori dream
spaces by [Birkar et al. 2010, Corollary 1.3.2]. We also refer to [Kolldr and Mori 1998] for the standard
notions in birational geometry, in particular the definition of flip [loc. cit., Definition 6.5]

Let X be a normal and Q-factorial projective variety.

A small Q-factorial modification (SQM) is a birational map ¢: X --» X’ which is an isomorphism in
codimension one, where X’ is a normal and @Q-factorial projective variety. If X is a Mori dream space,
every SQM can be factored as a finite sequence of flips.

Let f: X — Y be an elementary contraction, namely a contraction with py — py = 1. We say that f
is of type (a, b) if

dimExc(f) =a and dim f(Exc(f)) =5b.

We say that f is of type (dim X — 1, b)*™ if it is the blow-up of a smooth b-dimensional subvariety of Y,
contained in Ypeg. If X is a smooth 4-fold, we say that f is of type (3, 0)€ if f is of type (3,0), Exc(f)
is isomorphic to an irreducible quadric Q, and Ngx(r)/x = Og(—1).

Let D be a divisor. A contraction f: X — Y is D-negative (respectively, D-positive) if there exists
m € 7~ such that —m D (respectively, m D) is Cartier and f-ample. A D-negative flip is the flip of a small,
D-negative elementary contraction, and similarly for D-positive. We do not assume that contractions or
flips are K -negative, unless specified.

When X is a Mori dream space, given a contraction f: X — Y and a divisor D in X, one can run
an MMP for D relative to f. This means that there exists a birational map ¥ : X --+ X', given by a
composition of D-negative flips and elementary divisorial contractions, such that f':= foy~!: X' — Y is
regular, and if D’ is the transform of D in X', then either D’ is f’-nef, or f’ factors through a D’-negative
elementary contraction of fiber type of X'.

A movable divisor is an effective divisor D such that the stable base locus of the linear system |D| has
codimension > 2. A fixed prime divisor is a prime divisor D which is the stable base locus of |D|. We
will consider the usual cones of divisors and of curves

Nef(X) € Mov(X) C Eff(X) c N(X), mov(X) C NE(X) C NV (X),

where all the notations are standard except mov(X), which is the convex cone generated by classes of
curves moving in a family covering X. When X is a Mori dream space, all these cones are closed, rational
and polyhedral. If D is a divisor and C is a curve in X, we denote by [D] € N''(X) and [C] € N|(X)
their numerical equivalence classes.

For every closed subset Z C X, we denote by N (Z, X) the linear subspace of Nj(X) spanned by
classes of curves contained in Z. We will use the following simple property.
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Remark 1.3. Let D be a prime divisor. If ZN D = &, then MV,(Z, X) C D+, in particular V1 (Z, X) C
Ni1(X). This is because D - C = 0 for every curve C C Z.

Let X be a smooth 4-fold. An exceptional plane is a closed subset L C X such that L = P? and
Npjx = OPZ(—1)€B2; an exceptional line is a closed subset £ C X such that £ = P! and Neyx = Opi (—1)®3.

2. Special contractions of fiber type

When studying Fano varieties, or more generally Mori dream spaces, one often needs to consider
contractions of fiber type f: X — Y which are not elementary. In full generality, such contractions are
hard to deal with, in particular ¥ may be very singular and/or non-Q-factorial. For this reason, it is useful
to introduce some classes of contractions of fiber type with good properties, which should include the
elementary case. A first notion of this type is that of “quasielementary” contraction; we briefly recall this
definition and some properties in Section 2A.

Here we introduce a more general notion, that of “special” contraction of fiber type. In Section 2B we
define special contractions, in the regular and rational case; the target is automatically Q-factorial.

In Section 2C we show two factorization results for rational contractions of fiber type of Mori dream
spaces. More precisely, we show that every rational contraction of fiber type of a Mori dream space can
be factored as a special rational contraction, followed by a birational map (Proposition 2.13). Moreover,
up to flips, every special rational contraction of a Mori dream space can be factored as a sequence of
elementary divisorial contractions, followed by a quasielementary contraction (Theorem 2.15).

Finally, in Section 2D we consider special contractions of fiber type f: X — Y which are also
(K +A)-negative for a suitable boundary A on X, and we show that if X has good singularities, then Y
has good singularities too.

2A. Quasielementary contractions. We refer the reader to [Casagrande 2013a, Section 2.2; 2008] for
the notion of quasielementary contraction of fiber type; here we just recall the definition.
Definition 2.1 (quasielementary contraction). Let X be a normal and Q-factorial projective variety and
f: X — Y acontraction of fiber type. We say that f is quasielementary if for every fiber F of f we
have N1 (F, X) = ker f, where f;: N1(X) — Ni(Y) is the push-forward of one-cycles (see Section 1A
for M1 (F, X)).
Let us give an equivalent characterization, for Mori dream spaces.
Proposition 2.2. Let X be a Mori dream space and f: X — Y a contraction of fiber type. The following
are equivalent:
(1) f is quasielementary.
(ii) For every prime divisor D in X, either f(D) =Y, or D = Af* B for some Q-Cartier prime divisor
BinY and ) € Q..
(iii) Y is Q-factorial and for every prime divisor B in Y, the pull-back f* B is irreducible (but possibly
nonreduced).
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Proof. Let F C X be a general fiber of f.

(i)=(iii) The target Y is Q-factorial by [Casagrande 2013a, proof of Remark 2.26]. Let B be a prime
divisor in Y, and let D be an irreducible component of f*B. Then D N F = &, so that N} (F, X) C D+
by Remark 1.3. Since f is quasielementary, we have N (F, X) = ker f, hence ker f, C D+, and D is
the pull-back of a @-divisor in Y (see [loc. cit., Remark 2.9]). Since B = f (D), we must have D = Af*B
with A € Q-¢, so f*B is irreducible.

(i))=-(i) Let o be the minimal face of Eff(X) containing f*(Nef(Y)); by [Casagrande 2013a, Lemma 2.21
and Proposition 2.22] we have ¢ = Eff(X) N N|(F, X)*, and f is quasielementary if and only if
dimo = py.

Suppose that f is not quasielementary. Then dimo > py, so that o & f*N'!(Y), and there exists a
one-dimensional face 7 of o such that T & f*N'(Y). Let D C X be a prime divisor with [D] € . Then D
is not the pull-back of a Q-Cartier prime divisor in Y. On the other hand, we also have [D] € N (F, X )L,
so that D - C = 0 for every curve C C F. Since F ¢ D, we must have F N D = &, hence f(D) C Y.
(ili)=-(@i) Let D C X be a prime divisor which does not dominate Y. Let B C Y be a prime divisor
containing f (D). Then B is Q-Cartier, and D is an irreducible component of f*B, hence f*B = uD
with u € Q. O

2B. Special contractions.

Definition 2.3 (special contraction). Let X be a normal and Q-factorial projective variety and f: X — Y
a contraction of fiber type. We say that f is special if for every prime divisor D C X we have that either
f(D)=Y,or f(D) is a @-Cartier prime divisor in Y.

Remark 2.4. Let X be a normal and Q-factorial projective variety and f: X — Y a contraction of fiber
type. Then f is special if and only if the following conditions hold:
(1) codim f (D) <1 for every prime divisor D C X.
(2) Y is Q-factorial.
Condition (1) above is not enough to ensure that Y is Q-factorial, as the following simple example shows.

Example 2.5. Set Z :=Pp2(OO(1)pO(1)), X :=Z x P!, and let 7 : X — Z be the projection. Then
Z has a small elementary contraction g: Z — Y, and f :=gomw: X — Y satisfies (1) but not (2), in
particular it is not special. Note that X is Fano and f is K-negative.
Remark 2.6. Let X be a normal and Q-factorial projective variety and f: X — Y a contraction of fiber
type:
(a) If X is a Mori dream space and f is elementary, or quasielementary, then f is special by
Proposition 2.2.

(b) If f is special, then the locus where f is not equidimensional has codimension at least 3 in Y.

(c) Let f be special, and ¢: X --» X’ a SQM such that ' := f o ¢! is regular. Then f’ is special.
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The following is a consequence of [Druel 2018, Lemma 2.6].

Lemma 2.7. Let X be a normal and Q-factorial projective variety and f: X — Y a contraction of fiber
type. If f is equidimensional, then Y is Q-factorial and f is special.

Definition 2.8 (special rational contraction). Let X be a normal and (Q-factorial projective variety and
f: X --» Y arational contraction of fiber type. We say that f is special if there existsa SQM ¢ : X --+ X’
such that f' := f o ™! is regular and special.
Remark 2.9. If f: X --» Y is special, then:

Y is (-factorial, by Remark 2.4.

« For every SQM ¢: X --» X’ such that f' := f o ¢! is regular, we have that f’ is special, by

Remark 2.6(c)enumi.
In the next subsection we will prove the following characterization of special rational contractions of

Mori dream spaces.

Proposition 2.10. Let X be a Mori dream space and f: X --+ Y a rational contraction of fiber type.
Then f is special if and only if f cannot be factored as

3y

<+ |
N |~

xZ

h

o |\

where g is a rational contraction, h is birational, and pz > py.

2C. Factorizations. We start this subsection with a construction that will be used in the proofs of two
factorization results, Proposition 2.13 and Theorem 2.15.

Construction 2.11. Let X be a Mori dream space, f: X — Y a contraction, and D C X a prime divisor

such that f(D) C Y. Let us run a MMP for — D, relative to f (see Section 1A). We get a commutative

diagram:
X
]
Y

where W is QQ-factorial, i is a composition of D-positive flips and divisorial contractions (in particular D

4 W
lj (2.12)
T

X

cannot be exceptional for v/, so it has a proper transform Dy in W), and fy := f oy ! is regular. Since
f(D) €Y, the MMP cannot end with a fiber type contraction, and — Dy is fw-nef. Let j: W — T be
the contraction given by NE( fi) N Di. so that fw factors as in (2.12); there exists a (D-Cartier prime
divisor Dy in T such that Dy = Aj* D7 for some A € Q. ¢, and — Dy is k-ample. We have the following
properties:

(a) k is birational, Exc(k) € Dy, f(D) = k(Dr).
®) f, fw,and j coincide in the open subset X ~ Y f(D)).
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(c) The divisorial irreducible components of f ~1(f(D)) are exactly D and the prime exceptional divisors
of V.

Proof. By construction 1 is a composition of D-positive flips and divisorial contractions (relative to f),
hence the images under f of the exceptional divisors of v are all contained in f (D), so these divisors
must be divisorial irreducible components of f ~1(f(D)). On the other hand k~'(k(D7)) = D7, so
fv;l(f(D)) = j_l(DT) = Dy is irreducible. O

(d) f~Y(f(D)) has px — pw + 1 divisorial irreducible components.
(e) k is an isomorphism if and only if f(D) is a @-Cartier prime divisor in Y.

Proof. The “only if” direction is clear, because Dy is Q-Cartier and f (D) = k(Dr). For the other,
suppose that f(D) is a Q-Cartier prime divisor in Y. Since k~Y(f(D)) =k~ '(k(D7)) = Dr, we must
have £*(f (D)) = uDr, with u € Q. Then — Dy is both k-trivial and k-ample, so that k must be an
isomorphism. |

(f) Exc(k) is a prime divisor if and only if codim f(D) > 1.
(g) k is not an isomorphism and codim Exc(k) > 1 if and only if f (D) is a non-Q-Cartier prime divisor.

Proposition 2.13. Let X be a Mori dream space and f: X --+ Y a rational contraction of fiber type.

Then f can be factored as follows:
f

_ —

XZ-s7—3y
8 h
where g is a special rational contraction, and h is birational. Moreover, such a factorization is unique up
to composition with a SOM of Z.

Proof. To show existence of the factorization, we proceed by induction on px — py.

If px — py =1, then f is elementary and hence special, so the statement holds with g = f and h = 1dy.

For the general case, up to composing with a SQM of X, we can assume that f is regular. If f is
special, then as before the statement holds with g = f. Otherwise, there exists a prime divisor D in X
such that f(D) C Y and f(D) is not a Q-Cartier divisor in Y.

We apply Construction 2.11 to f and D. We get a diagram as (2.12), where k is not an isomorphism
by (e), because f (D) is not a Q-Cartier divisor in Y; in particular p7 > py.

The composition f := jow: X --» T is a rational contraction of fiber type with px — pr < px — py;
by the induction assumption, f can be factored as follows:

x-%.42

N
flf\ ﬁ
N

where g is a special rational contraction of fiber type, and  is birational. Then h:=koh: Z — Y is
birational, so we have a factorization as in the statement.
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To show uniqueness, suppose that f has another factorization X 8570 "y with g’ special and A’
birational; notice that both Z and Z’ are Q-factorial by Remark 2.9. We show that the birational map
@:=(h)"oh: Z--»Z7isa SQM.

Let B C Z be a prime divisor. Up to composing g and g’ with a SQM of X, we can assume that
g’ X — Z'isregular. Let D C X be a prime divisor dominating B under g; then g’(D) C Z’, and since
g’ is special, B’ := g’(D) is a prime divisor in Z’. This means that ¢ does not contract B. Similarly, we
see that ¢ ~! does not contract divisors, hence ¢ is a SQM. (|

Proof of Proposition 2.10. Suppose that f is not special, and consider the factorization of f given by
Proposition 2.13. Then % cannot be an isomorphism, thus pz > py.

Conversely, suppose that f has a factorization as in the statement. By applying Proposition 2.13 to g,
we get a factorization of f as follows:

f

X:;;Z—V%Z:%3Y

8

where g’ is special and /'’ is birational. Thus % o &’ is birational with pz > py; by the uniqueness part of
Proposition 2.13, f is not special. U

Notation 2.14. Let X be a Mori dream space and f: X — Y a special contraction; recall that Y is
Q-factorial by Remark 2.4. If B is a prime divisor in Y, then every irreducible component of f*B must
dominate B. As the general fiber of f is irreducible, there are at most finitely many prime divisors
in Y whose pullback to X is reducible. We fix the notation Bj, ..., B, for these divisors in Y, where
m € Z>o, and we denote by r; € Z>, the number of irreducible components of f*B;, fori =1, ..., m (we
ignore the multiplicities of these components, and ignore the possible prime divisors B such that f*B is
irreducible but nonreduced). Note that by Proposition 2.2, f is quasielementary if and only if m = 0.

Given a special rational contraction f: X --+» Y, we will use the same notation By, ..., B, and
1, ..., Fm, with the obvious meaning.

Theorem 2.15. Let X be a Mori dream space and [ : X — Y a special contraction; we use Notation 2.14.
Let E be the union of (arbitrarily chosen) r; — 1 components of f*B;, fori =1, ..., m. Then there is a

factorization

where X' is projective, normal, and Q-factorial, g is birational with Exc(g) = E,! the general fiber of f

is contained in the open subset where g is an isomorphism, and ' is quasielementary.

IWe denote by Exc(g) the closure in X of the exceptional locus of g in its domain.
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Proof. We proceed by induction on px — py. If f is elementary, then it is quasielementary, so £ = & and
the statement holds with X’ = X and f' = f.
Let us consider the general case. If f is quasielementary, then again the statement holds with f' = f.
Suppose that f is not quasielementary, so that m > 1 by Proposition 2.2, and consider the divisor
By C Y. Let D be the irreducible component of f*B; not contained in E; we have f(D) = B; because
f is special. We apply Construction 2.11 to f and D, and get a diagram:

v

X-=->W
"

Y

where W is Q-factorial, ¥ is a sequence of D-positive flips and divisorial contractions, relative to f, and
the general fiber of f is contained in the open subset where v is an isomorphism (by (b)). Moreover
fwB1 is irreducible (by (e)), and the exceptional divisors of 1 are all the components of f*B; except D
(by (¢)). In particular, r; — 1 > 1 elementary divisorial contractions occur in v, so pyw < px. Clearly fw
is still special, and we conclude by applying the induction assumption to fy . O

In particular, given a special contraction f: X — Y with general fiber F', one can bound py in terms
of py, pr, and the number of irreducible components of f*B;,i =1, ..., m.

Corollary 2.16. Let X be a Mori dream space, [ : X — Y a special contraction, and F C X a general
fiber of f. We use Notation 2.14. Then

m

px =py +dmNI(F, X)+ Y (i =) < py+pr+ Y (i —1D).

i=1 i=1
For the proof of Corollary 2.16 we need the following simple property.

Lemma 2.17. Let ¢ : X --» X' be a birational map between normal and Q-factorial projective varieties.
Let T C X be a closed subset contained in the open subset where ¢ is an isomorphism, and set T' :=
o(T) C X'. Then dim N(T, X) = dim N{(T', X').

Proof. We note that N (T, X) is the quotient of the vector space of real 1-cycles in T by the subspace
of 1-cycles y such that y - D = 0O for every divisor D in X, so it is determined by the image of the
restriction map N (X) — N1(T), and similarly for A (7’, X’). Since X and X' are Q-factorial, and T
is contained in the open subset where ¢ is an isomorphism, it is easy to see that the images of the maps
NY(X) = NU(T) and N (X") — N (T") are the same, under the natural isomorphism N1 (T) = N1(T").

g

Proof of Corollary 2.16. Let us consider the factorization of f given by Theorem 2.15. The difference
px — px' is the number of prime exceptional divisors of g, namely > ;" (r; — 1). Moreover F is
contained in the open subset where g is an isomorphism, g(F) C X’ is a general fiber of f’, and
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dim N (F, X) = dimN;(g(F), X') by Lemma 2.17. Finally, since f’ is quasielementary, we have

px = py +dim N (g(F), X'). This yields the statement. O
Corollary 2.18. Let X be a Mori dream space and f: X — Y a special contraction; we use Notation 2. 14.
Then every prime divisor in f*B; is a fixed divisor, fori =1, ..., m.

Moreover, let E be the union of (arbitrarily chosen) r; — 1 components of f*B;, fori =1, ..., m. Then

the classes of the components of E in NV (X) generate a simplicial face o of Eff(X), and o "Mov(X) = {0}.

Proof. Theorem 2.15 implies the existence of a contracting birational map g: X --» X', with X’ Q-
factorial, whose prime exceptional divisors are precisely the components of E. This gives the statement
(see for instance [Okawa 2016, Lemma 2.7]). O

We will also need the following technical property.

Lemma 2.19. Let X be a Mori dream space and f: X --+ Y a special rational contraction; we use
Notation 2.14. Let Eq be an irreducible component of f*B; for some i € {1,...,m}. Then there is a
factorization of f:

x-25%
I
fl J/O’
3
Y+—7

where ¢ is a SOM, o is an elementary divisorial contraction, Exc(o) is the transform of Ey, and
dimo (Exco) >dimY — 1.
Proof. Let us choose a SQM v : X --» X’ such that ' := foy~!: X’ — Y is regular.

We still denote by Ej the transform of Ey in X’; by Corollary 2.18, Ej is a fixed divisor, and it is easy
to see that it cannot be f’-nef. We run a MMP in X’ for Ey, relative to f’, and get a diagram:

x-Yox-f.%
PN
Y<—Z

where £ is a sequence of Eg-negative flips, and o is an elementary divisorial contraction with exceptional
divisor (the transform of) Ey.

Now hoo: X — Y is a special contraction, therefore /(o (Exc(o))) is a divisor in Y, and
dimo (Exc(o)) > dimY — 1. O

2D. Singularities of the target. The goal of this subsection is to prove the following result.

Proposition 2.20. Let X be a smooth projective variety, and A a Q-divisor on X such that (X, A) is
kit. Let f: X — Y be a (K+A)-negative special contraction of fiber type. Then Y has locally factorial,
canonical singularities, and is nonsingular in codimension 2.

Proposition 2.20 will follow from some technical lemmas.
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Lemma 2.21. Let X be a projective variety with locally factorial, canonical singularities, and A a
boundary such that (X, A) is kit. Let f: X — Y be a (K+ A)-negative special contraction of fiber type.
Then Y has locally factorial, canonical singularities.

Proof. It follows from [Fujino 1999, Corollary 4.5] that Y has rational singularities, so it is enough to
show that it is locally factorial [Kollar and Mori 1998, Corollary 5.24].
Let B be a prime divisor in Y. Since Y is (D-factorial, there exists m € Z- such that m B is Cartier.
SetU = f _I(Yreg); since Y is normal and f is special, we have

codim Sing(¥Y) >2 and codim(X\U) > 2.

Then B N Y, is a Cartier divisor on Y, and fl“z,(B N Yiee) is a Cartier divisor on U. Since X is
locally factorial, there exists a Cartier divisor D in X such that Dy = fl>£7 (BN Yreg). Then mD)|y =
fl*l‘]((mB)|yreg) = f*(mB)|y, and hence mD = f*(mB).

We deduce that D - C = 0 for every curve C C X contracted by f. Since f is (K+A)-negative,
this implies that there exists a Cartier divisor B’ on Y such that D = f*B’ [Kollar and Mori 1998,
Theorem 3.7(4)]. Thus we have Bl/Yreg = BN Y, and hence B = B’ is Cartier. O

The following two lemmas are basically [Andreatta et al. 1992, Proposition 1.4 and 1.4.1], where they
are attributed to Fujita.

Lemma 2.22. Let X be a smooth projective variety, and A a Q-divisor on X such that (X, A) is kit. Let
f: X — Y be an equidimensional, (K 4+ A)-negative contraction of fiber type. If Y has at most finite
quotient singularities, then Y is smooth.

Proof. Let F C X be a general fiber of f. Then F is smooth and (F, A|r) is kIt [Kolldr and Mori
1998, Lemma 5.17]; moreover —(Kr + A|r) = —(Kx + A)|r is ample, so that (F, A|r) is log Fano. By
Kawamata—Viehweg vanishing, 1’ (F, Or) = 0 for every i > 0, hence x (F, Or) = 1. Then the same
proof as [Andreatta et al. 1992, Proposition 1.4] applies. UJ

Lemma 2.23. Let X be a smooth projective variety with dim X > 3, and A a Q-divisor on X such that
(X, A)isklt. Let f: X — S be an equidimensional, (K 4+ A)-negative contraction onto a surface. Then S

is smooth.

Proof. Notice first of all that S is Q-factorial by Lemma 2.7. Moreover, by [Fujino 1999, Corollary 4.5],
there exists Q-divisor A" on S such that (S, A’) is klt; in particular S has log terminal singularities,
and hence finite quotient singularities [Kollar and Mori 1998, Proposition 4.18]. Then S is smooth by
Lemma 2.22. 0

Lemma 2.24. Let X be a smooth projective variety, A a Q-divisor on X such that (X, A) is klt, and
f: X = Y a (K+A)-negative contraction of fiber type.

Suppose that the locus where f is not equidimensional has codimension at least 3 in Y, equivalently
that there is no prime divisor D C X such that codim f (D) = 2.

Then Y is smooth in codimension 2.
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Proof. Set m = dimY and let Hy, ..., H,_» be general very ample divisors in Y. Consider § :=
HN.---NH,_,and Z .= f‘l(S) = f*HN--- f*H,_5. Then S is a normal projective surface, Z is
smooth, and f is equidimensional over S, so that fz := fjz: Z — S is an equidimensional contraction.
Moreover (Z, A|z) is klt [Kollar and Mori 1998, Lemma 5.17].

Let C C Z be a curve contracted by f; then f*H; - C = 0 for every i, so that by adjunction

(K2+A\Z)'C=(Kx+A)-C<O,

and f7 is (Kz+A|z)-negative. Thus § is smooth by Lemma 2.23, so § C Y, and hence codim Sing ¥ > 3.
O

Proposition 2.20 follows from Lemma 2.21, Remark 2.6(b)enumi, and Lemma 2.24.

3. Special contractions of Fano varieties of relative dimension 1

3A. Preliminaries on the Lefschetz defect. Let X be a normal and Q-factorial Fano variety. The Lef-
schetz defect §x is an invariant of X, introduced in [Casagrande 2012], and defined as follows:

3x = max{codim N (D, X) | D a prime divisor in X}
(see Section 1A for Ni(D, X)). The main properties of §x are the following.

Theorem 3.1 [Casagrande 2012; Della Noce 2014]. Let X be a Q-factorial, Gorenstein Fano variety,
with canonical singularities and at most finitely many nonterminal points. Then §x < 8.

If moreover X is smooth and 8x > 4, then X = S x Y, where S is a surface.

Theorem 3.2 [Casagrande 2012, Corollary 1.3; 2013b, Theorem 1.2]. Let X be a smooth Fano 4-fold.
Then one of the following holds:

(1) X is a product of surfaces.

(ii) 6x =3 and px <6.
(iii) §x =2 and px < 12.
@iv) 6x < 1.
3B. The case of relative dimension one. In this subsection we show that if X is a Fano variety and
f: X — Y is a special contraction with dim Y =dim X — 1, then px — py <9; this is a generalization of
an analogous result in [Romano 2019] in the case where f is a conic bundle. The strategy of proof is the

same: we use f to produce px — py — 1 pairwise disjoint divisors in X, and then we use them to show
that if px — py > 3, then §x > px — py — 1; finally we apply Theorem 3.1.
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Proposition 3.3. Let X be a Q-factorial, Gorenstein Fano variety, with canonical singularities and at
most finitely many nonterminal points. Let f: X — Y be a special contraction with dimY = dim X — 1.
Then the following hold:

(@) px —py <9.
(b) If px — py = 3, then dx > px — py — L.

If moreover X is smooth and px — py > 5, then there exists a surface S suchthat X =Sx Z,Y = PlxZ,
and f is induced by a conic bundle S — P

For the proof of Proposition 3.3 we need some technical lemmas, that will be used also in Section 6.

Lemma 3.4. Let X be a Mori dream space, and suppose that Kx is Cartier in codimension 2, namely
that there exists a closed subset T C X such that codim T > 3 and K x._r is Cartier.

Let f: X — Y be a K-negative special contraction with dim Y = dim X — 1; we use Notation 2.14.
Then px =py +1+mandr; =2foreveryi =1,...,m.

Let moreover E;, E; be the irreducible components of f*B;. Then the general fiber of f over B; is
ei + e;, where e; and ¢; are integral curves with E; - e; < 0, E; ¢ <0,and —Ky -e; = —Kx -é; = 1.

Proof. Fixi € {1, ..., m}. The closed subset T cannot dominate B;, hence the general fiber of f over
B; is a curve F; contained in X \ 7 where Ky is Cartier. Since —Kx - F; = 2, and f is K-negative,
F; has at most two irreducible components. This implies that r; = 2 and F; = ¢; + ¢;, with ¢; C Ej,
é; C E;, and conversely e¢; ¢ E:, é; ¢ E;. The fiber F; is connected, hence we have E; Ne¢; # &, and
therefore E; - ¢; > 0. Since E; - F; =0, we get E; - ¢; < 0; similarly for Ei. Finally px = py + 1 +m by
Corollary 2.16. (|

Lemma 3.5. In the setting of Lemma 3.4, if moreover codim T >4, then By, ..., B, are pairwise disjoint.

Proof. By contradiction, suppose that B; N By # &. Then B N B; has pure dimension dim X — 3, because
Y is (D-factorial (see Remark 2.4); let W be an irreducible component. Since f is special, the general
fiber Fy of f over W is a curve. Moreover, Fyy is contained in the open subset where K x is Cartier, so
that Fiy = C + C’" with C and C’ integral curves of anticanonical degree 1.

By Lemma 3.4, for i = 1, 2 the general fiber F; of f over B; is e¢; + ¢;, with —Kx - ¢; = 1, and
F; degenerates to Fy. Thus, up to switching the components, we can assume that both e; and e, are
numerically equivalent to C, which implies that e; = e;. This is impossible, because E| # E», E; -¢; <0,
and e; moves in a family of curves dominating E;, fori =1, 2. U

Proof of Proposition 3.3. This the same as the proof of [Romano 2019, Theorem 1.1 and 1.3], so we give
only a sketch. We have px = py + 1 +m by Lemma 3.4. As in [loc. cit., Lemmas 3.9 and 3.10], using
Lemma 3.5, one sees that if m > 2, then 6x > m. Hence the statement follows from Theorem 3.1. [
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4. Preliminary results on Fano 4-folds

From now on, we focus on smooth Fano 4-folds. After giving in Section 4A some preliminary results on
rational contractions of Fano 4-folds, in Section 4B we recall the classification of fixed prime divisors
in a Fano 4-fold X with px > 7, and report some properties that will be crucial in the sequel. Then in
Section 4C we apply the previous results to study special rational contractions of fiber type of X, when
ox >17.

4A. Rational contractions of Fano 4-folds.

Lemma 4.1 [Casagrande 2013a, Remark 3.6 and its proof]. Let X be a smooth Fano 4-fold and ¢ = X --» X
an SOM:

(a) X is smooth, the indeterminacy locus of ¢ is a disjoint union of exceptional planes (see Section 1A),

—1

and the indeterminacy locus of ¢~ is a disjoint union of exceptional lines.

(b) An exceptional line in X cannot meet any integral curve of anticanonical degree 1, in particular it

cannot meet an exceptional plane.

(c) Letr: X —-» X bea SOM that factors as a sequence of K -negative flips. Then the indeterminacy

locus of ¥ (respectively, ') is a disjoint union of exceptional planes (respectively, lines).

Lemma 4.2 [Casagrande 2013a, Remark 3.7]. Let X be a smooth Fano 4-fold and f: X --+ Y a rational
contraction. Then one can factor f as X -£» X’ AN Y, where ¢ is a SOM, X' is smooth, and f’ is a

K -negative contraction.

These results allow to conclude that the target of a special rational contraction of a Fano 4-fold has
mild singularities.

Lemma 4.3. Let X be a smooth Fano 4-fold and f: X --+ Y a special rational contraction. IfdimY =2,

then Y is smooth. If dim Y = 3, then Y has isolated locally factorial, canonical singularities.

Proof. By Lemma 4.2 we can factor f as X %5 X’ L ¥ where @ is a SQM, X’ is smooth, and [’ is
regular, K -negative, and special. Then the statement follows from Proposition 2.20. O

4B. Fixed prime divisors in Fano 4-folds with p > 7. Let X be a Fano 4-fold with px > 7. Fixed prime
divisors in X have been classified in [Casagrande 2013a; 2017] in four types, and have many properties;
this explicit information on the geometry of fixed divisors is a key ingredient in the proof of Theorem 1.1.
In this subsection we recall this classification, and show some properties that will be used in the sequel.

Theorem—Definition 4.4 [Casagrande 2017, Theorem 5.1, Definition 5.3, Corollary 5.26, Definition 5.27].
Let X be a smooth Fano 4-fold with px >, or px =6 and §x <2, and D a fixed prime divisor in X. The
following hold:

(a) Given a SQM X --» X' and an elementary divisorial contraction k: X' — Y with Exc(k) the
transform of D, then k is of type (3, 0)*™, (3, 0)2, (3, D™, or (3, 2).
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(b) The type of k depends only on D, so we define D to be of type (3, 0)*™, (3,0)2, (3, 1)*™, or (3, 2),

respectively.

(c) If D is of type (3, 2), then D is the exceptional divisor of an elementary divisorial contraction of X,
of type (3, 2).
(d) We define Cp C D C X to be the transform of a general irreducible curve ' C X' contracted by k, of

minimal anticanonical degree; the curve Cp depends only on D.

(e) Cp =P, D-Cp=—1, Cp is contained in the open subset where the birational map X --+ X' is an

isomorphism, and Cp moves in a family of curves dominating D.

(f) Let 9 X --> X be a SOM, and E a fixed prime divisor in X. We define the type of E to be the type

of its transform in X.

We will frequently use the notation Cp C D introduced in the Theorem—Definition above.
The next property of fixed divisors of type (3, 2) will be crucial in the sequel.

Lemma 4.5. Let X be a smooth Fano 4-fold with px > 7,0r px =6 and §x <2, X --+ X a SOM, and
D C X a fixed divisor of type (3,2). If N\(D, X) C Ni(X), then either px < 12, or X is a product of

surfaces.

Proof. If §x > 2, we have the statement by Theorem 3.2, so let us assume that §x < 1. Let Dy be the
transform of D in X, so that Dy is the exceptional divisor of an elementary divisorial contraction of X,
of type (3, 2). By [Casagrande 2017, Remark 2.17(2)], Dx cannot contain exceptional planes, hence
dim N (Dy, X) =dim N, (D, X ) by [Casagrande 2013a, Corollary 3.14]. Then px < 12 by [Casagrande
2017, Proposition 5.32]. O]

Lemma 4.6. Let X be a smooth Fano 4-fold with px > 7, or px =6 and §x <2, and let Dy, D, C X be
two distinct fixed prime divisors. We have the following:

(a) First

0 i]CDl-Cl)z:OOI’Dz'CDl:O,
dim([D1], [D2]) "Mov(X) = dim([Cp, ], [Cp,]) "mov(X) =11 if D;-Cp,=D,-Cp, =1,
2 #(DICDQ)(DZCDl)ZZ

(b) If Dy 'CDz ZDZ'CD1 =1, then
([D1], [D2]) "Mov(X) =([D1+ D21) and ([Cp,], [Cp,]) "mov(X) = ([Cp, + Cp,]).

Moreover (D1 4 D3) - (Cp, + Cp,) =0 and D1 + D; is not big.

(¢) If D1 -Cp,=00r Dy-Cp, =0, then {[D1], [D2]) is a face of Eff(X), and {[Cp,]. [Cp,]) is a face
of Mov(X)V.

For the proof, we need the following elementary property in convex geometry.
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Lemma 4.7. Let o be a convex polyhedral cone, of maximal dimension, in a finite dimensional real vector
space N. Let 11 be a one-dimensional face of o, and let o € N* (the dual vector space) be such that
o -1 <0anda-n >0 for every one-dimensional face n # t1 of 0.

If T is a one-dimensional face of o such that o - vy = 0, then 11 + 12 is a face of o.

Proof. Since T, is a face of o, there exists 8 € A* such that 8- x > 0 for every x € o, and B+ No = 15.
Let y € 71 be a nonzero element, and seta :=«-yand b:=8-y. Thena,b e R, a <0, and b > 0
(because 1; # 71 by our assumptions). Let us consider y := ba + |a|B € N*.

We have o - 1o = 8- 15 =0, hence y - 1o = 0. Moreover y -y =ba -y +|a|f -y =0, namely y - 7; =0.
Finally if # is a one-dimensional face of o, different from 7| and 75, we have o - >0, 8- n > 0, and
hence y - n > 0.

Therefore y - x > 0 for every x € o, and Yy~ No = 1| + 15. This shows the statement. U

Proof of Lemma 4.6. We compute {[Di], [D2]) "Mov(X). Set B := A1 D; + Ay D; with A; € R>¢ for
i =1, 2. By [Casagrande 2017, Lemma 5.29(2)], B is movable if and only if B - Cp > 0 for every fixed
prime divisor D C X, and this is equivalent to B - Cp, > 0 for i = 1, 2, namely to

—A1+A2Dy-Cp, >0
{ (4.8)

MDy- CD2 — Xy > 0.
Let S C ([Rzo)2 be the set of nonnegative solutions (A1, A;) of (4.8), so that S determines the intersection
([D11, [D2]) "Mov(X). Notice that (D; - Cp,) (D3 - Cp,) is always nonnegative, because D; # D». It is
elementary to check that:
U S:{(O,O)}<:>1—(D1~CD2)(D2'C]_)1) >0<:>D1-CD2 ZOOIDz'CDl =0.

e Sisahalf-line < 1—(D;-Cp,)(D2-Cp,) =0« D;-Cp, =D, -Cp, =1, moreover in this case
S={®*,2) | »=0}.

e Sis a 2-dimensional cone < 1 — (D - Cp,)(D2-Cp,) <04 (Dy-Cp,)(D2-Cp,) > 2.
Similarly, we compute ([Cp, ], [Cp,]) Nmov(X). We have
mov(X)" = Eff(X) = ([D]) p fixea + Mov(X).

Set y :=A1Cp, + 12Cp, with A1, A € R>o. We have y - M > 0 for every movable divisor M in X (see
[Casagrande 2017, Lemma 5.29(2)]). Hence y € mov(X) if and only if y - D > 0 for every fixed prime
divisor D C X, and this is equivalent to y - D; > 0 for i = 1, 2, namely to
{ —AM +ADy - CDZO
A Dy - Cp, — A0,

which is the same system as (4.8), but with A; and XA, interchanged. Thus the previous discussion yields
(a) and (b).
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We show (c). Suppose for instance that D; - Cp, = 0. To see that {[D;], [D2]) is a face of Eff(X), we
apply Lemma 4.7 with o = Eff(X), 71 = ([D2]), « =[Cp,], and 7o = ([ D1]). It is enough to remark that
D - Cp, > 0 for every prime divisor D # D,.

Similarly, to see that ([Cp,], [Cp,]) is a face of Mov(X)", we apply Lemma 4.7 with 0 = Mov(X)",
71 = {[Cp,]), « = [D1], and 72 = {[Cp,]). Indeed ([Cp,]) and {[Cp,]) are one-dimensional faces of
Mov(X)" by [Casagrande 2017, Lemma 5.29(1)]. Moreover D; -y > 0 for every y € mov(X), and
D - Cp > 0 for every fixed prime divisor D # D;. By [loc. cit., Lemma 5.29(2)] we have

Mov(X)" = ([Cp]) p fixed + mov(X),

therefore D) - n > 0 for every one-dimensional face 1 of Mov(X)" different from ([Cp,]). Thus the
hypotheses of Lemma 4.7 are satisfied, and we get (c). U

Lemma 4.9. Let X be a smooth Fano 4-fold with px > 1, and let D1, Dy C X be two distinct fixed prime
divisors such that (D], [D>]) "Mov(X) = {0}. Then, up to exchanging D and D,, one of the following
holds:

(@ D1-Cp,=Dr-Cp,=0and DiN Dy =2.
(b) D1 -Cp, =D, -Cp, =0and D N Dy is a disjoint union of exceptional planes.
(¢) D1-Cp,=Dy-Cp, =0, Dy is of type (3, 2), and D, is not of type (3, 0)*™.
(d) Dy-Cp,>0,D,-Cp, =0, Dy is of type (3, 2), and D, is of type (3, 1)* or (3, 0)2.
Proof. By [Casagrande 2017, Theorem 5.1] there is a diagram
X-»XLsy

where the first map is a SQM and f is an elementary divisorial contraction with exceptional divisor the
transform D, C X of D,. Let D; C X be the transform of D;. By [loc. cit.,, Lemma 2.21], D is the
transform of a fixed prime divisor By C Y.

If 51 N 132 = g, then D; N D; is contained in the indeterminacy locus of the map X --» X , which is a
disjoint union of exceptional planes by Lemma 4.1(a). Therefore either D; N D, = & and we get (a), or
D N Dy has pure dimension 2 and we get (b).

We assume from now on that 131 N 52 #* O.

Suppose that D is of type (3, 1)°™. Then Y is a smooth Fano 4-fold by [Casagrande 2017, Theorem 5.1],
f is the blow-up of a smooth curve C C Y, and B; N C # @. Then [loc. cit., Lemma 5.11] yields that B;
is the exceptional divisor of an elementary divisorial contraction of type (3, 2), and either By - C > 0, or
B; - C < 0. Thus By is generically a P!-bundle over a surface, and the general fiber F of this P!-bundle
satisfies By - F = Ky - F = —1. Using Lemma 4.1(a) and [loc. cit., Lemma 2.18], one sees that D; must
be of type (3, 2). Moreover C N F = & implies that D; is disjoint from the transform F of F in X,
and D; is still generically a P!-bundle with fiber F. The indeterminacy locus of the map X --» X has
dimension at most one (see Lemma 4.1(a)), hence F is contained in the open subset where this map is an
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isomorphism, and in X we get D, - Cp, = ﬁz -F=0. Finally it is easy to check that Dy - Cp, = 0 if
B; - C > 0 (and we have (c)), while D; - Cp, > 0if B; - C <0 (and we have (d)). So we get the statement.

We can assume now that neither D nor D, are of type (3, 1)*™. Suppose that D, is of type (3, 0)*™ or
(3,0)2. Then D is isomorphic to P? or to an irreducible quadric; let ' C D5 be a curve corresponding
to a line. We have 131 -I" > 0, and since I" is contained in the open subset where the map X --» X is an
isomorphism (see Theorem—Definition 4.4(e)), we also have D; - Cp, > 0. This yields D, - Cp, =0 by
Lemma 4.6. Therefore D; cannot be of type (3, 0)*™ nor (3, 0)2, and the only possibility is that D is of
type (3, 2). Moreover, since f (Dz) is contained in By, [Casagrande 2017, Lemma 5.41] yields that D,
cannot be of type (3, 0)°™, so we get again (d).

We are left with the case where both D and D, are of type (3, 2), and we can assume that D;-Cp, =0
by Lemma 4.6. If §x > 3, then Theorem 3.2 implies that X is a product of surfaces; in this case it is
easy to check directly that D, - Cp, = 0. If §x <2, then we get D, - Cp, = 0 by [Casagrande 2013b,
Lemma 2.2(b)]. So we have (c). O

4C. Special rational contractions of Fano 4-folds with px > 7. Given a Fano 4-fold X with py > 7,
and a special rational contraction of fiber type f: X --+ Y, in this subsection we show that, for every
prime divisor B of Y, f*B has at most two irreducible components. Moreover we give conditions on the
type of the fixed prime divisors in f*B, when f*B is reducible.

Lemma 4.10. Let X be a smooth Fano 4-fold with px =7, 0r px =6 and éx <2,and f: X --+ Y a
special rational contraction; we use Notation 2.14. Leti € {1, ..., m}:

o IfdimY = 3, then every fixed divisor in f*B; is of type (3, 2).
o IfdimY = 2, then every fixed divisor in f*B; is of type (3, 2) or (3, 1)5™,
Proof. Let Eg be an irreducible component of f*B;. By Lemma 2.19 there are a SQM X --» X

and an elementary divisorial contraction o : X — Z such that Exc(o) is the transform of Ey, and
dimo (Exc(o)) > dim Y — 1. Theorem—Definition 4.4 yields the statement. O

Lemma 4.11. Let X be a smooth Fano 4-fold with px >, and f: X --+Y a special rational contraction;

we use Notation 2.14. Then r; =2 foreveryi =1, ..., m.
Proof. We consider for simplicity i = 1.

Claim. For every irreducible component D of f* By, there exists another component E of f* By such that
E- CD > 0.

Let us first show that the Claim implies the statement. Assume by contradiction that r; > 2, and let us
consider a component D of f*B;. By the Claim, there exists a second component D, with D, -Cp, > 0,
and since r; > 3, we have ([D1], [D>]) "Mov(X) = {0} by Corollary 2.18. Applying Lemma 4.9, we
conclude that D is not of type (3, 2), and D; is of type (3, 2).

Now we restart with D,, and we deduce that D, is not of type (3, 2), a contradiction. Hence r; = 2.
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We prove the Claim. By Lemma 2.19, there exists a diagram:

1

_)

N<q—><ll

~ -

«—
8

where ¢ is a SQM and o is an elementary divisorial contraction with Exc(c) = D, the transform of D
in X.

Since g oo is special, we have g(a(D)) = Bj and hence G(E) C g Y(By); let E; C Z be an irreducible
component of g‘l(Bl) containing a(D). Let E C X and E C X be the transforms of E, so that E is an
irreducible component of f*B;. Note that E- NE(o) > 0 by construction.

Now let I C D be a general minimal irreducible curve contracted by o; by Theorem—Definition 4.4(d)
and (e), the transform of I" in X is the curve Cp, and I' is contained in the open subset where ol X--3X
is an isomorphism. Therefore E-Cp = E - > 0. (|

5. Fano 4-folds to surfaces

In this section we study rational contractions from a Fano 4-fold to a surface, and show the following.

Theorem 5.1. Let X be a smooth Fano 4-fold having a rational contraction f: X --+ S with dim § = 2.
Then one of the following holds:

(1) X is a product of surfaces.

(i) px <12

(iii) 13 < px <17, S is a smooth del Pezzo surface, the general fiber F of f is a smooth del Pezzo surface
with4 < dim N (F, X) < pr <8, and px <9+ dim N (F, X).

(iv) S =P?and f is special.

Lemma 5.2. Let X be a smooth Fano 4-fold with px > 7, and f: X --+ S a special rational contraction
with dim S = 2; we use Notation 2.14. Then for everyi =1, ..., m the divisor f*B; has two irreducible
components, one a fixed divisor of type (3, 2), and the other one of type (3, 2) or (3, 1)5™.

Proof. We consider for simplicity i = 1. By Lemma 4.11 f*B; has two irreducible components, and by
Lemma 4.10 they are of type (3, 2) or (3, 1)*™. We have to show that they cannot be both of type (3, 1)™.

Let us choose a SQM ¢: X --» X such that f = fopl: X — Sis regular, K -negative, and special
(see Lemma 4.2). Let E, E C X be the irreducible components of f *(B1),and F C Xa general fiber of
f over the curve Bj.
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X1

Suppose that E is of type (3, 1)*™. By Theorems 2.19 and 4.4, we have a diagram:
X-Z- 5( AN

X —

S
where v is SQM and & is the blow-up of a smooth irreducible curve C C X, with exceptional divisor the
transform of E C 5(, and fi(C) = Bj.

Recall from the proof of Lemma 2.19 that v arises from a MMP for E, relative to f. Since f is
K -negative, one can use a MMP with scaling of —K 3 (see [Birkar et al. 2010, Section 3.10], and for this

/Ie

~

specific case [Casagrande 2012, Proposition 2.4] which can be adapted to the relative setting), so that ¥
factors as a sequence of K -negative flips, relative to f. Then by Lemma 4.1(b) and (c), the indeterminacy
locus of v is a disjoint union of exceptional planes, and is disjoint from the indeterminacy locus of ¢!,

In particular, the indeterminacy locus of v is contracted to points by f. Since F is a general fiber of
f over Bj, it must be contained in the open subset where ¥ is an isomorphism, and F:= Y(F) C X
is a general fiber of f over B;. We also note that F is contained in the open subset where ¢~! is an
isomorphism; otherwise there should be an exceptional line contained in E, and this would give an
exceptional line contained in Exc(k), contradicting [Casagrande 2017, Remark 5.6].

Every irreducible component of Exc(k) N F is a fiber of k over C. We deduce that the transform in X
of any curve in £ N F has class in R>o[CEg].

We have dim FNENE > 1, let I" be an irreducible curve in F N EN E. If E were of type (3, 1)S™
too, the transform of I in X should have class in both Ro[Cg] and R>o[Cz]. This would imply that the
classes of Cr and C are proportional, and this is impossible by Theorem-Definition 4.4(e). Therefore

E and E cannot be both of type (3, 1)5™. U

Proof of Theorem 5.1. We can assume that px > 13, otherwise we have (ii).

By Proposition 2.13 f factors as a special rational contraction g: X --» T followed by a birational map
T — S. There exists a SQM ¢: X --» X such that X is smooth and the composition g :=gogp~': X = T
is regular, K-negative and special (see Lemma 4.2); in particular T is a smooth surface by Lemma 4.3.

<

S<—T

X -
I\
f
3
Finally g has r; =2 foreveryi =1, ..., m (we use Notation 2.14) by Lemma 4.11.
Suppose that m = 0, equivalently that g is quasielementary. If g is regular, then [Casagrande 2008,
Theorem 1.1(i)] together with px > 13 yield that X is a product of surfaces, so we have (i).

Assume instead that g is not regular, and let F C X be a general fiber of f, which is also a general
fiber of g. Since the indeterminacy locus of ¢~ ! has dimension 1 (see Lemma 4.1(a)), it does not meet a
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general fiber of g. This means that F is contained in the open subset where ¢ is an isomorphism, and
@(F) is a general fiber of g. By Lemma 2.17 and [Casagrande 2013a, Corollary 3.9 and its proof] we
have that F is a smooth del Pezzo surface with pr < 8 and

px =dim N (F, X) + pr < pr + pr <8+ pr.

In particular pr > 13 —8 = 5. Then [loc. cit., Proposition 4.1 and its proof] imply that g is not elementary
and that T is a del Pezzo surface. Therefore py < 17, dimN{(F,X)=px —p7 > 13—9=4,and Sis a
smooth del Pezzo surface too. So we have (iii).

Suppose now that m > 1. By Lemma 5.2, (g)*B; has an irreducible component E which is a fixed
divisor of type (3, 2). We have (g).N;(E, f() = R[B], so that codim N (E, f() >pr—1.If pr > 1,
then we get (i) by Lemma 4.5.

Let us assume that p; = 1. Then T = P2, because 7 is a smooth rational surface. Moreover the
birational map T — S must be an isomorphism, hence S = P? and f is special, and we get (iv). g

6. Fano 4-folds to 3-folds

In this section we study rational contractions from a Fano 4-fold to a 3-dimensional target, and show the
following.

Theorem 6.1. Let X be a smooth Fano 4-fold. If there exists a rational contraction X --+ Y with
dim Y = 3, then either X is a product of surfaces, or px < 12.

Proof. If 6x > 3 the statement follows from Theorem 3.2, so we can assume that §y < 2; we also
assume that px > 7. By Proposition 2.13, we can suppose that the map X --» Y is special. Moreover by
Lemma 4.2 we can factor it as

X2 x Ly,

where ¢ is a SQM, X is smooth, and f is regular, K-negative and special.

By Lemmas 3.4 and 3.5 we have pxy = py +m+1,r, =--- =r, =2, and the divisors By, ..., By,
are pairwise disjoint in Y (we use Notation 2.14). Fori =1, ..., m the irreducible components of f*B;
are fixed divisors of type (3, 2) by Lemma 4.10.

If px — py > 3, then m > 2. Let E|, E, be the irreducible components of f*Bj, and W an irreducible
component of f*B,. Since B;NB, =@, we have E;NW = &, so that N} (E;, X) C N;(X) by Remark 1.3,
and this implies the statement by Lemma 4.5.

If instead px — py = 1, then f is elementary, and px < 11 by [Casagrande 2013a, Theorem 1.1].

We are left with the case where py — py = 2 and m = 1, which we assume from now on. We will
adapt the proof of [loc. cit., Theorem 1.1] of the elementary case to the case px — py = 2, and divide the
proof in several steps. Since m = 1, we set for simplicity B := Bj.

6.2. If MV{(Eq, }~() M ()~() we conclude as before, so we can assume that NV (Eq, )~() =M (5(); this
implies that N1(B, Y) = N (Y).
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By Lemma 3.4, E; U E, is covered by curves of anticanonical degree 1. Since an exceptional line
cannot meet such curves (see Lemma 4.1(b)), we deduce that £ N (E; U E») = & for every exceptional
line ¢ C X.

Notice that even if f is not elementary, by specialty it does not have fibers of dimension 3, and has at
most isolated fibers of dimension 2. Moreover Y is locally factorial and has (at most) isolated canonical
singularities, by Lemma 4.3. More precisely, Sing(Y) is contained in the images of the 2-dimensional
fibers of f (this is due to Ando, see [Andreatta and Wisniewski 1997, Theorem 4.1 and references therein]).

Since X is smooth and Y is locally factorial, it is easy to see that f*B = E| + E,.

Finally, since X is Fano, by [Prokhorov and Shokurov 2009, Lemma 2.8] there exists a Q-divisor Ay
on Y such that (¥, Ay) is a kit log Fano, so that —Ky is big.

6.3. Let g: Y — Yj be a small elementary contraction. Then Exc(g) is the disjoint union of smooth rational
curves lying in the smooth locus of ¥, with normal bundle Op: (—1)®?; in particular Ky - NE(g) = 0.

Proof. Exactly the same proof as the one of [Casagrande 2013a, Lemma 4.5] applies, with the only
difference that, in the notation of [loc. cit., Lemma 4.5], dim A (U /U) could be bigger than 2. We take
T to be any extremal ray of NE((? /U) not contained NE(glf,). U

6.4. Let g: Y — Y, be an elementary divisorial contraction. Then g is the blow-up of a smooth point of
Yp; in particular —Ky - NE(g) > 0.
Proof. Set G :=Exc(g) C Y. Since g is elementary and dim g(G) < 1, we have dim N{(G, Y) < 2; on
the other hand dim N (B, Y) = py = px —2 > 5 (see 6.2), so G # B, and D := f*G is a prime divisor
in X, different from E; and E,, with dimA;(D, X) < dimker f, +dimN{(G,Y) <2+2 =4.

Since G is fixed, also D is a fixed divisor in X; let Dx C X be the transform of D.

6.4.1. We show that D is not of type (3, 2). Otherwise, as in the proof of Lemma 4.5 we see that
dim N (Dyx, X) = dim N (D, )~() < 4. On the other hand we have dx <2 and px > 7, a contradiction.

6.4.2. We show that g is of type (2,0). By contradiction, suppose that g is of type (2,1). As in
[Casagrande 2013a, proof of Lemma 4.6], we show that there is an open subset U C X such that DN U
is covered by curves of anticanonical degree 1. By [Casagrande 2017, Lemma 2.8(3)], Dy still has a
nonempty open subset covered by curves of anticanonical degree 1; this implies that Dx and D are of
type (3, 2) by [loc. cit., Lemma 2.18], a contradiction to 6.4.1.
6.4.3. Thus g is of type (2, 0); set p := g(G) € Y.

Since M1(B, Y) =N1(Y) by 6.2, we must have G N B # & by Remark 1.3. Therefore p € g(B), hence
g*(g(B)) =B +4aG witha > 0, and (go f)*(g(B)) = E1 + E> +aD (see again 6.2).

As in [Casagrande 2013a, proof of Lemma 4.6], we get a diagram:
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where ¥ is a sequence of D-negative flips relative to g o f, k is an elementary divisorial contraction with
exceptional divisor the transform Dc X of D, and f is a contraction of fiber type with dim ker( f1), = 2.
By 6.4.1 and Theorem—Definition 4.4, k is of type (3, 0)*™, (3,0)2, or (3, 1)*™; in particular X, has at
most one isolated locally factorial and terminal singularity. Moreover f is special, so that Yy has locally
factorial, canonical singularities by Lemma 2.21.

6.4.4. Let us consider the factorization of i as a sequence of D-negative flips relative to g o f:

On

~ o] o it
X=Z2y-—->+—-——>2Zi1——>2i——>-——>2Z,=X

C Gi
i1
gof fiok

Yy

With a slight abuse of notation, we still denote by D, E;, E, the transforms of these divisors in Z;, for
i=0,...,n.

We show by induction on i = 0, ..., n that o; is K-negative and that (E; + E;) - £ < 0 for every
exceptional line £ C Z;. For i = 0, this holds by 6.2.

Suppose that the statement is true for i — 1. Let R and R’ be the small extremal rays of NE(Z;_;) and
NE(Z;) respectively corresponding to the flip o;. By the commutativity of the diagram above and by
6.4.3, we have E; + E> +aD = ¢ ,(g(B)), hence (E| + E; +aD) - R =0, where a > 0. On the other
hand D-R <0, thus (E1+ E>)-R>0and (E{+ E>)-R' <O.

If —Kz,_,- R <0, then by [Casagrande 2013a, Remark 3.6(2)] there exists an exceptional line
Lo C Z;_ such that [{o] € R, therefore (E| + E») - £o > 0, contradicting the induction assumption. Hence
—Kz, ,-R>0and o; is K-negative.

Finally if ¢ C Z; is an exceptional line, by [loc. cit., Remark 4.2] we have either £ C dom al._l, or
£Ndom alfl = . In the first case al.*l (¢) is an exceptional line in Z;_, and we deduce that (E1+ E»)-£ <0.
In the second case, we must have [£] € R’ and hence (E| + E3) - £ < 0.

6.4.5. By 6.4.4, v factors as a sequence of K-negative flips, and Lemma 4.1(c) yields that the indetermi-
nacy locus of ! is a disjoint union of exceptional lines ¢y, ..., £;.

6.4.6. Set ), := ffl(p). We show that dim F), = 1.

Note that X and X are isomorphic outside the fibers of g o f and f] o k over p, respectively. In
X we have (g o f)"'(p) = D, and the indeterminacy locus of ¥ must be contained in D. In X we
have (fi ok)~'(p) = k~'(F,) = DU F,, where F, is the transform of the components of F, not
contained in k(l§). On the other hand, by 6.4.5 we also have k! (Fp) = DU £1U---Ul,. This shows
that fp C L1 U---Ul, in particular dim Fp < 1, and since dim k(ﬁ) <1 (see 6.4.3), we conclude that
dimF, = 1.

We have also shown that the transform in X of any irreducible component of F, not contained in k(D)
must be one of the ¢;.
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~

6.4.7. We show that f; is K-negative. Since f is K-negative and fi3 p, = (f1)|z, F,» Ve only have to
check the fiber F),. Let I" be an irreducible component of F),.

Ifr ¢ k(D), then by 6.4.6 we can assume that the transform of I" in X is €. Since k~L(F,) is
connected and ¢4, ..., {; are pairwise disjoint, we have D-¢ 1 > 0; notice also that K4 - £y = 1. Thus
—Kg, -T >0 because k*(—Ky, ) = —K 3 +bD with b € {2, 3} (see 6.4.3).

If instead I" C k(D), then by 6.4.3 k must be of type (3, 1)*" and I' = k(D). By [Casagrande 2017,

Lemma 5.25] there is a SQM ¢;: X; --+ X| where X is a Fano 4-fold, and I is contained in the open
subset where ¢; is an isomorphism, so that _Kffl -I'=—Kx, -¢1(I') > 0.

6.4.8. By 6.4.3,6.4.6, and 6.4.7, X has isolated locally factorial and terminal singularities, Yo has locally
factorial canonical singularities, f} is K-negative, and dim F, = 1. Then [Ou 2018, Lemma 5.5] yields
that p is a smooth point of Yy (note that in [loc. cit.] the contraction is supposed to be elementary, but
this is used only to conclude that Y is locally factorial, which here we already know).

In particular p is a terminal singularity, hence g is K-negative. The possibilities for (G, —Kg ;) are
given in [Andreatta and Wisniewski 1997, Theorem 1.19]; moreover we know that G is Gorenstein, and
by adjunction that —K¢ - C > 2 for every curve C C G. Going through the list, it is easy to see that the
possibilities for G are P2, P! x P!, and the quadric cone. In the first two cases, G C Y;eg, and it follows
from [Mori 1982, Corollary 3.4] that G = P? and g is the blow-up of p.

Suppose instead that G is isomorphic to a quadric cone Q. Then the normal bundle of G has to
be Og(—1), and as in [Mori 1982, page 164] and [Cutkosky 1988, proof of Theorem 5] one sees that
7,0y = Oy(—G) where Z,, is the ideal sheaf of p in Y, so that g2 '(p) = G scheme-theoretically. Then
g factors through the blow-up of p, and being g elementary, it must be the blow-up of p, which yields
G = P? and hence a contradiction. (|

6.5. If Y has an elementary rational contraction of fiber type Y --+ Z, then pz = px — 3 > 4, in particular
Z is a surface. The composition X --+ Z is a rational contraction with px — pz = 3, and we can apply
Theorem 5.1. If (i) or (ii) hold, we have the statement. If (iii) holds, then px > 13 and Z is a del Pezzo
surface, so that pz <9, which is impossible. Finally (iv) cannot hold because pz > 1.

Therefore we can assume that ¥ does not have elementary rational contractions of fiber type.

6.6. Let R be an extremal ray of NE(Y). By 6.5 the associated contraction cannot be of fiber type, thus
it is birational, either small of divisorial. By 6.3 and 6.4, —Ky - R > 0. Since Y is log Fano, NE(Y) is
closed and polyhedral, and we conclude that — Ky is nef and Y is a weak Fano variety (see 6.2).

6.7. Let Y --» Y be a SQM. Then the composition X --» Y is again a special rational contraction with
px — py =2, so all the previous steps apply to Y as well. As in [Casagrande 2013a, page 622], using 6.3
and 6.4 one shows that if £ C Y is a fixed prime divisor, then E can contain at most finitely many curves
of anticanonical degree zero.

6.8. Let us consider all the contracting birational maps Y --» Y| with Q-factorial target, and choose one
with py, minimal.
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Suppose that py, > 3. By minimality, ¥} has an elementary rational contraction of fiber type Y| --» Z,
and Z must be a surface with pz = py, — 1 > 2. The composition X --+ Z is a rational contraction,
let F C X be a general fiber. The general fiber of ¥ --+ Z is a smooth rational curve I' C Y, and
dim N (F, X) <dimN (T, Y) + (ox — py) = 3. Thus we get the statement by Theorem 5.1.

Therefore we can assume that py, <2.

6.9. By [Casagrande 2017, Lemma 4.18], we can factor the map Y --» Y} as Y --» Y/ — Y, where
Y --»Y'isa SQM, and Y’ — Y; is a sequence of elementary divisorial contractions. Now notice that
the composition X --» Y’ is again a special rational contraction with py — py’ = 2, so up to replacing ¥
with Y’, we can assume that the map a: Y --» Y] is regular and is a sequence of r := py — py, elementary
divisorial contractions:

Y=Wo2H W, 2 W, > - —> W, =Y.

Let us show that the exceptional loci of these maps are all disjoint, so that a is just the blow-up of r
distinct smooth points of Y.

We know by 6.4 that a; is the blow-up of a smooth point w; € Wy, and since — Ky is nef, it is easy to
see that if C C W is an irreducible curve containing wy, then — Ky, - C > 2.

Suppose that Exc(a;) contains wy. Then a; is K-negative, and Exc(a;) cannot be covered by curves
of anticanonical degree one. By [Andreatta and Wisniewski 1997, Theorem 1.19] this implies that
Exc(az) = P? and (—K W) |Exc(a) = Op2(2). Then the transform of Exc(ay) would be a fixed prime
divisor covered by curves of anticanonical degree zero, which is impossible by 6.7. Proceeding in the
same way, we conclude that the exceptional loci of the maps a; are all disjoint.

Now Y is weak Fano with isolated locally factorial, canonical singularities, and we have (—Ky, ¥ <72
by [Prokhorov 2005]. Therefore

0 < (=Ky)*=(=Ky)* -8,
which yields » <8 and px = py, +r+2 < 12. O
Theorem 1.1 is a straightforward consequence of Theorems 5.1 and 6.1.

Proof of Theorem 1.2. Let Xo € X and Yy C Y be open subsets such that fo := fx,: Xo > Yo is a
projective morphism. Up to taking the Stein factorization, we can assume that fj is a contraction. Let
A € Pic(Y) be ample and consider H := f*A € Pic(X). Then H is a movable divisor, hence it yields
a rational contraction f’: X --» Y. Itis easy to see that f/y, = fo, in particular dim¥" = 3. Then the
statement follows from Theorem 6.1. 0

7. Fano 4-folds to P!

Let X be a Fano 4-fold and f: X --» P! be a rational contraction; notice that f is always special. In the
following proposition we collect the information that we can give on f.
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Proposition 7.1. Let X be a smooth Fano 4-fold and f: X --» P! be a rational contraction. Let
Fi, ..., Fy be the reducible fibers of f. Then one of the following hold:

1) px =12
(i1) X is a product of surfaces.

(iii) px <m+10, f is not regular, and every F; has two irreducible components, which are fixed divisors
of type (3, D)™ or (3, 0)€.

Proof. We can assume that px > 7, sothatr; =2 fori =1,...,m by Lemma 4.11. By Lemma 4.2 we
can factor f as X -£» X’ L pl where @ is a SQM, X’ is smooth, and f’ is regular and K -negative.

If some F; has a component of type (3, 0)*™, then we get (i) by [Casagrande 2017, Theorem 5.40].

If some F; has a component of type (3, 2), let E C X’ be its transform. Then NV (E, X') Cker(f"), C
N1(X"), so we get (i) or (ii) by Lemma 4.5.

We are left with the case where every component of every F; is of type (3, 1)*™ or (3, 0)€. The general
fiber F of f’is a smooth Fano 3-fold, so that pr < 10 by Mori and Mukai’s classification (see [Iskovskikh
and Prokhorov 1999, Corollary 7.1.2]). If f is regular, then ¢ is an isomorphism, and px < pr + dx, SO
we get (i) or (ii) by Theorem 3.2.

If instead f is not regular, then as in [Casagrande 2013a, proof of Corollary 3.9] one shows that in fact
pr <9. Therefore Corollary 2.16 yields px < m + 10, and we have (iii). Il
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