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Unobstructedness of Galois deformation rings
associated to regular algebraic conjugate
self-dual cuspidal automorphic representations

David-Alexandre Guiraud

Let F be a CM field and let (7, ), be the compatible system of residual G,-valued representations of
Galpr attached to a regular algebraic conjugate self-dual cuspidal (RACSDC) automorphic representation
7 of GL, (A), as studied by Clozel, Harris and Taylor (2008) and others. Under mild assumptions, we
prove that the fixed-determinant universal deformation rings attached to 7, are unobstructed for all
places A in a subset of Dirichlet density 1, continuing the investigations of Mazur, Weston and Gamzon.
During the proof, we develop a general framework for proving unobstructedness (with future applications
in mind) and an R = T-theorem, relating the universal crystalline deformation ring of 7, ; and a certain
unitary fixed-type Hecke algebra.

1. Introduction

This article studies unobstructedness of certain Galois deformation rings. For this introduction, let F be a
number field, let k be a finite field of characteristic £ and fix an absolutely irreducible representation

0. Galp,s — GL, (k),

where S C PlF is a finite set of places. Then assigning to a complete Noetherian local algebra A over the
ring W of Witt vectors of k the set of all GL, (A)-valued deformations of p defines a functor, which is
representable by a universal deformation ring Rs(p), studied first by Mazur [1989].

If the cohomology group H?(Galr g, ad ) vanishes, then Rs(p) is easily seen to be formally smooth,
i.e., isomorphic to a power series ring over W. In this sense, the group H?(Galr g, ad p) can be in-
terpreted as the obstruction to the smoothness of Rg(p), and we say that Rs(p) is unobstructed if
H?*(Galp g, ad p) =0.

We point out the following connection with a conjecture of Jannsen: Assume that p is the reduction of
the £-adic representation o, attached to a cuspidal modular eigenform f (see [Deligne 1973; Shimura
1971; Deligne and Serre 1974]). Then the Frobenius eigenvalues of o, are Weil-numbers of some fixed
weight w, i.e., py¢ is pure of weight w. A conjecture of Jannsen [1989, Conjecture 1] (see also [Bellaiche
2009, Conjecture 5.1]) predicts the vanishing of H 2(Galp, s, ad p). This implies that H 2(Ga1F, s, )

MSC2010: primary 11F80; secondary 11F70.
Keywords: Galois deformation, automorphic representation.
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is finite and torsion, where A C ad p denotes an integral Galr s-stable lattice. Now our residual H 2.
vanishing implies the vanishing of H?(Galr s, A) by Nakayama’s lemma. This, in turn, implies the
vanishing of H?(Galr s, ad p), as predicted by Jannsen. Besides this application, numerous uses of Galois
deformation-theoretic methods in number theory indicate that the structure of universal deformation rings
is of independent interest.

Unobstructedness for Galois representations attached to automorphic objects rarely can be expected to
hold for all choices of £. The best we can hope for is that unobstructedness holds for almost all primes
(or for all primes in a subset of Dirichlet density 1), and this question has been studied (under different
technical assumptions) in the following cases:

(a) For p the reduction of the representation pg , attached to an elliptic curve E over F = Q; see [Mazur
1989].

(b) For p the reduction of the representation py, attached to a newform f of weight k > 3 over F' = Q;
see [Weston 2004] (but see also [ Yamagami 2004; Hatley 2015]).

(c) For p the reduction of the representation p, attached to a Hilbert eigenform f over a totally real
field F; see [Gamzon 2016].

Note that n = 2 in all these cases.

For an example of n = 3, in [Chenevier 2011, Appendix] unobstructedness is shown under GRH for
p= Sym2 A[L](=1)|G, s where A is an elliptic curve over Q of one of the ten isogeny classes listed in
[loc. cit., Proposition 6.15], £ =5, E = Q(i) and S is the set of places containing oo, £ and the primes
dividing disc(E). cond(A); see [loc. cit., Appendix].

In this article, we develop a general framework for proving unobstructedness. To this end, we adjust the
arguments in the existing literature to deal with framings, build on [Shotton 2018] to understand minimal
lifts at £ £ p, and use results of [Allen 2016] together with ideas of Khare—Wintenberger to bootstrap the
R[1/p]*®¢ = T[1/p] theorems of [Barnet-Lamb et al. 2014] to obtain an R™® = 7™® theorem. We apply
this framework to the reduction of the Galois representation attached to a regular algebraic conjugate
self-dual cuspidal (RACSDC) automorphic representation = of GL, (Ar) with ramification set S, where
F is a CM field.! To give a more precise statement, we have to recall that 7 gives rise, in first instance,
not to GL,-valued representations, but to morphisms r,  : Galp+ — G, (@z()\)), where A runs through
the places of the coefficient field of 7, where G, denotes the group scheme from [Clozel et al. 2008,
Section 2.1] and where £(A) denotes the rational prime below A.

We make the following assumption:

Assumption 1.1. The set of the A for which the GL,-valued representation 7 ; | Galr is absolutely
irreducible has Dirichlet density 1.

We remark that, in light of the results of [Barnet-Lamb et al. 2014], it should be possible to weaken the conjugate self-duality
assumption to an essentially self-duality assumption, thus treating RACESDC automorphic representations.
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We remark that this assumption is fulfilled, e.g., if n <5 or if 7 is extremely regular, or would follow
from absolute irreducibility of the £-adic system (ry , | Galr); see Remark 8.2. For the following, we fix
for each A a lift x of the character mo 7, of Galr, where m is the multiplier character of the group G;
see Section 6A. By Rgl (rz.») we denote the universal ring parametrizing deformations r of r, ; that
are unramified outside the places that are in S or divide co0.£(A) and that fulfill mo» = x. The correct
unobstructedness requirement is then the vanishing of H*(Galr.s,, gdeT), where g2°* denotes the Lie
algebra of the derived subgroup of G,. Our main result is:

Theorem 1.2. Assume that all Hodge—Tate weights of ry 5 (which are independent of A, as the ry ; form a
compatible system) are nonconsecutive: if a, b € Z show up as Hodge—Tate weights, then |a—b| # 1. Then,

for all A in a set of places of Dirichlet density 1 the universal deformation ring Rgfe (r.2) is unobstructed.

Remark that we do not require a particular splitting behavior at the places in S. We also want to stress
that the developed framework is flexible and in principle applicable to Galois representations with values
in other groups and can be used to establish unobstructedness of universal deformation rings with imposed
deformation conditions, which are more sophisticated than the fixed-determinant condition mor = .
Therefore, we hope that the framework will be useful for other applications, as better modularity lifting
results become available in the future. We also remark that presently the condition on the Hodge—Tate
weights is necessary for using a local unobstructedness property at the places above £(A); a technical
inconvenience we expect to weaken in future work.

We give a short outline of the article: After some remarks about notation, we start in Section 3 with a
collection of the general deformation theoretic methods we will use. Moreover, we will define a suitably
flexible notion of unobstructedness for conditioned deformation functors (Definition 3.28). In Section 4,
we state and prove the core framework (Theorem 4.2), which uses a list of six assumptions as input
and provides unobstructedness as output. This framework is presented for local deformation conditions
crys, min, sm, which have a purely formal meaning throughout Section 4. The main input is the formal
smoothness of the deformation ring with respect to the conditions min and crys, which is the natural
output of a suitable R = T'-theorem, and the desired unobstructedness is then deduced by commutative
algebra arguments and comparing dimensions. Section 5 introduces and studies useful local conditions
that will go into the framework theorem later. After a reminder on the association of Galois deformations
to automorphic forms, the additional results are provided in Section 7: We consider the deformation
ring R™I®-CTYS = Rg(@’min’crys (r.;.) parametrizing those lifts that are minimally ramified (in the sense of
Section 5D) at all places in S and crystalline (in the Fontaine—Laffaille range) at all places dividing .
Moreover, we consider a corresponding Hecke algebra T™™® that is defined as the localization of a certain
endomorphism algebra of automorphic forms of the same weight and level as 7, and with a certain fixed
type-requirement at the places in S. Then, using the modularity lifting results of [Barnet-Lamb et al.
2014], we show:

Theorem 1.3. R™%°TVS = TR gnd for almost all A, T™® = W,
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This result is crucial to prove in Section 8 that, for almost all A, there exists a suitable finite solvable
extension F’ of F such that the deformation ring R?S(e’min (7. | Galp g), parametrizing deformations of
the base change of 7, to F' that are minimally ramified at all places above S, is unobstructed. We go
on to show that the minimally ramified condition can be waived for almost all A (Theorem 7.10). It is
important to keep track of the different field extensions necessary when running through all A, so that we
are left with a set of Dirichlet density 1 to which we can apply a result on potential unobstructedness
(Lemma 4.8) and finally deduce Theorem 1.2.

2. Notation

Before we start with the main body of this article, let us make some remarks on the notation used: If F
denotes a number field, we denote by Plg the set of places of F' and by Pl‘}n the set of finite places of F.
Moreover, we set Qfo =Plp \Plffpn and, for a rational prime £, we denote by Q{ the set of places of F
dividing £. If F is understood, we will simply write 2, and €2,. For a place A € PlﬁFn we define £(1)
(or £, if A is understood) as the rational prime below A. If S C PlﬁFn and £ is some rational prime, we set
Se =S U QU Q.

We denote by F the Galois closure of F. When dealing with a quadratic extension F | F*, we will
denote by c¢ the nontrivial element of the Galois group Gal(F | F). Moreover, for a rational prime £, we
denote by €,: Galp — ZZX the ¢-adic cyclotomic character and by €, its mod-£ reduction.

If L | F is a finite extension and S is a fixed set of places of F, then we will denote as well by S the
set {v” € Pl : V' divides some v € S}. In a completely analogous way, if S is a subset of Pl;, then we
will denote as well by S the set {v" € Plg : V' is divided by some v € S}. If p is a representation of Galg
and v a place of F, we will use the symbol p, for the restriction of p to a decomposition subgroup at v.

For a topological group I" and a topological ring R, we denote by Repp(I") the category of finitely
generated R-modules with a continuous I'-action. If A is a '-module, we denote by A* the Pontryagin
dual and by AV the Tate dual of A.

We will often make statements concerning variations of deformation rings and we will shorten this
using brackets; e.g., we will use the notation R-®2l(5) = 0 as a shortcut for the four statements
R(p) =0, R*(p) =0, R™*(p) = 0 and RX™*(p) = 0. For cohomology groups, we abbreviate A’ (x, )
for dim H' (x, *).

Let k be a finite field of characteristic £. For the valuation ring A of a finite extension of Q, with residue
field k5 = k, we will consider the category Cp of complete Noetherian local A-algebras A fulfilling
ka=k.

3. Liftings and deformations

In this section, which contains nothing original, we recall the main results on deformation theory. For
general background literature, we refer the reader to [Tilouine 1996; Mauger 2000; Levin 2013; Balaji
2012; Bleher and Chinburg 2003]. Let us first fix a finite field k and denote £ = char(k). We will denote
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the ring of Witt vectors over k by W (k), or, if k is understood, by W. Moreover, let us fix a profinite
group I which fulfills the £-finiteness condition ($,) of [Mazur 1989]: For any open subgroup H C I,
the maximal pro-£ quotient of H is topologically finitely generated.

Let G be a smooth linear algebraic group over W and fix a continuous group homomorphism p: I' —
G (k), where G (k) carries the discrete topology.

Basic facts on coefficient rings. Let us first state some basic facts on the category C,, whose proofs we
leave to the reader: The pushout in Cy is realized by the completed tensor product ®; see [Mazur 1997,
Section 12]. Consequently, if C <— A — B is a diagram in Cy, then Hom¢, (B®4C, ) is the pullback of
the diagram of functors Hom¢, (C,_) — Hom¢, (A,_) <~ Hom¢, (B,_). Consider a pushout diagram in
Ca where one arrow (say, f) is surjective. This implies that the parallel arrow (say, g) is surjective as
well, so taking I = ker(f) and J = ker(g) we can extend the orthogonal arrow (say, i) to a map of short
exact sequences of A-modules:

A—1sB 0 I A B 0

- T
Cos P 0 J c P 0
8 8

If J is an ideal of some D € Cp we denote cardinality of a minimal set of generators of J by gen, (J) :=
dimy J/mpJT. Then, we easily see that the following holds for the above diagram:

Proposition 3.1. In the above diagram, gen(J) < gen, (I).

Proof. This follows from the above extended diagram, using that both the map I — C®4/ induced
by base change from A to C and the surjective module homomorphism C®41 — J send systems of
generators to systems of generators. g

Recall the following elementary facts about regular systems of parameters:

Proposition 3.2 [Serre 2000, Proposition 22 and the subsequent corollary]. (a) Let xy,...,x; be l
elements of the maximal ideal m 4 of a regular local ring A. Then the following are equivalent:
(1) x1,...,x; is a subset of a regular system of parameters of A.
(i1) The images of x1, ..., x;inmy/ mf‘ are linearly independent over k.
(i) The local ring A/(xy, ..., x;) is regular and has dimension dim A —[. (In particular, (x1, ..., X])

is a prime ideal.)
(b) If Jis an ideal of a regular local ring A, the following properties are equivalent:
(1) A/Jis a regular local ring.

(ii) J is generated by a subset of a regular system of parameters of A.

Moreover, we have the following results, which follow easily from standard facts about regular systems
of parameters (see [Serre 2000, Proposition 22] and its use in Section 2 of [Guiraud 2016]):
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Lemma 3.3. Suppose A = Allx1,...,x.0l, B= Allx1,...,xp]l € Cp and let J C A be an ideal of the
form J = (fi,..., fu) with fi € A and u < a. Suppose moreover that there exists a surjective morphism

f: A/J — B and denote its kernel by 1. Then the following are equivalent:

e A/JE Allxy, ..., Xa—yll
. genA/J(I):a—u—b.
. genA/J(I)fa—u—b.

Proof. 1t is clear that there cannot be a negative number of generators of /. By Proposition 3.2(b), the
ideal I can be generated by a subset (of, say, cardinality r) of a regular system of parameters of A. By part
(a) of said proposition, the quotient A/I has dimension dimA —r =a+1—r. We get r = a — b, which
is thus an upper bound on gen(/). In order to derive a lower bound, consider the canonical surjection

7 Ajmyd - Ajmi.

The image of 7/m4.1 under 7 is (I + m%)/m?% = I/(I Nm?). This implies gen(I) = dimy I /mul >
dimg 1/1N mi = r, where the last equality is taken from the proof of [Serre 2000, Proposition 22]. [J

Proposition 3.4. Let m € N. Then A € Cy is regular if and only if Allx1, ..., X, is regular.

Proof. 1t is clearly sufficient to consider the case m = 1. The “only if” part is [Matsumura 1970,
Proposition 24D]. For the other direction, assume that A[[x] is regular. It is clear that x is not contained in
mim = (my, x)?, so implication (ii) = (iii) of Proposition 3.2(a) yields regularity of A[x]/(x) = A. O

Proposition 3.5. Let f: A — B be a morphism in Cp. Then f is formally smooth (see [EGAT1V| 1964,
Section 19)) if and only if B is isomorphic to a formal power series ring over A.

Proof. This is the equivalence (i)<-(ii) of [Sernesi 2006, Proposition C.6]. Il
Lemma 3.6. Let A € Ca,m € N such that Allxy, ..., x| = AQAA[x]. Then A = Allxy, ..., Xm—1]l.
Proof. Let @ be a uniformizing element of A. Clearly, the unknown
x € (R/w.R)I[xN = kllx1, ..., xnl
is contained in a regular system of parameters, so
R/w.R = kl[x1,..., xm-1]- (D)

Now consider the diagram

A — A[[X], e ’-xm—l]]
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where & and g are the projection maps modulo @w. As A[lxy, ..., x;;—1] is formally smooth over A, there
exists a dotted map h. Because of the isomorphism (1), R modulo the maximal ideal of A[[xy, ..., x;—1]
is k and hence, by Nakayama’s lemma, the map 4 is surjective.

Now we see that 4 must be an isomorphism: Assume, this is not the case. Then dim R < m, which is
in conflict with the isomorphism A[[xy, ..., x, [ = RAA[x] Z R[x]. Il

Lemma 3.7. Let A € Cp such that the structure morphism A — A is flat and

R=Allx1,....xqll/(f1,-.., f) (2

for some fi,..., fyin Allxy, ..., xqll. Then R is formally smooth of relative dimension d € N over A if
and only if A® s R is formally smooth of relative dimension d over A.

Proof. Let I :==(f1, ..., f»). Let m denote the maximal ideal of R and b = dim I /m.I, and let m’ denote
the maximal ideal of R’ := AQA R and b’ = dim I /m’.1.
To see that b equals b' := dimp /v A ® 1/m'.A ®, I, we use the isomorphism
A Rp I/m/.A RQpal = 1/m.1 QA/m A/m/
and the fact that A/m — A /m’ is a monomorphism of fields:

b:dimA/mI/m.I:dimA/m/A(X)AI/m’.A@AI:b’. Il

Liftings and deformations of G-valued representations.

Definition 3.8. (1) A lifting of p to an object A €C, is a continuous group homomorphism p: I' = G(A)
fulfilling mody,, op = p, where mody,,, : G(A) = G(A/my4) = G(k) is the canonical reduction.

(2) Denote by DE (p): Cp — Sets the functor which assigns to an object A € C, the set of all liftings of
p to A.

By [Balaji 2012, Theorem 1.2.2], DE (p) is representable by an object RE([)) € Ca. As an examination
of its proof easily yields, we get (with respect to the ring of integers A’ of some finite extension of
Quot(A) with residue field k' = k) an isomorphism

RE.(5) = N'®ARY (D). 3)
Definition 3.9. A lifting condition is a family D = (S(A)) aec, of subsets S(A) C D/':\’(,a)(A) such that:
(1) p e Sk).
(2) If f: A— B is amorphism in Cp and p € S(A), then G(f) o p € S(B).

(3) Let f1: Ay > A, fo: Ay —> A be morphisms in Cp and let p3 be a lifting of p to A3 := A| x4 As.
Fori =1, 2 denote by m; : A3 — A; the canonical map and by p; the lifting G (7;) o p3 of p to A;.
Then, p3 € S(A3) if and only if p; € S(A1) and p; € S(A).

Condition (2) guarantees that D defines a subfunctor D[D\’D([)) C DID\ (p). Condition (3) is a variation
of the Mayer—Vietoris property, so a standard argument yields:
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Proposition 3.10. D[D\’D(f)) is a relatively representable subfunctor (in the sense of [Mazur 1997, Sec-
tion 19]) of DE (p), i.e., representable by some RE’D(,B) € Cp. On the other hand, any representable
subfunctor F C D[D\ (p) yields a lifting condition D = (S(A)) aec, via S(A) := F(A).

We have the following conditioned version of (3):
R (5) = N&ARL T (P), )

where the condition D’ on the left is a truncated version of D, i.e., denotes the family of those S(A) as in
the definition of D for which A € C». We will often omit this distinction and write D in place of D’.

Remark 3.11. Let A be as above and let *C» denote the category of complete Noetherian local A-algebras
A such that [k, : k] is finite. Then one can extend D[D\ (p) to a functor on *C, by considering A-valued
liftings of p as continuous group homomorphisms p : I' = G(A) which fulfill mody,, op = tkck, © P,
where txck, 1 G(k) = G(kga) is the map induced by the structure map A — A. It is easy to check that this
extended functor is representable by the same universal object RE(,E) as the functor from Definition 3.8.
Moreover, if A’ is the ring of integers of some finite extension of Quot(A) such that [k, : k] < 0o, we
have the following version of (3):

RY (tkck, 0 P) = N AR (D).

Moreover, if D is an extended lifting condition, i.e., a family (S(A)) ae+c, fulfilling the analogue conditions
of Definition 3.9 (with A, A;, B € *C,), we have the following conditioned version of (4):

RUP (thcky 0 5) = NBARTT (),

where D on the left hand side is to be understood as the A’-truncated version of the condition D, i.e.,
a family indexed by *C,/ instead of *C,. Moreover, the statement of Lemma 3.7 holds if A’ is in *Cp
instead of C». (The content of this remark is strongly inspired by the treatment in [Conrad et al. 1999,
Appendix A] and [Mazur 1997].)

Definition 3.12. (1) A deformation of p to A € C, is an equivalence class of liftings to A, where two
lifts are taken to be equivalent if they are conjugate by some element of G(A) := ker(mody, 4

(2) Denote by D (p): Cp — Sets the functor which assigns to an object A € Cy the set of all deformations
of p to A.

For the following, denote by Zs the center of G and by g (resp. by 3) the Lie algebra of the special
fiber of G (resp. of Zs). We assume from now on that Zs is formally smooth over A.

Theorem 3.13 [Tilouine 1996, Theorem 3.3]. If HO(T", g) = 3 then DA (p) is representable by an object
RA(p) € Ch.
Observe that in the case G = GL,,, the condition of Theorem 3.13 becomes the usual centralizer

condition Endy(rj(p) = k. In practice, this is often deduced from absolute irreducibility of p by Schur’s
lemma. This reasoning can be adopted to more general groups G as follows:
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Definition 3.14 (Absolute irreducibility, see [Serre 1998]). We say that p is absolutely irreducible if there
does not exist a proper parabolic subgroup P C G over k such that 5(I') C P.

Then the following can be deduced from [Bate et al. 2005, Proposition 2.13]:

Lemma 3.15 (Schur’s lemma). Assume that £ is very good for G (see [Bate et al. 2010, Section 2]) or
that there exists an embedding G — GL(V') such that (GL(V), G) is a reductive pair (in the sense of
[Bate et al. 2005, Definition 3.32]). Then H(T, 9) = 3 if p is absolutely irreducible.

We now give an appropriate version of Definition 3.9:

Definition 3.16. A deformation condition is a lifting condition in the sense of Definition 3.9 which fulfills
additionally:

4) If pe S(A) and g € G(A), then g,og_l e S(A).

This defines a relatively representable subfunctor Df(ﬁ) of Dx(p): If Dp(p) is representable, then
SO is Df(,ﬁ) and the representing object Rf(ﬁ) is a quotient of R (p). In addition to the conditions
appearing in Section 5 below, we will be interested in the following conditions:

(1) If A C T is a profinite subgroup and p(A) = {1}, then the assignment S(A) := {p | p(A) = {1}}
defines a deformation condition. In the case I' = Galk for a local field K and A = [, we call this
the unramified lifting condition and write DE\D)’M([)) for the corresponding subfunctor.

(2) Fix a representation x : ' — G3(A) such that d(k) o p = ¥, where d: G — G?" is the canonical
projection modulo the derived subgroup G%¢* and where ¥ denotes the reduction of x. In accordance
with the case G = GL,,, we call this the fixed determinant condition and write DE\D)’X (p) for the
corresponding subfunctor.

(3) Let F be a number field and let ¥ C S C Pl be a finite set of finite places. Let I' = Galr g be the
Galois group of the maximal unramified outside S extension Fs of F, and fix for each v € X a local
condition D, of the functor DE\D)(EV), where p, denotes the restriction of p to a decomposition
group at v. Then the assignment S(A) ={p | py € Dﬁ\D)’D” (py)Yv € X} defines a global deformation

condition, denoted by D = (D,),cx. The afforded subfunctor of DRD) (p) is denoted by Df\D)’D([)).

(4) If ', F, X are as above and if p is unramified outside ¥, then requiring that a lift o is unramified
outside X defines a global deformation condition, and we denote the corresponding subfunctor by
D(ED,Z\ (p). It is easily seen that studying these lifts is equivalent to studying unconditioned lifts of p,
understood as a representation of the Galois group Galr 5 of the maximal, unramified outside X,
extension Fy of F.

It is easily seen that decreeing multiple conditions defines another condition, i.e., it makes sense to write

for example D%’X’nr(ﬁ).
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Multiply framed deformations. Fix finite subsets ¥ C S C Pl such that p is unramified outside S and
continue to denote I' = Galr s.

Definition 3.17. Following [Khare and Wintenberger 2009b, Section 4.1.1], we define the functor
D[D\Z (p) : Co — Sets by mapping A to

{(p, (pvs BuIvex) | 0 € DY(D)(A), pu € DY (5,)(A), B € G(A) such that p | Gal(F,) = B,ov B, }/ ~
where (p, (py, Bv)ves) and (o', (o), B))vex) are taken to be equivalent if p, = p/ for all v and if there is
ay € G(A) such that p' = ypy ! and B, = ypB, forall v.

Note that specifying the p, is not strictly necessary, as they can be obtained from p and §,. We can
impose a deformation condition D = (S(A))acc, on multiply framed deformations in the same way we
did for liftings and deformations, i.e., we allow only those triples (o, (0, Bv)vex) for which p € S(A).
The following assertions are immediate; see [Khare and Wintenberger 2009b, Proposition 4.1] or [Guiraud
2016, Proposition 2.62]:

Proposition 3.18. (1) D[[_]qi’[(\’()’p is representable and we denote the afforded deformation ring by
R[DS?I(XX)’D (if © = @, we have to assume H'(T, g) = 3).

(2) If#X =1, then the functors D[S]2 /(\X) P and D[DS’](’);\)’D are naturally isomorphic.

3) If ¥ # O, then

Os,00,D ~ p0,00,D
R[S]Z,A = Kg'A [[X],...,Xt]]

and, ifHO(l", @) =3, then also

D(X)D~ (x),D
R[S] A R[S] W lxrs e xdl

with t = dim(g).(#X — 1), u = dim(g) — dim(3) = dim(g%°%).
From now on, let us suppose
Assumption 3.19. H%(Galr g, g%¢%) = 0.

With respect to a deformation condition D = (D,),cy as in Example (3) above, we set

locs, (0D = . [N 0,000, Dy =
R} @ =@, Ra"" (0.

The following is essentially a special case of [Balaji 2012, Proposition 4.2.5] (which goes back to [Kisin
2007, Proposition 4.1.5]):

Proposition 3.20. If = contains all infinite places, H*(T", g%%") =0, and DE\X )([)) is representable, then

Dz (098 D( = 1°°2 Q0 D(,o)[[xl, e Xarnl/Cf1s ooy fa)

for suitable a e N, f; € Rlocz 00 D(,o)[[xl, < ooy Xaxp ]l and with b = 0 if the determinant is not fixed (resp.

= (#X — 1). dim(g®) if the determinant is fixed).
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Corollary 3.21. Assume that each R™X)-Pv(5.) is a complete intersection ring of relative dimension d,
d, > dim(g) #X—dim(3)—b

over A. Assume moreover that D[@]’A (p) is representable and that d := Zve):

(with b as in Proposition 3.20). Then there exists a presentation

RELAD) Z Allxr, ooy X/ (froe s fo)
for a suitable m € N.

Proof. Using Proposition 3.20 and the assumption on D, we can write

DE ), D( ) = 1OCE o D(p)[[xla NN xa-i—b]]/(fl: cees fa) = Allxg, ..., xa+b+c+d]]/(flv cees fa+c)

for a, b as above and for a suitably chosen ¢ € Ny. On the other hand, by Cohen’s structure theorem we
can write R(X) D(,o) = Allxy, ..., x, 1/(f1, ..., fy) for suitable u, v € Ny (and we assume that this is a
minimal presentation, i.e., that the quantity u — v is maximal among all ways to write R(X) (p) as a
quotient of a power series ring), so by the third part of Proposition 3.18 we have

RSEOPB) = REB)xts o 1 = Al s Xl (e fo)

with r = dim(g) . #X — dim(3). Comparing these two presentations, we get
u—v+dim(g).#¥ —dim(3) > b+d = u —v>b+d —dim(g).#X 4 dim(3).
Thus, the claim follows immediately from our assumption on d. U

Tangent spaces and systems of local conditions. With respect to a deformation condition D will consider

D&D)’D

the tangent space tpo) = (k[€]), which we consider as a (finite-dimensional) k-vector space (see

[Gouvéa 2001, Lecture 2]). There are canonical isomorphisms
tpw = Z'(T,g%),tp =H'(T,g) and 1px = H'(T, g*") :=im(H' (T, g*") > H'(T, 9)),

so via the embedding DXX )’D(k[e]) — DE\X )(k[e]) we are provided with an assignment D +— L(D)X) .=

DY"P (k[e]) from deformation conditions to subspaces of H'(T, g) (resp. H'(T', g%¥)"). In the case

I' = Gal for a number field F and if D = (D,),cx, we call the afforded family L0 = (L(Dy))vepr of
subspaces of H!(Galg,, g) (resp. of H!(Galg,, g%¢F)’) a system of local conditions. Also note that there
is an exact sequence

0— g/g" — tpw = tpw
where, in case £ 3> 0 (such that g = g4 @ g2®), the object g/g' can be replaced by g4 /(g?*)"".
Liftings at infinity.
Proposition 3.22. Assume I' = 7 /27 = {1, ¢} and £ = char(F) # 2. Then
RY(B) = Allx1, ..., xn] withm = dim(g"="!).

If ¥ is a lift of the determinant, then the same result holds for RE’W (p) after replacing g by g°*
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Proof. We use the general formula H 2(Z/nZ, M) = M*/"? | im(¢p) with

n—1
o M—->M mr—>Zj.m.
j=0

Because £ > 2, we have H>(Z/2Z, g) = H*>({1, c}, g) = 0 and the lifting ring is unobstructed. To get the

number of variables we have to evaluate

Z'{L g ={f: {l,c} > gl fxy) = F)+TF ().

Looking at x = y = ¢, we see that f is uniquely determined by a vector v = f(c¢). Lookingatx =1, y =c,
we see that f(1) =v+“v =0, i.e., that v € g°=!. On the other hand, any such v defines an f € Z! via
1~ 0,c— v.

The modifications of this argument for the fixed-determinant case are straight-forward. |

A simple criterion for the vanishing of cohomology groups. Now assume that I' = Galg for a local
field K. Recall that, by local Tate duality, the Pontryagin dual of H>(I', g) can be identified with
HO(T, g¥) = (g¥)'. Together with the identification of (ad 5(©)" and (ad 5®)(1) via the trace pairing,
this implies the following criterion for the vanishing of H>(I", g%°%) in the case G = GL,:

Lemma 3.23 (Local case). Let I" be the absolute Galois group of a nonarchimedean local field, k be a
finite field of characteristic £ and

p: ' — GL,(k)
a representation.
(1) If Homr (p, p(1)) vanishes, then H?(T, ad p) vanishes.
(2) Assume that £4n. Then, if Homr (p, p(1)) vanishes, also H?(T, ad p°) vanishes.

In the global case, there is no such duality and we record the following:

Lemma 3.24 (Global case). Let I' = Galp g for a number field F and a (possibly) finite set S of places
of F. Let k, p be as in Lemma 3.23 above.

(1) If Homr(p, p(1)) vanishes, then H*(T', (ad p)V) vanishes.
(2) Assume that £4n. Then, if Homr(p, p(1)) vanishes, also H*(T, (ad p°)V) vanishes.

We easily deduce the following result, which also implies the vanishing of the error term § in [Bockle
2013] (see Remark 5.2.3(d) of that work) for large ¢:

Corollary 3.25. There exists a constant C, depending only on n and F, such that Assumption 3.19 holds
if char(k) > C, G = GL,, and p is irreducible.
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Unobstructedness.
Definition 3.26. The functor DXD)’[X]([)) is called unobstructed if 72(T", gl4e*l) = 0.

Definition 3.27. A relatively representable subfunctor of DE\D)’[X ](,5) is called smooth (of dimension )
if its representing object is isomorphic to Af[xy, ..., X, 1.

The most apparent application of the unobstructedness-property is that it implies the smoothness of
the lifting/deformation ring; see [Bockle 2007]: Assume that D?’(X)(ﬁ) is smooth and (in the fixed-
determinant case) that £ >> 0 and (in the unframed case) that Dﬁ\x )(,5) is representable. Then

D, =\ ~~ =\ "~
Dy (p) = Allxi. ... Xaroll and D (5) = Allx1. ..., Xprol

with b = h!' (T, g), c = h' (T, %) — b, a = b+ dim(g3™) — hO(T", g(9*™)). The converse direction (i.e.,
that smoothness implies unobstructedness) is known not to hold (for general profinite groups I'); see
[Sprang 2013].

In order to relax this notion to functors corresponding to deformation conditions, we restrict to the
case I' = Galp g. Let DX = (DY), cp) . be a system of deformation conditions and £ = (LYY )epr .
the corresponding system of local conditions.

Denote by g(@?- the Tate dual of g2 and by L’ the annihilator of L'’ under the Tate pairing

H'(F,, g*™Y) x H*(F,, g%%) - H*(F,, k(1)) = Q/Z

for i = 1; see [Neukirch et al. 2008, (7.2.6) Theorem]. Then we denote the corresponding dual Selmer
group by

HL]:(X).L (F, g(der),\/) = ker(@resu . HI(F, g(der),v) N @ Hl (Fv’ g(der),\/)/LS)X),L).
vePl vePl

From now on, let us assume that DY ) for v ¢ S parametrizes unramified deformations.

Definition 3.28. We say that D?x) (p) (or DE’AD(X)(E), or DE’f\’D(X)(,B) for some set of places ) has
vanishing dual Selmer group if H}:(X)‘L(F, glden)-Vy = (.

Definition 3.29. Letm = (m,),es €NJ. We say that D25 (5) (or D2 (), or DF%P™ (7)) is globally
unobstructed (of local dimensions m) if its dual Selmer group vanishes and if each DE’DW (py) forvesS
is smooth (of dimension m,,).

(x

We remark that if Dg A) (p) is globally unobstructed and representable, then by [Bockle 2007, The-
orem 5.2] the representing object Rgx) (p) is isomorphic to a power series ring in & };m(F , gldem) ()
variables.
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Since IH% (gldem)) = H}: L (F, g9):V)* vanishes,” the following short exact sequence results directly
from that of [Bockle 2007, page 7]

0 N m%(g(der)) — Hz(GalF’S, g(der)) N @ HZ(FV, g(der)) N HO(F, g(der),\/)* N 0’

ves

where HO(F, g'@™-V)* vanishes for £ > 0.

Proposition 3.30. Assume that DE\X”)(,(—)V) is unobstructed (for all v € S) and that Déxl)\ (p) is globally

unobstructed (without making an assumption on the dimension). Then Dgx[)\ (p) is unobstructed in the

sense of Definition 3.26. For £ >> 0, also the converse is true.

4. A general framework for unobstructedness

For this section, we take the following static point of view: Let k be a finite field with ring of Witt vectors
W = W (k), let S be a finite set of finite places of F'. We assume ¢ := char(k) ¢ S U {2}. Then we fix a
continuous representation

o: Galp s — G(k)

together with a lift x : Galg g — G2®(W) of the determinant. Let us moreover fix a Borel subgroup
B C G and denote by g?°* (resp. b9°%) the Lie algebra of the derived subgroup G°* (resp. the Lie algebra
of BN G9T),

With respect to some choice of local deformation conditions?

e min of the restriction p, of p to a decomposition group at v € S,

» sm and crys of the restriction p, of p to a decomposition group at v | £,

consider the following list of assumptions, where we leave out the W in the subscript of the occurring
deformation functors and rings:

(sm/k) For each v | £, the subfunctor D™-X3%(p,) of DX (p,) is representable by a formally smooth
(over W) object Ry"**™ (and we denote the relative dimension by d5s®).

(crys) For each v | ¢, the subfunctor D xverys(5y of DPXv(p,) is representable by a formally smooth
(over W) object RL:' KIS of relative dimension

d,» 7 = dim(g®*") + (dim(g**) — dim(6)[F, : Q.

2We remark that the vanishing of the “Tate—Shafarevich group” Hl%(g(der)) implies that all obstructions for DXX)(EU) come
from local obstructions, see [Bockle 2007, Theorem 3.1].

3During the following applications of the presented material, we will consider for min the condition of Section 5D, for crys
the condition of Section 5C and for sm the unconditioned deformation condition. We stress, however, that for the purpose of this
section we treat min, crys, sm purely formally as deformation conditions satisfying the listed assumptions of Definition 3.9.
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(min) For each v € §, the subfunctor D™ x»™2(5 ) of DX (p,) is representable by a formally smooth
(over W) object R,‘;j’x”’min of relative dimension

O,min der
d" ).

= dim(g

(00) For each v | oo, the functor DP % (p,) is representable by an object (over W) of relative dimension
dD dim(b°%). (As £ > 2 = #Galp,, the strict £-cohomological dimension scd,(Galp,) is zero, i.e., the
representing object is automatically formally smooth over W.)

(Presentability) There exists a presentation
0
R = REOOMM Ly x 1/l )

for integers a, b fulfilling a — b = (#S; — 1). dim(g®). In this equation, we take

O, xv,mi .
R,y7™ME ifve S:

RYO™™m = ®R with R, = { R, if v | (5)
ves RS if v]oo.

Sps X min,crys

(R =T) The ring R?Z is formally smooth of relative dimension

ro := dim(g).#S; — dim(g®®).

Remark 4.1 (Taylor—Wiles condition). Let v | 0o so that scdy(Galf,) = 0, then it follows from condition
(00), scdg(Galf,) = 0 and the remark following Definition 3.26 that

dim(6%%) = dimy (R") = h! (Gal,, g%°%) +dim(g®*) —h°(Gal,, g%°%) = dim(g®®*) — h°(Galf,, g%%).

This implies
> h%(Galp,, %) = [F : @].(dim g®* — dim(6%)). (6)
v|oo

We can now state the main result of this section.

Theorem 4.2. Suppose the six conditions are met and, for v | £, write d U, sm dlm(gder) ([F, : Q¢]+1).

Us,,x,min,sm

(1) The ring R, is formally smooth of relative dimension

#S,. dim(g) — dim(g®) + [F : Q]. dim(6%°%).

If the unframed deformation functor D)S(Z’min’Sm is representable, then Rg(l’min’sm is formally smooth of
relative dimension [F : Q]. dim(b9°%).

(2) Let L := (L), be the system of local conditions corresponding to the deformation functor

DX min, S1(p). Assume:

(a) g= g% @ g® (e.g., because £ > 0).

(b) H%(Galp, g?=Y) =0

(c) Forv € S, we have dim(L,) = h°(Galf,, g%°%).
Then H}:L (Galp.s, g%Y) = H(Galf,g, g*~) = 0.
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Remark 4.3. (1) As the deformation conditions sm and crys are relatively representable (see condi-
tions (1) and (2)), Dgfe’mm’sm is representable if Dg(e is representable. For example, this is the case if

p is absolutely irreducible (in the sense of Definition 3.14).

(2) For v ¢ S, the equality dim(L,) = hO(Galpv, g®T) holds automatically if £ > 0 (so that g =
gder D gab)_

Proof of Theorem 4.2. First remark that the second claim of part (1) follows by a straightforward lifting
argument from Proposition 3.5, as R S;‘Z PR s a power series ring over R g([,mln,sm, and from the formula

dim g = dim g49°* + dim g2®.
For the first sentence of (1), we use the shorthand notation d} = ), _, d; for a subset T of Plf.
Moreover, we write d5. for dgoo and dj for dg, . Let us consider the commutative diagram:

. f 1 .
0 I Rg_‘;c,mln,sm RS;)C,mln,Crys 0

T

Os,, x,min,sm Os,, x,min,crys
s X min, > X,min,
— R

0—>J—>R&Z p s, —0

In this diagram, the right square is a pushout square, R;fc’min’crys is defined as in (5) (but with R, =
R"™= for v | £) and f, g are the canonical projections. Moreover, 77 = ®yes, 7Ty is induced from the

natural transformations

Ds/ ,X,min,crys ~

DSZ — D,,

where D, is the deformation functor corresponding to (i.e., represented by) the ring R, in (5) and,
analogously, 7" = ®,es, 7, is defined with crys in place of sm.
Using the list of assumptions, we can rewrite the above diagram as:

f
O —_— I e W[[X], ce ey .deD,sm_i_dODO_"_dSD,min]] e W[[X], ey xdeD.crys_'_doDO_'_dE,min]] e 0
| | Iy
0——J —— W1, oo Xl /(fi, s foney) ———— Wty 2] ————— 0
with y = (#S; — 1). dim(g®®) +d™ + d +d5™®. By Lemma 3.3, Ry ™™*" is formally smooth if
we can show gen(J) <m — (m —y) —ro=y —ro. As f is a surjection of regular rings, it follows by
the same token that gen([) = d; "™ — déD "“*Y%_ From the pushout property of the diagram, we can easily

deduce that gen(J) < gen(/). Thus, we are left to show the inequality

d* —d; T <y —ro = (#S — 1).dim(g™) + d; % + d] + dg ™ — dim(g) #5; + dim(g*°)
= #S,.(dim(g®®) — dim(g)) + de'j’sm + doDo + d?,min‘
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By assumptions (min) and (c0) and by the identity dim(g®®*) + dim(g®") = dim(g), this amounts to
d," ™% > dim(g%®").(#Q + [F : Q) — dim(6%")[F : Q.

Assumption (crys) amounts precisely to the fact that this inequality is fulfilled (with equality), which
. . Us,, x.min,sm
implies the formal smoothness of R,
Ds[,)(,min,sm ;

R,

. Moreover, we easily check that the relative dimension of

y = (#S, — 1).dim(g*®) + dEysm +d2 + dE,min
= #8.dim g*° — dim g* + dim g**".([F : Q] +#%2,) + [F : Q]. dim(6°°") +#S. dim(g**")
=#S,.dim(g) + [F : Q]. dim(b%%) — dim(g®®).
Concerning part (2), note that (using condition (a)) we have an exact sequence

0— g/g%m

—> IDW‘SN(EU) —> 0

__ _der der\Galp,
—_ vo—> sm, —
g /@) EpDen s )

for v | £. Therefore, using condition (2), we have for v | £ the following:
dim(L,) = dimtpzen 5 ) = h°(Galr,, g% +[F, : Q. dim(g*").
Recall the Greenberg—Wiles formula [Neukirch et al. 2008, Theorem 8.7.9]:
dim H} (Galp,g, g°) — dim H}., (Galp g, g**")
= h’(Galps, g°%) — h%(Galrs, g%¥) + ) _ (dim(L,) — h°(Gal,, g°°))

vesS,

By [Bockle 2007, Section 5], we know that H é (Galg s, g%¢7) can be identified with the tangent space

X,min,sm

of the functor DS{ and hence (by part (2)) equals [F : Q]. dim(b%%). For v| oo, we have L, C
H'(Gal F.s,» 89¢%) = 0. Thus, using the Taylor—Wiles formula (6) and assumption (b), the sum evaluates to

Z(dirn(L,,) — h%(Galg,, %)) = [F : Q]. dim(g%%) — [F : Q].(dim(g%%) — dim(b%%)).

vES(
Therefore we get
—dim H;, (Galp,s, g%) = h°(Galr.s, g°*%).
As neither quantity can be negative, they must both vanish and the result follows. O

From the exact sequence
Hpi (Galp,s, g%)" — M5, (g%) — 0
(see, e.g., equation (9) on page 10 of [Bockle 2007]) we can deduce:

Corollary 4.4. Under the assumptions of part (2) of Theorem 4.2, IH% (99¢%) vanishes. In particular,
Ose)ix ,— .

in view of Proposition 3.30 the unrestricted deformation functor D;{ Se)X (p) is globally unobstructed

precisely if the local deformation functors DX (p,) are relatively smooth for v € SU .
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We remark that D)X (5,) is relatively smooth for v € Q,, by Proposition 3.22, so Corollary 4.4
holds true with “ ...for v € S;” in place of “ ...for v € SU Q,”.

Potential unobstructedness. We start with the following easy observation:

Proposition 4.5. Let K be a local field and let K' be a finite extension of K such that £ does not divide
the index [K' : K. Let p be a G-valued residual representation of Galk and fix a lift x of the determinant.
Then unobstructedness of DE\X )([) | Galg) implies unobstructedness of DE\X )([)).

Proof. This follows immediately from the injectivity of
resg/ |k : H*(K, g9*") — H*(K', g%*));
see [Neukirch et al. 2008, Corollary (1.5.7)]. O

This proof is not directly applicable to the global situation, as we have to keep track of the set of
places at which we allow ramification. Therefore, we first describe a more flexible method which can
also handle conditioned deformation functors:

Definition 4.6 (Dual-pre condition). Let F’| F be a finite extension of number fields:

(1) Let v' € Pl v € Plg such that v’ | v. Moreover, let L, C H'(F,, g'3?), L, C H! (F,, g(de9)) be
local conditions. We say that L, is a dual-pre-L/, condition if resY,(Ly-) C L, where

res‘\}/, : H](Fv, g(der),\/) — Hl(Fli/, g(der),\/)

denotes the usual restriction map.

(2) Let £' = (L},)ep1,., be a system of local conditions for F’. We say that a system £ = (L,),epi, of
local conditions for F is dual-pre-£’ if for each pair v, v’ as above, L, is a dual-pre-L’, condition.

Example 4.7. Let F, F’ be as in Definition 4.6 and fix a finite set S C Ply such that p is unramified
outside S. Take for £ the local system parametrizing all deformations which are unramified outside S,
ie, L,=H'(F,, g%")ifveSand L, = H'(Galg, /I, g'%") otherwise. Analogously, let £’ the
local system parametrizing all deformations which are unramified outside S. Then any lift of p which is
unramified outside S is, after restriction to Galg, a lift of p | Galp which is unramified outside S. But
this implies easily that the restriction map res,s : H!(F,, g‘4**) — H'(F s g‘9?)) maps L, into L', for
any pair of places v, v’ with v’ | v. Using the fact that Tate duality is given by the cup product which
sends unramified classes to zero, we see that £ is dual-pre-L£’.

Lemmad4.8. Let p, F and F' be as above and assume (€, [F': F1)=1. Let L= (L,)vepi,, L = (L) vepi,,
be systems of local conditions (with associated deformation conditions D and D) such that L is dual-pre-L'.
Moreover, assume that DIF1-00.D' (p | Galg) has vanishing dual Selmer group. Then also DIHLGO.P ()
has vanishing dual Selmer group.
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Proof. As above, the invertibility of [F’ : F] implies that the restriction map
H'(Galp, g*") — H'(Galp, g*7")
is injective. Consider the diagram with exact rows:

HZI:L(F’ g(der),\/);) Hl (F, g(der),\/) N @UGP]F Hl (FU’ g(cler),\/)/Li

| | |
Hﬁl/,L(F/v g(der),\/);> HI(F/, g(der),\/) . @v’EPlF/ Hl (Fli/’ g(der),\/)/L:;/J-

The vertical map on the right is defined because £ is dual-pre-£’, and this implies the well-definedness
of ¢. A simple diagram chase implies injectivity of ¢, from which the claim follows. O

The following follows now directly from Example 4.7 and Lemma 4.8:

Corollary 4.9. Let F be a number field and let F' be a finite extension of F such that £ does not divide

the index [F' : F]. Let p be a G-valued residual representation of Galg which is unramified outside a
Sinite set of places S and fix a lift x of the determinant. Then unobstructedness of DE\X ;GalF /)(,5 | Galg)

implies unobstructedness of Df\x ) (p).

5. Local deformation conditions for G = GL,

Let K be a finite extension of Q, and let k be a finite field of characteristic £. In the following, we
consider deformation conditions for a continuous representation p : Galg — GL,, (k).

5A. Unrestricted deformations (p # £). In the case p # £, we have the following result:

Theorem 5.1. Spec R™(p) is a reduced complete intersection, flat and equidimensional of relative

dimension n*

Proof. This is Theorem 2.5 in [Shotton 2018]. ]

over Spec W.

5B. Unrestricted deformations (p = {£). For the remainder of this subsection, we assume that p is the
semisimplification of the reduction of a crystalline representation

p :Galg — GL,(L)

for a suitable finite extension L of @, with residue field k and for p = £. Denote the set of embeddings
7: K> Q p by Ex and for © € Ex denote by HT, (p) the multiset of Hodge—Tate weights of p with
respect to 7.

Theorem 5.2. Assume that K | Q,, is unramified and that for each t € Eg:
(1) There exists an o € Z such that all Hodge—Tate weights in HT;(p) lie in the range [o, o + £ — 3].

(2) The Hodge—Tate weights of p are nonconsecutive, i.e., if two numbers a, b € Z occur in HT;(p), then
la —b| # 1.
Then RZ(p) = Wix1, ..., xull withm =n*>.((K : Q¢]+ 1).
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Before we come to the proof, recall the theory of Fontaine and Laffaille [1982], as normalized in
[Clozel et al. 2008] (see also [Barnet-Lamb et al. 2014, Section 1.4]): We consider the category FLo, .0, ,
consisting of Og ®z, Or-modules M, endowed with a decreasing filtration (Fili M);c7 with Fil°M =M
and Fil*~! M = 0 and a family of Frob ®1-linear maps Fil' M — M such that ¢' | Fil' 7! = ¢£.¢/*! and
> @' (Fil' M) =M. Let FLo, .x denote the full subcategory of finite length objects which are annihilated
by the maximal ideal @ .O;. We need the following well-known facts:

» There exists an exact, fully faithful, covariant and Oy -linear functor
Gg: PL'OK,OL —> RepoL (GalK).

The essential image is closed under taking subobjects and quotients. Moreover, Gk restricts to a

functor
FLo, x — Rep, (Galg).

e For M € FLo, 0, projective over Oy, we have
HT. (Gk (M ®z, Q) =FL: (M ®0, k),
where for N € FLo, x we denote by FL, (V) the multiset of integers i, such that
g' (NY) =Fil' N ®0,@,,0, 791 O/ Fil'*' N ®0,@,,0, 791 OL

does not vanish, where i is counted with multiplicity dimy gr' (N7).

o Assuming condition (1) of Theorem 5.2, any Galg-stable Oy -lattice of p is in the image of Gk, and
so is its reduction A /@ .A.

o Morphisms in FLo, ; are strict with filtrations. If f: M — N is such a morphism, then f (Fil' M) =
f(M) NFil' N foralli € Z. In particular, if M, N € FLo, x fulfill

FL.(M)NFL,(N) @)

for all T € Eg, then Hom@oK,k(M, N)=0.

Proof of Theorem 5.2. As h*(K, ad p) is an upper bound on the number of generators of the kernel of a
surjection W[[xy, ..., x;]| = RZ(p) with s = dim Z' (K, ad p) (see [Allen 2016, Proposition 2.1.2]), we
have to prove

H*(K,adp)=0. (8)

Moreover, using the exact sequence
— —\Gal
0— adp/(ad p)~*¥ — 'p0) — Dw = 0
and the local Euler-Poincaré formula, we can compute
s=h"(K,ad p) +n*—h"(K,ad p) =n? — x (K,ad p) = n*([K : Q,] + 1).

Thus, (8) implies the claim.
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As the trace pairing identifies ad p* and ad p(1), we are finished if we can show that
H*(K.ad p)* = H(K,adp") = H(K ad 5(1)) = Homg, (5. p(1)) = 0.

Because Homgy, (0, 0(1)) = Homga, (p(1 — ), p(2 —«)), we can assume without loss of generality
that o = 1.

It is easy to see that we can choose a Galg -stable Oy -lattice A of p such that its reduction is semisimple,
i.e., AJwy.A = p (if necessary, after replacing p by a base change p ®, L’ to a sufficiently ramified
finite extension L’ of L, which does not affect the validity of (8)). By our first assumption that all weights
of p lie in the range [1, £ — 2], it thus follows that p is of the form Gx (M) for a suitable M € FLo, .
By the same argument, p(1) = Gg(/V) for a suitable N € FLp, . As the cyclotomic character shifts the
weights by —1, the second condition translates precisely into the condition (7). Thus, using that Gk is
fully faithful, we get

0 =Homg, (M, N) = Homgyg, (0, p(1)). O

5C. Crystalline deformations ({= p). Let K be unramified. Consider again a representation p: Galg —
GL, (L) which fulfills the conditions of Theorem 5.2. We will also make the additional assumption that
all occurring Hodge—-Tate weights of p have multiplicity one. We will consider the deformation problem
crys of p consisting of those lifts p : Galg — GL, (A) of p for which p ® 4 A’ lies in the essential image
of Gg for all Artinian quotients A’ of A (see [Clozel et al. 2008, Section 2.4.1]). We refer to those lifts as
FL-crystalline lifts of p.

That crys defines a deformation condition in the sense of Definition 3.16 was already remarked in
[Clozel et al. 2008] and follows easily from the Ramakrishna framework [1993]: We remarked already in
Section 5B that the essential image of Gk is closed under subobjects and quotients. That the essential
image is closed under direct sums follows immediately from the exactness of Gk, since then Gg preserves
direct sums (see [Freyd 1964, Theorem 3.12%]). Thus we can record the following (where for part (2)
we refer to the remark just below Proposition 3.10):

Lemma 5.3. Let A be the ring of integers of a finite, totally ramified extension E of Quot(W (k)) and let
A’ be the ring of integers of a finite, totally ramified extension of E (so that we have k = kx = k) Then:

(1) The functor D[D\’crys (p) is representable by a quotient R?’Crys (p) of R[D\ (p).
(2) The functor Dficrys (p) is representable by
O,cr —\ ~ O,cr _
Ry (0) = AN @n Ry (D). 9)

We remark that the condition crys fulfills the extended requirements as described in Remark 3.11, so
that (9) holds even if oo > [kp/ 1 ka] > 1.

Lemma 5.4. Under the above hypotheses
O,cr —\ ~
Ry () = Allxi, - ., Xl

withm =n?>+[K : Q¢l.n.(n — 1)/2.
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Proof. This is a part of the statement of [Clozel et al. 2008, Corollary 2.4.3]. U
Let us also note the following useful compatibility with base change:

Lemma 5.5. Let K' be a finite unramified extension of K with associated inclusion map x| g : Galg: —

Galg. Set p' = pougr| k. Let p be a crystalline lift of p. Then p’ = p o x|k is a crystalline lift of p'.
In particular, the restriction map res : H'(K,ad p) — H'(K', ad p') maps the tangent subspace

associated to the crystalline deformation condition for p into the tangent subspace associated to the

crystalline deformation condition for p’.

Proof. This is a direct consequence of the following compatibility of the Fontaine—Laffaille functor
with base change: Let M € MFp, o, , then Ok’ ®o, M defines an object of MFp,, o, . It follows
from the definition of the functors Gk, Gk and a calculation analogous to the one in Section 3.11 of
[Fontaine and Laffaille 1982] that Gx (M) and Gx' (Ok’ ® v, M) are isomorphic as Oy -modules and that
this isomorphism commutes with the action of Galg-. In other words,

rg/(Gx (M) = G (O @0, M)
where r,lg, denotes the restriction to Galg:. ]

5D. Minimally ramified deformations (p # {£). For this subsection, recall from [Clozel et al. 2008,
Section 2.4.4] the minimal ramification condition for a lift p of p. Let Px denote the kernel of one (hence,
any) surjection Ix — Z,. Moreover, let A; denote the set of equivalence classes of Pk -representations
over k such that Homp, (7, p) # 0. Then the following can easily be deduced from the material in [loc. cit.,
Section 2.4.4], in particular [loc. cit., Corollary 2.4.21]:

Proposition 5.6. Assume that any T € Aj is absolutely irreducible. Then we have:

(1) The condition of being minimally ramified defines a lifting condition, denoted min. The representing

universal object fulfills
RU™M™(5) = A[Xy, ..., X,2].

(2) If A is the ring of integers of some finite extension of Quot(A) with residue field ky» = k, we have
R[I:\l;min(ﬁ/) ~ A/ R4 R?’min(ﬁ).

We will be particularly interested in the case where p has unipotent ramification i.e., where p(Px) ={1}.*
In the unipotent case, we have a strong connection between minimally ramified liftings and liftings of
prescribed type as considered in [Shotton 2015]. In order to make this precise, let E denote the quotient
field of A and E its algebraic closure.

4This notion is explained by the observation that p is unipotently ramified if and only if p(/g) lies in a conjugate of the
standard unipotent subgroup consisting of upper-triangular matrices in GL;, (k) with diagonal entries all equal to 1.
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Definition 5.7 [Shotton 2015, Definition 2.10]. Let t: Ix — GL,,(E ) be a representation which extends
to a continuous representation of the Weil group W of K (considered with the ¢-adic topology). Then
the isomorphism class of t is called an inertial type. (Warning: This differs from the usual definition of
an inertial type as e.g., in [Gee and Kisin 2014].)

Let p be a lift of p which has values in E, then we say that p “is of type t” if p | I is isomorphic to .

For the following we consider a T which is defined over E. Then we say that a morphism x : Spec E —
Spec Rg (p) is of type 7 if the associated E-valued representation p, is of type r. This notion depends
only on the image of x (because 7 is defined over E).

Definition 5.8 (Fixed type deformation ring [Shotton 2015, Definiton 2.14]). Let R/D\’T (p) be the reduced
quotient of R[E\| (p) which is characterized by the requirement that Spec R?’T(ﬁ) is the Zariski closure of
the E-points of type T in Spec RE (p).

A general classification of inertial types is given in Section 2.2.1 of [Shotton 2015]. Under the unipotent
ramification assumption, this becomes particularly simple: The set Z%** of the isomorphism classes of
inertial types which are trivial on Pk is in bijection with the set ), of Young diagrams of size n. The
partition (Iq, ..., Il;) (with [; > [;;1) corresponds (using the notation of [loc. cit.]) to the type given by the
[k -restriction of the Wi -representation

k
P spa, i,
i=1

where Sp(e, ¢) is defined as in [loc. cit., Section 3.1]. We can express this differently: Each member of
701 is uniquely characterized by (the conjugacy class of) its value on the generator ¢ : = iy of Ix/ Pk,
and a bijection V : ), — 7" is given by

01

01
with B, = € Mysm (E).

B,
B

Uiy ) > T@) = | 1+ b
Bi,
(10)
On the other hand, we can associate to a T € Z** a partition of n by considering the kernel sequences:

O: 7" 5 Y, T (s1,...,5)
with
s; :=dimker(z(¢) — 1) — dimker(z(¢) — 1)' !

and

r:=min{i | dimker(z(¢) — 1)’ = dimker(z(¢) — 1)’} = min{i | ker(r(¢) — 1)) = V}.
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(Here, V is the vector space underlying T and we use the convention that £ is the identity map for any
linear map f.) It follows easily from the characterization of Z%** in (10) that s; > s;,1, i.e., that © has
values in ),,.

It is an easy combinatorial calculation to check that t is uniquely characterized by its value under ®
and that each Young diagram occurs as a kernel sequence (i.e., that © is a bijection). More precisely, we
have:

Lemma 5.9. The map ® oV~ : ), — Y, is given by the conjugation operation on Young diagrams (see
[Fulton and Harris 1991, Section 4.1] or [Harris et al. 2008, Section 2.8)). In particular, for a given
T € I, the block matrix structure of T(¢) (up to reordering blocks) as in (10) determines its kernel
sequence and vice versa.

Proof. Retaining the notation used in (10), we first remark that for i € Ny we have
dimker B) = min(i, m).

Thus, setting B = diag(3;,, ..., By), we get

k
dimker B = Z min(i, [ ;).
j=1

Consequently the kernel sequence (s1, ..., s,) associated to (/1, ..., lx) is given by
k
s5; = Zmin(i,lj) —min( — 1,1;) =#{j | 1; > i} =max{j | ; > i)
j=1
and

r=max{l;|j=1,...,k}=1.

Hence, the transition (/1, ..., [x) ~ (s1, ..., s,) is precisely the conjugation operation of reflecting a
Young diagram at the main diagonal (see [Harris et al. 2008, Section 2.8]), e.g.,

[ ] -

g

In order to state the desired comparison result, let us recall that we consider a residual representation
p : Galy — GL, (k) with unipotent ramification. Let A = (I1,...,[lx) € ), such that p(¢) ~ 1+
diag(By,, ..., By). Let Tt = V() € 7.

Theorem 5.10. Assume p is unipotently ramified and t as above. Then there is an isomorphism of the
quotients
O, =y ~ pdmin, —\ ~
RA (p)=RA (p)zA[[X17""Xn2]]

ofR/D\ (p), i.e., a lifting of p is minimally ramified if and only if it is of type t.



Unobstructedness of Galois deformation rings 1355

Proof. The diagram

" R?’“”““”\E
T~ /

Ry (p)

RY(P)

allows us to consider the E -points of Spec R/D\’min([)) and Spec R/D\’T(ﬁ) as subsets of the E -points of
Spec RE([)). We claim that they are equal: Translated into terms of E-valued representations, we have to
compare the sets

) _ | p lifts p and has values in Op,
EM = {p:GalK—>GL,,(E) }

dimker(p(¢) —1)' ' —dimker(p(¢) — 1)’ = ;Vi

and

E' ={p: Galg — GL,(E) | p lifts 5 and has values in Og, plIx =1}.

Lemma 5.9 implies that E™® = E7.

Now by definition of the ring RE’T (p) (as the schematic closure of the points in &%) we have

ker(R3(7) — Ry (p) = [ ker(p).

peET

Moreover, we clearly have

ker(RY (p) > Ry™™() € () ker(p).

pE Emin

—min

Hence, by o= O we get a factorization
= O, mi = P O,
RDA(/)) - R;, len(p) - Rh ’ (,0)

where the middle and the right ring have the same spectrum as topological spaces. Now we know by
Proposition 5.6 that R,D\’min (p) 1s formally smooth over A of relative dimension n? and that dim Rf’r (p)=
n? 4+ 1 (combine Theorem 2.4 and Proposition 2.15 of [Shotton 2015]). Thus, ¢ is an isomorphism by

Proposition 3.4 and the claim follows. (|

SE. Taylors deformation condition (1, ...,1) (£ # p). We continue to consider a unipotently ramified
residual representation p : Galy — GL, (k). If A € Co is a coefficient ring, we say that an A-valued lift p
of p fulfills the condition (1, ..., 1) if charPoly(p(§)) = (T — 1)" for all ¢ € Ix. By our assumption that
p is unipotently ramified, it is sufficient to check the case where £ is a topological generator of the tame
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inertia. This defines a deformation condition (and, in comparison to [Taylor 2008], we don’t assume that
p is trivial; see [Thorne 2012, Remark before Proposition 3.17]).

Proposition 5.11. If a lift p is minimally ramified, it fulfills the Taylor condition. In particular, there is a

canonical surjection

RD,(I ..... 1)(1(—)) s RD,min('(—))’

and a morphism RD- (D (p) — A factors through this surjection if and only if the associated A-valued
lift of p is minimally ramified.

Proof. By the unipotency assumption, we can assume that p | Pk is trivial and p(¢) is upper-triangular
with each diagonal entry equal to 1 (where ¢ is a topological generator of Igx/Pk). If a lift p is
minimal, it follows that p | Pk is trivial and that p(¢) is unipotent; see [Clozel et al. 2008, Lemma 2.4.15,
Assertion 3 = 1]. It follows that p (o) is unipotent for any ¢ € Ig. This proves the claim. g

Proposition 5.12. Let L be a finite extension of K. Let
po D G — GLy(RZD ()
be the universal lifting of p with respect to the condition (1, ..., 1) and let
pLD,(l,...,l) -G — GL,(RZU+D (5 Gp))

be the universal lifting of p | G with respect to the condition (1, ...,1). Then there exists a unique
morphism of Cy-algebras ¢ : RE D5 Gp)/() — RD’(I""’I)(,E)/(Z) such that

(.. 1D 0.qa,..., 1
pF 0D |G =gop, D).

Proof. The lifting p= (1D fulfills the condition (1, ..., 1), i.e., charPoly(p™ "D (a)) = (T — 1)" for
allo € Ig. As I C Ik, pD’(l’“"]) | G is a deformation of p | G; which fulfills the condition (1, ..., 1),
i.e., factors via GL,(R™(L++D(p | G1)). This implies the existence of a map RZUD(p|Gp) —
R (LD (5) whose mod-£ reduction fulfills the required properties. U

Lemma 5.13. Let p be an A-valued lift, where we assume that A is reduced. Write X = p(¢). Then
xx := charPoly(X) equals (T — 1)" if £ > g™

1

Proof. Assume first that A is an integral domain. By the condition ¢ X9~ = X9 we see that raising to

the g-th power permutes the eigenvalues of X (understood as a list of n elements). Thus, any eigenvalue

#n _ 1) = (g™ — 1)-th root of unity. Thus, if Q(u) denotes the decomposition field of

of X must be a (g
the polynomial f(T) = T4"=1 — 1 over the quotient field of A and A(u) denotes the integral closure of
A in Q(u), then xx decomposes completely in A(u)[7T]. On the other hand, each eigenvalue of X is

sent to 1 by the canonical reduction map

m' i A(R) = A() @4 A — A(p) ®ak.
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n

As the kernel of 7’ is a pro-£-subgroup and as (£, g™ — 1) = 1 for any m € N, it follows that any
eigenvalue of X is 1, i.e., that xx = (T — 1)". The result for a general (reduced) A follows easily from

using the embedding

A= [TA/a.
q

where ¢ runs through the minimal primes of A. U

Corollary 5.14. If £ > ¢, then REUD(5)y = RY(p). In particular, RE- G-V (p) is reduced (see
Theorem 5.1).

Proof. By Lemma 5.13 (together with Theorem 5.1), we see that the identity map on RY(p) factors
through R™(-~D(p). On the other hand, R™ (-1 (p) is by definition a quotient of R™(p). Thus, we
have found a surjective endomorphism of R™(1+~1 (%) (which must then be an isomorphism, as the rings
in question are noetherian) which factors via R(5)". This proves the claim. O

6. On automorphic forms on unitary groups

6A. The group G,. For n € N recall from [Clozel et al. 2008, Section 2.1] the definition of the group
scheme G, over Z and the multiplier character m : G, — GL;. We write g,? for the connected component
of the identity and g, for the Lie algebra of G, (where we differ in notation from [loc. cit.]). We
have G3°* = GL, and G2* = GL, xZ/2Z. 1If F is a CM-field with totally real subfield F*, recall in
particular the connection between GL,-valued conjugate self-dual representations of Galr and G,-valued
representations of Galg+; see [loc. cit., Lemma 1.1.4] or [Gee 2011, Lemma 5.1.1].

We will be particularly interested in deformations of G,-valued residual representations. In the local
split case, there is a substantial simplification possible: Let k be a finite field and let p be a GL,,-valued
representation of Galg, let x a character such that ¥ p* = p¢ and let 7 be the associated G, (k)-valued
representation of Galg+. Moreover, let A be the ring of integers of a finite extension of the quotient field
of W (k). The following proposition now follows easily from the definitions:

Proposition 6.1. Let v be a place of F* which splits as V0° in F. Denote 7\, :==T | Galg+ and py =
p | Galp,. Fix alift x, : Galp+ — A™ of mor,. Then

xw = \ ~ — i ~ i ~
RO )= RO (5s),  HI(FF, g8 ) = H (Fy, gl,) and Z'(F), o) = Z'(F;, gl,).

This observation allows us to define local conditions for deformations of 7 at split places by GL,,-valued
local conditions. In order to make this precise, let ¥ C PlﬁFIlr be a finite set of places and assume that
any place in ¥ splits as v = D1° in the extension F | FT (so, in particular, we fix a place v above v).
Moreover, assume that 7 is unramified outside X, i.e., factors through Galg+ 5. We set 3= (viveX}.
Fix a character x : Galp+ y — A lifting mo 7. Moreover, for each v € 3 fix a deformation condition
D, of the GL,-valued representation p;.
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Definition 6.2 (Deformation problem, following [Clozel et al. 2008]). The collection
y= (F | F+9 Ea i» A, f$ Xa {Dv}ve):),

parametrizing deformations r of 7 to C, which fulfill mor = x, which are unramified outside ¥ and
fulfill D, (via Proposition 6.1) at v € X, defines a global deformation condition.

We end this section by a remark on the conventions for multiple framings, in which we differ from
[Clozel et al. 2008]. For this, let 7 C X be a nonempty subset and recall our Definition 3.17 for the
multiply framed deformation functor D?T’S(f) and its representing object R?T’S(f). Comparing this
with the functor and representing object considered in [loc. cit., Definition 2.2.7], which we denote by
D[E\lT’S(f) and R%T’S(f), we easily get the following observation:

Proposition 6.3. DgT’S(f) is representable if and only if D?T’S(F) is representable, and in this case we
have

RET,S(f) ~ RET’S(f)[[Xl, oo Xyr Il

6B. Automorphic forms and Hecke algebras. For this subsection, let us assume that the extension
F | F* is unramified at all finite places and, in case n is even, that %[F T : Q] is even. This allows us to
fix a definite unitary group H over Op+, as considered in [Guerberoff 2011, Section 2.11] or [Geraghty
2010, Section 1.1], whose key properties we recall here:

o The extension of scalars of H to F is an outer form of GL,, /F T, which becomes isomorphic to
GL,, /F after extending scalars to F.

e H is quasisplit at every finite place of F*.

e H is totally definite, i.e., H(FJ) is compact and H (F,") = U, (R) for all infinite places v of F.

« For any finite place v of F* which splits as VD¢ in F, we can choose an isomorphism ¢;: H (F,") —

GL, (Fy) whose restriction to H(Op+) provides an isomorphism H (OF+) =GL,(OF,).

Level subgroups. Let us fix a finite subset 7 C Plf}“+ such that each v € T splits as vv¢ in F. For the
remainder of this section, the letter U will denote an open compact subgroup of H(AZ). For later

applications, we will be particularly interested in the choice U :=], epIfn, U, with:

F

o If vis not splitin F | F*, then U, is a hyperspecial maximal compact subgroup of H (F").
o If v ¢ T splits, then U, = H(Op+).

e IfveT,thenU, = L;l (Iw), where Iw C GL,(OF,) denotes the Iwahori subgroup.

We remark that in many articles (e.g., [Clozel et al. 2008]) the set 7 is enlarged by a choice of auxiliary
places at which a suitable level condition is imposed. Our arguments don’t require such auxiliary places.
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Weights. Recall the parametrization of complex and ¢-adic representations of unitary and general linear
groups, e.g., from [Guerberoff 2011]:

e To a tuple @ = (w,) € (Z")HomF".R) we agsociate the representation
to HFD = [] HEH= [] u® % ] GLi(Wa,) € GLy(Wa),
teHom(F+,R) teHom(F1+,R) teHom(F+,R)

where W, = ®. W,,. and where ¢ is the product of the highest weight representations W,,_ attached to
the weight w; (see e.g., [Bellaiche and Chenevier 2009; Guerberoff 2011; Geraghty 2010]).

o Let £ be a rational prime such that every place v of F above £ splits in F | F* and fix for each
such v a place v of F' above v. Let K be a finite extension of @, which is F-big enough and let
o= (w;) € (7" +)Hom(F.K) To each T € Hom(F, K) we can associate a place v of F above £ for which

we have just fixed a place V. Denote this assignment Hom(F, ) — Qf by 7 +— w;. Let

g5 [[ HEDH = [] GLu(Fy)

veﬂf vle
dy
e T T1 o= J] Gl
VEQZF reHom(f,IC) teHom(F,K)
we=>

L[] oL.wr) coL,wh
teHom(F,K)

be the representation where each d, is the diagonal embedding, where WX = ®, Wcﬁ and where ¥ is
the product of the highest weight representations Wg’i attached to the weight .. The representation £~
admits an integral model over Ok, whose underlying finite free Ox-module we denote by M S K.

Automorphic forms. We denote by
A(H) =P "™
b

the space of (complex) automorphic forms on H, which decomposes into isomorphism classes of
irreducible representations of H (Ag+), each occurring with finite multiplicity m (;r) (see e.g., [Guerberoff
2011]).

Definition 6.4 (Vector-valued automorphic form). Let w € (Z"-+)Hom(F "B be a weight, then we denote
by S, the space of locally constant functions f: H(A%,) — W, which fulfill

fyh) =y f(h) Vhe HAGR),y € H(F).

(We denote by y», the image of ¥ under the canonical embedding H(F*) — H (F;g).) H (A%‘i) acts on
S, by right translation, and for a level subgroup U we denote by S, (U) the space of U-fixed vectors.

There exists an H(Ap+) = H(Ap+ o0) X H (A%‘i)—equivariant decomposition

A(H) = @Ww ®S,.
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Thus we can associate with f € S, the automorphic representation ( f) that is uniquely characterized by
the condition that it contains all vectors of W, ® f. The main feature of the group H is the existence of

avatars.

Theorem 6.5. Let I1 be a RACSDC automorphic representation of GL, (Ar) of weight w € (2™ )Hom(F.©)
in the sense of [Clozel et al. 2008, Section 4]. Then there exists an automorphic representation 1wy of
H (Ap+) such that T1 is a base change of my:

o For each archimedean place v of F* and each place ¥ of F above v, we have my ,, = §,..
o For each finite place v of F™ which splits as Vv in F, I1; is the local base change of ...

o If v is a finite place of F* which stays inert in F and for which T1, is unramified, then 1, has a fixed

vector for a maximal hyperspecial compact subgroup of H (F,).

Proof. See [Guerberoff 2011, Theorem 2.2] and [Geraghty 2010, Lemma 2.2.7]. O

Hecke algebras. We continue to consider a fixed set of places 7 as above (with corresponding level
subgroup U = U7) and a weight w. For j € {1, ..., n} and for w a place of F which is split over F*
and does not divide an element of 7, we consider the following Hecke operator (acting on S, (U)):

Ty = [U't;l (W%Ij 1n()_/) 'U]

For a finite set 7' C Plf'p"+ containing 7 and a subring # of C we define the Hecke algebra

ATT WUy = im(2ITY | j e(l,....n}, w e PP 7] & Ende (S0 (1)),

where Pl;plit’T, denotes the set of places of F which are split over F* and which do not divide an

element of 7’. Besides the case # = Z we will be interested in #Z = £ (the coefficient field of an
eigenform f with respect to ZTwT (U))andin Z =EWU) =[] ¥ &y, where the product (i.e., the field
compositum operation) runs through all eigenforms of S, (U). We note the following well-known facts:
There are only finitely many (one-dimensional) eigenspaces C. f1, ..., C. f; contained in S, (U), so E(U)
is a number field. Moreover, S, (U) admits a basis of eigenforms, i.e., we can choose the f; such that

So(U)=C.fi® - ®C.f,

as a T(Z— (U)-module (see decomposition (3.1.1) of [Guerberoff 2011]). By mapping a Hecke operator to
its f-eigenvalue, any eigenform f € S, (U) gives rise to a Z-algebra-homomorphism

or LT](U) —» €U, T v ap(T)))

and it can be shown that im(¢ ) C Og(y). The form f is uniquely characterized by ¢ ¢ (up to C-multiples).
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L-adic models of automorphic forms. The following is based on Section 2.3 of [Guerberoff 2011]. For
this paragraph, we fix a rational prime £ which does not lie below 7 and such that all places of F* above
¢ are split in the extension F | FT and consider the following setup: Let K be a finite extension of Qy
which is F-big enough and fix an isomorphism ¢ : K = C. Moreover, we fix an £-adic weight @, i.e., an
element of

@R =@ e (2T | e = —wr y_i11VT € Hom(F, K), i €{1,...,n}}.

Definition 6.6. For U C H(A%’) a compact subgroup and an Oj-algebra A, suppose that either the
projection of U to H (F, ;) is contained in H (O F;) or that A is a K-algebra. Then we define

So(U, A)={f": H(F+)\H(ACI’,°+) — AQ®oy Mf’c |ug. f(hu) = f(h)Yu e U, h € H(A%)},
where 1 denotes the image of u under the projection map H (A%,) — H(F, Zr).

We are primarily interested in the case that A is O -flat, so that we have S, (U, A) = A®o, S (U, Ok).
The main connection with complex automorphic forms is as follows (see also [Guerberoff 2011,
Section 2.3]): The isomorphism ¢ gives rise to a bijection ¢} : (Z"’Jr)lc{om(F’K) = (7 )Hom(ER) and the

assignment f > (h + 6, (h¢. f(h))) provides isomorphisms of CH (A7 )-modules

JSoU.C©) =S8, and  So(U,C) =Sy (V). (11)
U

(Here, C is understood as a Ox-algebra via ¢ and ¢ (@)" is defined by if (@)}, = —f (@), 1_;")
For a place w not dividing ¢, the operators T;j ) also act on Seo(U, Ox) C Se (U, C), and this action
commutes with the isomorphism (11). This motivates the following definition: Let 7" be a finite set of

places of F* containing 7 U Qf " and let % be a subring of Ok, then we define the Hecke algebra
ATT (W) =im(q : 2T | j € {l,...,n}, w € PP ] — Endo, (Su(U, Ox))),

where we will often abbreviate TZ(U )= O’CTZ)/(U ). If f e Su(U, Ok) is an eigenform for this algebra,
then we see, using the compatibility with the isomorphism (11), that the eigenvalue for a Hecke operator
T is given by 17! (a f.), where f € St (@yv (U) 1s the corresponding complex automorphic form. In other
words, we can interpret the map ¢ 7 from above as

9 ITIHU) > (EW)) ZEW).

Note that we use the bold symbol T for complex Hecke algebras and the blackboard bold symbol T for
£-adic Hecke algebras.

Fixed type Hecke algebras. Fix a finite set £ C (7' — f ) of places of F together with a tuple o = (0,) .5,
where each o, is a finite-dimensional complex representation of GL,, (OF,). Let ; S (U, Ox) C So (U, Ok)
be the subspace generated by those forms f whose complex correspondents f fulfill the following condition

for all places v € : If 7, denotes the local component of the automorphic representation 7 = (f) at v,
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then 7, | GL,,(OF,) contains o, as a subrepresentation. Note that the T}:} ) (for w in Pl;plit’T) stabilize
the subspace 4 S, (U, Ox), so we can define

2T W)y =im(,q: 2T | jefl,....n}, w e PEP"T ] - Endoy (¢ Su(U, Ox))).

We easily see that the assignment ¢ (T}i )) g q (T;‘u’; )) defines an %-algebra surjection 56 from # TZ;’(U )
to (:f TTZ(U ). We note the following (for Z = Ox):

(@]

e In the same way as for OcT J ,(U ), we can check that g’CTaT),(U ) is free and finitely generated

over Ok.

« Assume that ©x TZ’(U )m = O holds for any maximal ideal m, then g’c TZ’(U )n 18 a quotient of Ok
for any maximal ideal n. By the above bullet point, it thus follows that E‘D;c TZ/ (U)y is isomorphic to
Ok for any maximal ideal n.

6C. Attaching Galois representations to automorphic forms. Retain all notation from above and let
mC 9% TZ,Z (U) be a maximal ideal.

Proposition 6.7 [Guerberoff 2011, Proposition 3.1 and 3.2]. There exists a representation
pm : Galp — GL,y (O T] (U)m)
with the following properties, where the first two already characterize pn uniquely:

(1) pm is unramified at all but finitely many places. If a place v of F is inert and unramified in F and if
U, is a hyperspecial maximal compact subgroup of H(F}), then py, is unramified above v.

2) Ifv e Pl?ﬂr \Te splits as vVV¢ in F, then py, is unramified at v and
charPoly (o (Frob;))
= X" —TVX" o (=D (NPT X (1) (N DT
(3) 55 = pm@EL™.
(4) Fix a set S~25 v of places of F such that S~25 Ty S~25+’C = Qf and denote by I; the set of embeddings

F — K which give rise to an element of ﬁ; " Suppose that w € ?25 Ts unramified over £, that
Uy = H(OF+ ) (for w € Plp+ the place below w) and that for each t € i@ above w we have

E—l—nZ@m Z“‘E@t,nzo-
Then, for each open ideal 1 C O’CTZ} (U) there is an object My 1w of MFo,. o, such that
(P @, 172 gy N T (U)/D) | Galr, = Gr, (Min,1.0)-

If m is non-Eisenstein in the sense of [Clozel et al. 2008, Definition 3.4.3], then pn and its reduction
extend to

Fm: Galps — Gy (OX T/ (U)m) and F: Galps — G, (PCTH(U)/m).

Moreover, mo ry = el}_”S;""w for a suitable .y € Z/27, where 8p | g+ is the nontrivial character of
Gal(F | F).
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In this way we can associate to a RACSDC automorphic representation 7 of GL,,(Ar) and a finite
place A of £(U) a residual representation 7 : Galp+ — G, ([l_:gm). Let us assume that 7, is absolutely
lﬁ

irreducible for all X in a subset of P g(‘U) of Dirichlet density 1. Then the set

Aé(U) = {A | pr. is absolutely irreducible for all A" dividing ¢(1)}

has also Dirichlet density 1. In this way, we get an association from 7 to the compatible systems of

residual Galois representations Ry = (Fr.5)5caL o and R, = (Pr.1)5¢ Ay’

7. Consequences from modularity lifting theorems

Let us start with the following adaption of [Khare and Wintenberger 2009a, Lemma 3.6]:

Lemma 7.1. Let k be a finite field of characteristic £, G a profinite group satisfying the (-finiteness
condition and n : G — G, (k) be an absolutely irreducible continuous representation. Let F,,(G) be a
subcategory of deformations of n in k-algebras which defines a deformation condition. Let nr : G —
GL,, (Rx) be the universal deformation of n in F,,(G). Then Rr is finite if and only if n=(G) is finite.

Proof. The proof of Lemma 3.6 of Khare—Wintenberger goes through verbatim, except that we have to
refer to [Clozel et al. 2008, Lemma 2.1.12] instead of Carayol’s lemma. ]

7A. A minimal R = T-theorem. Our starting point is a RACSDC automorphic representation 7 =
(f) C Sp(U) (where U = Ug for a finite set of places S of F) and a place A € Aé(U). Fix a finite F-big
enough extension K of £(U),. We abbreviate r, r, p, p for the associated Galois representations via
Proposition 6.7 for the unique maximal ideal m containing Ox ®z ker gofp. We assume furthermore the
following:

o All places of S, split in the extension F | F*.
» All ramification of p is unipotent (this can always be achieved by a finite solvable base change).
» p is a minimally ramified (at all places in §) and FL-crystalline (at all places dividing ¢) lift of p.
« p is absolutely irreducible.
e p(Galp(,)) is adequate in the sense of Thorne [2012, Definition 2.20]:
- H'(Xy, k) =0and H' (X, gl°) =0.
— For any simple k;[X,]-submodule W C gl,, there exists a semisimple element o € X, with

eigenvalue o € ky, such that tre, o W # 0. (Here, e, 4 € gl,, denotes the unique idempotent in
k;[o] with image equal to the a-eigenspace of ¢.)

Let us abbreviate R®in)lerysl . — Ré’)c(rfl;;)’[crys](f) for the ring parametrizing fixed-determinant defor-
mations of 7 which are unramified outside Sy (minimally ramified in S) and [FL-crystalline at places
dividing £]. Moreover, let T (resp. T™®) denote the Hecke algebra O’CTff(U Jm (resp. f’CTf,‘(U Jm)»
where m is the maximal ideal such that 7, =7 and where 0 = (0,), 5 is defined as follows: For each

v € S we can associate an inertial type 7, in the same way as we did just before Theorem 5.10. To each
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T, One can associate a representation o, = o (1,) of K = GL,(OF,) (which is then the K-type of the
GL, (F))-representation associated to an extension of 7, to Galr,.) To construct o (7) (see also [Shotton
2015, Section 4.6; Bellaiche and Chenevier 2009, Section 6.5.2; Schneider and Zink 1999]):

« Consider the finite group & = GL,, (£(v)) and its standard Borel subgroup B C 6. Then the irreducible
constituents of the (complex) representation indg(l) are called the unipotent representations of &.
These representations can (canonically) be parametrized by the irreducible representations of the
Weyl group W(&) = S,,; see e.g., [Prasad 2014, Corollary 4.4]. The irreducible representations
of S, in turn can be parametrized by partitions of 7 in terms of Specht modules; see [James and
Kerber 1981]. In other words, we get a canonical bijection & : ), = Rep(®)", where Rep(®)***
denotes the set of all unipotent representations of & up to isomorphism. The map £ can be explicitly
described in terms of induction from Levi subgroups (see [Shotton 2015, Definition 4.34]) and sends

(1, ..., 1) to the trivial representation and (n) to the Steinberg representation.

o Under the unipotent ramification assumption, the set of inertial types 7% is in bijection with the set
YV, of partitions of n via V from Section 5D.

We have a decomposition

indX (1) = infl ind3 (1) = @ my infl& (T1),
[TeRep(H)unt
where I C K denotes the Iwahori subgroup, inﬂg denotes the inflation along the pro-£(v)-radical of
K and where the mpp > 1 are suitable multiplicities. Analogous to [Bellaiche and Chenevier 2009,
Remark 6.5.2(iii)], one can thus check that the assignment t — o () is described in terms of partitions
as T inﬂg (hoV(7)). Observe that the special case n = 2 is precisely [loc. cit., Remark 6.5.2(iii)] and
[Shotton 2015, Example 2.17].
We stress that the notions T and T™™® depend on the choice of the place A.

Proposition 7.2. A map h: T — Qq factors through T™™ if and only if the concatenation
h': RV — T — Q
factors through R™™cTys,

Proof. The map h corresponds to an automorphic form g € S, (U, Ox) such that 7 ;) = 7. By Theorem 5.10
and the above, p(,),, (for v € §) is a minimally ramified lift of p, if and only if it is of type 7, if and
only if (g), is of type o,. (If (g), is of type o,, then p(e) , is at most as ramified as 7,.) Thus, & factors
through T™™ if and only if g € ,S,(U, Ox) if and only if r g is (as a lift of 7) minimally ramified in S if
and only if the associated map A’ : RSV — Q; factors through R™™ctys, O

Theorem 7.3. R™™TYS js finite flat over Oy, so in particular there exists a characteristic-0 point of
Spec R™™CTYS Moreover, we have isomorphisms

Rmin.crys ~ Rmin,crys o~ min
— "'red - .
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Proof. We first remark that R™%:°*¥s /(¢) is of finite cardinality or, equivalently (by Nakayama’s lemma),
that R™™°*¥s ig finitely generated as a Ox-module. This follows directly from [Barnet-Lamb et al.
2014, Theorem 2.3.2], as we know that the local deformation rings R xverys(5 ) and R™X™2(5,) are
smooth, hence correspond to irreducible components of Spec R™**(5,) on which the local lifts p, live.

Next, we remark that by Corollary 3.21 (together with the smoothness-results Lemma 5.4 and Propo-
sitions 5.6 and 3.22, the identity dim(g[fl”:_l) =n(n + 1)/2 and Remark 7.5 below) there exists a
presentation

R™M2-TYS = O [ X1, oo, X/ (f1s oo vy fin)

for some m € N.

Using this presentation and the finiteness of R™™¥s /(¢), it follows as in the proof of Theorem 3.7 of
[Khare and Wintenberger 2009a] or of Lemma 2 in Béckle’s appendix to [Khare 2003] that R™%-°T¥s jg
finite flat over Oy, hence free and finitely generated over Ox. This proves the first claim.

As a second step, we remark that any morphism f: R™™°Ys — @, factors over T™™: By [Barnet-
Lamb et al. 2014, Theorem 2.3.1], such an f factors over the nonminimal Hecke algebra T. Therefore
Proposition 7.2 applies.

Now, Rmin’crys[%] = R™™TYS @, K is a finite K-algebra, hence Rmin’crys[%] is Artinian; see e.g.,
[Atiyah and Macdonald 1969, Exercise 8.3]. Therefore, R“‘in’crys[%] can be decomposed into a product
of finitely many local Artinian rings

. 1 . 1
RMin, crys| _ | ~ ® Rmin, crys|
M i up

and by [Allen 2016, Theorem 3.1.3] the tangent space p/p> of each R™™crys [%] . vanishes. Hence, p = p?,
and it follows from Nakayama’s lemma that p = 0, i.e., that Rmin,cTys [%] . is a field. Thus, Rmin’crys[%]
is a finite product of fields. The same is true for T™?[1]: As T®®[}] is finitely generated, its Jacobson
radical equals its nilradical, which vanishes because T™in s reduced. Hence Tmin[z}] is semisimple, i.e.,
a product of finitely many fields.

Consider the exact sequence

0 — ker(p) — R™™ys £, Tmin (), (12)

where ¢ denotes the canonical projection. It follows from the above observation about R“‘in’crys[z}] and
Tmin[%] together with Proposition 7.2 that go[%] is an isomorphism. Moreover, as both R™™ TS and
T™® are finite free over Oy, (12) is a split exact sequence of free Ox-modules. Hence, ker(p) = 0 since
(p[%] is an isomorphism. This completes the proof of the theorem. O

Corollary 7.4. The following is a pushout diagram:

Rcrys Rmin,crys

|

T -ﬂ—min
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Remark 7.5. We remark that for each v € Q2 the local deformation ring REV’();C;) (71.v) 1s formally smooth
of relative dimension dvD = dim(bger): We get from Proposition 3.22 that REV’(),((;)(?A,,,) is formally
smooth of relative dimension dim((g,)="!) = dim((g[n)cvzfl), where ¢, is the nontrivial element of
the decomposition group at v. By construction (see Lemma 2.1.4 and Proposition 3.4.4 of [Clozel et al.
2008]), the image of 7, (c,) is not contained in GL, x GL;. Moreover,

mor,(c,) = é;*n(cu)agrr}” (c,) = (_I)Mm"rp’

where p =n+1 (mod 2) € Z/27, where €, denotes the cyclotomic character (sending ¢, to —1), where
8r | p+ denotes the nontrivial character of Gal(F | F *) and where ., is a suitable element of Z/27Z. As in
[Thorne 2012, Corollary 6.9], we get um =n (mod 2), so we have mor, (c,) = —1, independent of the parity
of n. Using [Clozel et al. 2008, Lemma 2.1.3], this implies dim((g[);'”:_l) =nn+1)/2= dim(bger).

7B. A T = O-theorem. Let £ D E(U) be a number field in C with ring of integers Og. For each A € Plgn
such that £ := ¢(X) > 0, let us fix an F-big enough extension K, of &, and let us abbreviate

T:=%TT(U)and T, := O, ®o. T =TT (V).

3

Observe the following about the isomorphism on the right-hand side: Using that S, (U) admits a basis of
eigenforms, we can embed T into a product of finitely many Og¢ ). Hence, T is finitely generated as a
Z-module, hence as a Z-algebra. It follows that there exists a Sturm-like bound C € N such that T is
already generated by those T}i ) with £(w) < C. Hence, using the compatibility from (11), we get

Ok, ®0; T = Ok, ®o; T, (U) Z O T L (U)
as long as £ > C. Then we have:

Lemma 7.6. For almost all ) (the failure set depending only on T), T, decomposes as a product of finitely

many complete discrete valuation rings, finite over Z,.

Proof. First, we see that T is an order in T ®o, £ = k; X - - - X k;,, where the k; denote suitable number
fields (containing E) and the decomposition follows because T ®o, £ is reduced (as already remarked).
Hence, T is contained in the maximal order @, O,. It follows that there exists a suitable N € N such
that:

17~ 1
« T[] =L, 00 [ 5]
« for any A with £(\){N, we have T, = T[], := Ok, ®o, T[+]-
Thus, for those A we get an isomorphism Ty, = @/_ Ok, ®o, Oy,. As each factor itself is a product of

complete discrete valuation rings (see, e.g., [Serre 1979, Chapter 2, Section 3, Theorem 1(ii)]), the lemma
follows. O

Because we assumed that £ contains all Hecke eigenvalues, in fact all the fields k; in the above proof
are equal to £. Hence, for almost all £, the above lemma implies that 7} is isomorphic to a product of
finitely many copies of Ok, . Thus, we get:



Unobstructedness of Galois deformation rings 1367

Corollary 7.7. For almost all A and all maximal ideals m C T, we have an isomorphism Ty o = Ok, .

7C. An R = R™®-theorem. We retain all notation from the above and start with a preparatory corollary
(to Corollary 5.14):

Corollary 7.8. For almost all A for which p,_is absolutely irreducible, we have RE*VS (11 = ReTys,

Proof. Let m := max{p € N | p prime, v | p for some v € S}. Then, for all A with £(X) > m™, the claim
follows directly from Corollary 5.14. g

Moreover, we need a congruence argument: First, recall that the Hecke algebra O’CT;Z‘(U ) acts
semisimply on S, (U), so the space S, (U) decomposes into finitely many eigenspaces. For the following,
let us consider congruences, by what we mean triples (H;, H», £), where H| # H, are two Hecke
eigenspaces and where £ is a rational prime such that there exists an isomorphism p 7, ;, ® Fe=p 00 ® Fe
for some choice of forms f; € H; and of places A; of the corresponding coefficient fields fulfilling
L(h) =L.

Proposition 7.9. There exist only finitely many such congruences in S, (U).

Proof. We easily see that a congruence (H;, H,, ) corresponds to two distinct minimal prime ideals
ps, Py of T for which there exists a maximal ideal m C T which contains £, p s, and p z,. It follows from
the finite flatness of T’ over Z that for given eigenforms fi, f» there exist only finitely many maximal
ideals containing p s, and p 5. Thus, the claim follows immediately from the finite-dimensionality of the

space of automorphic representations of given level and weight. O
Theorem 7.10. For almost all A for which p,_is absolutely irreducible, we have

R Crys ~ Rmin, crys

Proof. We apply the proof of Theorem 7.3, where we replace R™™ Ty by RTYS and T™® by Rm™-crys;
Let us first show that R°*Y® /(¢) is of finite cardinality for almost all £: By Nakayama’s Lemma, this is
equivalent to R°™¥® being finitely generated as a W-module. So consider the exact sequence

Nil(R°*¥%)/(£) — R°*¥%/(£) — Re:3%/(€) — 0.

red

We can assume that the nilradical Nil(R*¥®) is finitely generated as a W-module: The filtration quo-

tients Nil(R°TYs)i/ Nil(RTYs)i+1 are finitely generated R“*Y®-modules (by Noetherianness) on which
cry crys

coyZ-modules. Assuming that R..)

Nil(R°*¥®) operates trivially, hence finitely generated R is finitely

generated as a W-module, it follows that each filtration quotient is a finitely generated W-module. But,
again by Noetherianness, Nil(RY3)! vanishes for i > 0. Hence, Nil(R°*Y®) is a finitely generated
W-module. Thus, it remains to show that R..5" is a finitely generated W-module. By Corollary 7.8,

we can apply [Guerberoff 2011, Theorem 4.1] which yields the existence of a suitable finite extension

. . (1. 1), .
L | F*, unramified at all places above £, such that the ring R(Ll; Derys . prat (L D).crys (Fr+) is
,red W,S¢,red

isomorphic to a suitable Hecke algebra T (acting on automorphic forms on a unitary group over Ag+),

,1),crys

hence that R(Ll;"'re 4 is finitely generated over W. In order to use this result, we apply the approach of
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[Khare and Wintenberger 2009a, proof of Proposition 3.8]: First, we remark that it is sufficient to show
that the mod-£ reduction 7!+ 1-¥¥8 of the universal deformation

r(l ..... 1),crys: GF* — gn(R(l ..... l),cryS)

has finite image in order to deduce finiteness of R(»1)-¢¥¥8 /(¢), using Lemma 7.1. On the other hand, the
image of the reduction of the universal deformation rg’”"l)’crys, parametrizing crystalline deformations
of 7| Galy+ fulfilling the Taylor condition at S, is finite (as shown above). As rtlD-c1y8 |G,y s a

crystalline deformation of 7 | G+ (see Lemma 5.5 and Proposition 5.12), we get a morphism

(p: R21;,1)7Crys/(€) — R(l,...,l),CryS/(Z)

such that 71-1D-¥8 |G+ = g o f(Lll"'l)’crys. It follows that 7#-~1-¢T¥8 | G . has finite image, hence

(as [L : F] < 00) that 7(I-1-crys hag finite image. As R*Y%/({) is a quotient of R Dserys /() the
former is finitely generated, as claimed.

Next, we remark that by Corollary 3.21 (together with the smoothness-results Lemma 5.4, Theorem 5.1,
Proposition 3.22, the identity dim(g [fl":’l) =n(n+1)/2 and Remark 7.5 above) there exists a presentation

RV = OklIX1, ..., Xull/(f1s -\ fm)-

for some m € Nj.

Using this presentation and the finiteness of R°*Y®/(¢), it follows as in the proof of Theorem 3.7 of
[Khare and Wintenberger 2009a] or of Lemma 2 in Bockle’s appendix to [Khare 2003] that R°*Y® is finite
flat over Oy, hence free and finitely generated over Ox. This proves the first claim.

Moreover, we claim that for almost all A, any morphism R¢*V® — @, factors over R™™T¥s  Using
automorphy lifting, this claim can be restated as follows: For almost all A, the following holds: For
any automorphic form g whose associated Galois representation p, ; reduces to p;, o, 5 is a minimally
ramified lift of p,. Now, let A be a place such that this statement fails. Then, as there always exists a
minimally ramified lift of p, ; with a corresponding automorphic form f (see Theorem 7.3), we get a
congruence (O’CTTff(U ). f, Ox Tff (U).g, £(A)). Thus, the claim follows from Proposition 7.9.

This completes the proof of the theorem. O

Let us close with the following corollary (to Theorem 7.10), giving a local R = R™™® result:
Corollary 7.11. For almost all X, RD’X”’miD(ﬁ,w) ~ RO (py.v) holds for any v € S.

Proof. Otherwise, there would be a nonminimal component of RD’X”’“‘in(,B 1.v)- By [Barnet-Lamb et al.
2014, Theorem 4.3.1], there would be a lift of p,_, whose local representation at v lies on this component,
in contradiction to Theorem 7.10. Il

8. Unobstructedness for RACSDC automorphic representations

We are now in a position to state and prove our main result. For this, let 7 be a RACSDC automorphic
representation of GL,(Ar) with ramification set S. To w we can attach a compatible system R, =
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(F);).c AL where I[1 C S, (U) (for a suitable weight @ and level U = Us). Here, £ denotes the number
field generated by all Hecke eigenvalues of I1, A _ C Plg;, denotes the set of places for which p; is
absolutely irreducible and we assume the f0110w1ng.

Assumption 8.1. (Irreducibility): The set A }gn C Plg,, has Dirichlet density 1.

(No consecutive weights): The multisets of Hodge—Tate weights HT, of the system R, fulfill (for all
embeddings ) the condition from Theorem 5.2: If two numbers a, b occur in HT, then |a — b| # 1.

We stress that we understand the first part as a general conjecture on Galois representations attached to
RACSDC representations (so, in particular, we assume that this is correct independently of the choice of
F or ), while the second part puts a constraint on our choice of . We also have the following:

Remark 8.2. The first part of Assumption 8.1 is known to hold e.g., if 7 is extremely regular [Barnet-
Lamb et al. 2014]. Results in this direction are also contained in [Patrikis and Taylor 2015], but they are
not directly applicable to our situation. We also remark that all entries in the £-adic system (0x,5)ePle )
are expected (by cuspidality of 7) to be absolutely irreducible and that this, using suitable modularity
lifting theorems, is expected to imply absolute irreducibility of p, , for almost all A. An established
result in this direction is that absolute irreducibility of the £-adic system implies absolute irreducibility of
P except for a failure set of Dirichlet density 0, see [Patrikis et al. 2018].

Our main result is now as follows:

Theorem 8.3. Presummg Assumption 8.1, there exists a subset A0 - A _ of Dirichlet density 1 such
that the functor D 5. W (k (7 2) is globally unobstructed whenever A € A

As a first step towards the proof, let us consider the following 51mp11fy1ng assumption:
Assumption 8.4. (1) F | F* is unramified at all finite places and, in case 7 is even, then also 2 5LF T:Q]
is even.
(2) Each place v of F* which lies below S splits in F | F* as, say, vp°. (For archimedean places, this
condition is automatically fulfilled, so we can replace S by S LI Q,, without loss of generality.)
(3) For each place v of F™ which lies below S, the Weil-Deligne representation (r,,, W,,) attached to IT

has unramified underlying Weil-representation r,.

Remark that the third part can be characterized as follows: The £-adic representation rpy ; is at v
a minimally ramified deformation of 7. (As the system associated to Il is compatible, this does
not depend on the choice of A € A,lgH .) Now, consider the following (seemingly weaker) variation of
Theorem 8.3:

Theorem 8.5. Presummg Assumpnons 8.1 and 8.4, there exists a subset AO C A1 of Dirichlet density 1
such that the functor D 5. W (k )(r 2) is globally unobstructed whenever A € AO

Proof that Theorem 8.5 implies Theorem 8.3. It is a standard argument (see, e.g., the proof of [Clozel et al.
2008, Theorem 4.4.2]) that there exists a finite solvable extension F 1+ | F* of totally real fields such that
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the extension F| = F 1+ F|F 1+ and the compatible family associated to the base change I, of IT to Fj
fulfill Assumption 8.4. Thus, referring to Lemma 4.8 and eliminating the finitely many places A which
divide the index [F f“ : FT], we see that Assumption 8.4 can be included in the statement of Theorem 8.3
without causing loss of generality. U

Consequently, the remainder of this section is devoted to the proof of Theorem 8.5. For better
comprehension, let us give an overview of the strategy of the proof: We want to arrange for a situation
where the framework of Section 4 is applicable, i.e., we want to consider suitable field extensions La)
for as many A as possible such that Theorem 4.2 implies the vanishing of the dual Selmer groups of the
base changed functors D?{%}Ekk)(f 2+ G La)). This application of Theorem 4.2 happens in Theorem 8.12
below. By a careful choice of the extensions La), we ensure that the potential unobstructedness arguments
of Section 4 apply and yield the vanishing of the dual Selmer groups of the non-base changed functor.
The local parts of the unobstructedness-condition then follow directly from the material in Section 5B,
allowing us to conclude the statement of Theorem 8.5. The crucial property we have to impose on the
extension La) is procurability (Definition 8.7), i.e., that the deformation ring Rgg[gilf+’crys (7, | Galg+)
is isomorphic to Ok, (corresponding to condition (R = T') in Section 4). It is the content of Theorem 8.8
that for a set of places of Dirichlet density 1 we can find such suitable procurable extensions. This, in
turn, is established by studying the seemingly weaker condition of x-procurability (see the list (x1)—(xs)
below), which is proved to imply procurability almost everywhere (see Claim 1 below). By an argument
based on Chebotarev’s density theorem (and postponed to the Appendix), we can conclude that for a
density-1 set we can find such *x-procurable extensions of 2-power degree.

8A. Proof of Theorem 8.5. Let us begin with some preparatory definitions.

Definition 8.6. A totally real, finite extension L™ of F™ is called preadmissible if the extension L™ | F+
is Galois and solvable and if L := F.L" is unramified over L™ at every finite place.

We remark that these conditions are designed to capture the following: If L™ is preadmissible, then
there exists a unitary group H over L™ (as considered in Section 6B) and a unitary avatar I1; on H(A7+)
of the base change 7y of w to L.

For the following, let £ be a number field containing £(U) and let L™ be preadmissible.

Definition 8.7. A place A € A}E is L™ -procurable if the following two conditions are fulfilled:

(P.1) The restriction of p; to Gal; remains absolutely irreducible.

(P-2) There exists an L-big enough extension K, of &, such that there is an isomorphism

s — x |Gal; +,crys _ ~
ngfgij (72| Gp+) == Rsb%L+ (75 | Galp+) = O, . (13)
We remark that the first condition is rather harmless and affects only a failure set of Dirichlet density 0;
see Assumption 8.1. We also remark that in the second condition, we consider 7, as a representation with
values in the residue field ko, of Ok, instead of k.
78
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With respect to a preadmissible extension LT, define Proc(L*) C Al as the subset of those A which
are LT -procurable.

Since there is a lack of R = T'-theorems for mod-Z£ representations where the unitary group is associated
to an extension F/FT in which places above £ do not split, we need to work around it by the following
chain of extensions of F™:

Theorem 8.8. There exists a nested sequence F+ = L('f C LT C --- of preadmissible extensions of F*
such that

im0 8 ( U Proc(Lj)) =1, (14)
j=1

where 5(A) denotes the density of those rational primes q for which each A € Ple above q fulfills . € A.

Proof. Let us first introduce another notation: With respect to a preadmissible extension L™, we say that
AE Aé is Lt -x-procurable, if the following list is met (where, as usual, we abbreviate £ = £(1)):

(x1) £ is not divisible by any element of S.

(x7) £ is unramified in the extension L | Q.

(x3) All places of L above S, are split in the extension L | L™.
(*4) The base change 7y of 7 to L remains cuspidal.

(xs) If v € Pl lies above S, then 7; admits a nontrivial Iwahori fix-vector.

Of particular difficulty will be proving that there are sufficiently many A that fulfill condition (x3); this
will be postponed to the Appendix.

As above, this defines a subset Proc*(L™") C Ai;. (Observe that condition (x4) does not depend on A,
but we intentionally include it in the list. So, if I1; fails to be cuspidal, we have Proc*(L") = @.)

Claim 1: Proc*(L™) — Proc(L™) is finite.

Proof of Claim 1. We can suppose that Proc*(L™) is not empty (otherwise the claim is trivially true),
so in particular that w7 is a RACSDC representation and there exists a unitary group and an avatar 1y
over L. Now, for each A € Proc*(L™) we pick an L-big enough field extension K of &,. We consider
the complex Hecke algebra @ TS (U) and the £-adic model T := %= Ty (U).

Write [1; = (f) for the unitary avatar of the base change of m to L and for a suitable choice
f € Su(U). We see that p, | Galy, equals the reduction of the representation attached to the maximal
ideal m = ker(¢ y») C T by Proposition 6.7, where f @) is the £-adic model of f.

Recalling that we presume Assumption 8.1, we see that the conditions at the beginning of Section 7A
hold for almost all of these choice of L | LT, ¢ = £¢()), U, w, E(U), K;, and m. The main issue is the
adequateness of p(Galfr(,)), which follows from [Barnet-Lamb et al. 2014, Proposition 2.1.2] as long as
£ > 2(n+1). Thus, the desired isomorphism (13) follows for almost all A in Proc*(L™) by Corollary 7.7.
This completes the proof of the claim. O
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Consequently, it suffices to show that there exists a nested sequence F* = L(J{ C LT C -+ of
preadmissible extensions of F* such that (14) holds with Proc* instead of Proc. For the construction of

these extensions, we define the set
Of :={d eN| NZ] ¢ F, the base change & ~~ T p(J/d) remains cuspidal}.

By [Arthur and Clozel 1989, Theorem 4.2] there exists a finite extension E of F such that for any
extension K’ of F we have the following implication: If E N K’ = F, then the base change of IT to K’
remains cuspidal. This implication remains true after replacing E by its Galois closure, so we can assume
that E | F is Galois. Therefore this set is not empty, so choose a d; € © and take Lt =F* (Vd)).

Claim 2: LT is preadmissible.

Proof of Claim 2. The extension LT | F* is automatically Galois and solvable because [L;r cFT=2.
Thus we are left to check that L | Lf is unramified everywhere. This follows from e.g., [Marcus 1977,
Chapter 4, Exercise 10]. O

Claim 3: §(Proc*(F;")) > %

Proof of Claim 3. We check which A fail the list (x)—(xs):

» Concerning (%) and (x,), we have to exclude the finitely many places A for which £(A) is not coprime
to S or ramifies in Lf | Q.

» By an estimation based on Chebotarev’s density theorem (postponed as Lemma A to the appendix),
the density of those ¢ which fulfill the condition that all primes of LT above ¢ are split in the

extension L | LT is at least %
» Condition (*4) is universally fulfilled by our choice of Lf.

o Concerning condition (xs5), we remark that by local-global compatibility (see [Chenevier and Harris
2013, Theorem 1.4] and the references therein) 7r;, admits an Iwahori-fixed vector if p | Gal; has
unipotent ramification at v [Wedhorn 2008, (4.3.6) Proposition]. Thus, condition (*5) follows
immediately from Assumption 8.4. 0

For the next tower step we take F;,” = F 1+ (/d3) for some d, € OF,. It is again easy to check that
OF, # @ and that F2+ is preadmissible. As in the proof of Claim 3, the statement of Lemma A implies
(S(Proc*(F;r ) > %. Iterating this construction of quadratic extensions we end up with a nested sequence
of preadmissible fields F j+ such that

i
1
a(U Proc*(Lj)) > 8(Proc’ (L) = 1= 5 <= 1.
j=1

Together with Claim 1, this concludes the proof of Theorem 8.8. U

We now give a slight variant of the above:
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Definition 8.9. With regard to a preadmissible extension L™ of FT, we say that A € A} is LT--
procurable if the restriction of p; to Galy (with L = F.L™) remains absolutely irreducible and if there is
an isomorphism

D, 5 ~
R)L 5 Crys(L+) = W(k)»)[[xla ~~~’xu]]s (15)
where RAD’X’Crys (LT = Rg)f,vzg)s (75| Gr+) and u = dim(g2®*) = n?. The set of all A which are LT-f-

procurable is denoted by Procf(L1).

Corollary 8.10. There exists a nested sequence F* = L(J)r - LT C - - - of preadmissible extensions of F+
such that

i
im0 8 ( U Procﬂ(Lj)> =1.
j=1

Proof. Fori e N, denote A; = Ujfl- Proc(L;r). Also fix foreach A € A; some j <i suchthat A € Proc(L;.r).
Denote the corresponding field extension from the proof of Theorem 8.8 by L ;) = La) .F. By Theorem 8.8,
for such a A € A; we have the identity (13) for a suitable extension Ok, of W(k;). The third part of
Proposition 3.18 then yields

O, x. _ ~
Rszyé;i‘ys(r‘k | GL(J;L)) = OICA[[xl’ L) xu]]-
Thus, we can use Lemma 3.7 (and, if necessary, Remark 3.11) to deduce the desired isomorphism (15). [J

Corollary 8.11. There exists a subset A% CA ‘15 of Dirichlet density 1 such that for each A € A% there

exists a finite, totally real extension La) of F and an isomorphism

Us, . x,crys

RSz,W(kA) (ral GLE;)) =Wkolxi, ..., xw(k)]]

with w(d) = (n? + 1) #S; — 1.
Proof. This follows directly from Proposition 3.18. U
Next, we will apply the framework of Section 4 to the attained A.

Theorem 8.12. There exists a cofinite subset A?g C A% such that the following holds: Let A € Ag and
La) the corresponding extension from Corollary 8.11. Then the functors

Os,.xmin ,_ Us, o x _
DSZ’W(,Q) x| GL(%) and DSLW(kA)(r;\ | GL<+A>)

have vanishing dual Selmer group.

Proof. We start with the min-case. When applying the framework, we take for sm the condition
parametrizing arbitrary deformations, for crys the condition parametrizing FL-crystalline deformations
(see Section 5C) and for min the condition parametrizing minimally ramified deformations (see Section 5D).
Moreover, we take y =€ g_"(?';, fr;(id 2 Let us now check the following list of conditions (and we abbreviate

LT = La) as we check this for a fixed A € A2):
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(sm/k): As we took for sm the unrestricted deformation condition, we have to check that for each v € €,
the functor DW(k y(Fa,v | G ) is representable and that the representing object is formally smooth of
relative dimension

d,*" = dim(gy*) ([Ls : Qel + 1) = n*([Ly : Qcl+ D) = n* (L} 1 Q]+ D).
(This also amounts to the vanishing of the error terms 4§, in Theorem 4.2.)
Check: Representability was already remarked in Section 3. For the remaining claim, we first refer to
Proposition 6.1 in order to get an isomorphism
Ry Faw | GL) = Dyl (Biw | GLy).
Now the claim follows from Theorem 5.2.
(crys): For each v € Qy, the subfunctor

U, xvs
DW()/(Q)CIYS(”)L vl GL*) — DW(k )(rk,v | GLj)

is relatively representable and the representing object is formally smooth of relative dimension dUD CYE =
dim(gg er)—|—(d1m(gder) dlm(bder))[L;r :Q¢], where b, denotes the Lie algebra of a Borel subgroup of G,,.
Check: By definition, we have

O, xv,crys , - ~ O, xv,crys, —

RW()IE;\) y Fawl GLj) = DW()I(Q) y (P GLg')'
Thus, the claim follows from Lemma 5.4.
(min): For each v € §, the subfunctor
O, xy.min -~ Uxv (s
Dw(ik)mm(r)»,v | GLj) — DW()](Q)(”A,V | GLj)

is relatively representable and the representing object is formally smooth of relative dimension d"™® =
der)

dim(g;,
Check: Again, by definition, we have
0, xv,min , - ~ U xy.min, —
Ry Frw | Grp) = Dy ey (P | Gry)-
Thus, the claim follows from Proposition 5.6.

(00): For each v € Q, the local deformation ring R‘l,jv’(),({i)(f v | G Lu*) is formally smooth of relative
dimension dD dlm(bder)

Check: This was already used, see Remark 7.5.
(Presentability): Consider the ring

—

loc,min 4\ .__ D +
R (Lt):= ®v€S[Rv(L )

with R,(LT) = DVDV’(),((YA’)’”H( Faw|Gr+))ifve S and DW(),((”)(r,\,v | G +)) otherwise. Then, there exists a
presentation
D i
RSy W(kg)(r)‘ |GL+) = RYoo" n(L+)[[X1» e Xall/Cf1s s fB)

with a —b = (#S, — 1). dim(g2®).
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Check: This is the content of Proposition 3.20, but we have to check Assumption 3.19. As gi¢* = gl,,,
this condition holds by Corollary 3.25 for almost all A.

S[ ,X.min,crys _

(R =T): Thering Rs Wik (7 | G+) is formally smooth of relative dimension ro = dim(g).#S, —
dim(g?®).

Check: This follows from Corollary 8.11.

We see that the general requirements of Theorem 4.2 are met, so let us check the additional requirements
of part 2 of Theorem 4.2:

o The condition £ >> 0 can be achieved by leaving out finitely many A.
o The vanishing of H%(Galy+, g¢**") can be checked by observing
H°(Galy+, g3*") C H(Galy, g;°"") = H°(Galy, gl,)),

as the adjoint representation of Gal, on g3°* (via r;) corresponds to the adjoint representation of
Gal; on gl, (via p,); see [Clozel et al. 2008, Section 2.1]. Thus, the desired vanishing follows for
almost all A by Corollary 3.25.

e Forv e §, dim(L, ) = hO(GalLlT, gner) As v is split, Proposition 6.1 yields hO(GalL+ gder) =
hO(GalLﬁ, g[:er), where the action on gl,, is via p, 3. The claim thus follows from [Clozel et al.
2008, Corollary 2.4.21].

The finitely many exclusions which occurred in the above items are now the places we must exclude
from A2 to get A}. This finishes the first part, i.e., that Dy S’W)Ekm)l "7 G L) has vanishing dual Selmer
group. Concerning the second statement (i.e., the claimed vanishing of the non-minimal dual Selmer
group) we first note that on each level L7 () We can apply the R = R™®-result of Corollary 7.11, yielding

the desired vanishing except for a finite failure set. In other words, fix a place A’, then we have

Dsl,x,min _ EI
DS(,W(IQ) (il GL?;)) = S/ W(kk)(r)» | GLJr )

for all A with L(+A) = L&,), except for a finite failure set §,/. We should check that the occurrence of these
failure sets at each step in the tower of field extensions does not disturb the desired result. For this, recall
that the La) show up in the tower F* = L(J)r - LT C - -- and that, by the first statement, we have

. Us,.x.min _ L.
lim; o0 §{A | DS;“W)E,{T)m(m | GL(+M) has vanishing dual Selmer group, L (/\) - L+} =1.

But this clearly implies
hm S{A | DS W(/q)(’”/\ | GL+ ) has vanishing dual Selmer group, L (x) C LJr AES =1,

completlng the proof. O

Proof of Theorem 8.5. The “ has vanishing dual Selmer group” part of Theorem 8.5 follows immediately
from Theorem 8.12 and the potential unobstructedness result of Lemma 4.8, as each (Lt o) - :Ftlisa
power of 2 (and k; has odd characteristic for A € Aé). It remains to show that for all v € QF the local



1376 David-Alexandre Guiraud
lifting ring REV’(),({:)(f +.v) 1is relatively smooth. By Theorem 5.2 we know that

limi 00 8(0 | REX (7, | Gal is unobstructed for all v/ € -, Lt L+
im; o0 8{A | Wi (| aLa)’v,)lsuno structed for all v’ € Q, 1, L}y C i

L+
=1lim; . 8{2 | any v’ € ;) is split in the extension L) | La), La) cLf}=1.

Using Proposition 4.5 and Corollary 4.4, the claim follows. U

Appendix: A lemma on prime densities in non-Galois extensions

Let us consider a CM-field F with totally real subfield F* and we denote by L™ = F*(J/dj, ..., /dy)
the totally real extension of F* of degree 2%, obtained by adjoining the square roots of some choice of
elements di, ..., dy € N such that each d; is a nonsquare in the Galois closure F* of F*. Set L = L*.F.
Then we have:

Lemma A. Let Eq be the set of all those rational primes £ with the following property: For any place
of LT,
[ divides €] = [ splits in L | L1].

Then the density §(Eq) of Eq in the set of all rational primes is at least 1 — 1 /2.

Proof. Consider the following diagram of fields:

L=L"F
/
Lt=F.L* \L
‘ \ +/
F i N F
S
r
I
@—Q@(J,...,M)

with corresponding Galois groups A = Z/27, Q = (Z/2Z)* and T, H (for which we don’t make an
assumption). By our initial assumption that the d; are not squares we have

Gal(LT |Q) =T xQ and, hence, Gal(L|Q)=T xQxA.

Now, let 3 be a place of L with corresponding Frobenius element (y, w, §) € Gal(L | Q). As  and A

are abelian, the conjugacy class of 3 can be written as {(uyu~!

,w, 8)|u € I'} and consists precisely of
the Frobenii of the places of L lying over the same rational prime p as 3. Let g be the place of L below

3. Its Frobenius element is given by

(y,w,8)r*s € Hx {1} x A=Gal(L|L")
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for e, ., s minimal such that (y, w, §)°»*?® € H x {1} x A. The condition that ¢ splits in L | L™ then amounts
precisely to (v, w, §)7% € H x {1} x {1}, or, written in a more sophisticated way, that ¢ ((y, @, §)°r-»4) =1,
where

g :Gal(L|L") — Gal(L|L%)/Gal(L|L")

is the quotient map. If w # 1, we clearly must have 2 | e, ., 5, which implies that g splitsin L | LT It is
also important to note that the condition w # 1 is kept intact by conjugation inside Gal(L | Q). Now, set

E*={(y, 0,8 €Gal(L |Q) | g((y, w, §)r) = 1}

and consider the subset € C E* which consists of those g € E* for which the complete conjugacy class
is contained in E*, i.e., E = {g € E* | (g) C E*}. We can give another characterization of this set, & is
the union of all conjugacy classes (g) C Gal(L | Q) with the following property: If P, denotes the set of

all places 33 of L such that Froby € (g), then for any place g of L™ the following hold:
[FP € P, such that P divides o] = [ splits in L | L1].

Then we have
#E>#H(y, 0,8) €Gal(L | Q) |w # 1} = 2F = 1).2.4T.

As Eq = {¢ € Plg | 3g € E such that *B | £ for all P € P, }, it follows from Chebotarev’s density theorem
that

2k —1).2.40 1
5(3@)2—( _) =1-. 0
Gal(L | Q) 2
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The Hilbert scheme of hyperelliptic Jacobians
and moduli of Picard sheaves

Andrea T. Ricolfi

Let C be a hyperelliptic curve embedded in its Jacobian J via an Abel-Jacobi map. We compute the
scheme structure of the Hilbert scheme component of Hilb; containing the Abel-Jacobi embedding as
a point. We relate the result to the ramification (and to the fibres) of the Torelli morphism M, — A,
along the hyperelliptic locus. As an application, we determine the scheme structure of the moduli space
of Picard sheaves (introduced by Mukai) on a hyperelliptic Jacobian.
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Introduction

Main result. In this paper we study the deformation theory of a smooth hyperelliptic curve C of genus
g > 2, embedded in its Jacobian J = (Pic0 C, ©¢) via an Abel-Jacobi map

aj: C = J.

We work over an algebraically closed field k of characteristic different from 2. Our aim is to compute the
scheme structure of the Hilbert scheme component

Hilbc,; C Hilby,

containing the point defined by aj. It is well-known that the embedded deformations of C into J are
parametrised by translations of C, and that they are obstructed as long as g > 3 (see the next section for
more details). In other words Hilbc,; is singular, with reduced underlying variety isomorphic to J. The
tangent space dimension to the Hilbert scheme has been computed in [Lange and Sernesi 2004; Griffiths
1967]. The result is

dimy H°(C, N¢) =2g — 2.

MSC2010: primary 14C05; secondary 14H40, 14K10.
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Therefore, as dim J = g, the nonreduced structure of Hilbc,; along J is accounted for (up to first order)
by g — 2 extra tangents. By homogeneity of the Jacobian, it is natural to expect a decomposition

Hﬂbc/] =J x Rg

for some artinian scheme R, with embedding dimension g — 2. As we shall see, this is precisely what
happens, and R, turns out to be the “smallest” (in the sense of Lemma 3.3) artinian scheme with the
required embedding dimension. More precisely, let

Ry = Speck[sy, ..., sg_n]/m?, (0-1)

where m = (sq, ..., sg_2) is the maximal ideal of the origin. The main result of this paper (proved in
Theorem 3.6 in the main body) is the following.

Theorem 1. Let C be a hyperelliptic curve of genus g > 2 over a field k of characteristic different from 2,

and let J be its Jacobian. Then there is an isomorphism of k-schemes
Hilbc/] =Jx Rg,
where R, is the artinian scheme (0-1).

Interpretation. Let M, be the moduli stack of smooth curves of genus g, and let A, be the moduli stack
of principally polarised abelian varieties of dimension g. The Torelli morphism

Tg: My — A,

sends a curve C to its Jacobian J = Pic® C, principally polarised by the Theta divisor ®¢. One can
interpret the artinian scheme R, as the fibre of 7, over a hyperelliptic point [/, ®c] € A,. This makes
explicit the link between the ramification of t, along the hyperelliptic locus (in other words, the failure
of the infinitesimal Torelli property) and the singularities of the Hilbert scheme Hilbc,; (in other words,
the obstructions to deform C in J). We come back to this in Section 3B.

Moduli of Picard sheaves. As an application of our result, in Section 4 we compute the scheme structure
of certain moduli spaces of Picard sheaves on a hyperelliptic Jacobian J. Mukai introduced these spaces
as an application of his Fourier transform; he completed their study in the nonhyperelliptic case [Mukai
1981; 1987], leaving open the hyperelliptic one.

Let F be the Fourier—Mukai transform of a line bundle £ = ¢ (dpg), where py € C and we assume
1 <d < g —1 to ensure that F is a simple sheaf on J. Let M (F) be the connected component of the
moduli space of simple sheaves containing the point [ F]. Mukai proved that M (F)q = J x J, the
isomorphism being given by the family of twists and translations of F' [Mukai 1987, Example 1.15].
Under the same assumptions of Theorem 1, we prove the following (see Theorem 4.2 in the main body of
the text).
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Theorem 2. There is an isomorphism of k-schemes
M(F)=J x J x R,.

Enumerative geometry of abelian varieties. A motivation for understanding the scheme structure of
classical moduli spaces such as the Hilbert scheme (Theorem 1) and the moduli space of Picard sheaves
(Theorem 2) comes from the subject of enumerative geometry of abelian varieties.

For instance, the Hilbert scheme of curves (in a 3-fold) is the main player in Donaldson—Thomas
theory — see, for instance, [Bryan et al. 2018] for an exhaustive treatment (including several interesting
conjectures) of the Enumerative Geometry of curves on abelian surfaces and 3-folds. Understanding the
scheme structure (or even the closed points!) of the Hilbert scheme of curves on a 3-fold is very often a
hopeless problem. Of course, Donaldson—-Thomas theory has developed several sophisticated tools to
deal with the lack of an explicit description of the Hilbert scheme; however, this paper shows that, at least
for an arbitrary Abel-Jacobi curve, the Hilbert scheme can be described completely. Thus an immediate
corollary of Theorem 1 is the explicit description of the Donaldson—Thomas theory of an Abel-Jacobi
curve; see Section 3C.

On the other hand, it is conceivable that the theory of Picard sheaves, arising as a direct application of
the Fourier—Mukai transform, could be exploited to aim for a deeper understanding of the intersection
theory and cohomology of Jacobians, and possibly their compactifications. Having at one’s disposal global
results such as Theorem 2 might allow one to treat the whole moduli space (the universal Jacobian over
the moduli space of curves) at once in developing a theory of tautological rings for (possibly compactified,
universal) Jacobians, by combining Fourier—Mukai techniques with suitable analogues of the intersection
theoretic calculations carried out in [Pagani et al. 2018].

Conventions. We work over an algebraically closed field k of characteristic p # 2. All curves are smooth
and proper over k, they are (geometrically) connected, and their Jacobians are principally polarised by
the Theta divisor.

1. Ramification of Torelli and the Hilbert scheme

In this section we provide the framework for where the problem tackled in this paper naturally lives in.

1A. Deformations of Abel-Jacobi curves. The following theorem was proved in the stated form by
Lange and Sernesi, but see also the work of Griffiths [1967].

Theorem 1.1 [Lange and Sernesi 2004, Theorem 1.2]. Let C be a smooth curve of genus g > 3:
(1) If C is nonhyperelliptic, then Hilbc, ; is smooth of dimension g.

(i1) If C is hyperelliptic, then Hilbc ,; is irreducible of dimension g and everywhere nonreduced, with
Zariski tangent space of dimension 2g — 2.

In both cases, the only deformations of C in J are translations.
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The statement of Theorem 1.1 is proved over C in [Lange and Sernesi 2004], but it holds over
algebraically closed fields k of arbitrary characteristic. To see this, we need Collino’s extension of the
Ran—Matsusaka criterion for Jacobians to an arbitrary field, which we state here for completeness.

Theorem 1.2 [Collino 1984]. Let X be an abelian variety of dimension g over an algebraically closed
field k. Let D be an effective 1-cycle generating X and let ® C X be an ample divisor such that D - © = g.
Then (X, ®, D) is a Jacobian triple.

Proof of Theorem 1.1. Let C — Spec k be a smooth curve of genus g and fix an Abel-Jacobi map C — J.
Consider the normal bundle exact sequence

0—>Tc—> Tjlc = N¢c — 0.
Since we have a canonical identification T;|c = H'(C, 0¢) ® Oc, the induced cohomology sequence is
0— H'(C.6c) — H(C, N¢) > H'(C. Tc) = H'(C, 60)%”. (1-1)

Since H(C, N¢) is the tangent space to the Hilbert scheme, and dimy H'(C, 6¢) = g, it is clear that
Hilbc,; is smooth of dimension g if and only if @ = 0, if and only if o is injective. The map o factors
through the subspace Sym? H'(C, 0¢), and its dual is the multiplication map

pe: Sym? HY(C, K¢) — HO(C, K2),

where K¢ is the canonical line bundle of C. For a modern, fully detailed proof of the identification
oV = uc, we refer the reader to [Landesman 2019, Theorem 4.3]. By a theorem of Max Noether
[Arbarello et al. 1985, Chapter III, Section 2], the map ¢ is surjective if and only if C is nonhyperelliptic
(see also [Griffiths 1967; Andreotti 1958] for different proofs). If C is hyperelliptic, the quotient
HY(C, N¢)/H'(C, 6¢) =Tm d has dimension g — 2, as shown directly in [Oort and Steenbrink 1980,
Section 2] by choosing appropriate bases of differentials. This proves part (i) of Theorem 1.1, along with
the count 1°(C, N¢) = 2g — 2 (and the nonreducedness statement) of part (ii). So in the nonhyperelliptic
case, Hilbc,; is smooth of dimension g.

To finish the proof of part (ii), suppose C is hyperelliptic, and let D C J be a closed 1-dimensional

k-subscheme defining a point of Hilbc,;. Then D is represented by the minimal cohomology class
-1
O¢
(g—D!
on J. This implies at once that D generates J, and that D - ®c = g. Therefore, by Theorem 1.2,

(Pic’ D, ©p) and (J, ©c) are isomorphic as principally polarised abelian varieties. By Torelli’s theorem,
this implies (using also that C is hyperelliptic) that D is a translate of C. Thus Hilbc,, is irreducible of
dimension g, and its k-points coincide with those of J. The result follows. O

Corollary 1.3. Let J be the Jacobian of a nonhyperelliptic curve C. Then the family of translations of C
inside J induces an isomorphism
J = Hilb¢/; .
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Proof. The natural morphism 4 : J — Hilbc,, is proper (since J is proper and the Hilbert scheme is
proper, hence separated), injective on points and tangent spaces — since the tangent map at O € J is the
map dh: H'(C, 6¢c) — H®(C, N¢) in the sequence (1-1). Thus % is a closed immersion, in particular it
is unramified. However, the proof of Theorem 1.1 shows that #: J — Hilb¢,, is bijective and, since C is
nonhyperelliptic, d& is an isomorphism. Thus / is an isomorphism. (|

Remark 1.4. If C is a generic complex curve of genus at least 3, its 1-cycle on J is not algebraically
equivalent to the cycle of —C by a famous theorem of Ceresa [1983]. Here —C is the image of C under the
automorphism —1: J — J. Therefore the Hilbert scheme Hilb,; contains another component Hilb_¢,,,
disjoint from Hilbc,,; and still isomorphic to J.

1B. Torelli problems. Consider the Torelli morphism
To: Mg — A,

from the stack of nonsingular curves of genus g to the stack of principally polarised abelian varieties,
sending a curve to its (canonically polarised) Jacobian. The infinitesimal Torelli problem asks whether the
Torelli morphism is an immersion. It is well-known that 7, is ramified along the hyperelliptic locus; this
is again Noether’s theorem, stating that ¢, the codifferential of T, at [C] € Mg, is not surjective. So,
even though 7, is injective on geometric points by Torelli’s theorem, it is not an immersion.

To sum up, we have the following. Let C be an arbitrary smooth curve of genus g > 3, and let J be its
Jacobian. Then the following conditions are equivalent:

(i) C is hyperelliptic.
(i1) Hilbc,; is singular at [aj: C — J].
(iii)) The embedded deformations of C into J are obstructed.
(iv) T4: My — A, is ramified at [C].
(v) Infinitesimal Torelli fails at C.

The local Torelli problem for curves, studied by Oort and Steenbrink [1980], asks whether the morphism
te: Mg — A,

between the coarse moduli spaces is an immersion. These schemes do not represent the corresponding
moduli functors, so the local structure of #, is not (directly) linked with deformation theory of curves and
their Jacobians. However, introducing suitable level structures, one replaces the normal varieties M, and
A, with smooth varieties

(n) (n)
M p and A 2

that are fine moduli spaces for the corresponding moduli problem, and are étale over M, and A,,
respectively.
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Let p > 0 be the characteristic of the base field. Oort and Steenbrink show that 7, is an immersion if
p = 0. The answer to the local Torelli problem is also affirmative if p > 2, at almost all points of M,.
More precisely, f, is an immersion at those points in M, representing curves C such that Aut C has no
elements of order p [Oort and Steenbrink 1980, Corollary 3.2]. Finally, 7, is not an immersion if p =2
and g > 5 [loc. cit., Corollary 5.3].

2. Moduli spaces with level structures

In this section we introduce the moduli spaces of curves and abelian varieties we will be working with
throughout.

2A. Level structures. Let S be a scheme. An abelian scheme over S is a group scheme X — S which is
smooth and proper and has geometrically connected fibres. We let X — S denote the dual abelian scheme.
A polarisation on X — S is an S-morphism A: X — X such that its restriction to every geometric point
s € § is of the form

by Xy — X, x>t RLY,

for some ample line bundle .# on X;. Here and in what follows, t, is the translation y — x + y by the
element x € X;. We say A is principal if it is an isomorphism.

Fix an integer n > 0 and an abelian scheme X — S of relative dimension g. Multiplication by 7 is an
S-morphism of group schemes

[n]: X > X,
and we denote its kernel by X,,. Assuming »n is not divisible by p, we have that X,, is an étale group
scheme over S, locally isomorphic in the étale topology to the constant group scheme (Z/nZ)%$. One has

X, =X D where the superscript D denotes the Cartier dual of a finite group scheme. Then any principal
polarisation A on X induces a skew-symmetric bilinear form

id x\
E,: X, xSX,ll—>X,, xanDi”,Ln,

where e, is the Weil pairing. The group Z/nZ is Cartier dual to u,. We endow (Z/nZ)¢ == uf with
the standard symplectic structure, given by the 2g x 2g matrix

0 1,
~1, 0)

Definition 2.1 [Oort and Steenbrink 1980]. A (symplectic) level-n structure on a principally polarised
abelian scheme (X/S, 1) is a symplectic isomorphism

a: (X,, Ep) => (Z/nZ)*8.

A level-n structure on a smooth proper curve C — S is a level structure on its Jacobian Pic’(C/S) — .
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Curves with level structure are represented by pairs (C, ). We consider (C, ) and (C’, «’) as being
isomorphic if there is an isomorphism u: C = C’ such that the induced isomorphism J (u): J' —=> J
between the Jacobians takes o’ to . An isomorphism between (X, A, ) and (X', A/, ') is an isomorphism

(X', M) = (X, A) of principally polarised abelian schemes, taking &’ to «.

Remark 2.2. If C is a curve of genus g > 3 with trivial automorphism group, and « is a level structure
on C, then (C, &) is not isomorphic to (C, —«). On the other hand, if J denotes the Jacobian of C, one
has that (J, ®¢, «) and (J, ©¢, —«) are isomorphic, because the automorphism —1: J — J, defined
globally on J, identifies the two pairs.

2A1. Choice of level. As indicated by Theorem 2.3 below, moduli spaces of curves and abelian varieties
with level structure are well behaved when the condition (p, n) = 1 is met. For later purposes, we need
to strengthen the condition (p, n) = 1. Note that p = char k is fixed, as well as the genus g. However, we
are free to choose n > 3, and the condition we require is that the order of the symplectic group

8
ISp2¢. Z/n2)| =< - [ J(n* 1)

i=1

is not divisible by p. In particular, this implies (p, n) = 1. From now on,
n is fixed in such a way that p does not divide |Sp(2g, Z/nZ)|. (2-1)

This condition implies that the symplectic group Sp(2g, Z/nZ) acts freely and transitively on the set
of symplectic level-n structures on a smooth curve defined over k. This will be used in the proof of
Lemma 2.5.

2B. Moduli spaces. Let .#." be the functor Sch® — Sets sending a k-scheme S to the set of S-
isomorphism classes of curves of genus g with level-n structure. Similarly, let 42%;") be the functor sending
S to the set of S-isomorphism classes of principally polarised abelian schemes of relative dimension g
over S equipped with a level-n structure.

Theorem 2.3. Ifn > 3 and (p, n) = 1, the functors ///;n) and ,Q/g(") are represented by smooth quasipro-
Jective varieties M é(,") and Ag’) of dimensions 3g — 3 and g(g + 1) /2 respectively.

Proof. For the statement about E///éf") we refer to [Popp 1977], whereas the one about ﬂfé,(") is [Mumford
1965, Theorem 7.9]. O

Consider the morphism
Jn: M{Y — A (2-2)

sending a curve with level structure to its Jacobian, as usual principally polarised by the Theta divisor.
The map j, is generically of degree two onto its image, essentially because of Remark 2.2. To link it
back to z,: M, — A,, Oort and Steenbrink form the geometric quotient

n) _ g
v = MM/,
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where

M - M (2-3)

is the involution sending [D, 8] +— [D, —B]. Note that X is the identity if g < 2. The map j, factors
through a morphism

R A OO
: g

which turns out to be injective on geometric points [Oort and Steenbrink 1980, Lemma 1.11]. In fact, we
need the following stronger statement:

Theorem 2.4 [Oort and Steenbrink 1980, Theorem 3.1]. If g > 2 and chark # 2 then ¢ is an immersion.

Oort and Steenbrink use this result crucially to solve the local Torelli problem as we recalled in
Section 1B. For us, it is not important to have the statement of local Torelli (which strictly speaking only
holds globally in characteristic 0); all we need in our argument is Theorem 2.4, which is why we require
the base field k to have characteristic p # 2.

The following result was proven in [Deligne and Mumford 1969, Proposition 5.8] in greater generality.
We give a short proof here for the sake of completeness.

Lemma 2.5. The maps ¢ Mé(,") — Mg and : Afg") — A, forgetting the level structure are étale.

Proof. We start by showing that ¢ is flat. Choose an atlas for M,, that is, an étale surjective map
a: U — M, from a scheme. Form the fibre square

v L2 m”

| = )

and pick a point u € U, with image y = a(u) € M. The fibre V, C V is contained in b~'e~1(y), which is
étale over ¢! (y) because b is étale. In particular, since ¢ ~! () is finite, the same is true for V,,. Therefore
V — U is a map of smooth varieties with fibres of the same dimension (zero); by “miracle flatness”
[EGA V3 1966, Proposition 15.4.2], it is flat; therefore ¢ is flat. On the other hand, the geometric fibres
of ¢ are the symplectic groups Sp(2g, Z/nZ), and they are reduced by our choice of n (see (2-1) in
Section 2A1). Hence ¢ is smooth of relative dimension zero, that is, étale. The same argument applies to

the map y, with the symplectic group replaced by Sp(2g, Z/nZ)/ + 1. O

Remark 2.6. The maps M é”) — M, and Ag,") — Ag down to the coarse moduli schemes are still finite
Galois covers, but they are not étale.
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By Lemma 2.5, we can identity the tangent space to a point [C, o] € M, é(,") with the tangent space to its
image [C] € M, under ¢, and similarly on the abelian variety side. Moreover, the cartesian diagram
(n) (n)
M g" — A g"
(pl 0 l v (2-4)
allows us to identify the map
o: HY(C, Te) — Sym?> HY(C, 6¢),

already appeared in (1-1), with the tangent map of j, at a point [C, «]. As we already mentioned, in [Oort
and Steenbrink 1980, Section 2] it is shown that if C is hyperelliptic the kernel of o has dimension g — 2.

3. Proof of the main theorem

3A. Proof of Theorem 1. Let C be a hyperelliptic curve of genus g > 3 and let J be its Jacobian. Fix
an Abel-Jacobi embedding C < J and let

H = Hﬂbc /J
be the Hilbert scheme component containing such embedding as a point. Let

Z' S HxJ
Lo
H

be the universal family over the Hilbert scheme.

Lemma 3.1. The restriction morphism
*: Pic’(H x J/H) — Pic’(Z/H)
is an isomorphism of abelian schemes over H.

Proof. We use the critere de platitude par fibres [EGAIV3 1966, Théoréeme 11.3.10] in the following
special case: suppose given a scheme S and an S-morphism f: X — Y such that

(a) X/S is finitely presented and flat,
(b) Y/S is locally of finite type, and
(©) fs: X5 — Yy is flat for each s € S. Then f is flat.

Applying this to (S, f) = (H, (*), we conclude that (* is flat. But PicO(H x J/H) is isomorphic, over H,
to the constant abelian scheme H x J, and ¢* is an isomorphism on each fibre over H. Therefore it is a
flat, unramified and bijective morphism, hence an isomorphism. O
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Let o be a fixed level-n structure on J, with n > 3 chosen as in Section 2A1. Form the constant
level structure oy on the abelian scheme H x J — H. Transferring the level structure oy from H x J
to Pic’(Z/H) using the isomorphism ¢* of Lemma 3.1, we can now regard Z — H as a family of
Abel-Jacobi curves with level-n structure. Since M é(,") is a fine moduli space for these objects, we obtain
a morphism

FiH— MY, (3-)

Note that the topological image of f is just the point x € M;,") corresponding to [C, «]. The tangent map
df at the point [C] € H is the connecting homomorphism

3: H(C, N¢) — H'(C, T¢),

already appeared in (1-1).
Our next goal is to view the Hilbert scheme H over a suitable artinian scheme R,. Recall the Torelli
type morphism j, introduced in (2-2). We define

(n)
R, C M,

to be the scheme-theoretic fibre of j, over the moduli point [J, «] € Aé,") . Let y € V™ be the image of
the point x = [C, o] under the quotient map

(n) n) _ g
Mg -V _Mg /2,

where X is the involution first appeared in (2-3). During the proof of [Oort and Steenbrink 1980,
Corollary 3.2] it is shown that one can choose local coordinates #, ..., 3,3 around x such that ¥*#; =¢;
ifi=1,...,2¢g—1and ¥*;, = —1; if i =2g, ..., 3g — 3. Oort—Steenbrink deduce that

A A% 2 2
ﬁy :ﬁx =k[[1, ...,tzg_l,tzg,tggl2g+1, ""t3g73]]' (3-2)
Since we have a factorisation

s g (n) .t (n)
Jn: MgV — VI e— A

where ¢ is an immersion by Theorem 2.4, we deduce from (3-2) that
Ry, = Specklsy, ..., sg,z]/mz,

where m = (s1, ..., 5,-2) CKk[sy,...,s,2]. For instance, Rj3 is the scheme of dual numbers k[s]/sz,
and if g = 4 we get the triple point k[s, 1]/(s2, st, t2).
Recall the cohomology sequence

0— H'(C, 6¢c) — H(C, N¢) 2> H'(C, Te) 2> H'(C. 66)%2, (3-3)

where o factors through Sym? H'(C, &), the tangent space of Ag at [J, ©¢]. Since C is hyperelliptic,
the image of 0 has dimension g — 2 > 0. In other words, the differential d = d f, where f was defined
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in (3-1), does not vanish at the point [C] € H. Thus f is not scheme-theoretically constant, although
x=[C,aleM g’) is the only point in the image. On the other hand, the composition

jnof: H— Mg(”) — Aé”)
is the constant morphism since its differential is identically zero. Indeed the composition
00d: HY(C,N¢c) - H'(C, Tc) — Sym*> H'(C, 6¢)

vanishes by exactness of (3-3). So the image point [J, o] does not deform even at first order, and we
conclude that f factors through the scheme-theoretic fibre of j,. This gives us a morphism

w: H— R,. (3-4)
We will exploit the following technical lemma:

Lemma 3.2 [Kolldr 1996, Lemma 1.10.1]. Let R be the spectrum of a local ring, p: U — V a morphism
over R, with U — R flat and proper. If the restriction po: Uy — Vi of p over the closed point O € R is an

isomorphism, then p is an isomorphism.

Recall that J = Hieq, so we have a closed immersion J < H (with empty complement). Consider the
closed point 0 € J corresponding to C. Let us fix a regular sequence fi, ..., f, in the maximal ideal
of 0. Choose lifts f, € Oy o along the natural surjection &y g — Oy, fori =1,..., g. Then we
consider the zero scheme

i:Sy=2Z(f1,..., fo) = H, (3-5)

the largest artinian scheme supported at 0 € H. We next show that the composition
p=moi:S;—>H—> R, (3-6)

is an isomorphism, where 7 is defined in (3-4). We will need the following lemma:

Lemma 3.3. Let £: k[xy,...,x4]/m> = B be a surjection of local Artin k-algebras such that the
differential d€ is an isomorphism. Then £ is an isomorphism.

Proof. Since d¢ is an isomorphism by assumption, B has embedding dimension d, hence it can be written
as a quotient k[xy, ..., xq]/1, so that its maximal ideal is mp = m/[. Starting from the surjection ¢,
it is then clear that m?> C I, and we have to show the other inclusion. This follows from the chain of
isomorphisms

m/I  wm/I m/m?

(m/NH?  m2/INnm2  I/m2’

m/m2 = mB/mé =

where the first isomorphism is (d¢)". O

Lemma 3.4. The tangent map dp: Ts, — Tr, is an isomorphism.
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Proof. The kernel of H'(C, T¢) — H'(C, 0¢)®?, namely the image of 3: H*(C, N¢) — H'(C, T¢), is
the tangent space Tk, to the artinian scheme Ry, as the latter is by definition the fibre of j,. We then have
a direct sum decomposition ToH = ToJ @ Tg,. The intersection of S, and J inside H is the reduced
origin 0 € J, so the linear subspace T, C ToH intersects TpJ trivially, which implies that the tangent map

do: ng cToJ & TRg — TRg

is injective. On the other hand, the inclusion 75, C ToH 1is cut out by independent linear functions,
again because Ts, N ToJ = (0). It follows that the linear inclusion Ts, C ToH has codimension equal to
dim TpJ = g, thus

dim 75, =dimToH — g = g —2 =dim Tg,.

The result follows. 0
Corollary 3.5. The map p: S, — R, of (3-6) is an isomorphism.

Proof. The map p is proper, injective on points and, by Lemma 3.4, injective on tangent spaces. Then
it is a closed immersion; in fact, by Lemma 3.4 again, it is an isomorphism on tangent spaces, so by
Lemma 3.3 it is an isomorphism. O

The corollary yields a section of m,
s=iop ' Ry =5 Sy, — H,
which finally allows us to prove the main result of this paper.

Theorem 3.6. Let C he a hyperelliptic curve of genus g > 2, and let J be its Jacobian. Then there is an
isomorphism of schemes
J xR, = H.

Proof. If g = 2, the Hilbert scheme is nonsingular because d: H 0(C, N¢) — H'(C, T¢), the connecting
homomorphism in (1-1), vanishes. If g > 3, consider the translation action u: J x H — H by J on the
Hilbert scheme and the composition

idJ XS

J X R, Jx H-> H,

viewed as a morphism over the artinian scheme R,. Since it restricts to the identity id; over the closed
point of Ry, by Lemma 3.2 it must be an isomorphism. O

3B. Relation between Hilbert scheme and Torelli. Let z=[J, ©¢] be a point in the image of the Torelli
morphism 7, : M, — A,. The fibre of 7, over Spec k(z) — A, is, topologically, just a point, by Torellli’s
theorem. This point is scheme-theoretically reduced if C is nonhyperelliptic. However, thanks to the
cartesian diagram (2-4), what we can observe is that 7, l'z) =M g XA, Speck(z) C M, is the artinian
scheme R, when z represents a hyperelliptic Jacobian. Theorem 3.6 thus fully develops in a qualitative
form the idea already present in [Lange and Sernesi 2004], namely that understanding the ramification
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(the fibres) of the Torelli morphism is equivalent to understanding the singularities of the Hilbert scheme;
what the present work shows is that these singularities are controlled by the artinian scheme R,.
The results proved so far essentially show the following:

Proposition 3.7. Let C be a smooth curve of genus g > 2, and let J be its Jacobian. Then T, Y([J, ©c¢))
is isomorphic to the largest closed subscheme of Hilbc,; supported at [aj: C — J].

Proof. In the nonhyperelliptic case, we have T, W([J, ®¢]) = Spec k, because g is unramified at [C]. The
result then follows because J — Hilbc,, is an isomorphism (by Corollary 1.3). In the hyperelliptic case
we get, using Corollary 3.5,

S¢ => Ry =1, (1], Oc)).

where S, C Hilbc,;, introduced in (3-5), is precisely the largest subscheme of the Hilbert scheme
supported at [aj: C — J]. g

3C. Donaldson—Thomas invariants for Jacobians. Let C be a smooth complex projective curve of
genus 3. One can study the “C-local Donaldson-Thomas invariants” of the abelian 3-fold J = Pic’ C.
As explained in [Ricolfi 2018a; 2018b], these invariants are completely determined by the “BPS number”
of the curve,

nc =vu(Sc) €4,
in the sense that their generating function is equal to the rational function
nc-q *(1+q)".

Here vy : Hilbc,; — Z is the Behrend function of the Hilbert scheme. The Behrend function attached to
a general finite type C-scheme X is an invariant of the singularities of X. It was introduced in [Behrend
2009] and is now a key tool in Donaldson-Thomas theory. For a smooth scheme Y one has that vy is
the constant (—1)4™Y  and moreover vyyy = vy - vy for two complex schemes X and Y. While for
nonhyperelliptic C we have nc = —1 (because the Hilbert scheme is a copy of the smooth 3-fold J), the
structure result

Hilbc,; = J x Spec C[s]/s>

in the hyperelliptic case yields nc = —2, because the scheme of dual numbers has Behrend function

VR; = 2.

4. An application to moduli spaces of Picard sheaves

Mukai [1981] introduced his celebrated Fourier transform, and gave an application to the moduli space
of Picard sheaves on Jacobians of curves. We now review his results on nonhyperelliptic Jacobians and
extend them to the hyperelliptic case. We assume that the base field & is, as ever, algebraically closed of
characteristic different from 2.
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We let @: D?(J) — DP(J) be the Fourier transform with kernel the Poincaré line bundle 2 € Pic(J x J).
Ifp: JxJ— Jandp: J x J — J are the projections, by definition one has

O (&) = Rp:(p"6 @ 2).

We will denote by &' (&) the i-th cohomology sheaf of the complex ®(&).

Let pg € C be a point on a smooth curve of genus g > 2. Let us form the line bundle § = &¢(dpo).
From now on we view it as a sheaf on J by pushing it forward along the Abel-Jacobi map aj: C — J
followed by the identification of J with its dual. Applying his Fourier transform, Mukai constructs

F = ®'(aj,8), (4-1)

a Picard sheaf of rank g —d — 1 living on J. Assume 1 <d < g — 1, so that by [Mukai 1981, Lemma 4.9]
we know that F' is simple (that is, Endg, (F) = k), and

2g if C is not hyperelliptic,

dimExty, (F, F) = { (4-2)

3g—2 if C is hyperelliptic.

Let Spl; be the moduli space of simple coherent sheaves on J, and let M (F) C Spl; be the connected
component containing the point corresponding to F. It is shown in [loc. cit., Theorem 4.8] that if g =2
or C is nonhyperelliptic, the morphism

f:JxJ— M(F), (1, x) > tiF ® 2, 4-3)

is an isomorphism. By (4-2), the space M (F) is reduced precisely when C has genus 2 or is nonhyperel-
liptic. For C hyperelliptic, f turns out to be an isomorphism onto the reduction M (F)eq & M (F), as
Mukai showed [1987, Example 1.15].

Remark 4.1. The moduli space M (F') is a priori only an algebraic space. But an algebraic space is a
scheme if and only if its reduction is a scheme. Therefore M (F) is a scheme because of the isomorphism
Jx J = M(F)rea.

The following result, which can be seen as a corollary of Theorem 3.6, completes the study of Picard
sheaves on Jacobians considered by Mukai, namely those of rank g —d — 1, withd < g — 1.

Theorem 4.2. Let C be a hyperelliptic curve of genus g > 2. Let J be its Jacobian and F a Picard sheaf

as above. Then, as schemes,

M(F)=1J x J x R,.

Proof. The case g =2 is already covered by Mukai’s tangent space calculation. By Theorem 3.6, it is
enough to exhibit an isomorphism JxHZ>M (F), where as usual H C Hilby is the Hilbert scheme
component containing the Abel-Jacobi point [C]. We will do this by extending the morphism (4-3)
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defined by Mukai, that is, completing the diagram

JxJ —"% M(F)ed

[ £ (4-4)

IxH 5 MF)

and showing that the extension ¢ is an isomorphism. Recall that via the identification J = Hq We can
identify a k-valued point x € J(k) with a k-valued point of H. Also, for any such point x € J C H,
we will use the notation x + pg for the point on the Abel-Jacobi curve t,C C J obtained by translating
po € C C J via the automorphism t,: J — J. Let

Z<SsHxJ—>H

be the universal family of the Hilbert scheme: the fibre of Z — H over Spec k(x) < H is the subscheme
tyC C J, and ¢, the universal Abel-Jacobi map, restricts to ajot_,: t,C — C — {x} x J over the point
x € H. We now construct a section o of Z — H restricting to the divisor dpg on C (in other words, a
“universal” version of &). If ¢g: H — J denotes the projection (forgetting the nonreduced structure) and
u: J — J is the composition tg, o [d], the section o is the map

o H-YDs oy XU g g xes (x,d(x + po)).

Here we view d(x + po) as a degree d divisor on the translated Abel-Jacobi curve t,C C J, in particular
the image of o clearly lands inside Z. Let ¥ = €'z(o') be the associated line bundle on the total space Z.
Then, by construction, restricting .Z to a fibre of Z — H we get

$|txc = ﬁt_xc(d(x + po)) = tixé- 4-5)
If we consider the pushforward ¢,.Z to H x J, using (4-5) we obtain

(D)Nxxs = @jot—y)x(Llt,c) = aj,§. (4-6)
Note that . is flat over H (because Z — H is flat), therefore the same is true for ¢,.#. Since taking the
Fourier—Mukai transform commutes with base change, (4-6) yields

O (14.L)ixs = D' (aj, ) = F. (4-7)

Now we consider the following diagram:

mXidj

UxDxJ —s UxDyxJ 2 gy 2y

I [ l

fo(pri(JAxH)xJ;)(JxH)xJLidj)HxJ

where m and u are the translation actions by J on J and H respectively. The Fourier—-Mukai transform
&'(1,.2) lives on H x J and is flat over H, by flatness of ¢,.Z. By (4-7), we know that the families of
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sheaves @' (1,.%2)| s« and prj F (both flat over J) define the same morphism J — M (F), namely the
constant morphism hitting the point [F]. Since Mukai’s morphism JxJ—>M (F), defined in (4-3),
corresponds (after identifying J with its dual) to the family of sheaves

(m xidy)* pr] F @ (prj30i)* 2,

it follows that the family
(1 x id))*®' (1.2) @ prl; 2

defines an extension ¢ : Jx H— M(F), completing diagram (4-4). We know that ¢ is an isomorphism
around [£] — [F]. Indeed, ¢ is precisely the morphism constructed by Mukai [1987, Proposition 1.12],
where he proves that M (&) and M (F) are isomorphic along a Zariski open subset. The construction is
homogeneous, in the sense that ¢ does not depend on the initial point [£] € M (§). Therefore ¢ is globally
an isomorphism, as claimed. U

Remark 4.3. The connected component M (£) of the moduli space of simple sheaves containing the
point [£] is the relative Picard variety Pic?(Z/H), which can be identified with JxH by Lemma 3.1. It
is possible to adapt the proof of [Mukai 1987, Proposition 1.12] to show that the birational map

Pic(Z/H) --» M(F)

is everywhere defined (and an isomorphism), giving an immediate proof of Theorem 4.2. We preferred to
present the argument above, because the construction makes the isomorphism ¢ : J x H— M(F) arise
directly, as a “thickening” of Mukai’s isomorphism JxJ—=M (F)red- Moreover the argument makes
explicit use of (the properties of) the Fourier—Mukai transform.
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Endomorphism algebras of
geometrically split abelian surfaces over Q

Francesc Fité and Xavier Guitart

We determine the set of geometric endomorphism algebras of geometrically split abelian surfaces defined
over Q. In particular we find that this set has cardinality 92. The essential part of the classification
consists in determining the set of quadratic imaginary fields M with class group C, x C, for which
there exists an abelian surface A defined over @ which is geometrically isogenous to the square of an
elliptic curve with CM by M. We first study the interplay between the field of definition of the geometric
endomorphisms of A and the field M. This reduces the problem to the situation in which E is a Q-curve
in the sense of Gross. We can then conclude our analysis by employing Nakamura’s method to compute
the endomorphism algebra of the restriction of scalars of a Gross Q-curve.

1. Introduction

Let A be an abelian variety of dimension g > 1 defined over a number field k of degree d. Let us denote
by Ag its base change to Q. We refer to End(Ag), the Q-algebra spanned by the endomorphisms of A de-
fined over @, as the @-endomorphism algebra of A. For a fixed choice of g and d, it is conjectured that the
set of possibilities for End(Ag) is finite. A slightly stronger form of this conjecture, applying to endomor-
phism rings of abelian varieties over number fields, has been attributed to Coleman in [Bruin et al. 2006].

Hereafter, let A denote an abelian surface defined over (. In the case that A is geometrically simple
(that is, Ag is simple), the previous conjecture stands widely open. If A is principally polarized and
has CM it has been shown by Murabayashi and Umegaki [2001] that End(Ag) is one of 19 possible
quartic CM fields. However, narrowing down to a finite set the possible quadratic real fields and quaternion
division algebras over Q which occur as End(Ag) for some A has escaped all attempts of proof. See also
[Orr and Skorobogatov 2018] for recent more general results which prove Coleman’s conjecture for CM
abelian varieties.

In the present paper, we focus on the case that A is geometrically split, that is, the case in which Ag
is isogenous to a product of elliptic curves, which we will assume from now on. Let A be the set of
possibilities for End(Ag), where A is a geometrically split abelian surface over Q.

Let us briefly recall how scattered results in the literature ensure the finiteness of A (we will detail the
arguments in Section 4). Indeed, if Ag is isogenous to the product of two nonisogenous elliptic curves,
then the finiteness (and in fact the precise description) of the set of possibilities for End(Ag) follows

MSC2010: primary 11G18; secondary 11G15, 14K22.
Keywords: products of CM elliptic curves, Coleman’s conjecture, endomorphism algebras, singular abelian surfaces.
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from [Fité et al. 2012, Proposition 4.5]. If, on the contrary, Ag is isogenous to the square of an elliptic
curve, then the finiteness of the set of possibilities for End(Ag) was established by Shafarevich [1996]
(see also [Gonzélez 2011] for the determination of the precise subset corresponding to modular abelian
surfaces). In the present work, we aim at an effective version of Shafarevich’s result. Our starting point is
[Fité and Guitart 2018a, Theorem 1.4], which we recall in our particular setting.

Theorem 1.1 [Fité and Guitart 2018a]. If A is an abelian surface defined over Q such that Ag is isogenous
to the square of an elliptic curve E /Q with complex multiplication (CM) by a quadratic imaginary field M,
then the class group of M is 1, Cy, or C; x Ca.

It should be noted that several other works can be used to see that, in the situation of the theorem, the
exponent of the class group of M divides 2 (see [Schiitt 2007; Kani 2011], for example).

While it is an easy observation that an abelian surface A as in the theorem can be found for each
quadratic imaginary field M with class group 1 or C; (see [Fité and Guitart 2018a, Remark 2.20] and
also Section 4), the question whether such an A exists for each of the fields M with class group C, x C;
is far from trivial. The aforementioned results are thus not sufficient for the determination of the set A.
The main contribution of this article is the following theorem.

Theorem 1.2. Let M be a quadratic imaginary field with class group C, x C,. There exists an abelian
surface defined over Q such that Ag is isogenous to the square of an elliptic curve E | Q with CM by M if

and only if the discriminant of M belongs to the set
{—84, —120, —132, —168, —228, —280, —372, —408, —435, (-1
—483, —520, —532, —595, —627, =708, —795, —1012, —1435}.

The only imaginary quadratic fields with class group C, x C, whose discriminant does not belong to
(1-1) are

Q(v—-195), QW-=-312), Q(«v-340), QK -=555), QW-=715), Q(V-760). (1-2)

With Theorem 1.2 at hand, the determination of the set A follows as a mere corollary (see Section 4
for the proof).

Corollary 1.3. The set A of Q-endomorphism algebras of geometrically split abelian surfaces over Q is
made of :

1) QxQ,Qx M, M| x My, where M, M| and M, are quadratic imaginary fields of class number 1;
(i) My (Q), Ma(M), where M is a quadratic imaginary field with class group 1, C,, or Cy x C, and
distinct from those listed in (1-2).

In particular, the set A has cardinality 92.

The paper is organized in the following manner. In Section 2 we attach a c-representation gy of
degree 2 to an abelian surface A defined over Q such that Ag is isogenous to the square of an elliptic curve
E/Q with CM by M. It is well known that E is a Q-curve and that one can associate a 2-cocycle cf to E.
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A c-representation is essentially a representation up to scalar and it is thus a notion closely related to that
of projective representation. In the case of the c-representation gy attached to A, the scalar that measures
the failure of gy to be a proper representation is precisely the 2-cocycle cg. Choosing the language
of c-representations instead of that of projective representations has an unexpected payoft: the tensor
product of a c-representation ¢ and its contragradient c-representation o* is again a proper representation.
We show that gy ® o}, coincides with the representation of Gg on the 4-dimensional M-vector space
End(Ag). This representation has been studied in detail in [Fit¢ and Sutherland 2014] and the tensor
decomposition of End(Ag) is exploited in Theorems 2.20 and 2.27 to obtain obstructions on the existence
of A. These obstructions extend to the general case those obtained in [Fité and Guitart 2018a, §3.1, §3.2]
under very restrictive hypotheses. The c-representation point of view also allows us to understand in
a unified manner what we called group theoretic and cohomological obstructions in [Fité and Guitart
2018a]. It should be noted that one can define analogues of gy in other more general situations. For
example, a parallel construction in the context of geometrically isotypic abelian varieties potentially of
GL,-type has been exploited in [Fité and Guitart 2019] to determine a tensor factorization of their Tate
modules. This can be used to deduce the validity of the Sato—Tate conjecture for them in certain cases.
In Section 3, we describe a method of Nakamura to compute the endomorphism algebra of the restriction
of scalars of certain Gross ()-curves (see Definition 2.9 below for the precise definition of these curves).
Then we apply this method to all Gross Q-curves with CM by a field M of class group C; x C,. This com-
putation plays a key role in the proof of Theorem 1.2, both in proving the existence of the abelian surfaces
for the fields M different from those listed in (1-2), and in proving the nonexistence for the fields of (1-2).
In Section 4 we culminate the proofs of Theorem 1.2 and Corollary 1.3 by assembling together the
obstructions and existence results from Sections 2 and 3. We essentially show that we can use the results of
Section 2 to reduce to the case of Gross (-curves, and then deal with this case using the results of Section 3.

Notations and terminology. For k a number field, we will work in the category of abelian varieties up
to isogeny over k. Note that isogenies become invertible in this category. Given an abelian variety A
defined over k, the set of endomorphisms End(A) of A defined over k is endowed with a Q-algebra
structure. More generally, if B is an abelian variety defined over k, we will denote by Hom(A, B) the
Q-vector space of homomorphisms from A to B that are defined over k. We note that for us End(A)
and Hom(A, B) denote what some other authors call EndO(A) and Hom®(A, B). We will write A ~ B to
mean that A and B are isogenous over k. If L /k is a field extension, then A; will denote the base change
of A from k to L. In particular, we will write A; ~ By if A and B become isogenous over L, and we
will write Hom(A;, By) to refer to what some authors write as Homy (A, B).

2. c-representations and k-curves

The goal of this section is to obtain obstructions to the existence of abelian surfaces defined over Q
such that End(Ag) =~ My (M), where M is a quadratic imaginary field. To this purpose, we analyze the
interplay between the k-curves and c-representations that arise from them.
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2A. c-representations: general definitions. Let V be a vector space of finite dimension over a field &
and let G be a finite group. We say that a map

ov:G — GL(V)
is a c-representation (of the group G) if oy (1) = 1 and there exists a map
cv:GxG—=k*
such that for every o, T € G one has
ev(o)ev(r) =¢gv(ot)cy (o, 7). (2-1
Remark 2.1. The following properties follow easily from the definition:
(1) We have
ovie ™Y =0v(@) 'ev(c o) and oy =0v(0) ey(o. o).
In particular, cy (o, 0" =cy (o7}, o).
(i) If cy (-, -) =1, the notion of c-representation corresponds to the usual notion of representation.

Let V and W be c-representations of the group G. Let T = Hom(V, W) denote the space of k-linear
maps from V to W. A homomorphism of c-representations from V to W is a k-linear map f € T such that

f) =ow(©@)(fev(e)™'v)
foreveryve Vand o € G.
Consider now the map
or : G - GL(Hom(V, W)),
defined by
(0r(0) /)W) = ow(o)(f(ov ()~ v)).
Proposition 2.2. The map ot together with the map ct : G X G — k™ defined by ct = C;l -cw equip T
with the structure of a c-representation.
Before proving the proposition we show a particular case. In the case that W is k equipped with the
trivial action of G, let us write V* =T and o* = or. In this case, 0* (o) is the inverse transpose of oy (o).

The assertion of the proposition is then immediate from (2-1).
The following two lemmas, whose proof is straightforward, imply the proposition.

Lemma 2.3. The maps
0% : G — GL(VQW),
defined by o5 (0)(v @ w) = oy (0)(v) ® ow (o) (w) and cg = cy - cw endow V Q W with a structure of
c-representation.
Lemma 2.4. The map
o WRV*—T

defined by ¢ (w ® f)(v) = f(v)w is an isomorphism of c-representations.
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Corollary 2.5. When V = W, the c-representation T is in fact a representation.

2B. k-curves: general definitions. We briefly recall some definitions and results regarding Q-curves
and, more generally, k-curves with complex multiplication. More details can be found in [Fité and Guitart
2018a, §2.1] and the references therein (especially [Quer 2000; Ribet 1992; Nakamura 2004]).

Let E/Q be an elliptic curve and let k be a number field, whose absolute Galois group we denote by Gy.

Definition 2.6. We say that F is a k-curve if for every o € Gy, there exists an isogeny u, : °E — E.

Definition 2.7. We say that E is a Ribet k-curve if E is a k-curve and the isogenies (i, can be taken to
be compatible with the endomorphisms of E, in the sense that the diagram

FE L E
J% Jq, (2-2)
of Mo E

commutes for all o € G and all ¢ € End(E).

Remark 2.8. (i) Observe that if £ does not have CM, then E is a k-curve if and only if it is a Ribet
k-curve. If E has CM (say by a quadratic imaginary field M), it is well known that E is isogenous
to all of its Galois conjugates and hence it is always a k-curve; it is a Ribet k-curve if and only if
M C k; see [Silverman 1994, Theorem 2.2].

(ii)) We warn the reader that in the present paper we are using a slightly different terminology from that
of [Fité and Guitart 2018a]: as in [Fité and Guitart 2018a] the only relevant notion was that of a
Ribet k-curve, we called Ribet k-curves simply k-curves.

Let K be a number field containing k. We say that an elliptic curve E/K is a k-curve defined over K
(resp. a Ribet k-curve defined over K) if E7 is a k-curve (resp. a Ribet k-curve). We will say that E is
completely defined over K if, in addition, all the isogenies u, : °E — E can be taken to be defined over K.

Definition 2.9. Let H denote the Hilbert class field of M and let E/H be an elliptic curve with CM
by M. We say that E is a Gross Q-curve if E is completely defined over H.

The next proposition characterizes the existence of Gross (Q-curves and Ribet M-curves with CM
by M defined over the Hilbert class field H.

Proposition 2.10. Let M be a quadratic imaginary field and let D denote its discriminant. Then:

(1) There exists a Ribet M -curve E* with CM by M and completely defined over H.

(ii) There exists a Gross Q-curve E* with CM by M (and completely defined over H) if and only if D is
not of the form
D=—4pi...pi-1, (2-3)

wheret > 2 and py, ..., p;—1 are primes congruent to 1 modulo 4.
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The first part of the previous proposition is a weaker form of [Shimura 1971, Proposition 5, p. 521]
(see also [Nakamura 2001, Remark 1]). For the second part, we refer to [Gross 1980, §11; Nakamura
2004, Proposition 5]. Discriminants of the form (2-3) are called exceptional.

Suppose from now on that E is a k-curve defined over K with CM by an imaginary quadratic field M.
Fix a system of isogenies {is : °E — E}scc,. By enlarging K if necessary, we can always assume that
K/ k is Galois and that E is completely defined over K. We will equip End(E) with the following action.
For o € Gal(K / k) and ¢ € End(E) define

oxp=ps0 pou,".

Note that if E is a Ribet k-curve, then this action is trivial. If we regard M as a Gal(K/k)-module
by means of the natural Galois action (which is actually the trivial action when k contains M) and
End(E) endowed with the action defined above, then the identification of End(E) with M becomes a
Gal(K / k)-equivariant isomorphism. The map

K Gal(K/k) x Gal(K /k) — M*, (0,T) > flor 0y op)!

o

satisfies the condition

(oxcK(o, 1)) Koo, 1) - Ko, 01) - K0, o) =1, (2-4)

for o, 0, T € Gal(K / k), and is then a 2—cocycle.1 Denote the cohomology class in H 2(Gal(K k), M)
corresponding to cX by yX. The class X only depends on the K -isogeny class of E.

The next result is a consequence of Weil’s descent criterion, extended to varieties up to isogeny by
Ribet [1992, §8].

Theorem 2.11 (Ribet—Weil). Suppose that E is a Ribet k-curve completely defined over K (and hence
M C k). Let L be a number field with k C L C K, and consider the restriction map

res : H>(Gal(K / k), M*) — H*(Gal(K /L), M*).
Ifres(yg) = 1, there exists an elliptic curve C /L such that E ~ Ck.

2C. M-curves from squares of CM elliptic curves. Let M be a quadratic imaginary field. Let A be an
abelian surface defined over Q such that Ag is isogenous to £ 2 where E is an elliptic curve defined over
Q with CM by M. Let K /Q denote the minimal extension over which

End(Ag) ~ End(Ax).

By the theory of complex multiplication, K contains the Hilbert class field H of M. Note also that K /Q
is Galois and the possibilities for Gal(K /Q) can be read from [Fité et al. 2012, Table 8]. For our purposes,

lActually, this is the inverse of the cocycle considered in [Fité and Guitart 2018a], but this does not affect any of the results
that we will use.
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it is enough to recall that

C, forr € {1,2,3, 4, 6},
Gal(K/M) ~ { D, for r € (2,3, 4, 6}, (2-5)
A4, S4.

Here, C, denotes the cyclic group of r elements, D, denotes the dihedral group of 2r elements, and A4
(resp. S4) stands for the alternating (resp. symmetric) group on 4 letters.

We can (and do) assume that E is in fact defined over K, and then we have that Ax ~ E2 For
o € Gal(K /Q) we have that (° E)?> ~ % Ax = Ax ~ E?2. Therefore, Poincaré’s decomposition theorem
implies that E is a Q-curve completely defined over K.

For the purposes of this article, we need to consider the following (slightly more general) situation:
Let N/M be a Galois subextension of K /M, and let E* be a Ribet M-curve which is completely defined
over N and such that Eg ~ Ea. Observe that there always exist N and E* satisfying these conditions,
for example by taking N = K and E* = E; but in Sections 2D and 2E we will exploit certain situations
where N C K and E* # E.

Then we can consider two cohomology classes: the class yg attached to E, and the class yé\ﬁ attached
to E*. We recall the following key result about yé( , which is a particular case of [Fité and Guitart 2018a,
Corollary 2.4].

Theorem 2.12. The cohomology class yé( is 2-torsion.

Denote by U the set of roots of unity of M and put P = M*/U. The same argument of [Fité
and Guitart 2018a, Proof of Theorem 2.14] proves the following decomposition of the 2-torsion of
H?*(Gal(K /M), M*):

H*(Gal(K /M), M*)[2] ~ H*(Gal(K /M), U)[2] x Hom(Gal(K /M), P/P?). (2-6)
If M # Q(i), Q(+/—3) this particularizes to
H*(Gal(K /M), M*)[2] ~ H*(Gal(K /M), {+1}) x Hom(Gal(K /M), P/ P?). (2-7)

Fory e H 2(Gal(K /M), M*)[2] we will denote by (y., ¥) its components under the isomorphism (2-7);
we will refer to y1 as the sign component and to ¥ as the degree component.

In order to study the relation between yf and y,il, define L/K to be the smallest extension such
that £} and E; are isogenous. Since all the endomorphisms of E are defined over K, this is also the
smallest extension L /K such that Hom(E7, E;) = Hom(E%, Eg). The extension L/Q is Galois. Indeed,
foro € Ggput L' =°L and let B, : °E* — E* and . : °E — E be isogenies defined over N and over K
respectively; then, if ¢ : E] — E| is an isogeny defined over L we find that j1s 0 %¢ 0 B !'is an isogeny
defined over L’ between E7, and Ej/, so that L C L’ and therefore L = L'.

One can also characterize L/K as the minimal extension such that

Hom(EZ, Ag) ~Hom(E7, Ap).
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Denote by
inf : H*(Gal(N/M), M*) — H*(Gal(K /M), M™)

the inflation map in Galois cohomology.
Lemma 2.13. Suppose that M # Q(i), Q(v/=3). Then
inf} (vah) =w - v£,

for some w € H*(Gal(K /M), {£1}).
Proof. Since E ~ (E,); we have that

infk (y2.) = inf% (v5). (2-8)
Now consider the following piece of the inflation—restriction exact sequence

H'(Gal(L/K), M*) &> H*(Gal(K /M), M) infi, H*(Gal(L/M), M™). (2-9)

Equality (2-8) implies that inff,(yﬁi) and y,f have the same image under the inflation map inf%, and thus

inff (yge) =1(v) - vz
for some v € H'(Gal(L/K), M*). If M # Q(i), @(~/—3) we have that

HY(Gal(L/K), M) ~ Hom(Gal(L/K), {£1})

and therefore 7 (v) belongs to H?*(Gal(K /M), {£1}). O

Observe that from Theorem 2.12 one cannot deduce that the class yé\l is 2-torsion, since Ay is not
isogenous to (E*)? in general. By Lemma 2.13, what we do deduce is that inf}{(, (y‘é\i)2 = 1. Therefore,
once again by the inflation—restriction exact sequence

H'(Gal(K/N), M*) 5> H*(Gal(N/M), M*) inff, H*(Gal(K /M), M) (2-10)
we have that
(v))?>=t(u) for some u € H'(Gal(K/N), M*). (2-11)

The following technical lemma will be used in Section 2E below.

Lemma 2.14. Suppose that N /M is abelian and that M # Q(i), Q(+/—3). Let cg* be a cocycle repre-
senting the class yé\i. Then cg* (o,7)= :i:cg*(r, o) forall o, € Gal(N/M).

Proof. Since M # Q(i), Q(+/—3) we have that
H'(Gal(K/N), M*) = Hom(Gal(K /N), {£1}). (2-12)
By (2-11) and (2-12) we can suppose that there exists a map d : Gal(N/M) — M such that

cpe(0, 1) =d(0)d()d(0T) ™" - 1(1)(0, 1),
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where ¢ (i) (o, t) € {1}. Therefore

N0, 1) =+d(0)d(t)d(ot) "' = +d(0)d(t)d(to) ! = £cN. (1, 0)%
We see that c%’* (o, t)/cg*(t, o) is a root of unity in M, and hence is equal to £1. O
2D. c-representations from squares of CM elliptic curves. Keep the notations from Section 2C. We
will denote by V the M-module Hom(E7, Az). Fix a system of isogenies {it : “E* — E*}5eGal(L/m)-

We do not have a natural action of Gal(L/M) on V, but the next lemma says that we can use the chosen
system of isogenies to define a c-action on V.

Lemma 2.15. The map
oy : Gal(L/M) — GL(V)
defined by
ov(f)="fop;'  foroeGal(L/M), feV
and the 2-cocycle CJLE* endow the module V with a structure of a c-representation.

Proof. This is tautological:

ov(@)ov (D) () =""fou;top ' =" fousl cki(o, 1) =0v(oT)(f)cki (0, T). O

Let now R denote the M-module End(Ag). It is equipped with the natural Galois conjugation action
of Gal(L /M), which factors through Gal(K /M) and which we sometimes will write as gr (o) () = .
Let T denote Hom(V, V), equipped with the c-representation structure given by Lemma 2.15 and
Proposition 2.2. Note that by Corollary 2.5, we know that T is actually a M[Gal(L/M)]-module.

Lemma 2.16. The map
P:R>T=VRV* dW)(f)=volf, for f eV, ¢ € End(Ag)

is an isomorphism of c-representations (and thus of M[Gal(L/M)]-modules).

Proof. The fact that ® is a morphism of c-representations is straightforward:

or (@) (@ YN = 0v (@)@ Peve) ()
=0v(©@)C Yoove NPk o)™
=vof o“,u;llu;lclg*(afl, o) !
= o)),

where we have used Remark 2.1 in the second and last equalities. The lemma follows by noting that & is
clearly injective and that both R and T have dimension 4 over M. (|

We now describe the M[Gal(K /M)]-module structure of R. It follows from (2-5) that the order r of
an element 0 € Gal(K/M) is 1, 2, 3, 4, or 6.

Lemma 2.17. Trog(0) =2+ ¢ + ¢, where ¢, is a primitive r-th root of unity.
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Remark 2.18. This lemma is proven in [Fité and Sutherland 2014, Proposition 3.4] under the strong
running hypothesis of that paper: in our setting that hypothesis would say that there exists E* defined
over M such that Ag ~ E%z (i.e., that N can be taken to be M, in the notation of the previous section).

Proof. We claim that Tr(or) € M is in fact rational. Let us postpone the proof of this claim until the end
of the proof of the lemma. Assuming it, we have that

Try/0(Tr(or(0))) =2 Tr(er)(0). (2-13)

But if gg,, is the representation afforded by R regarded as an 8-dimensional module over @, we have

Trya(Tr(er(9))) = Tr(Qry) (0) =2+ ¢ + &), (2-14)

where the last equality is [Fité et al. 2012, Proposition 4.9]. The comparison of (2-13) and (2-14) concludes
the proof of the lemma.

We turn now to prove the rationality of Tr og. We first recall the aforementioned proof (that of [Fité
and Sutherland 2014, Proposition 3.4]) which uses the fact that we can choose E* to be defined over M.
In this case, we have that V is an M[Gal(L/M)]-module, that Tr(oy+) is a sum of roots of unity so that
Tr(ov+) = Tr(ov), and hence that Tr(og) = Tr(ov) - Tr oy belongs to Q.

For the general case, assume that Tr gg does not belong to Q. Since it is a sum of roots of unity of
orders diving either 4 or 6, then M would be Q(i) or Q(+/—3), but then we could take a model of E*
defined over M, and by the above paragraph, the trace Tr pg would be rational, which is a contradiction. [

2E. Obstructions. Keep the notations from Sections 2C and 2D. Let S denote the normal subgroup of
Gal(K /M) generated by the square elements. In this section, we make the following hypotheses.

Hypothesis 2.19. (i) There exists a Ribet M-curve E* with CM by M completely defined over N, where
N /M is the subextension of K /M fixed by S.

(ii) M #QG), Q(V=3).
Let 0 € Gal(K /M) be an element of order r € {4, 6}. Let
“:Gal(K/M) — Gal(N/M) ~ Gal(K/M)/S (2-15)
denote the natural projection map. Note that Gal(N /M) is a group of exponent dividing 2.
Theorem 2.20. Under Hypothesis 2.19, we have:
(i) If r =4, then 2c¥. (5, &) belongs to £(M*)*.
(i) Ifr =6, then 3cg* (o, a) belongs to +(M*)2.

Proof. First of all, note that E* is completely defined over N. Thus we can, and do, assume that cé* is
the inflation of cg*. Let s € Gal(L/M) be alift of o. By Hypothesis 2.19(ii), we have that [L : K] < 2.
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Therefore, the order of s divides 2r. We then have
ov ()" = ov(s?) c(5,5) =ov (s )ch(5,5) =ch.(5,5), (2-16)

where we have used that cg* (5%¢,5%") = 1 for any pair of integers e, ¢’. Let o and j be the eigenvalues
of oy (s). By (2-16), we have that o = cg* (@, )", from which we deduce that w,o® = cg* (c,0)eM*,
where w, is a (not necessarily primitive) r-th root of unity.

Since the eigenvalues of py«(s) are 1/« and 1/8, by Lemmas 2.17 and 2.16 we have that

244+ =(a+ ﬂ)(é + %) equivalently, o® + 8% = (¢, + £ ,)ap. (2-17)

This means that o/ 8 satisfies the r-th cyclotomic polynomial and thus, by reordering « and B if necessary,
we have that @ = 8¢,.
Combining this with (2-17), we get

Q4 +1)cp(6.6) = Q2+ + Lo’ = Q48+ )afwd = (@ + B) v,

Since the left-hand side is in M *, the fact that « 4+ 8 € M * tells us that w, ¢ € M. If w, ¢, is not rational,
then M = Q(¢,), which contradicts Hypothesis 2.19(i). If w, ¢, € @Q, since it is a root of unity, it must be
equal to =1 and thus we get

+Q2+4 +,)cp(@,0) = @+ B)%
Therefore, 2+ ¢, + Zr)cg* (7, ) belongs to (M *)2 O
Remark 2.21. It follows from the above proof that if » = 4, then any lift s € Gal(L /M) of ¢ has order
2r = 8. Indeed, if the order of s was r, then arguing as in (2-16), we would obtain gy (s)" = cg* (@,5)72,
from which we would infer w, /20{2 = cg* (o, o), for some (not necessarily primitive) r/2-th root of unity.

We could then run the same argument as above, but since w,/2¢, is never rational, we would deduce now
that M = Q(i). Note that if » = 6 it can certainly happen that w,»¢, € Q.

Until the end of this section, we make the following additional assumption on M.
Hypothesis 2.22. (i) Gal(K/M) >~ D4 or Dg.
(i) M #Q@G), Q(v/-=3).

Hypothesis 2.22(i) implies that N /M is a biquadratic extension. By Proposition 2.10(i), there exists a
Ribet M-curve E* with CM by M completely defined over the Hilbert class field H of M. Using [Fité
and Guitart 2018a, Theorem 2.14], it is immediate to see that H C N, so that Hypothesis 2.22 implies

Hypothesis 2.19.
The next two propositions describe the structure of the group Gal(L/M).

Proposition 2.23. If Gal(K /M) ~ Dy, then Gal(L /M) is isomorphic to either the dihedral group Ds;
the generalized dihedral group QDyg of order 16; or the generalized quaternion group Qie.>

2The gap identification numbers of QDg and Q¢ are (16, 8) and (16, 9), respectively.
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Proof. If Gal(K /M) =~ Dy, then by Remark 2.21 we have that any element of Gal(L /M) projecting onto
an element of Gal(K /M) of order 4 must have order 8. The groups of order 16 with a quotient isomorphic
to D4 satisfying the previous property are those in the statement of the proposition. U

Proposition 2.24. [f Gal(K /M) >~ D, there exists a Ribet M-curve E* completely defined over N with
CM by M such that E ~ E% and hence L = K and Gal(L /M) >~ Ds.

Proof. Recall the cohomology class yé( e H*(Gal(K /M), M*)[2] attached to E and consider the
restriction map
res : H*(Gal(K /M), M*) — H?*(Gal(K/N), M*).

We will first see that y = resyg is trivial. Recall the decomposition (2-7) of the 2-torsion cohomology
classes into degree and sign components

H*(Gal(K /N), M*)[2] ~ H*(Gal(K /N), {£1}) x Hom(Gal(K /N), P/ P?),

and the notation y (resp. y) for the sign component (resp. degree component) of y. Since Gal(K /N )~ Cs
is the subgroup of Gal(K /M) generated by the squares, we have that y is trivial. Since

H*(Gal(K/N), {£1}) ~ H*(C3, {£1}) =0,

we see that y is also trivial. By Theorem 2.11, there exists an elliptic curve E* defined over N such that
E% ~ E. To see that E* is completely defined over N, on the one hand, note that since M # Q(i), Q(/-3),
then E* and any Galois conjugate  E* of it are isogenous over a quadratic extension of N. On the other
hand, since E} ~ E and E is completely defined over K, we have that the smallest field of definition of
Hom(E%, "Ea) is contained in K. Since K /N is a cubic extension, we deduce that £* and 7 E* are in
fact isogenous over N. U

Corollary 2.25. If Gal(K/M) >~ D, for r = 4 or 6, there exists a Ribet M-curve E* with CM by M
completely defined over N for which Gal(L /M) contains

(1) an element s of order 8 if r = 4 and of order 6 if r = 6;
(ii) an element t such that tst™" =t for 1 < a < 2r such that a = —1 (mod r).

Proof. This is obvious when Gal(L /M) is dihedral. For the other options allowed by Proposition 2.23,
recall that
QDg =~ (s, 1 | s8. 12, tstss), Qi (s, 1] s8, 125, tst_ls). Il

Remark 2.26. It is clear from the proof of Proposition 2.24 that, in the case that N = H and H is not
exceptional, we can choose E* in the above corollary to be a Gross (D-curve.

Until the end of this section, we will assume that E™* is as in the previous corollary. Let s and ¢ be also
as in the corollary, and let o and t be the images of s and ¢ under the projection map

Gal(L/M) — Gal(K/M).
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Recall also the projection map - : Gal(K /M) — Gal(N /M) and note that ¢ and T are nontrivial elements
of Gal(N/M).
Theorem 2.27. Under Hypothesis 2.22, we have cg* (7,7) ==*1.
Proof. By Lemma 2.14, we have that ¢, (g, g') = £c}. (g, g) for every g, g’ € Gal(N/M). Moreover,
the 2-cocycle condition (2-4) asserts that
(T, T) = cNu(Z, D) (G, 1) = (3T, TN (5, T).

Then, we have

ov(Dev()ev ()™ = ovDov($)av (™ Dey (T, T) = ov (ts)ov (1™ eg- (T, 5)cp- (T, T) 018
= oy (tst HN (TG, D) (T, )N (7, T) = Hoy (sV) e (7, )%

It is easy to observe that
ov(s)* = ov (s (5, 5) V2, (2-19)

Letting @ and B be the eigenvalues of oy (s), taking traces of (2-18), and applying (2-19), we obtain
(a+p) = £+ B)ep.(@.6) " e (T, D)%

But as in the proof of Theorem 2.20, we have 8 = {,« and cg* (@, 5) = w,a?, where ¢ and w, are r-th
roots of unity and ¢, is primitive. This, together with the fact that a = —1 (mod r), permits to write the

above equation as
1+¢,

o TR+

One easily verifies that (14 ¢,)/(1 + Z,) is an r-th root of unity. Therefore, the left-hand side of the
above equation is a root of unity in M*, and hence it must be £1. O

=cN.(T,0)% e (M)

3. Restriction of scalars of Gross Q-curves

For the convenience of the reader, in this section we review some results of [Nakamura 2004] on Gross
Q-curves, to which we refer for more details and proofs.
Let M be an imaginary quadratic field. Throughout this section, we make the following hypothesis.

Hypothesis 3.1. (i) M is nonexceptional.

(i) M has class group isomorphic to Cy x C,.

Remark 3.2. If M has class group isomorphic to C, x C,, then the discriminant D of M belongs to the set
{—84, —120, —132, —168, —195, —228, —280, —312, —340, —372, —408, —435,
—483, —520, —532, —555, —595, —627, =708, —715, =760, —795, —1012, —1435}.

This list can be easily obtained from [Watkins 2004], for example. Among them, only —340 is exceptional.
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Then, by Proposition 2.10, there exists a Gross Q-curve E with CM by M, which is thus completely
defined over the Hilbert class field H of M. The aim of this section is to describe Nakamura’s method for
computing the endomorphism algebra of the restriction of scalars of a Gross Q-curve, which we will then
apply to all Gross Q-curves attached to M satisfying Hypothesis 3.1. Our account of Nakamura’s method
will be only in the particular case where M has class group C, x C,, which is the case of interest to us.

As seen in Section 2B, one can associate a cohomology class yg:=y/ in the group H 2(Gal(H/Q), M™)
to E. The set of cohomology classes arising from Gross Q-curves over H has cardinality 8 (see [Nakamura
2004, Proposition 4]), and we regard the set of Gross Q-curves over H as partitioned into 8 equivalence
classes according to their cohomology class.

Let Resy/u (E) denote Weil’s restriction of scalars of E. This variety is a priori defined over M, but
it can be defined over Q, in the sense that Resy,y (E) =~ (Bg)y for some variety Bg/Q. It turns out
that the endomorphism algebra Dr = End(Bg) only depends on the cohomology class yr [Nakamura
2004, Proposition 6]. Nakamura devised a method for computing Dg in terms of the Hecke character
attached to E, which he applied to compute all the endomorphism algebras arising in this way from Gross
Q-curves in the cases where D = —84 and D = —195. We extend his computation to the remaining 21
nonexceptional discriminants of Remark 3.2.

3A. Hecke characters of Gross (-curves. The first step is to compute a set of Hecke characters whose
associated elliptic curves represent all the equivalence classes of Gross Q-curves.

Local characters. We begin by defining certain local characters that will be used to describe the Hecke
characters. Let [, be the group of ideles of M. If p is a prime of M, we denote by U, = Ofd,p the group
of local units. Also, for a rational prime p put U, = le » Up.

Suppose that p is odd and inert in M. Then define 1, as the unique character n, : U, — {£1} such
that 5, (—1) = (=1)2P~D,

Suppose now that 2 is ramified in M and write D = 4m. If m is odd, then

UsJUj = (Z)27)° ~ (Jm, 3 —2J/m, 5).
Define n_4 : U, — {£1} to be the character with kernel (3 — 2.,/m, 5). If m is even then
Uy /Ui~ (Z)272)° ~ (1 +m, —1,5).
Define ng to be the character with kernel (1 + /m, —1) and n_g the character with kernel (1 + /m, —5).

Hecke characters. Let Uy = ]_[’g U, be the maximal compact subgroup of [;. Let S be a finite set of
primes of M and put Ug = Hpe s Up. Suppose that n : Us — {£1} is a continuous homomorphism such
that n(—1) = —1. Next, we explain how to construct from 7 a Hecke character ¢ : 13 — C* (not uniquely
determined) that gives rise, in certain cases, to a Gross Q-curve.

First of all, extend 5 to a character that we denote by the same name 71 : Uy; — {1} by composing
with the projection Uy, — Us. Now this character n can be extended to a character 1 : Uy MM — C*
by imposing that

AM) =1, f@)=z" forzeML. (3-1)
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Let ¢ : 1)y — C* be a Hecke character that extends 7 (there are [ H : M| = 4 such extensions; see [Shimura
1971, p. 523]). For future reference, it will be useful to have the following formula for ¢ evaluated at
certain principal ideals.

Lemma 3.3. Suppose that («) is a principal ideal of M such that vy(a) = 0 for all p € S, and denote by
as € Uy the natural image of o in Ug. Then

¢ (@) = n(as)doo, (3-2)
where ao, denotes the image of a in M, = C.

Proof. If we write (@) =[]y 4"1*, where T denotes the support of (), then

¢ (@) =] [ palea).

qeT

where ¢, denotes the restriction of ¢ to My and o the image of « in M. Observe that by hypothesis
SNT =@, and thatif g ¢ SUT, then ¢, (aq) = 1, since aq belongs to Uy and <,25|Uq = ﬁ|Uq = 1. Therefore,

we can write
¢ (@) =[] taleq) [ | talera) [ 5 " (2tg) = (H¢q<aq))n<as),
q

qeT q&T qes

where we have used that 5 has order 2. Then, by (3-1) we have that
¢((@) = <¢oo (C79) l_[ ?q (th)> Poo (Xoo) "' (ats) = P () aon (@s) = oo (ets). O
q

Define now a Hecke character of H by means of ¥ = ¢ o Ny /)7, where

NH/M . HH —> |]M

denotes the norm on ideles. By a result of Shimura [1971, Proposition 9], the Hecke character ¢ is
attached to a Gross Q-curve if and only if ¢ = ¢, where the bar denotes the action of complex conjugation.

For example, if D has some prime factor ¢ = 3 (mod 4), put no = n,. If all the odd primes dividing D
are congruent to 1 modulo 4, then D = 8m for some odd m and we define g to be n_g. If we denote
by ¢ : Iy — C* a Hecke character attached to 5o by the above construction, then the Hecke character
Yo = ¢o o Ny, u is the Hecke character attached to a Gross Q-curve over H.

Let W be the set of characters 6 : Uy — {#£1} such that 6(—1) = 1 and & = 6. Denote also by Wy the
set of & € W such that 6 = k o N/ for some Dirichlet character «. By [Nakamura 2004, Proposition 3],
the group W/ W is generated by two characters that can be described explicitly in terms of the characters
Np> N—4, N—g, and ng. More precisely:

(1) If D = —pgqr with p, g, and r primes congruent to 3 modulo 4, then W/ Wy = (n,n4, npn,).

(2) If D = —pgr with p and g primes congruent to 1 modulo 4, and r congruent to 3 modulo 4, then
W/Wy = (np» 7761)-
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(3) If D = —4pgq with p and g congruent to 3 modulo 4, then W/ Wy = (n_4, n,ny).

(4) If D = —8pq with p and g congruent to 3 modulo 4, then W/ Wy = (n_gn,, n—sng).

(5) If D=—8pgq with p congruent to 1 modulo 4 and g congruent to 3 modulo 4, then W/ Wy = (ng, n,).
(6) If D = —8pgq with p and g congruent to 1 modulo 4, then W/ Wy = (n,, n,).

Denote by @1, @, the generators of W/ W), and define w; = @; o Ny .

Now let k/H be a quadratic extension such that k/Q is Galois and k/M is nonabelian. Such quadratic
extensions exist by [Nakamura 2004, Theorem 1]. Denote by x : Iy — {%1} the Hecke character attached
tok/H.

By [Nakamura 2004, Theorem 2], the eight equivalence classes of Q-curves over H are represented by
the Hecke characters vy - w with w € (w1, w2, x). Observe that, in particular, this set of Hecke characters
does not depend on the choice of k£ (any k£ which is Galois over @ and nonabelian over M will produce
the same set of Hecke characters).

3B. Method for computing the endomorphism algebra. Letp; and p, be prime ideals of M that generate
the class group and that are coprime to the conductors of ¥y, w1, w2, and x. Let L; be the decomposition
field of p; in H, and F; the maximal totally real subfield of L;.

Suppose that E is a Gross Q-curve over H with Hecke character of the form y = wowf’wé’ for some
a,b e {0, 1}. We can write Y = ¢ oNpy,y, where ¢ = ¢05i’&312’. Then ¢ (p;) + ¢ (p;) generates a quadratic
number field Q(,/7;), and the endomorphism algebra Dg = End(Bf) is isomorphic to the biquadratic
field Q(y/n1, /n2); see [Nakamura 2004, Proposition 7, Theorem 3].

Remark 3.4. Observe that ¢ (p;) + ¢ (p;) can be computed if one knows the two quantities ¢(pl.2) and
¢ (p;p;). Since pl.z and p;p; are principal, one can compute ¢(pi2) and ¢ (p;p;) by means of (3-2).

Suppose now that the Hecke character of E is of the form ¢ = ¥ w‘fa)g Then Dg is a quaternion

oo (1),

The t; can be computed as follows; see [Nakamura 2004, Proposition 7]. First of all, let n and n, be the

rational numbers defined as in the previous paragraph for the character ¥/ x = Yow{ a)lz’

algebra over Q, say

(1) Suppose that Gal(k/L;) >~ C, x C,. Then:

(a) If k/F; is abelian then t; = n;.
(a) If k/ F; is nonabelian, then t; = D/n;.

(2) Suppose that Gal(k/L;) ~ C4. Then:

(a) If k/F; is abelian, then t; = —n;.
(b) If k/F; is nonabelian, then t;, = —D/n;.
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3C. Computations and tables. For each of the 23 nonexceptional imaginary quadratic fields of class
group Cy x Cy, we have computed the 8 endomorphism algebras arising from restriction of scalars of
Gross Q-curves. The results are displayed in Table 1. The notation is as follows: for the biquadratic fields,
the notation (a, b) indicates the field Q(/a, «/E); for the quaternion algebras, we write the discriminant
of the algebra.

For a Gross Q-curve E, recall that Bg denotes the abelian variety over Q such that Resz/y E ~ (Bg) y-
Since Bg is isogenous to its quadratic twist over M, this implies that

Resy g E ~ (Bg)*.

We observe in Table 1 that for all discriminants except —195, —312, —555, —715, and —760, at least
one of the quaternion algebras is the split algebra M, (Q) of discriminant 1. This implies that for the
corresponding Gross Q-curve E the variety Br decomposes as

BE ~ Az,

with A/Q an abelian surface. Therefore, Resy g E decomposes as the fourth power of an abelian surface.

On the other hand, for the discriminants —195, —312, —555, —715, and —760 we see that Bg is
always simple: its endomorphism algebra is either a biquadratic field or a quaternion division algebra
over Q. Therefore, Resy g E ~ W? for some simple variety W of dimension 4. We record these findings
in the following statement.

Theorem 3.5. Let M be an imaginary quadratic field of discriminant D and Hilbert class field H. Suppose
that D is nonexceptional and that Gal(H /M) >~ Cy x Cy. If D # —195, =312, —555, =715, =760, there
exists a Gross Q-curve E /H such that

Resp g E ~ A*, for some simple abelian surface A/Q.
If D=—195, -312, —555, =715, =760, then for every Gross Q-curve E/H we have that
Resy/o E ~ W2, for some simple abelian variety W /Q of dimension 4.

Remark 3.6. As mentioned above, the cases of D = —84 and D = —195 were already computed by
Nakamura [2004, §6]. We note what appears to be a typo in Nakamura’s table in page 647: the last
biquadratic field should be Q(+/—14, v/42), instead of Q(+/—14, +/—42).

We have used the software [Sage] and [Magma] to perform the computations of Table 1. The interested
reader can find the code we used in [Fité and Guitart 2018b].
4. Proof of the main theorems

We begin with a lemma that will be used in the proof of Theorem 1.2.

Lemma 4.1. Let E be a Gross Q-curve with CM by a field M of discriminant D, and suppose that
Gal(H /M) is isomorphic to Cy x C,. Denote by ygl the class in H*(Gal(H /M), M) attached to E,
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and by cg a cocycle representing yé". If o € Gal(H/M) is nontrivial, then +d - cg (o, o) € (M*)? for

some divisor d of D such that d is not a square in M*.

Proof. Let Oy denote the ring of integers of M. Denote by p1, p2, p3 the primes dividing D. Observe that
piOy = pl.z, with p; a nonprincipal prime ideal of Oy,. Clearly, we can always find p;, p; such that &p; p;
is not a square in M *, and therefore p;p; is not principal. Thus p;, p; generate the class group. Therefore,
we can assume that any nontrivial element of Gal(H /K) is of the form oy for some unramified prime g
which is equivalent to either p;, p; or p; -p;. Here oy stands for the Frobenius automorphism of H/K at q.

Now we argue (and use the same notation) as in [Nakamura 2004, Proof of Theorem 3]. Namely,
denote by u(q) the g-multiplication isogenies

u(q) :°°E — E,

and denote by ¢ the 2-cocycle associated to E using the system of isogenies u(q) (together with the
identity isogeny for 1 € Gal(H/M)). Note that cg is any cocycle representing yg , and it may be different
from c. But in any case they are cohomologous, which in particular implies that

c(oq, 0q) =bq2-cE(aq,crq) for some by € M ™. 4-1)
From [loc. cit., Equation (6) and the following display], since the order n of oy i 2 in our case, we see that
c(oq, 09) Oy = q°.

The proof is finished by observing that > = a©y, where @ € M is, up to an element of (M *)?, equal
to £p;, £pj, or £p; - pj. O

Proof of Theorem 1.2. For all the quadratic imaginary fields not listed in (1-2), we have constructed in
the first part of Theorem 3.5 abelian surfaces defined over Q satisfying the hypothesis of the theorem. To
rule out the remaining 6 fields, we proceed in the following way.

Let M be one of the fields in the list (1-2) and suppose that an abelian surface A satisfying the hypothesis
of the theorem exists for M. Resume the notations from Section 2D. As Gal(H/M) ~Cy; xCpyand H C K
(by [Fité and Guitart 2018a, Theorem 2.14]), the only possibilities for Gal(K /M) are C, x C;, D4, and De.

Suppose that Gal(K /M) is C; x C,. Then K = H and thus E is a Gross Q-curve. By Proposition 2.10,
we have that M is not exceptional and thus we cannot have M = Q(+/—340). For the other possibilities
for M, we have seen in the second part of Theorem 3.5 that Resy,q E does not have any simple factor of
dimension 2, but this is a contradiction with the fact that A should be a factor of Resy /g E (indeed, the
universal property of Weil’s restriction of scalars implies that Hom(A, Resy /@ E) = Hom(Ay, E) M 2
and thus Hom(A, Resy /g E) # 0).

Suppose that Gal(K /M) is D4 or Dg. Resume the notations of Section 2E. Let E* be a Ribet M-curve
completely defined over H with CM by M which we chose as in Corollary 2.25 (and which exists because
of Proposition 2.10). Note that Hypothesis 2.22 is satisfied. Then, by Theorem 2.27, there is a nontrivial
element T € Gal(N/M) = Gal(H/N) such that

(T, T) =+1. (4-2)
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D Biquadratic fields Quaternion algebras
—84 (—14, =2), (-6, 2), (—6, —42), (—14,42) 2,1,2,1
—120 (=5, 10), (5, —10), (-5, —10), (5, 10) 1,6,3,1
—132 (22, -2), (—6, —2), (6, —66), (=22, —66) 1,2,1,2
—168 (—14, =2), (3, -21), (14, 21), (-3, 2) 2,1,1,1
—195 (13, =5), (—13, =5), (—13,5), (13,5) 13, 39, 26, 39
—228 (—38, =2), (6, —=2), (—6, —114), (38, —114) 2,1,2,1
—280 (—10, -5), (-10,5), (10, =5), (10, 5) 2,1,14,14
-312 (13, =26), (—13, 26), (—13, —26), (13, 26) 13, 39, 26, 39
=372 (—62,31), (=6, =3), (=6, 31), (—62, =3) 2,1,2,1
—408 (—17,34), (=17, =34), (17, =34), (17, 34) 2,1,1,1
—435 (=29, -5), (=29, 5), (29, —-5), (29, 5) 2,1,1,1
—483 (—=23,7), (23, =69), (=21, =7), (21, 69) 2,1,1,1
—520 (—13,-5), (13, -5), (—13,5), (13,5) 1,1,1,2
—532 (=38, —19), (—14,7), (—14, —-19), (=38, 7) 1,2,1,2
—555 (37, =5), (=37, -5), (=37,5), (37,5) 37,111,74, 111
—595 (—17,85), (17, =85), (—17, —85), (17, 85) 7,1,1,14
—627 19, —11), (=19, =57), (=33, 11), (33, 57) 1,2,1,1
—708 (118, =59), (-6, 3), (6, =59), (—118, 3) 1,2,1,2
=715 (—13, —65), (13, —65), (—13, 65), (13, 65) 5,10, 55,55
—760 (—10,5), (10, =5), (—-10, -5), (10, 5) 5,95,10,95
—795 (=53, -5), (53, -5), (=53,5), (53,5) 6,1,1,3

—1012 | (—46, 23), (=22, —11), (—22, 23), (—46, —11) 2,1,2,1
—1435 | (—41, 205), (—41, —205), (41, =205), (41, 205) 2,1,1,1

Table 1. Endomorphism algebras of the restriction of scalars of Gross Q-curves. For the
biquadratic fields, the notation (a, b) indicates the field Q(/a, Vb); for the quaternion
algebras, we write the discriminant of the algebra



1418 Francesc Fité and Xavier Guitart

If M is nonexceptional, as noted in Remark 2.26, we can suppose that E* is in fact a Gross Q-curve.
Then (4-2) is a contradiction with Lemma 4.1.

It remains to show that (4-2) also brings a contradiction if M = Q(4/—340) is the exceptional field.
Put T = H'7, the fixed field by . Observe that M C T C H. If cg* (7, ) =1 then by Theorem 2.11 the
curve E* is isogenous to a curve defined over T, and this is a contradiction with the fact that M (jg«) = H.

Suppose now that cg* (7, T) = —1. We will see that we can apply the above argument to an appropriate
quadratic twist of E*,

Claim 4.2. There exists a quadratic extension S/H such that S/M is Galois with Gal(S/M) ~ D4 and
such that T lifts to an element of order 4 of Gal(S/M).

We now show how this claim allows us to produce the appropriate twisted curve (and we will prove the
claim later on). Define C to be the S/H quadratic twist of E* By [Fité and Guitart 2018a, Lemma 3.13],
the curve C is an M-curve completely defined over H and the cohomology classes of E* and C are
related by

v =vi - vs
where ys € H>(Gal(H/M), {&1}) is the cohomology class attached to the exact sequence
1 — Gal(S/H) ~ {1} - Gal(§/M) 2Dy — Gal(H/M) — 1. (4-3)

If we identify Gal(S/M) =~ (s, t|s*, t2, stst), then Gal(S/H) can be identified with the subgroup generated
by s2 and we can assume that 7 lifts to s. Let cg be a cocycle representing ys. The usual construction
that associates a cohomology class to (4-3) gives that cs(T, T) = s - s. Since s2 is the nontrivial element
of Gal(S/H), it corresponds to —1 under the isomorphism Gal(S/H) ~ {%1}, so that c5(7, T) = —1.

We conclude that cg(f, T)= cg*(f, T)cs(T, T) = 1, and as before this implies that C can be defined
over T, which is a contradiction.

Proof of Claim 4.2. The Hilbert class field of M is H = Q(i, v/5, v/17). If we write H = M (\/a, /b)
and suppose that T (\/Z) = /b, it is well known (see, e.g., [Ledet 2001, §0.4]) that the obstruction to the
existence of S is given by the quaternion algebra

a,ab
M
being nonsplit. There are 3 possibilities for 7, namely 7' = M(\/g), T=M/17),or T =M(H/5-17),
each one giving a different obstruction. The resulting quaternion algebras giving the obstruction are

17-5,5 17-5,17 17,5
M ’ M "\ M )

Since they are all the split, the field S does exist in all three cases. O
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Remark 4.3. As a byproduct of the above proof, we see that there do not exist abelian surfaces over Q such
that End(Ag) >~ M (M) with M a quadratic imaginary field with class group C; x C; and Gal(K /M) >~ Dy
or Dg. As shown by the table of [Cardona Juanals 2001, p. 112], there do exist abelian surfaces over Q such
that End(Ag) >~ My (M) with M a quadratic imaginary field with class group C; and Gal(K /M) >~ Dy
(resp. Dg). If M is not exceptional, Theorem 2.20 and Lemma 4.1 imply that 2 (resp. 3) divide the
discriminant of M is a necessary condition for the existence of such an A. The examples of the table of
[Cardona Juanals 2001, p. 112] show that this is actually a necessary and sufficient condition.

Proof of Corollary 1.3. Suppose that A is an abelian surface defined over Q such that Ag ~ E x E’,
where E and E’ are elliptic curves defined over Q. If E and E’ are not isogenous, then End(Ag) is

OxQ, MxQ or M;xM,,

where M, M| % M, are quadratic imaginary fields, depending on whether none of E and E’ has CM,
only one of E and E’ has CM, or both of E and E’ have CM. In any case, note that by [Fité et al. 2012,
Proposition 4.5], both E and E’ can be defined over Q, whereby the class number of M, M, and M,
must be 1. Recalling that there are 9 quadratic imaginary fields of class number 1, this accounts for 46
distinct @-endomorphism algebras.

If E and E’ are isogenous, we have that End(Ag) is Ma(M) or M(Q), where M is a quadratic
imaginary field, depending on whether £ has CM or not. Assume that we are in the former case. By
Theorem 1.1, we have that M has class group 1, Cp, or C, x C,. As explained in [Fité and Guitart
2018a, Remark 2.20], for all fields M with class group 1 (resp. C;), abelian surfaces A over Q with
End(Ag) >~ M(M) can be easily found. Indeed, let E be an elliptic curve with CM by the maximal
order of M and defined over Q (resp. Q(jg)). Then consider the square (resp. the restriction of scalars
from Q(jg) down to Q) of E. If M has class group C, x C,, invoke Theorem 1.2 to obtain 18 possibilities
for M. Taking into account that there are 18 quadratic imaginary fields of class group C; (see [Watkins
2004] for example), we obtain 46 possibilities for the endomorphism algebra of a geometrically split
abelian surface over Q with Q-isogenous factors.

An open problem. We wish to conclude the article with an open question.

Question 4.4. Which is the subset of A made of the Q-endomorphism algebras End(Jac(C )a) of geomet-
rically split Jacobians of genus 2 curves C defined over Q?

Again the most intriguing case is to determine how many of the 45 possibilities for M (M), with M a
quadratic imaginary field, allowed by Theorem 1.2 for geometrically split abelian surfaces defined over Q
still occur among geometrically split Jacobians of genus 2 curves C defined over Q. Looking at the more
restrictive setting that requires Jac(C) to be isomorphic to the square of an elliptic curve with CM by
the maximal order of M, Gélin, Howe, and Ritzenthaler [Gélin et al. 2019] have shown that there are 13

possibilities for such an M (all with class number < 2).
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Uniform Yomdin—Gromov parametrizations
and points of bounded height in valued fields

Raf Cluckers, Arthur Forey and Francois Loeser

We prove a uniform version of non-Archimedean Yomdin—Gromov parametrizations in a definable context
with algebraic Skolem functions in the residue field. The parametrization result allows us to bound the
number of [, [¢]-points of bounded degrees of algebraic varieties, uniformly in the cardinality g of the
finite field F, and the degree, generalizing work by Sedunova for fixed g. We also deduce a uniform
non-Archimedean Pila—Wilkie theorem, generalizing work by Cluckers—Comte—Loeser.

1. Introduction

Since the pioneering work [Bombieri and Pila 1989], the determinant method of Bombieri and Pila has
been used in various contexts to count integer and rational points of bounded height in algebraic or
analytic varieties. Parametrization results, as initiated by Yomdin and Gromov, play a prominent role in
some of the most fruitful applications of this method, such as the Pila and Wilkie counting theorem [2006]
for definable sets in o-minimal structures. In the non-Archimedean setting, Cluckers, Comte and Loeser
prove in [Cluckers et al. 2015] an analog of the Pila—Wilkie counting theorem, but for subanalytic sets
in Q,, the field of p-adic numbers. Their proof relies also on a Yomdin-Gromov type parametrization
result. The aim of this paper is to extend their result to obtain bounds uniform in p for some counting
points of bounded height problems, over @, and over [, ((¢)). Before discussing our parametrization
result, we start by presenting the applications to point counting.

1.1. Point counting in function fields. For g a prime power, consider the finite field with ¢ elements [,
and for each positive integer n, let [,[t], be the set of polynomials with coefficients in [, and degree
(strictly) less than n. Cilleruelo and Shparlinski [2013] have raised the question of bounding the number
of [, [t],-points in plane curves. That question was settled by Sedunova [2017]. A particular case of our
main theorem is a uniform version of her results. We refer to Theorem 4.1.1 for a more general statement,
namely for X of arbitrary dimension. For an affine variety X defined over a subring of [, ((¢)), write
X (F4[t]), for the subset of X (F,(())) consisting of points whose coordinates lie in [, [7],,.

Theorem A. Fix an integer § > 0. Then there exist real numbers C = C(8) and N = N (8) such that for

each prime p > N, each q = p®, each integer n > 0 and each irreducible plane curve X C A[%q @) of

MSC2010: primary 14G05; secondary 03C98, 11D88, 11G50.
Keywords: rational points, points of bounded height, parametrizations.
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degree &, one has
#X (F,[t]), < Cnq™/°l.

A similar statement is proved by Sedunova [2017], for fixed g. More precisely, she proves that fixing 4§,
g and & > 0, there exists a constant C' = C’(§, g, €) such that for each irreducible plane curve X C A%q 1]
of degree § and positive integer n,

#X (F, (1)), < C'g"(1/O+),

Observe that our result improves Sedunova’s by replacing the ¢ factor by a polylogarithmic term. By the
very nature of our methods, which are model-theoretic, we are however unable to establish such a result
for ¢ a power of a small prime p.

Recently, F. Vermeulen [2020] improved our Theorem A and Sedunova’s results. More precisely, he
obtains a variant of Theorem A for all primes p and with, moreover, a polynomial dependence of the
constant C on the degree §.

1.2. A uniform non-Archimedean point counting theorem. We state a uniform version of the Cluckers—
Comte-Loeser non-Archimedean point counting theorem. A semialgebraic set is a set defined by a
first-order formula in the language L4y = {0, 1, 4+, -, | } and parameters in Z[[¢], where | is a relation
interpreted by x | y if and only if ord(y) < ord(x), with ord the valuation. As usual, we identify definable
sets with the formulas that define them. Subanalytic sets are definable sets in the language obtained by
adding a new symbol for each analytic function with coefficients in Z[[¢]] to the language Lg;y. For each
local field L of characteristic zero, we fix a choice of uniformizer @ and view it as a Z[[t]-ring by
sending ¢ to ¢;. Hence, we can consider the L-points of a semialgebraic or subanalytic set, for L a local
field of any characteristic. The notion of semialgebraic and subanalytic sets considered in Section 5 is
slightly more general than the one considered here; see also Setting 3.1.1.

The dimension of a subanalytic set X is the largest d such that there exists a coordinate projection p to
a linear space of dimension d such that p(X) contains an open ball. A subanalytic set is said to be of
pure dimension d if for each x € X and every ball B centered at x, X N B is of dimension d. If X C L",
we denote by X2 the union of all semialgebraic curves of pure dimension 1 contained in X. Observe
that in general, X! is not semialgebraic (nor subanalytic).

If X € K™ and H > 1, with K a field of characteristic zero, we denote by X (Q, H) the set of

x=(x1,...,Xn) € XNQ™ that can be written as x; = a; /b;, with a;, b; € Z, |a;|, |b;| < H (where |- | is
the Archimedean absolute value). If X € L™, where L = [,((t)), we denote by X ([, (¢), H) the set of
x=(x1,...,xy) € XNEF, ()" that can be written as x; = a; /b;, with a;, b; € F,[t] of degree less than

or equal to log, (H).
The following result is a particular case of Theorem 5.2.2. It provides a uniform version of Theorem
4.2.4 of [Cluckers et al. 2015].

Theorem B. Let X be a subanalytic set of dimension m in n variables, with m < n. Fix ¢ > 0. Then
there exists C = C(X,¢e), N=N(X, ¢), o = a(n, m) and a semialgebraic set W& C X such that for each
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H > 1 and each local field L, with residue field of characteristic p;, > N and cardinal qr, the following
holds. We have W¢ (L) C X (L)*# and if L is of characteristic zero,

#X\WO)(L)(Q, H) <C(X,¢e)qyH®.
If L is of positive characteristic, then
#X\W)(L)(Fy, (1), H) < C(X, e)q7 H®.

An important step toward the proof of Theorem B is Proposition 5.1.4, which states that integer
points of height at most H and lying in a subanalytic set X of dimension m in n variables are contained
in Cq" log(H)* algebraic hypersurfaces of degree C’log(H)?, where o and g are explicit constants
depending only on n and m.

1.3. Uniform Yomdin—Gromov parametrizations. The proofs of Theorems A and B rely on the following
parametrization result.

Fix a positive integer r. Let L be a local field, or more generally a valued field endowed with its
ultrametric absolute value |- |. A function f: U € L™ — L is said to satisfy 7,-approximation if for each

y € U there is a polynomial Tf<; (x) of degree less than r and coefficients in L such that for each x, y e U,
1f () = TFL (0] < e — yI".

A T,-parametrization of a set X C L" of dimension m 1is a finite partition of X into pieces (X;);<; and
for each i € 1, a subset U; € OF' and a surjective function f; : U; — X; that satisfies 7,-approximation.
The following statement is a particular case of Theorem 3.1.4.

Theorem C. Let X be a subanalytic set included in some cartesian power of the valuation ring, and of
dimension m. Then there exist integers C and N such that if L is a local field of residue characteristic
pL > N, then for each integer r > 0, there is a partition of X (L) into Cr"™ pieces such that for each

piece X;, there is a surjective function f; : U; € O — X; satisfying T,-approximation on Uj.

Observe that in the preceding theorem, we do not claim that the X; and f; are subanalytic, and indeed
they are not in general.

Theorem C is used to deduce Theorems A and B, using an analog of the Bombieri—Pila determinant
method. To be more precise, we follow closely the approach by Marmon [2010] in order to prove
Theorem A.

Note also that from Theorem 3.1.3 of [Cluckers et al. 2015], we can deduce by compactness a result
similar to Theorem C but for fixed » and with the number of pieces depending polynomially on the
cardinality of the residue field. Such a result is however too weak to obtain a nontrivial bound in
Theorem A.

The way we make Theorem C independent of the residue field is by adding algebraic Skolem functions
in the residue field to the language. This enables us to work in a theory where the model-theoretic
algebraic closure is equal to the definable closure. The functions involved in the parametrization are



1426 Raf Cluckers, Arthur Forey and Francois Loeser

definable in such an extension of the language. Theorem C is then deduced from a 7;-parametrization
Theorem 3.4.2, where the functions are required to satisfy an extra technical condition called condition (x)
(see Definition 3.2.1). Such a condition implies that the function (when interpreted in any local field of
large enough residue characteristic) is analytic on any box contained in its domain. This allows us to
deduce the 7,-parametrization result by precomposing with power functions.

A first step toward Theorem C is Theorem 2.3.1, which states that the domain of a definable (in the
above sense) function that is locally 1-Lipschitz can be partitioned into finitely many definable pieces on
which the function is globally 1-Lipschitz. It is similar to Theorem 2.1.7 of [Cluckers et al. 2015], but
there the domain is partitioned into infinitely many pieces parametrized (definably) by the residue field.
The improvement is made possible by the fact that we work in a theory with algebraic Skolem functions
in the residue field.

Let us finally observe that the number of pieces of the T,-parametrization is Cr™, where m is the
dimension. In the Archimedean setting, a similar result has recently been proven by Cluckers, Pila and
Wilkie [Cluckers et al. 2020], but there the number of pieces of the 7,-parametrization is a polynomial in
r of nonexplicit degree in general; in the case of Ry, this degree in  has meanwhile been made explicit
in Theorem 2 of [Binyamini and Novikov 2019] (see also the discussion just before Lemma 3.4.4).

The paper is organized as follows. Section 2 is devoted to the fact that one can go from local to global
Lipschitz continuity. In Section 3, we prove our main parametrization result. Sections 4 and 5 are devoted
to applications, the first to the counting of points of bounded degree in [,[7], the second to the uniform
non-Archimedean Pila—Wilkie theorem.

2. Global Lipschitz continuity

For h: D € A x B — C any function between sets and for a € A, write D, for the set {b € B | (a, b) € D}
and h(a, -) or h, for the function which sends b € D, to h(a, b). We use similar notation D, and h(a, -)
or h, when D is a (subset of a) Cartesian product ]_[?:1 A; and a € p(D) for some coordinate projection

p:D— Hielgl,_..,n} Aj.

2.1. Tame theories. We consider tame structures in the sense of [Cluckers et al. 2015, Section 2.1]. We
recall their definition here.

Let Lgasic be the first-order language with the sorts VF, RF and VG, and symbols for addition and
a constant 0 on VF; for functions ac : VF — RF and | - | : VF — VG; for the order, the multiplication
and a constant 0 on VG; and for a constant 0 on RF. Let £ be any expansion of Lg,sic. By £-definable
we mean @-definable in the language £, and likewise for other languages than £. By contrast, we use
the word “definable” more flexibly in this paper and it may involve parameters from a structure. Write
VE® = {0}, RF® = {0}, and VG° = {0}, with a slight abuse of notation. Note that £ may have more sorts
than Lgysc, since it is an arbitrary expansion.

We assume that all the £-structures we consider are models of Tgasic, the Lpasic-theory stating that VF
is an abelian group, that VG = VG* U {0} with VG* a (multiplicatively written) ordered abelian group,
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that | - | : VF — VG is a surjective ultrametric absolute value (for groups), and that ac : VF — RF is
surjective with ac~!(0) = {0}.

Consider an L-structure with K for the universe of the sort VF, k for RF and I" for VG. We usually
denote this structure by (K, £).

Remark 2.1.1. Most often, K will be a valued field, k its residue field and I" its value group (hence the
sort names VF, RF and VG), although here we just require K to be a (valued) abelian group.

We define an open ball as a subset B € K of the form {x € K | |[x —a| < «}, for some a € K and
o € I'*, and similarly a closed ball as {x € K | |x —a| < «a}.
We define k™ as k\{0}. For £ € k and o € T", we introduce the notation

Agy={xeK|ac(x) =§, [x| =a}.

Observe that if § € k™ and o € '™, then Ag ,, is an open ball.

We put on K the valuation topology, that is, the topology with the collection of open balls as base and
the product topology on Cartesian powers of K.

For a tuple x = (x1, ..., x,) € K", set |x| = max;<;<,{|xi|}.

Definition 2.1.2. Let f: X € K™ — K be a function. The function f is called 1-Lipschitz continuous
(globally on X) or, in a short form, 1-Lipschitz if for all x and y in X,

lf ) = fODI=1x =yl

The function f is called locally 1-Lipschitz if, locally around each point of X, the function f is 1-Lipschitz
continuous.

For y e ', a function f : X € K" — K is called y-Lipschitz if for all x and y in X,

[fG)—fOI=y-lx—yl.

Definition 2.1.3 (s-continuity). Let F' : A — K be a function for some set A C K. We say that F is
s-continuous if for each open ball B C A the set F(B) is either a singleton or an open ball, and there
exists y = y(B) € I" such that

|F(x)— F(y)| = y|x — y| forall x,y e B. @2.1.1)

If a function g : U € K" — K on an open U is s-continuous in, say, the variable x,,, by which we
mean that g(a, -) is s-continuous for each choice of a = (xy, ..., x,—1), then we write |dg/dx,(a, x,)|
for the element y € I witnessing the s-continuity of g(a, -) locally at x,, namely, y is as in (2.1.1) for
the function F(-) = g(a, - ), where x, y run over some ball B containing x,, and with {a} x B C U.

Definition 2.1.4 (tame configurations). Fix integers a >0, b > 0, a set

T CK xk%xTI?,
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and some ¢ € K. We say that T is in c-config if there is £ € k such that T equals the union over y € I' of

sets
(c+Ag,) xU,

for some U, C k% x I'’. If moreover & # 0 we speak of an open c-config, and if & = 0 we speak of a
graph c-config. If 7' is nonempty and in c-config, then & and the sets U,, with A¢ ,, nonempty are uniquely
determined by 7" and c.

We say that T € K x k* x I'” is in £-tame config if there exist s > 0 and £-definable functions

g:K—k' and c:k’—> K
such that the range of c is finite, and, for each n € k*, the set
TN(g " () xkxT")

is in c(n)-config. We call ¢ the center of T (despite not being in T in the case of open c-config).

For any L-structure M elementarily equivalent to (K, £) and for any language L obtained from £ by
adding some elements of M (of any sort) as constant symbols, call (M, L) a test pair for (K, £).

Definition 2.1.5 (tameness). We say that (K, £) is weakly tame if the following conditions hold.
(1) Each £-definable set T € K x k* x '’ with a > 0, b > 0 is in £-tame config.

(2) For any L-definable function F : X € K — K there exist s > 0 and an £-definable function g : X — k*
such that, for each 7 € k*, the restriction of F to g~'(1) is s-continuous.

We say that (K, £) is tame when each test pair (M, L) for (K, £) is weakly tame. Call an £L-theory T
tame if for each model M of T, the pair (M, £) is tame.

Recall [Cluckers et al. 2015, Corollary 2.1.11], which states that a tame theory, restricted in the sorts
VF, RF, VG, is b-minimal, in the sense of [Cluckers and Loeser 2007]. In particular, one can make use
of dimension theory for b-minimal structures.

2.2. Skolem functions. Recall that an £-structure M has algebraic Skolem functions if for any A € M
every finite A-definable set X € M" admits an A-definable point. Observe that this condition is equivalent
to the fact that the model-theoretic algebraic closure is equal to the definable closure. More generally, for
a multisorted language, we say that a structure M has algebraic Skolem functions in the sort § if for any
A C M and every finite A-definable set X C S, there is an A-definable point, with Sy, the universe for
the sort S in the structure M.

We say that a theory T has algebraic Skolem functions (in the sort §), if each model has. In any case,
one can algebraically Skolemize in the usual sense, that is, given a theory T in a language £, the algebraic
Skolemization of T in the sort § is the theory 7° in an expansion £° of £ obtained by adding function
symbols, such that 7 has algebraic Skolem functions in the sort S and such that (£*, 7°) is minimal
with this property (where minimality is seen after identifying pairs with exactly the same models and
definable sets); see also [Niibling 2004].
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Lemma 2.2.1. Let £ a countable language extending Lyysic and T a tame L-theory. If T has algebraic
Skolem functions in the sort RF, then it also has algebraic Skolem functions in the sort VF. In any case,
there is a countable extension L' of L by function symbols on the sort RF and an L'-theory T extending
T such that T' has algebraic Skolem functions in the sort RF and hence also in the sort VF. Moreover,

every model of T can be extended to an L'-structure that is a model of T, and, T is tame.

Proof. Since T is tame, every finite definable (with parameters) set in the VF sort is in definable bijection
with a definable set in the RF sort. The first statement follows: If 7 has algebraic Skolem functions
in the sort RF, then also in the sort VF. In general, let us algebraically Skolemize the theory 7 in the
sort RF. Denote by £’ and 7~ the obtained language and theory. Clearly one may take £’ to be countable.
It remains to prove that 77 is tame. One needs to check condition (1) and (2) of Definition 2.1.5. Assume
that (K, £) is a model of 77 and let T € K x k% x '’ be some £'-definable set. Then there is an
L-definable set Ty such that T C Ty and for each (x, &, ) € Tp, there is & such that (x,&,a) € T
and (x, &, o) € aclg(x, &, o). Indeed, an L£-formula for Ty is made from one for T by replacing each
occurrence of a new function symbol by a formula for the definable set it lands in. The fact that Tj is in
L-tame config then implies that T is in £'-tame config. The reasoning for (2) is similar. U

Remark 2.2.2. Let £ be an extension of Lpasic such that any local field can be endowed with an £-
structure. Let 7 be an £-theory such that any ultraproduct of local fields which is of residue characteristic
zero is a model of 7. Consider the algebraic Skolemization £’, 77 in the sort RF from Lemma 2.2.1.
Then one can endow every local field with an £’-structure such that moreover any ultraproduct of such
structures that is of residue characteristic zero is a model of 7”. Indeed, for each new function symbol in
L\ L set the function output to be 0 if the corresponding set is empty, and to be any point in the set if
nonempty. Such a choice of £'-structure is often highly noncanonical and is not required to be compatible
among field extensions.

Remark 2.2.3. Usually the Skolemization process breaks most of the model-theoretic properties of the
theory. However, since we apply it only to the residue field many results such as cell decomposition
are preserved. Moreover, since we add only algebraic Skolem functions in the sort RF, the situation is
somehow controlled. For example, if the theory of the residue field is simple in the sense of model theory,
then adding algebraic Skolem functions in the residue field preserves simplicity; see [Niibling 2004].

It is also worth noting that we will apply our results in the case where the residue field is pseudofinite,
and that such fields almost always have algebraic Skolem functions; see [Beyarslan and Hrushovski 2012].
See also [Beyarslan and Chatzidakis 2017] for a more concrete characterization.

2.3. Lipschitz continuity. We can now state our first main result on Lipschitz continuity, going from
local to piecewise global (with finitely many pieces).

Theorem 2.3.1. Suppose that (K, L) is tame with algebraic Skolem functions in the sort RF. Let
f:X € K" — K be an L-definable function which is locally 1-Lipschitz. Then there exists a finite
definable partition of X such that the restriction of f on each of the parts is 1-Lipschitz.
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As in [Cluckers et al. 2015], Theorem 2.3.1 is complemented by Theorem 2.3.2 about simultaneous par-
titions of domain and range into parts with 1-Lipschitz centers. They are proved by a joint induction on 7.

Theorem 2.3.2 (Lipschitz continuous centers in domain and range). Suppose that (K, L) is tame with
algebraic Skolem functions in the sort RF. Let f : A C K" — K be an L-definable function which is
locally 1-Lipschitz. Then for a finite partition of A into definable parts, the following holds for each
part X. There exist s > 0, a coordinate projection p : K" — K"~ and L-definable functions

g:X—k, c:pX)STK" 'K and d:pX)CK" ' > K

such that ¢ and d are 1-Lipschitz, and for each n € k® and w in p(X), the set g~ (), is in c(w)-config
and the image of g~ (n)y, under f,, is in d(w)-config.

Before proving Theorems 2.3.1 and 2.3.2, we obtain in Lemma 2.3.5 a weaker version of Theorem 2.3.2,
where the centers are only required to be locally 1-Lipschitz. It will itself rely on [Cluckers et al. 2015,
Theorem 2.1.8], which looks similar, but there the centers depend on auxiliary parameters.

Lemma 2.3.3. Suppose that (K, L) is tame with algebraic Skolem functions in the sort RF. Let
Y € K" x k* be a definable set, p : Y — K" be the canonical projection, X = p(Y),and f : X — K be
a definable function such that for each n € k*, the restriction of f to Y, is locally 1-Lipschitz. Then there
is a finite definable partition of X such that the restriction of f on each of the pieces is locally 1-Lipschitz.

The proof of Lemma 2.3.3 is a joint induction with the following lemma.

Lemma 2.3.4. Suppose that (K, L) is tame with algebraic Skolem functions in the sort RF. Let A C K™
be a definable set of dimension n. Then there is a finite definable partition of A such that for each part X,
there is an injective projection X C K™ — K" and its inverse is locally 1-Lipschitz.

Proof of Lemma 2.3.4. Assume Lemma 2.3.3 holds for integers up to n. We use dimension theory for
b-minimal structures. We get a finite definable partition of A such that on each piece X, there is a
projection p : X — K" which is finite-to-one. For each w € p(X), the fiber X, is finite. By the existence
of algebraic Skolem functions in the sort RF and hence also in VF by Lemma 2.2.1, each of the points of
X, 1s definable. By compactness, we can find a finite definable partition of X such that p is injective on
each of the pieces.

By [Cluckers et al. 2015, Corollary 2.1.14], up to changing the coordinate projection we see that the
inverse of p is locally 1-Lipschitz when restricted to fibers of some definable function g : p(X) — k. By
Lemma 2.3.3, we can find a finite partition of p(X) such that the inverse of p is locally 1-Lipschitz on
each of the parts. 0

Proof of Lemma 2.3.3. We work by induction on n. If n = 0 there is nothing to prove. Assume now n > 1
and that Lemmas 2.3.3 and 2.3.4 hold for integers up to n — 1. Assume first that X is of dimension n. By
dimension theory, there is at least one 7 such that Y, is of dimension n. Define X’ to be the union of the
interior of Y, for all such n € k°. The function f is locally 1-Lipschitz on X’. It remains to deal with
X" = X\ X'. By dimension theory, X" is of dimension less than n. Assume X” = X for simplicity. By
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Lemma 2.3.4, up to considering a finite definable partition of X we can assume that there is an injective
coordinate projection p : X — K"~! with inverse locally 1-Lipschitz. Then f is locally 1-Lipschitz if

1 1

and only if fop~" is. Now p(X) with the function f o p~" satisfies the hypothesis of Lemma 2.3.3. By

induction hypothesis, we have the result. U

Lemma 2.3.5. Suppose that (K, L) is tame with algebraic Skolem functions in the sort RF. Let
f 1A C K" — K be an L-definable function which is locally 1-Lipschitz. Then for a finite partition of
A into definable parts, the following holds for each part X. There exist s > 0, a coordinate projection
p: K" — K"~ ! and L-definable functions

g:X—k, c:pX)SK"'5>K and d:K"'—>K

such that the functions ¢ and d are locally 1-Lipschitz, and for each w in p(K"), the set g~ (1) is in
c(w)-config and the image of g~ ()., under f,, is in d(w)-config.

The proof uses [Cluckers et al. 2015, Theorem 2.1.8], but only a weaker version is actually needed:
we only need to require the centers to be locally 1-Lipschitz.

Proof. Apply [Cluckers et al. 2015, Theorem 2.1.8] to f. Work on one of the definable pieces X of
A and use notations from the application of [Cluckers et al. 2015, Theorem 2.1.8], which is similar to
Theorem 2.3.2 except that the input of ¢ and d may additionally depend on some k-variables. We now
show that these additional k-variables are not needed as input for ¢ and d. We first show (after possibly
taking a finite definable partition of X) that ¢(-, w) and d( -, w) are constant.

Fix some w € p(X). Since the range of the w-definable function ¢, : n € k¥ — c(n, w) € K does not
contain an open ball, it must be finite. By tameness, there is a w-definable bijection /,, between the
range of ¢, and a subset of B,, C k*', for some s’ € N. By the existence of algebraic Skolem functions in
the sort RF, and hence also in VF by Lemma 2.2.1, each of the points of B,, is w-definable. Taking the
preimage of those points by %, o ¢, leads to a w-definable finite partition of k*. After taking preimages
by g, this itself leads to a w-definable finite partition of X,,. By compactness, we find a finite partition of
X such that on each piece, the function c(g(x), p(x)) is independent of g(x) € k* and can be (abusively)
written c¢(p(x)). The argument for d is similar.

By Lemma 2.3.3, we can refine the partition such that the functions ¢, d : p(X) — K are locally
1-Lipschitz. 0

Proof of Theorem 2.3.2. We proceed by induction on n. Theorem 2.3.2 for n = 1 is exactly Lemma 2.3.5
for n =1 since the Lipschitz condition is empty in this case. Assume now that Theorems 2.3.1 and 2.3.2
hold for integers up to n — 1. Apply Lemma 2.3.5. On each of the definable pieces X obtained, one
has a coordinate projection p and definable functions ¢, d : p(X) — K that are locally 1-Lipschitz. By
Theorem 2.3.1 for n — 1, we have a finite definable partition of p(X) such that ¢ and d are 1-Lipschitz on
each of the pieces. This induces a finite definable partition of X satisfying the required properties. [

Proof of Theorem 2.3.1. We work by induction on 7, assuming that Theorem 2.3.2 holds for integers up
to n and Theorem 2.3.1 holds for integers up to n — 1. For n = 0 there is nothing to show, and hence
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we assume that n > 1. Write p: X —> K n=1 for the coordinate projection sending x = (x1, ..., X,) to
X=(x1,...,Xxy,—1), and define Y as the image of X under the function 4 : X — K" sending x to (X, f(x)).

Up to taking a finite definable partition of X, switching the variables, by induction on the number of
variables on which f depends, by Lemma 2.3.4 and Theorem 2.3.2, tameness and compactness, we may

assume that the following holds:
e X is openin K",
o there is a definable function g : X — k°, and definable functions ¢, d : p(X) — K,
o for each X € p(X) and n € k*, g~ (n); is in open c(&)-config and 4(g~'(n)); is in d(X)-config,
o the restriction of f(%,-) to g~!(n); is s-continuous for each £ € p(X) and 1 € k*,
« the functions ¢ and d are 1-Lipschitz,

e the function f (-, x,,) is 1-Lipschitz for each x,,.

We show that under these assumptions, f is 1-Lipschitz. Since d is 1-Lipschitz, we can replace f by
x +— f(x,x,) —d(x) (and translate Y accordingly) in order to assume d = 0.

Let x, y € X and assume first that both x,, and y, lie in an open ball B C X;. Then g(x) = g(X, yn);
indeed, otherwise c¢(X) € B, which would contradict that g~ (5); is in open c(x)-config for every n € k°.
It follows that f(x, -) is s-continuous on B. Since f is locally 1-Lipschitz, the constant y involved in
the definition of s-continuity on B satisfies y < 1.

Thus, using the ultrametric inequality and the assumption about f (-, y,), we have

1fC) = DI =1fx) = fQR, y0) + fE, ) — FOD)
<max(| f(x) — f & y)l, [ f &, ya) — fOD)I)
< max(|x, — yal. |X — J1)

= lx—yl,
which settles this case.
Suppose now that x,, and y, do not lie in an open ball included in X3, and by symmetry nor in an open
ball included in X5. This implies that

[xpn — (@) = lxn —yul and  [yn —c(MI = X — yal. (2.3.1)

By s-continuity and the fact that f is locally 1-Lipschitz, the image of a small enough open ball in X;
of radius « is either a point or an open ball of radius less than or equal to «. This implies that

|f()=d@)] = |xp —c@)] and  [f(¥) =dD] = |yn—cO)I. (2.3.2)
Recall that d = 0. Combining (2.3.1) and (2.3.2), we have by the ultrametric inequality
| f ) = F ] < max(|x, — (@)1, [ya = (D) < 1% = yul < Ix =yl

which finishes the proof. O
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Remark 2.3.6. Let us recall that [Cluckers et al. 2010] and [Cluckers and Halupczok 2012], with
related results on Lipschitz continuity on p-adic fields, are amended in Remark 2.1.16 of [Cluckers
et al. 2015]. When making d = 0 it is important to keep ¢ possibly nonzero in the proof of [Cluckers
et al. 2015, Theorem 2.1.7] and in the above proof of Theorem 2.3.1; this was forgotten in the proofs
of the corresponding results [Cluckers et al. 2010, Theorems 2.3] and [Cluckers and Halupczok 2012,
Theorem 3.5], where ¢ should also have been kept.

3. Analytic parametrizations

The goal of this section is to prove a uniform version of non-Archimedean Yomdin—Gromov parametriza-
tions.

3.1. T,-approximation.

Setting 3.1.1. We fix for the whole section one of the two following settings, of Tpp or 773, both of
which we now introduce. Let O be the ring of integers of a number field. Recall that the Denef—Pas
language is a three sorted language, with one sort VF for the valued field with the ring language, one
sort RF for the residue field with the ring language, one sort VG for the value group with the Presburger
language with an extra symbol for co, and function symbols ord : VF +— VG for the valuation (sometimes
denoted multiplicatively | - |) and ac : VF — RF for an angular component map (namely a multiplicative
map sending 0 to 0 and sending a unit of the valuation ring to its reduction modulo the maximal ideal).
Consider the theory of henselian discretely valued fields of residue field characteristic zero in the Denef-
Pas language, with constants symbols from O[¢]] and with ¢ as a uniformizer of the valuation ring. This
theory is tame by Theorem 6.3.7 of [Cluckers and Lipshitz 2011]. Applying Lemma 2.2.1, one obtains
a new language and a new theory which we denote by Lpp and 7pp, which thus has algebraic Skolem
functions in each of the sorts.

We can also work in an analytic setting corresponding to Example 4.4(1) of [Cluckers and Lipshitz
2011], as follows. Consider the expansion of the Denef-Pas language Lpp by adding function symbols
for elements of

OtMxy, - ..\ xn} = {f =Y aix’ ‘ ay € O[it1, ord, (a;) —> —|—oo}.
[ I|—+00
TeNr

Any complete discretely valued field over O (namely, with a unital ring homomorphism from O into
the valued field) can be endowed with a structure for this expansion, by interpreting the new function
symbols as the corresponding power series evaluated on the unit box and put equal to zero outside the
unit box. Let L3}, and 73 be the resulting language and the theory of these models, respectively. (For a
shorter and explicit axiomatization for the analytic case, see the axioms of Definition 4.3.6(i) of [Cluckers
and Lipshitz 2011].)

From now on, we work in a language £ that is either Lpp or L3}, and in the theory 7 that is corre-
spondingly Tpp or 7p.
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Let us summarize our theory once more: 7 is the £-theory which is the algebraic Skolemization in the
residue field sort of the theory of complete discrete valued fields, residue field of characteristic zero, with
constants symbols from O[] (as a subring) and where ¢ has valuation 1, and (in the subanalytic case),
with the restricted analytic function symbols as the corresponding power series evaluated on the unit box
and put equal to zero outside the unit box.

In any case, the theory 7 is tame by Theorem 6.3.7 of [Cluckers and Lipshitz 2011], and, it has
algebraic Skolem functions in each sort by Lemma 2.2.1 and by Example 4.4(1) with the homothecy with
factor ¢ on the valuation ring to make the system strict instead of separated. Note that there is no need to
algebraically Skolemize again when going from 7pp to the larger theory 73p by the elimination of valued
field quantifiers from Theorem 6.3.7 of [Cluckers and Lipshitz 2011]. Definable means definable without
parameters in the theory 7.

Definition 3.1.2 (7,-approximation). Let L be any valued field. Consider a set P € L™, a function
f=(1,..., fu): P— Of and an integer r > 0. We say that f satisfies T,-approximation if P is open
in L™, and, for each y € P, there is an n-tuple ij)’, of polynomials with coefficients in Oy and of degree
less than r that satisfies

|f) =T () < |x—yl" forallxe P.

We say that a family (g;);e; of functions g; : P; — X; € O} is a T,-parametrization of X = | J;.; X;
if each g; is surjective and satisfies 7,-approximation.

Observe that if f satisfies 7,-approximation, then the polynomials Tf<y’ are uniquely determined.

Observe also that if K is a complete valued field of characteristic zero, if f is of class € (i.e., f isr
times differentiable and the r-th differential is continuous) and satisfies 7,.-approximation, then 771 is
just the tuple of Taylor polynomials of f at y of order r.

Notation 3.1.3. Let O be the ring of integers of a number field. We denote by A the collection of all
local fields of characteristic zero over O and by B those of positive characteristic, and set $» = .Ap U Bp.
(By alocal field L over O we mean a non-Archimedean locally compact field, i.e., a finite field extension
of @, or of [F,((¢)) for a prime p, allowing a unital homomorphism O — L.) If L € 6o, we denote by ord
its valuation (normalized such that ord(L*) = Z), Oy its valuation ring, M its maximal ideal, =y € M
a fixed choice of uniformizer, k; its residue field, g; the cardinality of k; and p; the characteristic
of k. If N € N, we define Ap y (resp. Bo n, €o.n) to be the set of L € Ap (resp. L € Bop, L € 60)
such that p;, > N. By Remark 2.2.2, we can consider L € % as an L-structure, and any nonprincipal
ultraproduct of residue characteristic zero of such local fields is a model of 7.

A family (X,),cy of sets X, indexed by y € Y is called a definable family if the total set X' :=
{(x,y)|x € X,, y € Y} (and hence also Y) is a definable set. Likewise, a family of functions is called a
definable family if the family of graphs is a definable family. We use notations like Ovr for the definable
set which in any model K is the valuation ring Ok, and similarly My for the maximal ideal, and so
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on. For a definable set X and a structure L, we write X (L) for the L-points on X, and for a definable
function f : X — Y, we write f; for the corresponding function X (L) — Y (L).!

The main goal of this section is to prove the next two theorems on the existence of 7,.-parametrizations
with rather few maps, in terms of r. Even the mere finiteness of the parametrizing maps is new, as
compared to [Cluckers et al. 2015] where “residue many” maps were allowed, but we even get an upper
bound which is polynomial in . This finiteness is crucial for Theorem A, and, useful for Theorem B,
where it makes the exponent « of ¢; independent of X. Recall from Setting 3.1.1 that we work in a
theory with algebraic Skolem functions.

Theorem 3.1.4 (uniform 7,.-approximation in local fields). Letn >0, m >0 be integers and X = (Xy) ey
a definable family of subsets X, C Oy, for y running over a definable set Y. Suppose that X, has
dimension m for each y € Y (and in each model of T). Then there exist integers ¢ > 0 and M > 0 such
that for each L € 6o, m and for each integer r > 0, there are a finite set 1, , of cardinality cr™ and an
R,-definable family g = (gy.i)(y.iyevL)x1, of (R, y)-definable functions

8y,i:Pyi—> X,(L)

with Py ; € O such that for each y € Y (L), the family (gy.i)ic1,, forms a T,-parametrization of X (L)
and R, C O is a set of lifts of representatives for the r-th powers in [F;L.

Note that Theorem C in the introduction is a particular case and a less precise version of Theorem 3.1.4.
The following result is uniform in all models K of 7. Note that 7 requires in particular the residue
field to have characteristic zero, and the value group to be elementarily equivalent to Z.

Theorem 3.1.5 (uniform 7,-approximation for models of 7). Let n > 0, m > 0 be integers and let
X = (X,)yey be a definable family of subsets X, C Oy, for y running over a definable set Y. Suppose
that X, has dimension m for each y € Y and each model of T. Then there exists an integer ¢ > 0 such
that for each model K of T and for each integer r > 0 such that the r-th powers in the residue field have a
finite number b, = b, (K) of cosets, there are a finite set I, of cardinality c(b,r)™ and an R,.-definable

Jamily g = (gy.i)(y.nev(k)x1, of (Ry, y)-definable functions
8y.i:Pyi— X,(K)

with Py ; € O% such that for each y € Y (K), the family (g ;)ic1, forms a T,-parametrization of X ,(K)
and R, C Oy is a set of lifts of representatives for the r-th powers in k*.

Remark 3.1.6. Observe that even if Theorems 3.1.4 and 3.1.5 are very similar, one cannot deduce the
first from the second by compactness. The reason is the quantification over r in the statement. They will,
however, both be deduced from the upcoming Theorem 3.4.2, which is a Tj-parametrization theorem

IWhen we interpret definable sets or functions into local fields L (or, more generally, £-structures that are not models of our
theory 7°), we implicitly assume that we have chosen some formula ¢ that defines the set and consider ¢ (L). This set ¢ (L) may
of course change with a different choice of formula ¢ for small values of the residue field characteristic of L, but this is not a
problem by Remark 2.2.2, and since we are interested only in the case of large residue field characteristic.
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with an extra technical condition. It will allow us to define a 7,-parametrization by precomposing by
power functions. Furthermore, note that in Theorem 3.1.4, the factor b, for the index of r-th powers in
the residue field is not needed; this is because of an additional trick using a property true in finite fields.

Remark 3.1.7. For most of the section, we could in fact work in a slightly more general setting (up
to imposing some additional requirements for Theorem 3.1.4). Using resplendent relative quantifier
elimination as in [Rideau 2017], we can add arbitrary constant symbols and allow an arbitrary residual
extension (and an arbitrary extension on the value group) of the language and the theory before applying
the algebraic Skolemization in the residue field sort. In particular, Theorem 3.1.5 holds in this more
general setting. If the extended language and theory still have the property that any local field can
be equipped with a structure for the extended language such that, moreover, any ultraproduct of such
equipped local fields which is of residue characteristic zero is a model of the extended theory, then also
Theorem 3.1.4 would go through.

Remark 3.1.8. The condition that the value group be a Presburger group can probably be relaxed to
any value group in which the index v, of the subgroup of r-multiples is finite, by replacing c(b,r)™ by
c(byv,)™ for the cardinality of /, and taking R, UV, instead of R, V, a set of lifts of representatives for
the r-multiples in the value group.

Note that extending Theorem 3.1.5 and its proof to mixed characteristic henselian valued fields may be
possible too, with the adequate adaptations. For example, when going from local to piecewise Lipschitz
continuity, the Lipschitz constant should be allowed to grow. (Indeed, look at the function x — x” on the
valuation ring of C,,.)

Before starting the proofs of Theorems 3.1.4 and 3.1.5, we need a few more definitions.

Definition 3.1.9 (cell with center). Consider an integer n > 0. For nonempty definable sets ¥ and

X CY x VF", the set X is called a cell over Y with center (¢;);—..._, if it is of the form

.....

{(3,x) € Y x VF" | (y, (ac(xi — ci(x <), |xi — ci(x<));_,) € G},

for some definable set G C Y x RF" x VG" and some definable functions and ¢; : ¥ x VF~! — VF,
where x_; = (v, x1, ..., xi—1). If moreover G is a subset of ¥ x (RF*)" x (VG*)", where (VG*)? = {0},
then X is called an open cell over Y (with center (¢;)i=1,....n)-

We next give a special name to cells over ¥ whose center equals O.

Definition 3.1.10 (cell around zero). We say that a nonempty set X € Y x VF”" is a cell around zero
(over Y) if it is of the form

X={(,x)=,x1,...,x) €Y x VF" | (y, (@(x), Ix;)}_,) € G}

for some definable set G C Y x RF" x VG". Similarly, one can call a set X a cell around zero (over Y)
for X C L" for some valued field L with an angular component map, if it is of the corresponding form.
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Definition 3.1.11 (associated cell around zero). Let X be a cell over Y with center, with notation from
Definition 3.1.9. The cell around zero associated to X is by definition the cell X obtained by forgetting
the centers, namely

XO ={(y,x) e Y x VF" |y e Y, ac(x;)) = & (), (v, (Ixi]):) € G}

with associated bijection 6y : X — X sending (y, x) to (y, (x; — ci(x<;));). For a definable map
f: X — Z there is the natural corresponding function f© = f 06, from X© to Z.

Definition 3.1.12 (associated box). Let K be a valued field. By a box B C K" we mean a product of
open balls in K. Let B = ]_[13-5" B(a;, ri) € K" be a box, with open balls

B(ai,ri) ={x € K | |x —ai| <ri},
with ¢; € K and nonzero r; € k. The box associated to B is the box B,s € K¢ defined by
By = {x € (K"®)" | |x —a;| <13},
where K2 is an algebraic closure of K, endowed with the canonical extension of the valuation of K.

We now define the term language. This is an expansion £* of £, by joining division and witnesses for
henselian zeros and roots.

Definition 3.1.13. Let £* be the expansion of £ U {~!} obtained by joining to £U{~'} function symbols
h,, and root,, for integers m > 1. The h,, are interpreted on a henselian valued field K of equicharacteristic
zero and residue field k£ as the functions

By K" xk—> K

sending (ag, . . ., an, &) to the unique y satisfying ord(y) = 0, ac(y) = & mod Mg, and Y " ya;y" =0,
whenever £ is a unit, ord(a;) > 0, Z;":O a;€" =0 mod Mg, and

f'(§) #0 mod Mg

with f’ the derivative of f, and to O otherwise. Likewise, root,, is the function K x k — K sending
(x, &) to the unique y with y”* = x and ac(y) = & if there is such y, and to O otherwise.

Proposition 3.1.14 (term structure of definable functions). Every VF-valued definable function is piece-
wise given by a term. More precisely, given a definable set X and a definable function f : X — VF, there
exists a finite partition of X into definable parts and for each part A an L*-term t such that

t(x) = f(x) forall x € A.

Proof. By Theorem 7.5 of [Cluckers et al. 2006] there exists a definable function g : X — RF" for some
m > 0 and an £*-term ¢ such that

fo(x, g(x)) = f(x).
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Since the terms /4, (the henselian witnesses) and root, (the root functions) involve at most a finite choice
in the residue field, one can reduce to the case that g has finite image. The fibers of g can then be taken
as part of the partition to end the proof. U

3.2. Condition (%). We now introduce a technical condition, named (%), that will be used in Section 3.3
to show a strong form of analyticity of definable functions, named global analyticity in Definition 3.3.1.

Definition 3.2.1 (condition (x)). We first define condition (x) for £*-terms, inductively on the complexity
of terms. Consider a definable set X € VF" and let x run over X.

We say that a VF-valued £*-term ¢ (x) satisfies condition () on X if the following holds.

If #(x) is a term of complexity O (i.e., a constant or a variable), then it satisfies condition (x) on X.

Suppose now that the term ¢ is of the form #; + 1, # - to, to_l, h,(ty, ..., t,;t_1), root,(ty; t—) for
some n > 0, or f(t,...,1,), with f one of the analytic functions of the language. In the first two
cases, we just re(;uire that #; and 1, szltisfy condition (x) on X. In the remaining four cases, we require
that 1y, . . ., #, satisfy condition () on X and moreover that for any box B C X, the functions 7_; and
ac(1y), ..., ac(t,), ord(ty), ..., ord(t,) are constant on B.

We finally say that an £-definable function f : X € VF"" — VF" for m’ > 0 satisfies condition (x) on
X if there is a tuple ¢ of L*-terms #; (x) satisfying condition (*) on X and such that f(x) =¢(x) for x € X.

The following lemma ensures existence of functions satisfying condition (x).

Lemma 3.2.2. Let f : X CY x VF" — VF" be a definable function for some m and m’. Then there is a
finite partition of X into some open cells A over Y with center (¢;)i=1,...m and a set B such that By is of
dimension less than m for each y € Y, such that the function

(AD), - VF" x> fO(y, x)
satisfies condition (x) on (A©) y for each y, with notation from Definition 3.1.11.

Proof. We proceed by induction on m. By Proposition 3.1.14 for f we may suppose that f is given by a
tuple 7 (x) of L*-terms. Let h : X — RF® x I'*’ be the definable function created from # such that / has
a component function of the form ¢’ for each RF-valued subterm 7’ of ¢ and also of the forms ord(z”)
and ac(t") for each VF-valued subterm ¢” of ¢. The proposition requires us to find a finite partition of X
into cells over Y such that for each open cell A over Y, the map (f] )@ (y, -) has condition (x) on A(O),
with notation from Definition 3.1.11. Now apply the cell decomposition theorem adapted to /& and work

on one of the open pieces A. Thus, A is an open cell over ¥ with some center (c;);=1...» adapted to A,

.....

namely, there are definable functions ¢; : A CVF — VFfori =0,...,m— 1 such that /9 is constant
on each box contained in ¢~ !(A), which is moreover an open cell around zero, where

c:x € VF" > (x1 +co, xa+c1(x), ..., Xy +Cp—1(x)),

with notation from Definition 3.1.11. Note that ¢ = 9;1 and ¢~1(4) = A in that notation. Il
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3.3. Global analyticity. To more easily speak of analyticity in this section, we work with complete
discretely valued fields (a meaning of analyticity exists for all models of 7 by [Cluckers and Lipshitz
2011]).

Definition 3.3.1 (globally analytic map). Let K be a complete discretely valued field. Let X € K™ be
asetand f: X — K" a function. We say that f is globally analytic on X if for each box B C X, the
restriction of f to B is given by a tuple of power series with coefficients in K (say, taken around some
a € B), which converges on the associated box By .2

The following proposition is the reason why we introduced condition (). Observe that it applies also
to local fields, and thus not only to models of our theory 7.

Proposition 3.3.2 (analyticity, [Cluckers and Lipshitz 2011, Lemma 6.3.15]). Let f be a definable
function satisfying condition (x) on some definable set X. Then there is some M > 0 such that for L
which is either a local field with residue field cardinality at least M, or a model of T which is moreover a
complete discretely valued field, the following holds. For any box B C X (L) and b € B, there is a power
series g centered at b and converging on By such that f is equal to g on B. Moreover, M can be taken
uniformly in definable families of definable functions.

Proof. We recall the strategy of the proof of [Cluckers and Lipshitz 2011, Lemma 6.3.15]. One works
by induction on the complexity of the £*-term corresponding to the definition of condition (%), using
compositions of power series as in Remark 4.5.2 of [Cluckers and Lipshitz 2011]. The only nontrivial
cases are f, 1, h,(to, ..., th; t—1), TOOt, (f0; 1), and f (¢, ..., t,) for some restricted analytic function
f from the language. If L is a model of T, we may_assume by the definition of condition (x) that the
t_erms t; satisfy condition () on X and that z_; and ac(tp), ..., ac(t,), ord(%p), ..., ord(#,) are constant
on B. In the local field case, by compactness there is some M > 0 such that if the residue field of L
is of cardinality at least M, the functions ¢_; and ac(ty), ..., ac(t,), ord(fy), ..., ord(t,) are constant
on any box B contained in X (L). One finishes exactly as in the proof of [Cluckers and Lipshitz 2011,
Lemma 6.3.11], where for the case f(f, ..., t,), with f one of the analytic functions of the language,
condition (x) ensures that either the function fis interpr;ted as the zero function on a box B or the image
of the box B by (¢, ..., t,) is strictly contained in the unit box, whence so is the image of B,g, ensuring
convergence of f on it, and giving analyticity of f (1o, ..., ;) on Bys. (|

3.4. Strong T,.-approximation. We can now state a stronger notion of 7,.-approximation, for definable
functions. The strong T-approximation will be key for the proofs of Theorems 3.1.4 and 3.1.5. Strong
T,-approximation for » > 1 is not needed in this paper, but we include its definition for the sake of
completeness.

Definition 3.4.1 (strong T,-approximation). Let P C VF" be definable, f = (f1,..., fu): P —> VF" a
definable function, and r > 0 an integer.

2Here, converging on Bys means that the partial sums obtained by evaluating at any element of B,s form a Cauchy sequence
(the limits actually lie inside K alg by [Cluckers and Lipshitz 2011]).
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(1) We say that f satisfies strong 7,.-approximation if P is an open cell around zero, f satisfies condition
(%) on P and, for each model L of 7, the function f satisfies 7,-approximation and moreover for
each box B C P(L), the L*-term associated to f satisfies 7,-approximation on Byg.

(2) A family f; : P — X for i € I of definable functions is called a (strong) T,-parametrization of
X C VF" if each f; is a (strong) T,-approximation and

U mer=x.
iel
The fact that P is an open cell around zero in Definition 3.4.1 is particularly handy since it enables an
easy description of the maximal boxes contained in P, which combines well with condition () and for
composing with power maps. Global analyticity in complete models as given in Section 3.3, together
with a calculation on the coefficients of the occurring power series, will then complete the proofs of the
parametrization Theorems 3.1.4 and 3.1.5.

Theorem 3.4.2 (strong Ty-parametrization). Let n > 0, m > 0 be integers and let X = (X)ycy be a
definable family of subsets X, C Oy for y running over a definable set Y. Suppose that X, has dimension
m for each 'y € Y. Then there exist a finite set I and a definable family g = (gy.;)(y,ieyx1 of definable

functions
8y,i - Py’,‘ — Xy

such that P, ; € Oy and for each y, (gy,i)ier forms a strong Ty-parametrization of X .

Proof. We work by induction on m. We repeatedly throw away pieces of lower dimension and treat them
by induction, working uniformly in y. We also successively consider finite definable partitions of X
without renaming. By Lemma 2.3.4, up to taking a finite definable partition of X, we can find a locally
1-Lipschitz surjective function f, : P, € VF" — X, with P, open for each y € Y. By Theorem 2.3.1, we
can further assume that f, is globally 1-Lipschitz on Py, or equivalently, that f satisfies 77-approximation
on Py. By Proposition 3.1.14 we may moreover suppose that the component functions of f are given by
L*-terms. We still need to improve f and P in order for the f) to satisfy strong Tj-approximation, in
particular, condition (), T}-approximation on associated boxes of boxes in its domain, and that Py is an
open cell around zero.

First we ensure, as an auxiliary step, that the first partial derivatives of the f, are bounded by 1 on
the associated box of any box in its domain Py, by passing to an algebraic closure VF¢ of VF with the
natural £ and £* structures. This passage to VF¥€ preserves well properties of quantifier-free formulas
and of terms by results from [Cluckers and Lipshitz 2011; 2017] for the involved analytic structures
on VF and on VF¥2. This step is done by switching again the order of coordinates as in the proof of
Lemma 2.3.4 where necessary. Since it is completely similar to the corresponding part of the proof of
[Cluckers et al. 2015, Theorem 3.1.3], we skip the details.

Finally we show that we can ensure all remaining properties, using induction. Apply Lemma 3.2.2,

uniformly in y, to obtain a partition of P = (Py), into open cells A = (A,), over Y with center (¢;)/_,



Uniform Yomdin—Gromov parametrizations and points of bounded height in valued fields 1441

and an associated bijection 64 in the notation of Definition 3.1.11, while neglecting a definable subset
B of P where By is of dimension less than m. By induction on m, we may apply Theorem 3.4.2 (for
the value m — 1) to the graph of (¢;)/_, to find a strong Tj-parametrization for this graph. One obtains
the required parametrization of X by composing the parametrization of the graph of (¢;)/_, with 6?;]
and f. Indeed, one first concludes as in the proof of Lemma 3.2.2 that property (x) is satisfied for this
composition and that the domain is an open cell around zero. Secondly, the composition of 1-Lipschitz
functions is 1-Lipschitz, and the first-order partial derivatives are bounded by 1 on associated boxes of its
domain. Finally, the condition of T7-approximation on each associated box follows from Proposition 3.3.2
and [Cluckers et al. 2015, Corollary 3.2.12], since the derivative is bounded by 1 on associated boxes of

its domain. O

The whole purpose of requiring the domains of strong 7}-parametrizations to be cells around zero is to
deduce existence of 7,-parametrizations from strong 77-parametrizations by precomposing with power
functions. This is enabled by the next two lemmas.

Lemma 3.4.3. Let f be a definable function on X C VF satisfying strong T\-approximation. Then there
is some M > 0 such that for L either a model of T which is a complete discretely valued field, or a local
field with residue field cardinality at least M, the following holds for any integer r > 0 and with p, being
the r-power map sending x in L to x". For any open ball B =b(1 + M) C L with B C X, and for any
ball D C L satisfying p,(D) C B, the function

fri=fLopr

satisfies T,-approximation on D. Moreover, f, can be developed around any point b’ € D as a power

series which is converging on D,y and whose coefficients c; satisfy
lc;| < |B'|"™" foralli > 0.

Proof. Observe first that since the choice of b € B is arbitrary, it suffices to show the lemma for b’ € D
with b = b. Since f satisfies condition (x), there is a converging power series ) ;. @i (x — b)' as given
by Proposition 3.3.2. Since x > Y, ai(x — b)! satisfies T}-approximation on By, we have

> aitx—b)

i>1

< b

for all x € B,s. By the relation between the Gauss norm and the supremum norm on By, we then have
la;| < 1b]' (341

for all i > 1. Fix b’ € D with b'" = b. Since f is given by a power series on B, by composition we can
develop f, = Zkzo cx(x — b)* as a power series around »’. Using multinomial development, we find

that for k > 1, )
|ex| < max({|a;| - [/}
i>1

Note that we could also get an explicit expression for ¢, using the chain rule for Hasse derivatives.
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Combining with equation (3.4.1) yields

e < |B')77F.

In particular, we have |cx| < 1 for k <r and for any x € D,

> ax = b

k>r

Lfr(0) =T (x0)] = <|x-=0b,

which concludes the proof. O

We now formulate a multidimensional version of Lemma 3.4.3. To do so we introduce the following
notations. For a tuple i = (iy, ..., i,) € N" and x = (x{, ..., X,,) € L™, recall that x' is [Ti<i<m x,ik and
il =i+ +in. Also define |[x|min; to be o

1gjénn},nij>o {lx;1}.

The idea is also to precompose with the r-th power to achieve the T,-property on boxes. A naive
approach to estimate the coefficients of the composite function, using the maximum modulus principle on
the associated box, would lead to a bound for the i € N”* coefficient of |b|”|b'|~!. This however is not
optimal and not enough for our needs. We improve it, working one variable at a time. The same idea (of
composing with r-th power maps while controlling how many pieces are needed) is used in the real case
in [Cluckers et al. 2020], but in our situation we get sharper control on the number of pieces in terms of r,
resembling the sharper control of [Binyamini and Novikov 2019]. The difficulty for the corresponding
control in [Cluckers et al. 2020] is that the cells in the o-minimal case have cell walls which also need to
get small derivatives, and, composing with powers maps changes these cell walls. In our situation, there
are no cell walls which can be considered as an advantage. On the other side, the absence of cell walls,
and more generally of convexity arguments, has been a challenge in the non-Archimedean case that we
have overcome by working with 7,.-maps here and in [Cluckers et al. 2015].

Lemma 3.4.4. Let f be a definable function on X C VF™ satisfying strong T\-approximation. Then there
is some M > 0 such that for L either a model of T which is a complete discretely valued field, or a local
field with residue field cardinality at least M, the following holds for any integer r > Q.

Letb = (by, ..., by) bein L™ and suppose that B =[], bi(1+ My) € L™ is a subset of X (L). For
anyd = (dy, ..., dy) in L™, write p, 4 for the function (xy, ..., xyn) = (dix], ..., dnx,,). Then for any
box D € L™ such that p,4(D) C B, the function

Sra = fropra

satisfies T,-approximation on D. Moreover, f, 4 can be developed around any point b’ € D as a power

series converging on Dy with coefficients cy satisfying

lexl < 1615 D517 for all k € N™\{0}.

min, k
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Proof. Up to rescaling, we can assume d; = - - - = d,;, = 1. As in the proof of Lemma 3.4.3, we can fix
b € B, b’ € D such that b’ = b and develop f as a power series Zi enm @i (X — b)' that converges on By.
Fix x; € l;(l + M L)’a"S*l and consider the function

fi, tbi(1+Mp)as — L, x1—= f(x1,X1).

It is given by a power series ZileN a;i, (X1)(x) — b1)" around b; that converges on by (1 + My )qs.
By the T-property for f on B,s, we have that for any x; € b1 (1 + M),

| fe,(x1) = fe, (0D = | f(x1, X1) — f (b1, X1)| < |x1 — b1] < |by].

Hence by the relation between the Gauss norm and the supremum norm on b (1 + My ), for each iy > 0

we have
~ 1—i
la;, XD < |by] .

Now view a;, (X1) as a function of x; € l;(l + M L);’;_], and by using again the relation between Gauss
norm and sup norm, we find that for each i € N such that i; > 0,

By switching the numbering of the coordinates, we get that for each i € N\ {0},
ai] < 1Blmini 16|

The end of the proof is now similar to that of Lemma 3.4.3. Indeed, we develop f.4 = f o p,4 into a
power series around ', denoted by > cpehm Ck(x — b’). Then by multinomial development and using the
bound for a; we find that for k£ € N\ {0},

k-1
lekl < 161 1671

It is now a direct consequence of this bound that |c;| < 1 for k € N"*\{0} with |k| <r.
Now fix x € D and k € N"\{0} with |k| > r. Choose some r € N"" such that |r| =r and r; < k; for
j=1,...,m. We have

ek (x = B < 1B [ i 15171 e = B

m
k-1 k—
< 1B i 16717 1 e =D T | =B
< BB e = DY e =0T
<|lx—=0b|".
Hence f, 4 satisfies T,-approximation on D. Il

Proof of Theorem 3.1.4. First apply Theorem 3.4.2 to X to get a finite set / and a family g = (gy,i)(y,i)ey x1

of definable functions
8y Py,i — Xy

such that Py ; € Oy and for each y, (g,,;)ie; forms a strong T;-parametrization of X.
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By Proposition 3.3.2, we find M € N such that for any L € 6o y, any y € Y(L), any box B C P, ; (L)
and any b € B, there is a power series centered at b, converging on B,s and equal on By to gas. Fix such
an L and write g for gr.

Observe that it is enough to prove the theorem for r prime to ¢g. Indeed, a 7,i-parametrization is
also a T,-parametrization. Hence, up to enlarging the constant, if  is not prime to ¢ one can apply the
theorem with r 4 1 to obtain a T,-parametrization.

We fix an integer r prime to ¢ and we partition [F; into £ = ged(r, g — 1) sets Ay, ..., A, such that
x > x" is a bijection from each A; to (F;)", the set of r-th powers in [ ;. We choose representatives
di, ..., dy for cosets of ([Fj;)’ and we fix lifts of them, denoted by dy, ..., dy, € Or. For x € O \{0}, we
set £(x) = d; for i such that ac(x) € A;.

Now define for j = (ji, ..., jm) €{0,...,r — 1} the function

Prj s (OL\OD" = (OL\OD", X = (1, .., X)) = (P EQDX], -, 17E (o)),

where ¢ is our constant symbol for a uniformizer of Oy .

Let Dy ; ; = pr_} (Py,i(L)). By compactness and up to making M larger if necessary, we have that
P, ;(L) is acell around zero. By Hensel’s lemma, the union over j € {0, ..., r—1}" of the sets p, j(Dy; ;)
is equal to Py ;(L). We claim that the family (g,; ; = gy.i © Pr,j)(y.i, ))eY (L)xIx{0,....r—1)n 1s the desired
T--parametrization of X (L). Note that since we used in its definition the lifts d;, it is an R,.-definable
family, where R, is a set of lifts of representatives of cosets of (F;)". To lighten notations, let us skip
for the rest of the proof the subscript (y, i, j). By Lemma 3.4.4 and up to making M larger if necessary,
g satisfies T,-approximation on each box contained in D. We show using Tj-approximation for g and
ultrametric computations that g satisfies 7,.-approximation on the whole D.

Fix x, y € D. If x and y are in the same box contained in D, then we are done. Assume then that they
are not.

Choose v € D such that ac(v;) =ac(y;) and |v;| = |x;|, and in the case we moreover have ac(x;) =ac(y;),
set v; = x;. Such a v exists by Hensel’s lemma and the fact that D is a cell around zero. Define w € D such
that w; = v; if |v;| = |y;| and w; = y; if |v;| # |y;|. We have that w and y lie in the same box contained
in D. There are also d,d’, d” € O as prescribed by p,. ; such that g(x) = g(dx"), g(w) = g(d'w") and
g§(y)=gWd"y").

We then have

18(x) = T;5 ()] < max{|g(x) — g(w)], 18(w) — Ty (w)], | T3y (w) — Ty (x)1}
= max{|g(dx") — g(d'w")|, 1g(w) — T w)|, | Tyy (w) = Ty (0]}
smax{|dx’ d’w| w—yI", |Tg,(> T<’(x>l}
< max{lx —y[", lw—y|", |T55 (w) — T; ()}
§max{|x—y| T (w) — T ()|}

<lx—yl".
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The first inequality is by the ultrametric triangular inequality, the second is by the global T;-property for
g and the T.-property on boxes for g. The third one is because for each i, we have |d;x] —d]w"| < |x; —y;|".
Indeed, there are three cases to consider. In one case, we have x; = w; and d; =d/, and then d; x/ —d]w" =0.
Or we have |x;| # |y;|. In that case, |w;| = |y;| and |d;| = |d{| < 1. Then by the ultrametric property we
have |x; — yi| = max({|x;|, |yi|} and

|dix — djw"| = max{|d;x] |, |djw; |} < max{|x;|, |w;[}" = max{|x;], [y:[}".

The last case is when |x;| = |y;| and ac(x;) #~ ac(y;). In that case,
lwil = |x;], ac(w;) = ac(yi), |d;| =|d| < 1.
We then have |x; — y;| = |x;| and by the choice made in the definition of p, ;,

ac(d;x") #ac(dw"),

whence |d;x] —djw"| = |d;ix"| < |x;|" = |x; — yil".
The fourth inequality holds because by definition of w, either w; = y;, or w; = x;, or |w;| = |x;| = | ;|
and ac(x;) # ac(w;) = ac(y;). In those three cases, we have |w; — y;| < |x; — yil.

To conclude the proof, it remains to prove the last inequality
<r <r r
T (w) = T3 )| < |x =yl
Suppose T/ (x) = Zke,\,my‘ k|<r Ck (x — y)k. For A € N introduce the notation

2.y
T = > abk-yh
keN™ | |k|<rkeA
Then set
A'={k=(ki,....kn) e N" | k; =0if |y;| < |x; — yil},

and let A be its complement. The condition can be rephrased by writing that k; = 0 if w; # x;. In
particular, for k € A’ we have (x — y)* = (w — y)*, and hence T;;’A/(x) = T;;’A/(w).
Thus it remains to show that

T4 w) = T () < Jx =yl

We claim that
A A
T @< =y and (T )] < x =yl

which implies the preceding inequality.
Since for each i, |w; — y;| < |x; — yil, it is enough to prove that for each k € A such that 0 < |k| < r,

lek(x — ) < lx —yI".

From the definition of A, there is some i such that k;, > 0 and |y;,| < |x;, — yi,|. Suppose to lighten
the notation that io = 1. Setr = (ry,...,r;;) withr; =k; fori > landr; =r — |k| + k; > 1.
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Recall the bound for |c;| obtained from Lemma 3.4.4. We now compute, using this bound and the
definition of r,
' e (r = M1 < 1Y i e 1717 1= )]
< DAY Ge =™
< Y ="

= |y (x — )

< Joxp =y * e — M

<la-y.
This finishes the proof of the theorem. 0
Proof of Theorem 3.1.5. The proof is similar to that of Theorem 3.1.4 above, using Theorem 3.4.2 and
then precomposition by power functions. One just needs to delete the application of compactness, and,
instead of using the map & which chooses and exploits the lifts of cosets of r-th powers in the residue
field, one uses parameters from R, to paste pieces together. (A factor b, comes in because in this general
case the pasting is rougher, since in the residue field, the number of cosets of the r-th powers fails to
equal the number of solutions of x” =1 in general.) The rest of the proof is completely similar. 0

4. Points of bounded degree in [ [#]

4.1. A counting theorem. The goal of this section is to prove the following theorem, of which Theorem A
is a particular case. Recall from the introduction that, for g a prime power and n a positive integer, F,[],
is the set of polynomials with coefficients in [, and degree (strictly) less than n, and, for an affine variety
X defined over a subring of [, ((r)), X (F,[7]), denotes the subset of X (F,((r))) consisting of points whose
coordinates lie in [,[¢],. Also, for a subset A of F,((t))", write A, for the subset of A consisting of
points whose coordinates lie in [, [?],.

For an affine (reduced) variety X C A with R an integral domain contained in an algebraically closed
field K, we define the degree of X as the degree of the closure of X in P%. For example, if X is a
hypersurface given by one (reduced) equation f, then the degree of X equals the (total) degree of f.

Theorem 4.1.1. Let d, m and § be positive integers. Then there exist real numbers C = C(d, m, §) and
N = N(d, m, §) such that for each prime p > N, each power q = p* with a > 0 an integer, each integer
n > 0 and each irreducible variety X C Aﬂ;: @) of degree § and dimension d, one has

We first give a bound for a so-called naive degree. Define the naive degree of a variety X C Ay with
R an integral domain as the minimum, taken over all tuples of (nonzero) polynomials f = (f1, ..., fs)
over R with X(K) = {x € K™ | f(x) = 0}, of the product of the degrees of the f;.

Lemma 4.1.2. Let d, m, and § be positive integers. Then there exist numbers C = C(d, m, §) and
N = N(d, m, 8) such that for each prime p > N, each power g = p* with « > 0 an integer, and each
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geometrically irreducible variety X C A[’F': ) of degree § and dimension d, one has that the naive degree
of X is bounded by C.

Proof. From the theory of Chow forms (see [Samuel 1955] or [Catanese 1992]), a variety X C Aﬁ @) of
degree § and dimension d is determined set-theoretically by a hypersurface of degree § in the Grasmanniann
of G(m—d—1, m) of (im—d —1)-dimensional vector subspaces of the m-dimensional space. As explained
for example in [Catanese 1992], one can construct from such a hypersurface a system of m(d+1) equations
of degrees at most § such that their zero sets coincide set-theoretically with X. Hence the naive degree of

X is bounded by §m(d + 1). O
The following trivial bound for points of bounded height is typical.

Lemma 4.1.3. Let d, m and § be positive integers. Then there exist real numbers C = C(d, m, §) and
N = N(d, m, §) such that for each prime p > N, each power q = p* with a > 0 an integer, each integer
n > 0 and each irreducible variety X C Aﬂ;: @) of degree § and dimension d, one has

#X (Fylt])n < Cq™.
Proof. The lemma follows easily from Noether’s normalization lemma and Lemma 4.1.2. O

Let us first reduce the statement of Theorem 4.1.1 to the case of planar curves, similarly to [Pila 1995].
In this section, definable means definable in the language Lpp of Setting 3.1.1 and with O = Z.

Reduction of Theorem 4.1.1 to the case m =2 and d = 1.. Fix positive integers d, m, §. By Lemma 4.1.2,
irreducible varieties in A™ of dimension d and of degree § form a definable family of sets, say, with
parameter z in a definable (and Zariski-constructible) set Z; write X, for the variety in A corresponding
to the parameter z € Z. Assume first that m > 2 and d = 1. Consider the family of linear projections
Pap A" — A? written in coordinates x = > a;x; and y=>_ b;y; and with parameters (a, b) € A2 Then,
for each z € Z, there is a nonempty Zariski open subset of parameters O, € A>" such that p,, j is surjective
and the varieties X, and p, »(X,) have the same degree § (and are both irreducible of dimension 1) for
all (a, b) € Oz. Clearly the open sets O, form a definable family of sets with parameter z € Z.

Now suppose that the prime p is large enough and that g = p® for some «. Since the complement of
O, is of dimension less than 2m by Lemma 4.1.3, and since the O, form a definable family, we can find
for each z € Z(F,((¢))) a point (@®, b°) in O, (F4[t])1 (hence, so to say, a tuple of polynomials in ¢ over
[, and of degree 0). Hence, p,o ,0 maps points in [, [];" to points in [, [t]2. Furthermore, the fibers of
Dao.po ON X are finite, uniformly in z, say, bounded by C. We thus have that for each large enough p,
each z in Z(F;((2))), and each n > 0, that

#X (FqltD)n < CHp(X)(FyltDn.

Hence the result for d = 1 and general m > 1 follows from the case d = 1 and m = 2.
Assume now that m > 2 and d > 1. By a projection argument as above, we can assume that d =m — 1.
Consider the family of hyperplanes H = H,, ,, with equation »_ «;x; = b and parameters « and b. Then
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for each z € Z there is a nonempty Zariski open subset O, of A”*! such that if (o, b) lies in O, then
X, N Hy p 1s irreducible, of degree § and dimension d. Hence, similarly as above, for large enough primes
p and with g = p%, we can find for each z in Z(F,((¢))) a point (@, %) in O (F4[t])1. Now consider
the family of hyperplanes H), of equations » oz?x,- = b with parameter b running over [F,((z)). Since
(o, b9) belongs to O, (F,[t])1, and by construction, there are at most finitely many values for b such that
@, b) ¢ O (F4((#))), say, b1, ..., b. In any case we can assume that X; N H,; is of dimension at most

m — 1 for each j, and hence that
#(X.NHy,) < Cq"™'

for some C which is independent of ¢ and n, by Lemma 4.1.3. To treat the remaining part, we apply the
induction hypothesis to X = (XN H,) for b outside {by, ..., b}, and we take the sum of the bounds
over all values of b in [F,[7],. ]

4.2. Determinant lemma. We fix the following notation for the rest of the paper. For o = («y, ..., o)
in N, set || = o1+ - - -+ . Set also

A (k) :={o e N" | o] =k}, Ay (k) :==fo € N" | la| <k},

Ly (k) == #Ap (k), Dy (k) = #A,, (k).

Lemma 4.2.1 [Cluckers et al. 2015, Lemma 3.3.1]. Let K be a discretely valued henselian field. Fix
w,r €N, and U an open subset of K™ contained in a box that is a product of m closed balls of valuative
radius p. Fix xy, ..., x, € U, and functions ¥\, ..., ¥, : U — K. Assume that

o the integer r satisfies
Dy (r—1) < < Dy (r);

e the functions 1, ..., Y, satisfy T, on U.

Then
ord; (det(; (x;))) > pe,

where e = Y10 i Ly (i) +r (1t — Dy (r — 1)).

4.3. Hilbert functions. Fix a field K. For s a positive integer, denote K[xo, ..., x,]s the space of
homogenous polynomials of degree s. Let /I be a homogenous ideal of K[xy, ..., x,], associated
to an irreducible variety of dimension d and degree § of P. Let Iy = I N K|[xo, ..., x,]; and let

HF;(s) = dimg K[xo, ..., x,]s/I; be the (projective) Hilbert function of /. The Hilbert polynomial HP;
of I is a polynomial such that for s large enough, HP;(s) = HF;(s). It is a polynomial of degree d and
leading coefficient §/d!.

Fix some monomial ordering in the sense of [Cox et al. 2015]. Denote by LT (/) the ideal generated by
leading terms of elements of /. By [Cox et al. 2015], the Hilbert functions of / and LT(/) are equal. It

follows that
HF;(s) =#{a € Ayq1(s) [ x¥ ¢ LT()}.
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Define also fori =0, ..., n,
oi(s) = > ;. 4.3.1)
a€Ayi1(s), xY¢LT(D)
Hence, we have s HF; (s) = Z?:() o07.i(s). The function oy ; is also equal to a polynomial function of
degree at most d + 1, for s large enough. It follows that there exist nonnegative real numbers a; ; such

that o11(5)
1,i
———=qa;;+ 01 432
SHP, ) +0(/s) (4.3.2)
when s goes to +o00.

Remark 4.3.1. The s chosen large enough so that HF; (s) is a polynomial and the implicit constant in
(4.3.2) depend on I. However, since HF; (s) = HFy1(;), they in fact only depend on LT (/). Since they
are obtained in a pure combinatorial way, they do not depend on the field K. If we let / vary among
ideals generated by a polynomial of degree at most d, then only finitely many different LT (/) appear. So
the previous constants can be chosen uniformly over the whole family of such ideals 1.

We will also use the following lemma of Salberger [2007], which is the reason why we will use a
projective embedding in the proof of Theorem 4.1.1.

Lemma 4.3.2 [Salberger 2007]. Let X be a closed equidimensional subscheme of dimension d of P%.
Assume that no irreducible component of X is contained in the hyperplane at infinity defined by xy = 0.
Let < be the monomial ordering defined by o < B if || < |B| or |a| = |B| and for some i, a; > B; and
aj=pjfor j <i. Then J

N < =
ar1+---+arm < arl

4.4. Proof of Theorem 4.1.1 for m =2 and d = 1. Fix a positive integer §. Clearly all irreducible curves
in A? of degree § form a definable family, say, with parameter z in a definable (and Zariski-constructible)
set Z; write X, for the curve in A corresponding to the parameter z € Z.

Apply Theorem 3.1.4 to the definable family of the definable sets X . It gives some constant C and, for
some M, all local fields K in Bz j and all integers r > O prime to gk, a T,-parametrization of X, (Og)
with Cr many pieces. Fix such a K and a parameter z € Z(K) corresponding to an irreducible curve
X, C A% of degree §.

Consider the map

L:A%( — Aﬁ(, x,y)—~ (1,x,y)

and the corresponding embedding
L:A%(<—> [P’%(, (x,y)—[1:x:y]

Denote by I, the homogenous ideal associated to the closure of ¢(X).
Fix some positive integer s, set

My () ={a € A3(s) | x* ¢ LT(I)}, p=#M(s) and e=u(u—1).
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Now consider the given T,-parametrization of X,(Og) with r = p and work on one of the Cu pieces
U, € Ok with function g, : U, — X (Ok) satisfying T, on U,.
Fix a closed ball Bg € Ok of valuative radius 8. Fix some points yi, ..., y, in (g(BgNU)), and
consider the determinant
A =det(t(yi)*) 1<i<p,aeM,(s)-

Since the composition of functions satisfying 7, also satisfies 7},, we can apply Lemma 4.2.1 with
m =1, r = u to get that

ord, A > Be.
On the other hand, since the points y; are of degree less than n as polynomials in ¢ over F,,, we also
have
deg A < (n—1)(o1 +02),
where o1, 0, are defined by equation (4.3.1). Hence, if A is not zero, then
ord; A < (n—1)(o1 +072).
It follows that A = 0 whenever
Be > (n—1)(o1 + 02). 4.4.1)

When such an inequality holds, the matrix A = (y;*) is of rank less than p. Fix a minor of maximal rank
B = (¥")ier,aes and some o € M, (s)\J. Then the polynomial

o

y.
fx,y) =det< l )
(I, x, y)¥ iel, acJU{ap}

is of total degree at most s and nonzero, since the coefficient of (1, x, y)*® is det(B). Moreover, it vanishes
at all points in g(Bg N U), but does not vanish on the whole X, since its exponents lie in M (s) and X,
is irreducible. Hence, by Bézout’s theorem, there are at most 5§ points in (g(Bg N U)),.

We now show how to choose s and § in terms of n such that inequality (4.4.1) holds. Recall that
n =#M,(s) = HF,, (s). By properties of Hilbert polynomials and equation (4.3.2), we have

pw=23s+0() 4.4.2)

and
o)
—=a;s+ 0().
7

Here and below, the notation O (1) refers to s — 400, and by Remark 4.3.1, the implicit constant is
independent of z and gx. Combining those two equations, we get

0; =a;i8s*+ 0(s) and e=18%57+ 0(s),

and finally, by applying Lemma 4.3.2,
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Hence there is some sg and Cy > 0 such that for every s > s,

1
o1+ < - +C()S_1.
e )
Recall that the coefficients of Hilbert polynomials can be bounded in terms of the degree of the curve

and that the characteristic is assumed to be large. Hence s¢ and Cy depend only on the degree § of the

curve X,.
If follows that for
s = [max{sg, 2Co(n — 1)}], 4.4.3)
we have
(n— 1)01 +o02 < [g“
e )

We can thus set 8 = [n/§] to satisfy inequality (4.4.1). It follows from the preceding discussion that there
are at most s points in g(Bg NU),. From equation (4.4.2), we have u < és + Cy, for some constant Cy,
and from (4.4.3), that s < Cyn for some constant C;, with C; independent of n. Since we need qﬁ closed
balls of valuative radius 8 to cover [, [[7]] = Ok, and since we have a T),-parametrization of X (F,[[z])
involving Cu pieces, we find that (after enlarging C) there are at most

Cn2q M/

points in X ([, [1]),. O
Remark 4.4.1. In the preprint [Bhargava et al. 2017], Sedunova’s result [2017] is used to bound the
2-torsion of class groups of function fields over finite fields; see their Theorem 7.1. One can use instead

our Theorem 4.1.1 in the special case of Theorem A to obtain a uniform version of their result. We thank
Paul Nelson for directing us to the reference [Bhargava et al. 2017].

5. Uniform non-Archimedean Pila—Wilkie counting theorem

In this section we provide uniform versions in the p-adic fields for large p and also in the fields [F, ((2))
of large characteristic of several of the main counting results of [Cluckers et al. 2015] (on rational points
on p-adic subanalytic sets). To achieve this we use the uniform parametrization result of Theorem 3.1.4.
Furthermore, Proposition 5.1.4 is new in all senses, and is a (uniform) non-Archimedean variant of
recent results of [Cluckers et al. 2020; Binyamini and Novikov 2019]; it should be put in contrast with
Proposition 4.1.3 of [Cluckers et al. 2015].

5.1. Hypersurface coverings. We begin by fixing some terminology.

Consider the language £ = L{}, as described in Setting 3.1.1. From now on we only consider definable
sets which are subsets of the Cartesian powers of the valued field sort (sometimes in a concrete £-structure,
and sometimes for the theory 7).

Definition 5.1.1. Let K be an L-structure. An £(K)-definable set X C K" is said to be of dimension d
at x € X if for every small enough box containing x, X N B is of dimension d. An £(K)-definable set
X C K" is said to be of pure dimension d if it is of dimension d at all points x in X (K).
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For an £(K)-definable set X C K", define the algebraic part X¢ of X to be the union of all quantifier-
free Lpp(K)-definable sets of pure positive dimension and contained in X. Note that the set X2 is in
general neither semialgebraic nor subanalytic.

By subanalytic we mean from now on £-definable, or £(K)-definable if we are in a fixed L-structure,
and we speak about definable families in the sense explained just below Notation 3.1.3. Likewise, by
semialgebraic we mean definable in the language Lpp, or Lpp(K)-definable if we are in a fixed structure
(see Setting 3.1.1). Write 7 for 7.

Remark 5.1.2. Observe that the definition of the algebraic part is insensitive to having or not having
algebraic Skolem functions on the residue field. Indeed, its definition is local and allows parameters from

the structure.

If x € Z, set H(x) = |x|, the absolute value of x. If x = (xy, ..., x,) € Z", set H(x) = max;{H (x;)}.
If L is a local field of characteristic zero, B > 1 and X C L", we set

X(Z,B)={xeXNZ| H(x) < B}.
If x € [, (2], we set
H(x) = g%&®,

where deg,(x) is the degree in ¢ of the polynomial x over F,. For x = (x1,...,x,) € (F,4[z])", put
H(x) =max;{H (x;)}. We now set for X C F,[[#]] and B > 1

X (F,l1], B) = {x € XNF,[t]| H(x) < B}.

Recall the notation at the beginning of Section 4.1. For all integers d, n, m, set u = D, (d) and
let » be the smallest integer such that D,,(r — 1) < u < D,,(r). Then set V = Zizo kL, (k) and
e =341 kL (k) +7(t — Dy (r — 1)).

The following result refines Lemma 4.1.2 of [Cluckers et al. 2015] and has a similar proof.

Lemma 5.1.3. For all integers d, n, m with m < n, consider the integers r, V, e as defined above. Fix
a local field L, a subset U C O, an integer H and maps ¥ = (Y1, ..., ¥,) : U — OF that satisfy
T,-approximation. Then if L is of characteristic zero, the set W(U)(Z, H) is contained in at most

qm (M!)m/eHm V/e

hypersurfaces of degree at most d. If L is of positive characteristic, the set Y (U)(F,[t], H) is contained
in at most
qm H™ V/e

hypersurfaces of degree at most d. Moreover, when d goes to infinity, mV /e goes to 0.

Proof. We use the notation introduced at the beginning of Section 4.1. Under the hypothesis of the
lemma, fix a closed box B C O} of valuative radius «. Then fix points Py, ..., P, € ¥ (BNU)(Z, H)
(or (BN U)(F,[t], H)) and consider x; € B N U such that ¥ (x;) = P;. Consider the determinant
A =det((y (xi)j)lsisu, jeAn(@)- Since Y satisfies T,-approximation, Lemma 4.2.1 gives ord(A) > «e.
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In the positive characteristic case, since the P; are in F,[¢] of degree less than or equal to log, (H), if
A # 0, then ord(A) < logq(H)V. Hence if o > logq(H)V/e, then A = 0.

In the characteristic zero case, since the P; are in Z of height at most H, it follows that A € Z is of
(Archimedean) absolute value at most u!H". If A # 0, this implies that ord(A) < logq (uw!'H"). Hence
if o« > log, (u!H")/e, then A =0.

We now assume that « is chosen such that A =0. As in the Bombieri—Pila case, by considering minors
of maximal rank, we can produce a hypersurface D of degree d such that all the P; are contained in D.
See the proof of Theorem 4.1.1 for details.

Since we need ¢™* boxes of radius « to cover O}, in the characteristic zero case, we find that we can
cover ¥ (U)(Z, H) by g™ u!™/¢ H™V/¢ hypersurfaces of degree d. In the positive characteristic case, we
can cover ¥ (U)(F,[t], H) by ¢" H™ V/¢ hypersurfaces of degree at most d.

By an explicit computation (see [Pila 2004, p. 212]), we get e ~4 Ci(m,n)d"™"/™ and V ~; Co(m,n)d"*,
the equivalences being for d — +o00. Since m < n, mV /e goes to zero as d — +00. O

Proposition 5.1.4. Let integers m > 0 and n > m be given. Let X = (X,)yey € (VF")yey be an L-
definable family of subanalytic sets with X, of dimension m in each model K of T and each y in Y (K).
Then there are a constant C (X) depending only on X, a constant C'(n, m) depending only on n and m,
and an integer N = N (X) such that for each H > 2 and each local field L € 6oy, the following holds.
Fory e Y(L) and H > 2, the set X,(L)(Z, H) (or X, (L)(Fy, [t], H) for the positive characteristic

case) is covered by at most
C(X)qr, log(H)*

hypersurfaces of degree at most C'(n, m) log(H)™/ =™,

Moreover, we have o« =nm/((m — 1)(n —m)) ifm > landoa=n/(n—1) ifm = 1.

Proof. We work inductively on m. The case m = 0 is clear, as the cardinality of the fibers is then uniformly
bounded in y. Assume now 1 < m. Apply the parametrization Theorem 3.1.4 to the definable family X.

We keep the notation from the proof of Lemma 5.1.3. Choose d as a function of H such that H™"/¢
is bounded (say by 2). From the computations at the end of the proof of Lemma 5.1.3, we can choose
d ~y C'(m, n)log(H)"/n=m

We have u ~g Cz(n, m)d", and since r is the smallest integer such that D,,(r — 1) < u < Dy, (r),
we have that if m > 1, then r = Oy (u'/~D) and if m = 1, then r = . From Theorem 3.1.4, we find
a T,-parametrization of X involving C(X)r™ pieces. From Lemma 5.1.3, the points of height at most
H on one of the pieces are included in at most g}’ (uh™'eH™V/e (if L € Ap) or qy H™V/e (if L € Bo)
hypersurfaces of degree at most d. From the Stirling formula, we see that (u!)"/¢ is bounded. Hence
overall, up to enlarging C(X), we find that X, (L)(Z, H) or X ,(L)([Fy, [t], H) is contained in

C(X)q;' log(H)*

hypersurfaces of degree at most C'(n, m) log(H)™/ =™ with « = nm/((m — 1)(n —m)) if m > 1 and
a=n/(n—1)ifm=1. O
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5.2. Blocks. In this final section, we give uniform versions of results of [Cluckers et al. 2015, Section 4.2]
for local fields of large residue characteristic, in particular of Theorems 4.2.3 and 4.2.4 of [Cluckers et al.
2015]. We thus obtain analogs of Pila—Wilkie counting results, uniformly for local fields of large enough
positive characteristic. We leave proofs, which are analogous to the ones for Theorems 4.2.3 and 4.2.4 of
[Cluckers et al. 2015], to the reader.

Definition 5.2.1. A subset W C K™, with K an L-structure, is called a block if it is either a singleton
or a smooth subanalytic set of pure dimension d > 0 contained in a smooth semialgebraic set of pure
dimension d.

A family of blocks W € VF"**, with parameters running over VF, is a subanalytic set W such that
there exists an integer s” > 0 and a semialgebraic set W' C VF"+" such that for each model K of T, for
each y € K® thereisay’ € K s" such that both Wy (K) and W)’,,(K ) are smooth of the same pure dimension
and such that W, (K) € W}’,,(K).

Note that if W is a block of positive dimension, then W = W22,

Note that our notion of family of blocks, which corresponds to the one in [Chambert-Loir and Loeser
2017], is a strengthening of the one in [Cluckers et al. 2015] which solely ask that a family of blocks W
is such that W, is a block for each y € Y. However, all the results in Section 4.2 of [Cluckers et al. 2015]
hold with this strengthened definition.

Let L be in Ap and let k£ > 0 be an integer. We define the k-height of x € L as

k .
Hi(x) =min{H(a) la=(a1,....a) €7, Y aix' =0,a ;éo}
“ i=0
and for x = (x1, ..., x,) € L", Hy(x) = max;{H (x;)}.
Let L € Bo and k > 0 be an integer. We define the k-height of x € L as

k
Hi(x) = min{H(a) la=(a1.....a0) €Ty [1F, Y aix' =0,a # 0}
a i=0

and for x = (x1, ..., x,) € L", Hy(x) = max;{H (x;)}.
If X CL", we set
X(k,H)={x € X | H(x) < H}.

The following result is a generalized and uniform version of Theorems 4.2.3 and 4.2.4 of [Cluckers
et al. 2015].

Theorem 5.2.2. Let X = (X,)yey € (K")yey be a subanalytic family of subanalytic sets of dimension
m < n in each model of T. Fix ¢ > 0. Then there are a positive constant C(X, k, ¢), integers | =1(X, k, ¢€),
N =N(X,k,¢),x =a(m, n, k), and a family of blocks W = (Wy 5)(, s)eyxk! © K" X ¥ X K' such that
the following holds.
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Foreach L € 6oy, H>1andy € Y(L), there is a subset S = S(X, k, L, H, y) € K* of cardinality
at most C(X, €)q* H? such that
X, (L) (k, H) S| Wy.s.
seS
In particular, if we denote by Wys the union over s € S of the Wy (L) of positive dimension, we have
WE C X, (L) and
#(Xy(L\W)(k, H) < C(X, e)q*H".

The proof of Theorem 5.2.2 is completely similar to those of [Cluckers et al. 2015, Section 4.2] (namely
to the proofs of Proposition 4.2.2 and Theorems 4.2.3 and 4.2.4), where instead of using [Cluckers et al.
2015, Proposition 4.2], one uses Proposition 5.1.4. We skip the proofs and refer to [Cluckers et al. 2015]
for details. Theorem B in the introduction is the particular case of Theorem 5.2.2 when k = 2.

Remark 5.2.3. Note also that the bound in Proposition 5.1.4 is polylogarithmic, whereas the bound of
[Cluckers et al. 2015, Proposition 4.2] is subpolynomial. However, this improvement does not guarantee a
polylogarithmic bound in the counting theorems. As in the o-minimal case, such a bound is not expected to
hold in general, but might be true in some specific situations, similar to the context of Wilkie’s conjecture
for R®*P-definable sets.

Acknowledgements

We would like to thank I. Halupczok for sharing inspiring ideas towards the piecewise Lipschitz continuity
results of this paper. We thank also Z. Chatzidakis and M. Hils for useful discussions and comments,
and the referee for valuable remarks. Cluckers was partially supported by the European Research
Council under the European Community’s Seventh Framework Programme (FP7/2007-2013) with ERC
Grant Agreement nr. 615722 MOTMELSUM, by the Labex CEMPI (ANR-11-LABX-0007-01), and
by KU Leuven IF C14/17/083. Forey was partially supported by ANR-15-CE40-0008 (Défigéo) and
by DFG-SNF lead agency program grant number 200020L_175755. Loeser was partially supported by
ANR-15-CE40-0008 (Défigéo) and by the Institut Universitaire de France.

References

[Beyarslan and Chatzidakis 2017] O. Beyarslan and Z. Chatzidakis, “Geometric representation in the theory of pseudo-finite
fields”, J. Symb. Log. 82:3 (2017), 1132-1139. MR Zbl

[Beyarslan and Hrushovski 2012] O. Beyarslan and E. Hrushovski, “On algebraic closure in pseudofinite fields”, J. Symb. Log.
77:4 (2012), 1057-1066. MR Zbl

[Bhargava et al. 2017] M. Bhargava, A. Shankar, T. Taniguchi, F. Thorne, J. Tsimerman, and Y. Zhao, “Bounds on 2-torsion in
class groups of number fields and integral points on elliptic curves”, preprint, 2017. To appear in J. Amer. Math. Soc. arXiv

[Binyamini and Novikov 2019] G. Binyamini and D. Novikov, “Complex cellular structures”, Ann. of Math. (2) 190:1 (2019),
145-248. MR Zbl

[Bombieri and Pila 1989] E. Bombieri and J. Pila, “The number of integral points on arcs and ovals”, Duke Math. J. 59:2 (1989),
337-357. MR Zbl

[Catanese 1992] F. Catanese, “Chow varieties, Hilbert schemes and moduli spaces of surfaces of general type”, J. Algebraic
Geom. 1:4 (1992), 561-595. MR Zbl


http://dx.doi.org/10.1017/jsl.2017.7
http://dx.doi.org/10.1017/jsl.2017.7
http://msp.org/idx/mr/3694345
http://msp.org/idx/zbl/1422.03079
http://dx.doi.org/10.2178/jsl.7704010
http://msp.org/idx/mr/3051614
http://msp.org/idx/zbl/1273.03126
http://msp.org/idx/arx/1701.02458
http://dx.doi.org/10.4007/annals.2019.190.1.3
http://msp.org/idx/mr/3990603
http://msp.org/idx/zbl/07097498
http://dx.doi.org/10.1215/S0012-7094-89-05915-2
http://msp.org/idx/mr/1016893
http://msp.org/idx/zbl/0718.11048
http://msp.org/idx/mr/1174902
http://msp.org/idx/zbl/0807.14006

1456 Raf Cluckers, Arthur Forey and Francois Loeser

[Chambert-Loir and Loeser 2017] A. Chambert-Loir and F. Loeser, “A nonarchimedean Ax-Lindemann theorem”, Algebra
Number Theory 11:9 (2017), 1967-1999. MR Zbl

[Cilleruelo and Shparlinski 2013] J. Cilleruelo and I. Shparlinski, “Concentration of points on curves in finite fields”, Monatsh.
Math. 171:3-4 (2013), 315-327. MR Zbl

[Cluckers and Halupczok 2012] R. Cluckers and I. Halupczok, “Approximations and Lipschitz continuity in p-adic semi-
algebraic and subanalytic geometry”, Selecta Math. (N.S.) 18:4 (2012), 825-837. MR Zbl

[Cluckers and Lipshitz 2011] R. Cluckers and L. Lipshitz, “Fields with analytic structure”, J. Eur. Math. Soc. 13:4 (2011),
1147-1223. MR Zbl

[Cluckers and Lipshitz 2017] R. Cluckers and L. Lipshitz, “Strictly convergent analytic structures”, J. Eur. Math. Soc. 19:1
(2017), 107-149. MR Zbl

[Cluckers and Loeser 2007] R. Cluckers and F. Loeser, “b-minimality”, J. Math. Log. 7:2 (2007), 195-227. MR Zbl

[Cluckers et al. 2006] R. Cluckers, L. Lipshitz, and Z. Robinson, “Analytic cell decomposition and analytic motivic integration”,
Ann. Sci. Ecole Norm. Sup. (4) 39:4 (2006), 535-568. MR Zbl

[Cluckers et al. 2010] R. Cluckers, G. Comte, and F. Loeser, “Lipschitz continuity properties for p-adic semi-algebraic and
subanalytic functions”, Geom. Funct. Anal. 20:1 (2010), 68—-87. MR Zbl

[Cluckers et al. 2015] R. Cluckers, G. Comte, and F. Loeser, “Non-archimedean Yomdin—Gromov parametrizations and points
of bounded height”, Forum Math. Pi 3 (2015), art. id. e5. MR Zbl

[Cluckers et al. 2020] R. Cluckers, J. Pila, and A. Wilkie, “Uniform parameterization of subanalytic sets and Diophantine
applications”, Ann. Sci. Ecole Norm. Sup. (4) 53:1 (2020), 1-42.

[Cox et al. 2015] D. A. Cox, J. Little, and D. O’Shea, Ideals, varieties, and algorithms: an introduction to computational
algebraic geometry and commutative algebra, 4th ed., Springer, 2015. MR Zbl

[Marmon 2010] O. Marmon, “A generalization of the Bombieri—Pila determinant method”, Zap. Nauchn. Sem. S.-Peterburg.
Otdel. Mat. Inst. Steklov. 377:10 (2010), 63-77. MR Zbl

[Niibling 2004] H. Niibling, “Adding Skolem functions to simple theories”, Arch. Math. Logic 43:3 (2004), 359-370. MR Zbl

[Pila 1995] J. Pila, “Density of integral and rational points on varieties”, pp. 183-187 in Columbia University Number Theory
Seminar (New York, 1992), Astérisque 228, Soc. Math. France, Paris, 1995. MR Zbl

[Pila 2004] J. Pila, “Integer points on the dilation of a subanalytic surface”, Q. J. Math. 55:2 (2004), 207-223. MR Zbl

[Pila and Wilkie 2006] J. Pila and A. J. Wilkie, “The rational points of a definable set”, Duke Math. J. 133:3 (2006), 591-616.
MR Zbl

[Rideau 2017] S. Rideau, “Some properties of analytic difference valued fields”, J. Inst. Math. Jussieu 16:3 (2017), 447-499.
MR Zbl

[Salberger 2007] P. Salberger, “On the density of rational and integral points on algebraic varieties”, J. Reine Angew. Math. 606
(2007), 123-147. MR Zbl

[Samuel 1955] P. Samuel, Méthodes d’algebre abstraite en géométrie algébrique, Ergebnisse der Mathematik (2) 4, Springer,
1955. MR Zbl

[Sedunova 2017] A. Sedunova, “On the Bombieri—Pila method over function fields”, Acta Arith. 181:4 (2017), 321-331. MR
Zbl

[Vermeulen 2020] F. Vermeulen, “Points of bounded height on curves and the dimension growth conjecture over Fg[¢]”, preprint,
2020. arXiv

Communicated by Philippe Michel
Received 2019-02-18 Revised 2020-01-09 Accepted 2020-03-03

raf.cluckers@univ-lille.fr University of Lille, CNRS, UMR 8524 — Laboratoire Paul Painlevé,
F-59000 Lille, France

KU Leuven, Department of Mathematics, Leuven, Belgium
arthur.forey@math.ethz.ch D-Math, ETH Ziirich, Ziirich, Switzerland
francois.loeser@imj-prg.fr Institut Universitaire de France, Sorbonne Université, UMR 7586 CNRS,

Institut Mathématique de Jussieu, Paris, France

mathematical sciences publishers :'msp


http://dx.doi.org/10.2140/ant.2017.11.1967
http://msp.org/idx/mr/3735460
http://msp.org/idx/zbl/1429.11112
http://dx.doi.org/10.1007/s00605-013-0498-x
http://msp.org/idx/mr/3090793
http://msp.org/idx/zbl/1318.11048
http://dx.doi.org/10.1007/s00029-012-0088-0
http://dx.doi.org/10.1007/s00029-012-0088-0
http://msp.org/idx/mr/3000470
http://msp.org/idx/zbl/1345.03075
http://dx.doi.org/10.4171/JEMS/278
http://msp.org/idx/mr/2800487
http://msp.org/idx/zbl/1291.03074
http://dx.doi.org/10.4171/JEMS/662
http://msp.org/idx/mr/3584560
http://msp.org/idx/zbl/1372.32031
http://dx.doi.org/10.1142/S0219061307000664
http://msp.org/idx/mr/2423950
http://msp.org/idx/zbl/1146.03021
http://dx.doi.org/10.1016/j.ansens.2006.03.001
http://msp.org/idx/mr/2290137
http://msp.org/idx/zbl/1168.12006
http://dx.doi.org/10.1007/s00039-010-0060-0
http://dx.doi.org/10.1007/s00039-010-0060-0
http://msp.org/idx/mr/2647135
http://msp.org/idx/zbl/1220.12003
http://dx.doi.org/10.1017/fmp.2015.4
http://dx.doi.org/10.1017/fmp.2015.4
http://msp.org/idx/mr/3406825
http://msp.org/idx/zbl/1393.11032
http://dx.doi.org/10.24033/asens.2416
http://dx.doi.org/10.24033/asens.2416
http://dx.doi.org/10.1007/978-3-319-16721-3
http://dx.doi.org/10.1007/978-3-319-16721-3
http://msp.org/idx/mr/3330490
http://msp.org/idx/zbl/1335.13001
http://mi.mathnet.ru/eng/znsl3815
http://msp.org/idx/mr/2753650
http://msp.org/idx/zbl/1288.11030
http://dx.doi.org/10.1007/s00153-003-0201-3
http://msp.org/idx/mr/2052889
http://msp.org/idx/zbl/1058.03034
http://www.numdam.org/item/AST_1995__228__183_0
http://msp.org/idx/mr/1330933
http://msp.org/idx/zbl/0834.11028
http://dx.doi.org/10.1093/qjmath/55.2.207
http://msp.org/idx/mr/2068319
http://msp.org/idx/zbl/1111.32004
http://dx.doi.org/10.1215/S0012-7094-06-13336-7
http://msp.org/idx/mr/2228464
http://msp.org/idx/zbl/1217.11066
http://dx.doi.org/10.1017/S1474748015000183
http://msp.org/idx/mr/3646280
http://msp.org/idx/zbl/1423.03112
http://dx.doi.org/10.1515/CRELLE.2007.037
http://msp.org/idx/mr/2337644
http://msp.org/idx/zbl/1130.14020
http://msp.org/idx/mr/0072531
http://msp.org/idx/zbl/0067.38904
http://dx.doi.org/10.4064/aa8613-8-2017
http://msp.org/idx/mr/3737027
http://msp.org/idx/zbl/1422.11203
http://msp.org/idx/arx/2003.10988
mailto:raf.cluckers@univ-lille.fr
mailto:arthur.forey@math.ethz.ch
mailto:francois.loeser@imj-prg.fr
http://msp.org

ALGEBRA AND NUMBER THEORY 14:6 (2020)
https://doi.org/10.2140/ant.2020.14.1457

Gowers norms control diophantine inequalities
Aled Walker

A central tool in the study of systems of linear equations with integer coefficients is the generalised
von Neumann theorem of Green and Tao. This theorem reduces the task of counting the weighted solutions
of these equations to that of counting the weighted solutions for a particular family of forms, the Gowers
norms || f|lys+1x; of the weight f. In this paper we consider systems of linear inequalities with real
coefficients, and show that the number of solutions to such weighted diophantine inequalities may also be
bounded by Gowers norms. Furthermore, we provide a necessary and sufficient condition for a system of
real linear forms to be governed by Gowers norms in this way. We present applications to cancellation of
the Mobius function over certain sequences.

The machinery developed in this paper can be adapted to the case in which the weights are unbounded
but suitably pseudorandom, with applications to counting the number of solutions to diophantine inequali-
ties over the primes. Substantial extra difficulties occur in this setting, however, and we have prepared a
separate paper on these issues.
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1. Introduction

The field of diophantine inequalities is a large, and somewhat loosely defined, collection of problems
which lie at the intersection of traditional number theory and diophantine approximation. As far as this
paper is concerned, we will restrict our attention to the following class of questions. Let A be a set of
integers, let € be a positive parameter, and let L be an m-by-d real matrix. One might then ask whether
there are infinitely many solutions to

[Lallc <€ (1-1)

in which all of the coordinates of a lie in A. Further, letting N be an integer parameter tending to infinity,
one might seek an asymptotic formula for the number of such solutions @ which lie in the box given by
the condition ||@|.c < N. One might even try to count solutions in certain cases in which L depends
on N.

Much is known about these problems for certain special sets A (see [Baker 1967; 1986; Davenport and
Heilbronn 1946; Margulis 1989; Miiller 2005; Parsell 2002a; 2002b]), in particular for the image sets of
polynomials. This work is discussed in Section 1A below. However, as far we are aware, the inequality
(1-1) has not been considered before in such generality. Naturally there are some advantages and some
disadvantages in pursuing such a general formulation, the main disadvantage being that the statements of
our main results must perforce include some complicated technical hypotheses on the matrix L.

It will take us the rest of Sections 1 and 2 to properly motivate these hypotheses, culminating in the
statement of Theorem 2.12 (our main theorem). Section 1 will focus on qualitative results and applications,
whereas Section 2 goes on to explore the issues of diophantine approximation and nondegeneracy which
are required for a quantitative treatment when L depends on N. At the end of Section 2 we will give a
detailed sketch of our entire proof strategy. For now, we present the reader with a certain corollary of our
main theorem, which we hope will encourage further reading through this long introduction.

Corollary 1.1 (example of Mobius orthogonality). Let 61, ..., 65 € R be distinct irrational numbers,
let N be an integer parameter, and let fi, fa, ..., fs+1:{1,..., N} — [—1, 1] be arbitrary 1-bounded
functions. Then

1 s+1
5 2 HOfik +d><H fillx +9,-_1d]>> =o(1) (1-2)
x,deZ i=2
1<x<N

as N — oo, where u denotes the Mobius function and [x] := |_x + %J is the nearest integer to x. The

o(1) error term may depend on the numbers 01, ..., 0, but is independent of the choice of functions

fly?fS-‘rl

1A. Classical results. As we said above, much is known about the inequality (1-1) for certain special
sets A, particularly when m = 1. For example, if A is the set of squares, it was shown by Davenport and
Heilbronn [1946] that there are infinitely many solutions to (1-1) for m = 1 and d = 5, i.e., infinitely
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many solutions to

|Ain} + Aond + Asnd + Aand + Asn| <e, (1-3)

provided the coefficients X; are nonzero, not all of the same sign, and not all in pairwise rational ratio.
Their work also proves the same result for k-th powers, provided that the number of variables is at
least 2F + 1. Some 55 years after Davenport and Heilbronn, Freeman [2002] refined the analysis from
[Davenport and Heilbronn 1946] to obtain asymptotic formulas for the number of solutions to (1-3) in
which n; < N for every i, and he also reduced the number of variables required in the case of k-th powers,
to k(logk +loglogk + O(1)). Wooley [2003] further reduced this number, particularly for small k.

The Davenport—Heilbronn method is Fourier-analytic. One begins by replacing the interval [—e¢, €]
with a Lipschitz cutoff function, and then one expresses the solution count via the Fourier inversion
formula (see [Davenport 1963, Chapter 20] or [Vaughan 1981, Chapter 11]). The device of replacing
[—e, €] with a friendlier cutoff plays an important role in our argument too, and we discuss it at length in
Section 2E.

There are also some results on the inequality (1-1) when m > 2, although this setting has been studied
less intensively. For example, Parsell [2002b] considered the setting of k-th powers, with Miiller [2005]
developing a refined result in the case of inequalities for general real quadratics. Parsell’s result is rather
technical to state, and we defer the interested reader to the original paper. Later on in Section 2, however,
we will state Miiller’s result precisely, as one of his hypotheses is closely related to a hypothesis in our
main theorem.

One of our main goals, for this paper and for our follow-up [Walker 2019], is to find a method of
proving asymptotic formulae for the number of solutions to diophantine inequalities which goes beyond
what can be done using the Davenport—Heilbronn method. Of particular interest to us is the case of
inequality (1-1) when A is the set of prime numbers. A result first claimed by A. Baker [1967]" states
that for any fixed positive ¢ there exist infinitely many triples of primes (p;, p2, p3) satisfying

|A1p1+Aap2+A3p3| <e, (1-4)

assuming again that the coefficients A; are nonzero, not all of the same sign, and not all in pairwise
rational ratio. Parsell [2002a] then used a similar refinement to that of Freeman to prove a lower bound
on the number of solutions to (1-4) in the box py, p2, p3 < N. For m simultaneous inequalities, and for a
generic matrix L, Parsell’s method is powerful enough? to prove an asymptotic formula for the number
of solutions to (1-1) in prime variables pi, p2, ..., pg < N, provided that d > 2m + 1. In [Walker 2019],
building on the work of the present paper, we manage to reach the same conclusion under the weaker
hypothesis that d > m + 2, provided that L has algebraic coefficients.

UIn fact Baker [1967] proved a slightly different result, writing that the result we quote here followed easily from the
then-existing methods.
2This does not seem to be present in the literature except in an appendix of our paper [Walker 2019].
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A discussion of the literature on diophantine inequalities would not be complete without at least
making reference to Margulis’s famous resolution [1989] of the Oppenheim conjecture. With this work
Margulis reduced the number of variables required to show the existence of infinitely many solutions to
the inequality (1-3) from 5 to 3. Margulis’s approach used dynamical methods, and is rather different in
flavour to anything in this paper. In particular this method does not provide an asymptotic formula for the
number of solutions in which the variables are bounded in a box.

1B. Notation. Before continuing with the rest of our introduction, we feel that, given the technical nature
of some of the statements to follow, it is prudent to fix all our notation at the outset.

We will use standard asymptotic notation O, o, and 2. We do not, as is sometimes the convention,
for a function f and a positive function g choose to write f = O(g) if there exists a constant C such
that | f(N)| < Cg(N) for N sufficiently large. Rather we require the inequality to hold for all N in some
prespecified range. If N is a natural number, the range is always assumed to be N unless otherwise
specified. For us, 0 ¢ N.

It will be a convenient shorthand to use these symbols in conjunction with minus signs. So, by
convention, we determine that expressions such as —0(1), —o(1), —Q2(1) are negative, e.g., N~¢1
refers to a term N ¢, where ¢ is some positive quantity bounded away from 0 as the asymptotic parameter
tends to infinity. It will also be convenient to use the Vinogradov symbol <, where for a function f and
a positive function g we write f < g if and only if f = O(g). We write f < gif f K gand g K f. We
also adopt the x notation from [Green and Tao 2010a]: « (x) denotes any quantity that tends to zero as x
tends to zero, with the exact value being permitted to change from line to line.

All the implied constants may depend on the dimensions of the underlying spaces. These will be
obvious in context, and will always be denoted by m, d, h, or s (or, in the case of Proposition 4.8, by n).
If an implied constant depends on other parameters, we will denote these by subscripts, e.g., O. ¢ (1),
or f =<, g. By notation such as 0,(1) we mean a term which tends to zero as the asymptotic parameter
tends to infinity with p fixed.

If N is a natural number, we use [N] to denote {n € N:n < N}, whereas [1, N] will be reserved for
the closed real interval. For x € R, we write [x] := |_x + %J for the nearest integer to x, and || x| for
|x — [x]|. This means that there is slight overloading of the notation [/N], but the sense will always be
obvious in context. When other norms are present, we may write ||x||r,z for [x|| to avoid confusion. For
x € R™, we let ||x||gm/z» denote sup; |x; — [x;]].

If X, Y c R? for some d, we define

dist(X, Y):= inf [x — y|leo.
xeX,yeY

If X is the singleton {x}, we write dist(x, Y) for dist({x}, Y). By identifying sets of m-by-d matrices
with subsets of R"¢ (by identifying the coefficients of the matrices with coordinates in R”“), we may
also define dist(X, Y) when X and Y are sets of matrices of the same dimensions. We will consider a
linear map L : R? — R™ to be synonymous with the m-by-d matrix that represents L with respect to
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the standard bases. The norm || L||» Will refer to the maximum absolute value of the coefficients of this
matrix. We use the notation L* : (R™)* — (R%)* for the dual linear map between the dual spaces. For a
set U C R? we use U to denote the annihilator of U, i.e., the set of all f in the dual space (R?)* for
which f|y =0.

We let 3(X) denote the topological boundary of a set X C R?. Given S C R and A € R, we let
AS :={x €e R:3s € Sfor whichAs = x}. If A and B are two sets with A C B, welet 14 : B — {0, 1}
denote the indicator function of A. The relevant set B will usually be obvious from context. The notation
for logarithms, log, will always denote the natural log. For 6 € R we also adopt the standard shorthand
e() to mean >,

In Section 8, if x € R? and if ¢ and b are two subscripts with 1 < a < b < d, we use the notation xg to

denote the vector (Xq, Xgiq1, ..., xp)! € RP74FL,

1C. The main corollary. We will now begin the process of developing our first main result, namely
Corollary 1.4. This result is the first to link diophantine inequalities, such as (1-1), to Gowers norms.

Given natural numbers N and d, and a function f : [N] — C, the Gowers U 4 norm || Sfllyany was
introduced into the literature around twenty years ago, as part of Gowers’ [2001] proof of Szemerédi’s
theorem.? The U¢ norms are genuine norms for d > 2, with || f|| vd[n] measuring the density of certain
linear patterns weighted by f. Their presence in analytic number theory is by now well established (see
for instance [Green and Tao 2008a; 2010a; Tao and Terdvidinen 2018; 2019]), but, to help any readers who
are unfamiliar with these norms, in Appendix A we have given a summary of the necessary definitions
and basic notions.

Our present endeavour is motivated by one particular application of Gowers norms, namely the so-called
“generalised von Neumann theorem” developed by Green and Tao [2008a; 2010a] to study linear equations
with rational coefficients.

Theorem 1.2 (generalised von Neumann theorem for rational forms (nonquantitative)). Let m, d be
natural numbers, satisfying d > m + 2. Let L be an m-by-d real matrix with integer coefficients, with
rank m. Suppose that there does not exist any nonzero row-vector in the row-space of L that has two or
fewer nonzero coordinates. Then there is some natural number s at most d — 2 that satisfies the following.

Let N be an integer parameter, let fi, ..., fq:[N]— [—1, 1] be arbitrary functions, and suppose that
IIlJiH||fj||U.v+'[N] <p

for some parameter p in the range 0 < p < 1. Then

d
1
i 2 150 <oV +o,(1)
ne[N) j=1
Ln=0

as N — oo.

3Gowers worked over the cyclic group Z/NZ rather than [N], but this is a very minor difference.
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Results similar to Theorem 1.2 are central to Green and Tao’s approach [2010a] to counting solutions
to linear equations in primes. It seems reasonable to hope that, if one could combine Gowers norms and
diophantine inequalities in a suitable way, then one might be able to develop a strong understanding
of linear inequalities in primes. As we have already intimated in Section 1A, when describing our
improvements to Parsell’s results, this can be done. However, many additional technical difficulties occur
for the primes, as the von Mangoldt function is unbounded; we have chosen to present a separate work on
these issues [Walker 2019].

We should briefly discuss the nondegeneracy condition on L in the statement of Theorem 1.2, namely
that “there does not exist any nonzero row-vector in the row-space of L that has two or fewer nonzero
coordinates”, as it may seem a little unnatural at first sight.* Suppose that such a row-vector existed.
Suppose also that it is the coordinates at index i and index j which are nonzero. Then, by a short linear
algebra argument (see Proposition 4.5), for any linear parametrisation ({1, ..., ¥g) = W : R — ker L,
Y is a multiple of v/;. Such a coupling between the coordinates has dire consequences for any averaging
approach built upon the independence of the different coordinates, such as the averaging in Gowers norms,
and so this coupling must be precluded. We will present a rigorous version of this principle in the context
of linear inequalities, in Theorem 2.14 below.

Regarding the condition d > m + 2, if L has rank m and d < m + 1 then in fact, as follows from
Gaussian elimination, there must always exist a nonzero vector in the row space of L with two or fewer
nonzero coordinates. Thus, the condition d > m + 2 is a necessary one if the coordinates of ker L are to
be suitably independent.

Remark 1.3. Theorem 1.2 is implicit in [Green and Tao 2010a], but there is no explicit such statement
presented there, as those authors were focussed on results over the primes. We will describe how to
extract Theorem 1.2 from the arguments of [loc. cit.], but we postpone this task until Section 5, as at that
point we will also introduce a quantitative version (this will be Theorem 5.2).

Our first main result is a version of Theorem 1.2 for diophantine inequalities.

Corollary 1.4 (Gowers norms control diophantine inequalities (nonquantitative)). Let m, d be natural
numbers, satisfying d > m + 2, and let € be a positive parameter. Let L : R¢ — R™ be an m-by-d real
matrix, with rank m. Suppose that there does not exist any nonzero row-vector in the row-space of L that
has two or fewer nonzero coordinates. Then there is some natural number s at most d — 2, independent
of €, such that the following is true. Let N be an integer parameter and let f1, ..., fg :[N]— [—1, 1] be
arbitrary functions, and suppose that

mjin||fj||Us+1[N] <P,

4For readers who are already familiar with the notion of Cauchy—Schwarz complexity, imposing this nondegeneracy condition
on L is equivalent to insisting that ker L may be parametrised by a system of linear forms with finite Cauchy—Schwarz complexity.
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for some parameter p in the range 0 < p < 1. Then

1
‘W Z <l_[fj(nj)>‘<<L,SPQ(1)+0/>,L(1)

ne[lN)¥ “Jj=1
[Lnlco<e

as N — oo.

We can provide detailed information about how the implied constant and the o0, ; (1) term depend
on L, but we leave that to the next section and to Theorem 2.12.

Before giving some examples, let us make a few remarks about Corollary 1.4. Firstly, note that if L
has integer coefficients then, by picking & small enough, Corollary 1.4 immediately implies Theorem 1.2,
since the inequality ||Lnr||» < ¢ is only satisfied if Lrn = 0.

Next, due to the nested property of Gowers norms (see Appendix A) one sees that Corollary 1.4 may
be fruitfully applied under the hypothesis min; || f; ||ya-1;57 < p-

Finally, we note that it might be tempting to think that Corollary 1.4 would follow easily from taking
rational approximations of the coefficients of L and then using Theorem 1.2 as a black box. Though of
course we cannot completely rule out an alternative approach to that of this paper, when one investigates
the quantitative details it seems that such an argument will only quickly succeed if the coefficients of L
are all extremely well-approximable by rationals, else the height of the rational approximations becomes
too great to apply results like Theorem 1.2. We will need to employ a different strategy, and we discuss
this at length in Section 2E.

1D. Fourier uniform sets and other examples. Let us illustrate the applications of Corollary 1.4 with
certain explicit examples.

Example 1.5 (three-term irrational AP). The first example could have been analysed by Davenport and
Heilbronn using the methods they developed [1946], but we include it here to demonstrate the simplest
case in which Corollary 1.4 applies.

Let

L:=(1 —~2 —14+2).

Then m =1 and d = 3, and manifestly there does not exist any nonzero row-vector in the row-space of L
that has two or fewer nonzero coordinates. Therefore Corollary 1.4 applies, and so, if for each N we
have three functions f1, f2, f3: [N] — [—1, 1] satisfying min; || f;|y2;y; < p for some p in the range
0 < p < 1, then we have

1
= > f1() fo(n2) f3(n3)| Ko p% P +0,(1) (1-5)
ni,na,n3<N
In1—+/2n2+(—1+v2)n3|<e

as N — oo.
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The statement (1-5) admits a different interpretation, which some readers may find more natural, that
of counting the number of occurrences of a certain irrational pattern: a “three-term irrational arithmetic
progression”. Indeed, recall that for 8 € R we let [#] denote L@ + %J i.e., the nearest integer to 6. Then
for any three functions fi, f>, f3: [N] — [—1, 1], we make the definition

1
T(fi, for )= 57 D F0) LG +d) fillx +v2d)). (1-6)

x,deZ

Informally speaking, 7' counts the number of near-occurrences of the pattern (x, x+d, x++/2d), weighted
by the functions f;. By performing the change of variables n| = [x + V2d1, ny =x +d, n3 = x, and
noting that x + V2d ¢ %Z, we see that
1
T(fi, fo )= 35 > Fi) fo(n2) f3(n3). (1-7)

ny,ny,n3<N
n1—v2n2+(=14v/2)n3|< 3

By (1-5), this means that if min; || f; ||y2(x) < o then

IT(f1, for )] < p%P +0,(1) (1-8)

as N — oo.
Now suppose that Ay is a subset of [NV] with |[Ay| =anyN. Let

fay =1ay —anlin

be its so-called “balanced function”. By the usual telescoping trick, T(14,, 14,, 14,) is equal to

T(anliny, an vy, anvIiv) + T (fay> an v anvIiv) + T ays fay anviv) + T (Qays Lay, fay)-

One may then bound the final three terms using || fa, lly2;y7 and, from the relation (1-7), one has then
established that, provided || fay lp2(v) < 05

1
7 2= L lay G+ )1y ([x +v2d)

x,deZ

is equal to
3
o
N2 > @+ ) vy ((x + v2d1) + 0 (0% V) + 0, (1) (1-9)
x,deZ
as N — oo. If || fay lly2in) = o(1) as N — oo then, by picking p = p(N) to be a quantity that tends to
zero suitably slowly, one can ensure that the error term in (1-9) is o(1) as N — oo.
As is familiar from [Gowers 2001], for bounded functions the U?-norm is closely related to the Fourier

transform. Indeed, we say that the family of sets Ay is Fourier-uniform if the balanced functions f4,

satisfy

1
~> fAN<n>e<n9)’ =o(1)

n<N

sup
9€l0,1]
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as N — oo, and it is a standard result (see [Tao 2012, Exercise 1.3.18]) that A is Fourier uniform if and
only if || fay g2y = 0(1) as N — oo. Therefore expression (1-9), and the remarks following it, imply
the following corollary.

Corollary 1.6 (Fourier-uniform sets). Let 8 € R\ Q, and for each natural number N let Ay be a subset
of [N]with |An| = anN. Suppose that Ay is a Fourier-uniform family of sets. Then

—5 D lay M layx+d)la, (Ix + Bd)
x,deZ

is equal to

a
N2 2o I G+ D1 (Lx + BdD) +0p (1)
x,deZ
as N — oo, where the og(1) term also depends on the o(1) term in the Fourier-uniformity expression for

the family Ay.
Example 1.7. Let
Lo (10 V2142 (1-10)
01 —/3 —-14+4/3

Since +/2 and +/3 are distinct irrationals it is not hard to see that all elements of the row-space of L must
have three or four nonzero coordinates, and so Corollary 1.4 applies. Letting fi, f2, f3, fa:[N]—[—1, 1]
be arbitrary functions, the reparametrisation n; = [x + V2d1, ny =[x +/3d], n3 = x +d, ng = x, shows
that

4
1
> (1'[ fj(nj)> =3 2 S0 +d) fi(lx +v2d) fo(lx +V/3d)).

ne[N]* Jj=1 x,deZ
ILnlloo<

Corollary 1.4 controls the left-hand side of this expression in terms of the Gowers norms of the functions
fj, and so the right-hand side is controlled as well.

We can generalise the previous two examples as follows.

Corollary 1.8. Let 6y, ..., 0, € R be distinct irrational numbers. For each natural number N let Ay be
a subset of [N], with |Ay| = ay N and with balanced function fa,. Suppose that || fay |lys+iny = o(1) as
N — o00. Then

Z 1AN(x)1AN(x+d)<H1AN x+0d])> (1-11)

x,deZ

is equal to
v+2

= > I Iy (x +d)<1_[ 1ivy ([x 4 6; d])) +o(1)

x,deZ

as N — 00, where the o(1) error term may depend on 61, . . ., 05 and on the rate of decay of || fay llys+i[ny-



1466 Aled Walker

Proof. Apply Corollary 1.4 to the s-by-s+2 matrix
L= —6 —1+80), (1-12)
where I denotes the identity matrix and @ denotes the vector (61, ..., 6,)T € R®. O

The question remains as to whether one can use Corollary 1.8, perhaps in conjunction with a density
increment argument such as is used in [Green and Tao 2010b], to deduce that there are infinitely many
s +2-tuples of the form (x, x +d, [x+61d], . .., [x +6sd]) inside any set of natural numbers with positive
upper Banach density. More generally, one might wish to find tuples in which all the coordinates are of
the form x + p(d) where p is a generalised polynomial of degree 1 without a constant term. This result
is already known, in fact, but as it stands the only proof uses ergodic theory methods (see [McCutcheon
2005, Theorem B]). We view Corollary 1.8 as a promising first step towards a purely combinatorial proof
of this result, with a chance to prove explicit bounds.

Corollary 1.4 has immediate consequences for counting solutions to diophantine inequalities weighted
by explicit bounded pseudorandom functions. In particular there is the following natural analogue of
[Green and Tao 2010a, Proposition 9.1] concerning the cancellation of the Mobius function, which we
mentioned earlier in Corollary 1.1.

Corollary 1.9 (Mobius orthogonality). Let m, d be natural numbers satisfying d > m + 2, and let ¢
be a positive parameter. Let L : RY — R™ be an m-by-d real matrix, with rank m. Suppose that there
does not exist any nonzero row-vector in the row-space of L that has two or fewer nonzero coordinates.
Let (1 denote the Mobius function and let N be an integer parameter. Then, for any bounded functions
oo fa i IN1— [—1,1],

d
> u(m)(]‘[ f,-(n;)) =0, (N"™™)
j=2

ne[N¢
ILnllc<e

as N — oo. The same is true with wu replaced by the Liouville function A.

Proof. This follows immediately from Corollary 1.4 and the deep facts (stated in [Green and Tao 2010a],
proved in [Green and Tao 2012] and [Green et al. 2012]) that || ||ys+ipn) = 0s(1) and [|A][ys+ipyy = 05(1)
as N — oo. U

Corollary 1.9, when applied to the matrix (1-12), yields Corollary 1.1 from earlier in this introduction.
It also yields cancellation in expressions such as

Y reDRM)HA)R N = o(N?) (1-13)
ne[NT*
n|—n2=nz—n3
[(n2—n3)—v2(n3—n4)|< 3
as N — oo. There are of course many such examples; we chose (1-13) to emphasise that one can choose

configurations that combine rational and irrational relations.
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2. The main theorem

In our results from the previous section, the quantitative nature of the dependence of the error terms on
the matrix L was hidden. Our main theorem (Theorem 2.12 below) addresses this point, which turns out
to be surprisingly subtle.

To start off, let us introduce a multilinear form that will count solutions to a general version of (1-1).

Definition 2.1. Let N, m, d be natural numbers, and let L : RY — R™ be a linear map. Let F': R4 — [0, 1]
and G : R™ — [0, 1] be two functions, with F supported on [—N, N]¢ and G compactly supported. Let
f1.--., fa :[N]— [—1, 1] be arbitrary functions. We define

d
1
TG oo f) = S D (H fj<nj)>F(n>G<Ln>. 2-1)
nezd “j=1
The normalisation factor of N~ is appropriate; in Lemma 3.2 we show that TﬁG’ N1 fa) L 1.
In Theorem 2.12 we will bound Tﬁ’ G. ~(f1, ..., fa) above by Gowers norms. The error term will

depend on three further notions: the rational relations present in L; the “approximation function” Ay,
which will measure the approximate rational relations present in L; and the nondegeneracy of L, which is
related to the nondegeneracy conditions in Theorem 1.2. These three notions will be introduced in the
next three subsections, before we (finally!) state Theorem 2.12 in Section 2D.

2A. Rational relations. Let us consider some properties of the image L(Z¢). It is certainly true that if
L:R! > R"isa surjective linear map then span(L (Z%)) = R™. However, L(Z%) need not be dense
in R™, as the matrix L may satisfy some rational relations. These in turn restrict L(Z%) to various affine
subspaces of R™.

This observation motivates the following definitions:

Definition 2.2 (rational dimension, rational map, purely irrational). Let m and d be natural numbers, with
d>m+1. Let L : R? — R™ be a surjective linear map. Let u denote the largest integer for which there
exists a surjective linear map ® : R™ — RY for which ®L(Z%) C Z*. We call u the rational dimension
of L, and we call any map ® with the above property a rational map for L. We say that L is purely

irrational if u = 0.
For example, suppose that L : R* — R? is the linear map represented by the matrix

L= 5 Y

If ® : R — R is given by the matrix
=051,

then ®L(Z*) C Z, and in fact ® L(Z*) = Z. So the rational dimension of L is at least 1. But the rational di-
mension of L cannot be 2, as if there were a surjective map O : R2 — R? such that ©® L(Z*) C 72 then L(Z%)
would be a subset of a 2-dimensional lattice, which it is not. So the rational dimension of L is equal to 1.
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Ours is certainly not the first paper on the topic of diophantine inequalities to have considered issues
such as this. For example, in the previous section we remarked that Miiller [2005] came across a similar
phenomenon. Given quadratic forms Q1, ..., Q, he found infinitely many solutions x to the inequalities

101(x)[ <e,....10,(x)] <e,

under the hypotheses that every quadratic form in the set

{ZdiQilal,...,drER,d#O}
i=1

was irrational and had rank greater than 8r. One can use the coefficients of the quadratic forms to translate
this problem into one of trying to understand Tﬁ 6.n(1, ..., fa) for a certain linear map L and for
functions fi, ..., f; supported on the image of quadratic monomials. Then, Miiller’s hypothesis that
all the linear combinations of the Q; are irrational is transformed into the hypothesis that L is purely
irrational. In this paper we consider all L, not just those which are purely irrational, and this causes some
added complications.

In our definition of rational dimension, there is some flexibility over the exact choice of map ®. The
next lemma identifies an invariant.

Lemma 2.3. Let m and d be natural numbers, withd >m+ 1. Let L : R? — R™ be a surjective linear
map, and let u be the rational dimension of L. Then, if ©1, ©, : R"™ — R" are two rational maps for L,
ker ®; = ker ©,.

Proof. Suppose that ©1, ©, : R™ — R¥ are two rational maps for L for which ker ®; # ker ®;. Then con-
sider the map (@, ®;) :R" — R2“. The kernel of this map has dimension at most m —u — 1, as it is the in-
tersection of two different subspaces of dimension m —u. Therefore the image has dimension at least u + 1.

Also, ((®1, ©,) o L)(Z%) € 7?*. Let ® be any surjective map from im((®;, ©,)) to R“*! for which
O (Z*Nim((O, ®,))) CZ“*!. Then ®o(O1, ®,):R™ — R**! is surjective and (Po(O1, @,)oL)(Z?) C
Z"*!. This contradicts the definition of u as the rational dimension. (|

We will also need to identify the quantitative aspects of these rational relations, in order to properly
state the main theorem.

Definition 2.4 (rational complexity). Let m and d be natural numbers, withd >m + 1. Let L : RY — R™
be a surjective linear map, and let # denote the rational dimension of L. We say that L has rational
complexity at most C if there exists a map © that is a rational map for L and for which ||®| < C. If L
is purely irrational, then L has rational complexity 0.

In this definition, recall that for a linear map ® : R™ — R” we use ||® || to denote the maximum absolute
value of the coefficients of its matrix with respect to the standard bases.

We observe that a linear map with maximal rational dimension, i.e., with rational dimension m, is
equivalent to a linear map with integer coefficients, in the following sense.
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Lemma 2.5 (maximal rational dimension). Let m and d be natural numbers, with d > m + 1. Let
L :R?Y — R™ be a surjective linear map, and suppose that L has rational dimension m and rational
complexity at most C. Then there exists an invertible m-by-m matrix ® and an m-by-d matrix S with

integer coefficients such that, as matrices, ©L = S. Furthermore, ||©| s < C.
Proof. Let ® : R™ — R™ be a rational map for L for which ||®| s < C. Il

We will use this lemma in Section 5, to reduce the study of maps L with maximal rational dimension
to the study of maps L with integer coefficients.

2B. Approximation function. We must also quantify the rational relations in a second way. Indeed, L
might have rational dimension u but be extremely close to having rational dimension at least u + 1, in the
sense that there might exist some surjective linear map © : R” — R“*! such that the matrix of ®L is very
close to having integer coefficients. This phenomenon, essentially a notion of diophantine approximation,
will also have a quantitative effect on our final bounds. The critical place where it enters the argument
is Lemma 3.4, whose content we briefly sketch here, so as to further motivate our introduction of the
“approximation function” below.

This will be the first, of many, places in the paper in which we have to manipulate Lipschitz functions.
For the reader’s benefit, in Appendix B we have collected together the definitions and results that we
will use.

Let L be an m-by-d matrix, which may depend on the asymptotic parameter N. Suppose that one is
seeking an upper bound on Tﬁ c.n(l, ..., 1), where G is a Lipschitz function supported on [—1, 1]
and F is a function supported on [—N, N 1. We note that this task is a special case of bounding
Tﬁ’ G. ~(f1, ..., fa) above by the Gowers norms of the functions f;. In our main proof, bounds on
T FL c.n(1, ..., 1) will be useful when controlling some error terms which occur when the inequality is
perturbed (see Section 2E for a full discussion of this point).

Also suppose, for simplicity, that the first m columns of L form the identity matrix, and let v; € R™
denote the j-th column of L. Then, by summing over the variables ny, ..., n,, € Z, one quickly derives that

d
1 .
TEon( ... 1) S§7=n > G( > vjn‘,),

Nyt 1seeesNd €L Jj=m+1
[Rmt1l-nslng|<KN

where G is a Z™-periodic Lipschitz function formed by taking translates of G.

We consider G as a function on R /Z™, and approximate it by a short exponential sum (as one may
do for all such Lipschitz functions).? As is familiar in these kind of problems, one is left with having to
bound the expression that arises from the nonzero Fourier modes. Here, one ends up with terms

1 d
=D DRRR (3 S
Tt 15--,Nd €L Jj=m+1

[Rm1ls.slnal SN

5See Lemma B.3.
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with k € 7™ \ {0}, which one may sum as geometric progressions over 7, to ny. This means we have
to control

d
: -1 -1
max <]_[ min(l, N7k - vjllg/z )
0<|lklloo<X “Jj=m+l

where X is some threshold, and the above expression is certainly bounded by

—1 T -1
N max IL" Kllga 745 (2-2)
0<lKlloc<X

as the first m columns of L have integer coordinates. One hopes to bound expression (2-2) by o(1) as
N — oo.

We observe two facts about (2-2). Firstly, if L is not purely irrational and if X is larger than the rational
complexity of L, then the expression (2-2) is infinite! Secondly, even if L is purely irrational then it could
still be the case that (2-2) tends to infinity with N, as L may depend on N. We conclude that, with the
state of our current argument, the size of expression (2-2) — or an expression like it— must be included
in our error terms.

Motivated by the above discussion, we introduce the “approximation function”. The definition is
phrased in terms of dual functions — this will make linear algebraic manipulations more straightforward
later on — and for real vectors ¢ rather than for integer vectors k, which reflects the general situation in
which the first m columns of L are not the identity matrix. We also generalise to the case of arbitrary
rational dimension u, rather than just u = 0.

Following this definition and some remarks, we will show how to calculate the approximation function
in an explicit example. This should hopefully serve to clarify the properties of this somewhat technical
object.

Definition 2.6 (approximation function). Letm and d be natural numbers, withd >m+1. Let L : R? — R™
be a surjective linear map, and let # denote the rational dimension of L. Let ® : R" — R be any
rational map for L. Suppose that u < m — 1. Then we define the approximation function of L, denoted
Ap:(0,1]x(0,1] = (0, 00), by

Ap(t1, 1) = inf dist(L*¢, ZT),
pe(R™)*
dist(e,®* ((R")*) =1
lelloo<ty !

where (Z4)T denotes the set of those e (R?)* that have integer coordinates with respect to the standard

dual basis.

If u = m, we define A (71, 12) to be identically equal to 7;.9

OWhen u = m we've already seen (Lemma 2.5) that L may be transformed into a matrix S with integer coefficients, and thus
L is somewhat degenerate from the point of view of diophantine approximation. We define Ay (z1, tp) for such matrices only to
avoid having to discuss this special case in the statement of Theorem 2.12 later on.
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From our discussion of (2-2) above, one sees that upper bounds on Ay (ty, )~ will be the main focus.
The threshold 7, ! plays the role of the threshold X in (2-2), and the condition dist(¢, ®*((R*)*)) > 1
corresponds to the condition || k||oc = 1 which is implicit in (2-2).

There is some notation to unpack in Definition 2.6. Regarding the notion “dist”, we remind the reader
of some material from Section 1B, namely that we consider a-by-b matrices M as elements of R*?, simply
by identifying the coefficients of M with coordinates in R“*. The £ norm and the dist operator may
then be defined on matrices, i.e., if V is a set of a-by-b matrices, and L is an a-by-b matrix, then

dist(L, V) :=infrev |L — L' ||oo.

In this instance we are working with 1-by-d matrices, i.e., elements of (R?)*.

Note that Definition 2.6 is independent of the choice of ®. Indeed, by basic linear algebra ®*((R*)*) =
(ker ®)°, where (ker ®)? is the annihilator of ker ® (see Section 1B). By Lemma 2.3, ker © is independent
of the choice of ®, and therefore so is (ker ©)°.

Example 2.7. Suppose that, as a matrix,
L:=( —v2 —1++2)

as in Example 1.5. Then L is purely irrational, i.e., u = 0, since its coefficients are not all in rational ratio.
Therefore Ay (71, 72) is equal to

inf  max(|kllr/z. [—kv2llg/z. =k +kv/2llr/2).
keR:t < |k|<t, !
As we said above, we seek an upper bound on Ay (11, rz)_]. To this end, we claim that, for this particular
L and for all 71, p € (0, 1], one has

Ap (11, ) > min(ty, 7).

Indeed, we know that, for all g € N,

1
V2lrz > —.
lgv2lr/z 109
This is the statement that /2 is a badly approximable irrational. The proof is straightforward: if there
were some natural number p for which |g+/2 — p| < 1/(10g), then

fo— <+,

1< |2¢° -
24" = P =15 T 10 =5 T 0

which is a contradiction.
Suppose first that ||k ||g;z < 72/100 and % <kl <7, ' Then, replacing k by [k] (the nearest integer
to k), we can conclude that

(%) 1 %) 1 (%)
—kv2llpz, |k + kN2 > V27— — > —— —— > ————— — — .
max (|| lr/z. | Ir/z) = Ik]V2lIr/z 507 1006150~ 1061 110 50 >0
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Otherwise, one has
kllr/z > min(ty, 12).
Therefore,
Ap(t1, T2) > min(zy, 72)

as claimed.

It is not too difficult to show that if L is an m-by-d matrix with rank m and with algebraic coefficients,
then

Ap (71, 72) > min(ty, IZOL“)), (2-3)

where the O (1) term in the exponent depends on the algebraic degree of the coefficients of L.” We
shall give a proof of this statement in Appendix E. In general, however, A (71, 72) could tend to zero
arbitrarily quickly as 7, tends to zero, for example in the case when L =(1 —A —14X)and Lisa
Liouville number (an irrational number that may be very well-approximated by rationals).

Yet, however fast Az (71, 7o) decays, we have the following critical claim.

Claim 2.8. For all permissible choices of L, 7| and t; in Definition 2.6, A (11, 72) is positive.

Proof. Let u be the rational dimension of L. Without loss of generality we may assume that u < m — 1.
Then, for all ¢ € (R™)*\ ©*((R*)*) we have that dist(L*¢, (Z%)T) > 0. (If this were not the case then the
map (0, ¢) : R — R“*! would contradict the definition of u.) Therefore, as the definition of A; (11, 72)
involves taking the infimum of a positive continuous function over a compact set, Ay (t1, T2) is positive. [

The expression Ay (ty, 7)1 will appear in the error term of our main theorem; Claim 2.8 shows that
such an error term still has content.

2C. Nondegeneracy. In the statement of Theorem 1.2, which we remind the reader was the result of
Green and Tao that used Gowers norms to control the number of solutions to linear equations with integer
coefficients, one recalls that there were certain linear-algebraic notions of nondegeneracy for the matrix L.
These concerned the rank of L and the properties of its row space. In the setting of diophantine inequalities
it will transpire that the same notions of nondegeneracy are important— this much was obvious from the
statement of Corollary 1.4 — except that, in order to control the error terms when L depends on N, one
must assume that L is not even “approximately”’ degenerate.

In order to make these notions precise, we will first give some names to the sets of degenerate maps
that we wish to avoid.

Definition 2.9 (low-rank variety). Let m, d be natural numbers satisfying d > m + 1. Let Vi (m, d)
denote the set of all linear maps L : RY — R™ whose rank is less than m. We call Vi (m, d) the low-rank
variety.

7One could perhaps remove this dependence by using the Schmidt subspace theorem, though as there are power losses
throughout the rest of the argument there does not seem to be a great advantage in doing so.
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Let Vr‘;?li]f(m, d) denote the set of all linear maps L : R? — R for which there exists a standard basis

vector of R¢, say e;, for which L|span(e ) has rank less than m. We call Vr‘;gikf(m, d) the uniform

low-rank variety.

We make the trivial observation that V'

ank 71, d) contains Vi (m, d). For certain technical reasons

Vunif

it will be much more convenient to work with matrices L ¢ V1

(m, d), as opposed to merely working
with matrices L ¢ Viank(m, d), as we will be able to fix an arbitrary coordinate and still be left with a full

rank linear map.

Definition 2.10 (dual degeneracy variety). Let m, d be natural numbers satisfying d > m + 2. Let

e1, ..., eq denote the standard basis vectors of R, and let el ..., e;; denote the dual basis of (R?)*.
Then let Vd’“egen (m, d) denote the set of all linear maps L : R? — R™ for which there exist two indices

i, j <d, and some real number A, such that e — )»e}f is nonzero and (e — )\e’;) e L*((R™)*). We call

Vd*egen (m, d) the dual degeneracy variety.

It may be easily verified that this definition does nothing more than rephrase the condition that appeared
in the statements of Corollary 1.4 and Theorem 1.2 concerning the row-space of a degenerate map L,
namely that there exists a nonzero row-vector in the row-space of L that has two or fewer nonzero
coordinates. The formulation in terms of dual spaces will be particularly convenient, however, for some
of the algebraic manipulations in Section 5. This is the reason why we use the term “dual” in the name of
Virgen (s d).8

Having introduced Viak (m, d), Vrgﬁg(m, d) and Vd*egen (m, d), we can articulate the relationship between
the nondegeneracy conditions in Theorem 1.2 (for linear equations given by L) and our nondegeneracy
conditions in Theorem 2.12 below (for linear inequalities given by L). Indeed, for equations, L is
nondegenerate if

L ¢ Vignk(m,d) or L¢ Vd*egen(m, d). (2-4)
For inequalities, L is nondegenerate if

dist(L, Vi m, d)) = ¢ or  dist(L, Vigen(m, d)) > ¢, (2-5)

ran

for some fixed parameters ¢ and ¢’. One can see immediately how the conditions for inequalities are
“approximate” versions of the conditions for equations.

Example 2.11. It may be instructive to consider a matrix such as

(1N VBN m x4 V2
2 2V3+N: V5 e )]
We observe that L has rank 2 and L ¢ Vdigen (2, 4). If one knew Theorem 1.2 and the conditions (2-4),
then one might perhaps have hoped to apply the theory of Gowers norms to bound the number of solutions

8Later on (in Definition 4.4) we will have a set of degenerate maps Vgegen(d —m, d) which will parametrise the kernel of maps

in Vd*egen (m, d). Since these maps feel somewhat dual to those maps in Vé"egen (m, d), we will come to call Vyegen(d —m, d) the

“degeneracy variety”.
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to inequalities given by L. However, by considering perturbations of the first two columns, we see that
dist(L, Vd*;gen(Z, 4)) =o0(1) as N — oo. Indeed, one may perturb L by O(N~'/2) such that there is a
vector (0, 0, x3, x4) in the row space. So, despite the fact that L is nondegenerate from the point of view
of equations, L is degenerate from the point of view of inequalities and the conditions (2-5). Thus, our
main theorem on inequalities will not apply to this L.

Furthermore, we have another result (Theorem 2.14 below) which shows that one cannot possibly use
Gowers norms to control inequalities given by such an L. Therefore, whatever methods we use to prove
Theorem 2.12, these methods must necessarily break down when applied to this example.

2D. The main theorem and a partial converse. Having laid the groundwork, we may now state the main
theorem of this paper.

Theorem 2.12 (Main Theorem). Let m, d be natural numbers, satisfying d > m + 2, and let ¢, ¢, C, C’
be positive reals. Let N be an integer parameter and let L = L(N) : R? — R™ be a surjective linear map
that satisfies | L||co < C. Let Ay : (0, 1] x (0, 1] — (0, 00) be the approximation function of L. Suppose
further that dist(L, Vr‘;‘:lilf(m, d)) > ¢, that dist(L, Vd*egen(m, d)) > ¢/, and that L has rational complexity
at most C'. Then there exists a natural number s at most d — 2, independent of &, such that the following
is true. Let F : RY — [0, 1] be the indicator function of [1, N1, and let G : R™ — [0, 1] be the indicator
function of a convex domain contained in [—¢, e]™. Let f1, ..., fa:[N]1— [—1, 1] be arbitrary functions,

and suppose that

n}/_ir1||fj||us+l[1v] <P,
for some parameter p in the range 0 < p < 1. Then
TEon s oo f) Kew.c.cre 020 +0p 4, e c.o(D) (2-6)
as N — oo. The 0, A, ¢.,c,c'(1) term may be bounded above by
N2 p=0D AL (Qeerc.o (D), )7

We remind the reader that the implied constants may depend on the dimensions m and d. Also note
that in the above statement one may replace C and C’ by a single constant C, and ¢ and ¢’ by a single
constant ¢, without weakening the conclusion. We proceed with this assumption.

Let us note some consequences of this theorem. Firstly, since Ay (2..c(1), p)~!is finite (by Claim 2.8),
Theorem 2.12 immediately implies Corollary 1.4 (this was the qualitative statement around which we
structured Section 1). Hence Theorem 2.12 also implies all the other corollaries from Section 1. Secondly,
from (2-3), or rather from our full quantitative version in Lemma E.1, we have another corollary for
matrices L with algebraic coefficients.

Corollary 2.13 (inequalities with algebraic coefficients). Assume the same hypotheses as Theorem 2.12,
and assume further that L has algebraic coefficients with algebraic degree at most k. Let H denote the
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maximum absolute value of all of the coefficients of all of the minimal polynomials of the coefficients of L.
Then

TGN (Fioeeos f2) ZLeconn p2D + N72W p= 0k,

The reader may wonder how the implied constant in these statements depends on ¢. Ultimately the
implied constant in (2-6) tends to infinity as & tends to zero, as our approximation argument in Section 6
will not be efficient in powers of ¢. Yet, to prevent our notation becoming too unreadable, we choose not
to keep track of the precise behaviour of implied constants involving .

As we remarked in Section 2C and Example 2.11, we can also prove a partial converse to Theorem 2.12.
This result demonstrates that the nondegeneracy condition dist(L, V(;‘;gen (m, d)) > c is necessary in order
to use Gowers norms to control inequalities given by L.

Theorem 2.14. Let m, d be natural numbers, satisfying d > m + 2, and let ¢, ¢, C be positive constants.
For each natural number N, let L = L(N) : R? — R™ be a linear map satisfying |L|ls < C. Let
F : R4 — [0, 1] denote the indicator Sfunction of [1, N 19 and G : R™ — [0, 1] denote the indicator function
of [—¢, e]™. Assume further that dist(L, Viank(m, d)) = ¢ and that TﬁG’N(l, ces 1) >c.ce 1 for large
enough N.
Suppose that
l]ivm inf dist(L, V;egen(m, d))=0.
— 00

Let s be a natural number, let H : R.g — R.q be any function satisfying H(p) = k(p), and for
each N let E,(N) denote some error term depending on a parameter p and satisfying E,(N) = 0,(1)
as N — oo. Then one can find infinitely many natural numbers N such that there exist functions
fis..., fa :[N]— [—1, 1] and some p at most 1 such that both

mjin||fj||Us+l[N] <p
and
ITE G n(fie ooy f)I > H(p) + E,(N). (2-7)

In other words, the conclusion of Theorem 2.12 cannot possibly hold if dist(L, Vd*;gen(m, d)) is
arbitrarily close to 0, even if one replaces the peM dependence in (2-6) with a function H (p) that could
potentially decay to zero arbitrarily slowly as p tends to zero.

The proof of Theorem 2.14 is contained in Section 9, which can be read independently of the rest of
the paper.

2E. The proof strategy. All the corollaries from Sections 1 and 2 are implied by Theorem 2.12, so our re-
maining task is to prove this theorem. Speaking somewhat informally, we wish to bound TFL’G’ N1 fa)
in terms of some Gowers norms || f; ||ys+1 ) When the functions F and G are the indicator functions of
certain convex domains. Now, one might expect the proof to be easier if, instead, ' and G were functions
with nicer analytic properties — Lipschitz functions, for example. This is indeed the case, and thus our
proof splits naturally into two parts. The first part, contained in Sections 3 and 5, reduces Theorem 2.12
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to a similar statement in which the functions F' and G are Lipschitz — this will be Theorem 5.6. The
second part of the paper is devoted to proving Theorem 5.6. For the rest of this subsection we will try to
articulate the strategies for each part, and to elucidate the main technical difficulties.

In [Green and Tao 2010a], replacing convex cutoffs with Lipschitz cutoffs was an easy operation,
accomplished in a couple of pages in Appendices A and C of that paper. Somewhat surprisingly, this part
turns out to be the trickiest element in the setting of inequalities, at least when L is not purely irrational.

Replacing F with a Lipschitz cutoff is no issue, but the difficulty comes from replacing G. Consider
the example

01 5V2 53

from Section 2A, in which we established that L has rational dimension 1 and that

L <1 0 -2 —ﬁ+1)

L@ clver:x. (?) ez}.
Take G to be the indicator of the compact convex domain

{xeu;ezznxnoogm, —1<x-(?)<1}.

Then
4
1
TeonUn o =27 D (]_[f,-(nj)>F(n). (2-8)
neco 7

(51)Lrn=-1,0,1

To replace the convex cutoff G by a Lipschitz cutoff, a natural approach is to take a Lipschitz function G
that is a minorant for G.? with G supported on the set

{xele: Xlo <10—8, —148 Sx-(?) <1 —3}
for some small positive parameter 8, and G identically equal to 1 on the set

{xeR2:||x||oo< 10— 25, —1+28<x-(?> <1—23}.

One has |G — G It = «(8), so one might hope that for any functions fi, ..., fs one would have
Trgn (i ) =Ti o (froooos )l = (). (29)
However, no matter how small we choose §,
1 4
TignUf i~ ) (1'[ fj(nj))F(n)- (2-10)
nez* j=1
[Ln]loo<10—8
(5 1)Ln=0

90ne also finds a majorant Lipschitz function, but that won’t feature in this example.
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In moving from G to G the range of summation for n between expressions (2-8) and (2-10) has been
cut by a factor of two-thirds! Thus we have no reason to expect that (2-9) should hold for all functions
fio.o, fa

We circumvent these difficulties by employing the following idea. Rather than replacing G with a
Lipschitz cutoff straight away, when faced with an expression such as (2-8) we can perform some initial
reparametrisation, observing that there is a linear map Z : R* — R* with integer coefficients which gives
a lattice parametrisation of those n € Z* for which (5 1)Ln = 0, namely

mi
m
— ! —5m1 - 5m2
Slmy | = ms
ms3 mo

Moreover, n € Z* with (5 1)Ln = +1 if and only if there are integers m, m,, m3 for which

m 0
- ml =
=E m2 0
’ 0
This enables us to decompose Tﬁ c.n(f1. ..., fa) into three separate expressions, each of the form
1 4
N2 2. (1_[ [i(E@m); +fj))F(E(m) + )1 10,100 (L(Em +F)) @2-11)

mez3 " j=1

for some different vector 7 € Z*, where E (m) ;j denotes the j-th coordinate of E (m). Now, replace the
convex cutoff function 1;_;¢ ;o2 with some Lipschitz minorant G which is supported on [—10+8, 10— 5]
and equal to 1 on [—10+ 28, 10 — 28]?, in each of the three expressions (2-11) separately. Then the size
of these expressions will stay roughly constant.

To quantify this step, the approximation function Ay enters the picture. Indeed, if 7 = 0 the error term
introduced by applying such an approximation to (2-11) is bounded above by

TFG N, .., D),
where G* is some other Lipschitz function supported on
(x € R?:10—28 < ||x]loo < 10+ 26).

Finding an upper bound on expressions such as T£ Eé*’ y(, ..., 1) is exactly the endeavour we discussed

in Section 2B, when motivating the introduction of the approximation function Ay . The only difference
is that now we are dealing with the function Ay g, rather than Ay.
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It turns out that the map L E is most naturally viewed as a map from R? into a one dimensional space,

ie.,
LE: R - {xeRQ:x-(?):0},
whereas L maps from R* to R?. This is the “dimension reduction” which gives Section 5 its name.

The reader will have noticed that, after replacing 1;_ 1052 With the Lipschitz function G, expression
(2-11) is not equal to an expression of the form T;G,N(fl’ ..., f1), since the map E and the shift 7 are
now both on the scene. This complicates matters in the second half of the proof, and thus Theorem 5.6 will
not be exactly the same statement as Theorem 2.12 apart from the Lipschitz cutoffs. Rather, Theorem 5.6
will bound an object that we will come to denote by T; G:A;,( f1. ..., fa), which will be a general version
of expression (2-11). The reader may consult Definition 5.3 for the full definition.

In order to make this argument rigorous we will have to verify that in replacing the map L with the
map LE we haven’t introduced any extra rational relations;!? to work out how to relate A; and A =;
and to work out how to identify a suitable E in the general case. Furthermore, we will have to carry
the nondegeneracy relations (such as dist(L, Vd”;gen(m, d)) > c) through this reparametrisation by &,
and then establish what the new nondegeneracy notions should be for the pairs (£, LE). This is all
done in the (somewhat alarming) Lemma 5.10, which has 9 parts. The upper bounds on expressions
like T,ﬁ g* y(1, ..., 1) are established earlier, in Lemma 3.4, with everything combined at the end of
Section 5.

The diagram of the dependency of the various lemmas — excluding those which are found in Appen-
dices A, B and D, which are somewhat standard —is as follows:

[ Lemma 5.8 [ Theorem 5.6

Lemma 3.3 Lemma 5.9

1
[ Proposition 3.1

M
[ Lemma 3.4

Theorem 5.2

It remains to resolve Theorem 5.6, and it turns out that this second part of the proof is significantly
more straightforward than the first. In particular neither the statement of Theorem 5.6 nor its proof make
any reference to the rational dimension of L nor to the approximation function Ay .

Lemma 5.10 Theorem 2.12

Lemma 5.11

Proposition 5.1

10This is essentially the statement that L & should be purely irrational.
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The idea is as follows. For a function f : [N] — [—1, 1] and a small parameter 1, let f: R—[—1,1]

denote the function _
fn) if|n—x|<n,
0 otherwise,

fx)= {

ie., f is a “fattened” version of f. Then, for Lipschitz functions F' and G, let

3 3 3 1 d
TPQ,G,N(fl’---vfd) = Ndm/ o (1_[ fj(xj)>F(x)G(Lx)dx
xeRd =1

represent the “real solution density” for the inequality weighted by the functions fj The expression

fFL,G,N(f], e fd) is more convenient to work with than TFL’G’N(f], ..., fa), as we are now working in
a setting in which the coefficients of L are invertible.!!
The expression TFL e f1. ..., f2) enjoys the following two properties. Firstly, it is closely related to
Tﬁ .1, ..., fa). Indeed, just by expanding out the definition of fj, we see that
d
<1 ~ ~ 1
Tign(f - fo =5 Z( fj(”j)) f JFOGUL) Iy e (y —m)dy
nezd N j=1 yeR
1 d
N > <]_[ fj(nj))F(n)G(Ln)/ N 1y (y —n)dy
nezd N j=1 r€
~ ) TGy s fa)s (2-12)

by using the Lipschitz properties of F and G to replace F(y) and G(Ly) by F(n) and G(Ln) respectively.
This analysis is performed rigorously in Section 6, and is the only place in the proof where the Lipschitz
property of G is used.

Secondly, f”} G fireos f) may be bounded above by expressions involving the Gowers norms
(over the reals) of the functions f] Indeed, after some small manipulations using the compact support
of G, one ends up with the bound

d
. _ s 1 -
ITEon (o f)l <6 N /F%(,l:[l fj(xj-))F(x)dM(x), (2-13)

where p(x) is a suitable measure supported on ker L. The reader will then notice that the right-hand
side of (2-13) bears a structural similarity to the expression considered in Theorem 1.2 above, i.e., in the
generalised von Neumann theorem for equations with integer coefficients. One may then rejig Green
and Tao’s proof of Theorem 1.2 to apply in this setting, and thereby bound Tﬁ G.n( firoos f) by the
Gowers norms of the functions f] This is done in Section 8. Finally, there is an elementary argument
(Lemma 6.5) that relates the Gowers norms of the functions fj to the Gowers norms of the original
functions f;, thus completing the proof of our result.

UThis manoeuvre is somewhat analogous to the device used by Green and Tao [2010a] of passing from [/N] to some cyclic
group Z/N'Z, where N’ is a prime number larger than N.
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As will be familiar to readers of [Green and Tao 2010a], the key manoeuvre in analysing (2-13) is
parametrising ker L in a certain special way (in normal form, see Section 4), in order to facilitate repeated
applications of the Cauchy—Schwarz inequality. When working over the reals, maintaining quantitative
control over the size of the coefficients after this reparametrisation is no longer trivial, and requires the
assumption that dist(L, Vd*egen(m, d)) > c. The details of this piece of quantitative linear algebra are given
in Proposition 4.8 and Appendix C. It is this part of the argument which would break down were one to
attempt to use Gowers norms to bound inequalities such as the one given by the matrix L in Example 2.11.

We have already remarked that Theorem 5.6 does not just concern the objects TI% G.n(1. ..., fa) but
actually concerns the more general objects TFL’ G:A;,( f1. ..., fa), which are similar to (2-11). This adds
an extra veneer of complication, centred largely around the notion of degeneracy for the pair of maps
(2, LE). Matters are resolved by a linear algebra argument in Section 7, relating different notions of
degeneracy.

The diagram of the dependency of the lemmas used in the proof of Theorem 5.6 is as follows:

[ Proposition 3.1 H Lemma 3.2

[ Proposition 8.3

Lemma 6.4

E Lemma 7.2 ]—{ Proposition 8.2 E Lemma 6.5 Theorem 5.6
E Proposition C.1 ]—{ Proposition 4.8 Theorem 8.1

The appendices contain some extra material which we felt to be best kept apart from the main narrative.

In the case of the first two appendices, they comprise standard results from the literature on Gowers
norms and Lipschitz functions, which we include to assist any readers who are unfamiliar with these
topics. In the case of Appendices C and D, we present a handful of arguments of a linear algebraic nature
which, though perhaps not already present in the literature in the exact form we require, are nonetheless
easy to establish. Finally, Appendix E concerns the analysis of the approximation function A; when L
has algebraic coefficients. This argument has a similar flavour to Example 2.7, and is included for the
sake of completeness.

3. Upper bounds

This section is devoted to proving three upper bounds on the expression TI% ey ..., 1). For the
definition of this quantity, the reader may refer to Definition 2.1.

The following proposition, which represents a quantitative version of the “row-rank equals column-rank”
principle, will be useful throughout.

Proposition 3.1 (rank matrix). Let m, d be natural numbers, withd > m+1. Let ¢, C be positive constants.

Then there are positive constants D, c, Dé’ ¢ Jor which the following holds. Let L RY — R™ be a surjective
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linear map, denoted by matrix (X;j)i<m,j<a, and assume that | L| oo < C and dist(L, Viank(m, d)) = c.

Then there exists a matrix M that is an m-by-m submatrix of L and enjoys the following properties:
(1) [det M| > De.c.
@) Moo < D¢

We call such a matrix M a rank matrix of L. Furthermore:

(3) Let v € R? be a vector such that vT is in the row-space of L, and suppose that |v|l« < C; for
some positive constant Cy. Then for i in the range 1 < i < m there exist coefficients a; satisfying
lai| = Oc,c,c, (1) such that Y ;- a;r;j = vj forall j in the range 1 < j < d.

Finally:

(4) If L satisfies the stronger hypothesis dist(L, V““if(m, d)) = c, then, for each j, there exists a rank

rank

matrix of L that does not include the j-th column of L.

We defer the proof to Appendix C.
Our first upper bound is exceptionally crude, but will nonetheless be useful in Section 6.

Lemma 3.2. Let N, m, d be natural numbers, satisfying d > m + 1, and let ¢, C, € be positive constants.
Let L:RY — R" be a surjective linear map, and suppose that || L|| oo < C and dist(L, Viank(m, d)) = c. Let
F:R?— [0, 1] and G : R™ — [0, 1] be two functions, with F supported on [—N, N 1 and G supported
on[—e, e]™. Then

Ti (D) Lece 1Gloo.

Proof. Let M be a rank matrix of L (Proposition 3.1), and suppose without loss of generality that M
consists of the first m columns of L. For j in the range m + 1 < j < d, let the vector v; € R™ be the
j-th column of the matrix M ~'L. Then Nd_’”TﬁG’N(l, oo, D) < ||Glloo - Z, where Z is the number of

solutions to
ni

d
+ ) vinjeM ([~ e]™)
n j=m+1
m

in which ny, ..., ng are integers that satisfy |nq|, ..., |ng] < N. Fixing a choice of the variables
Nm+1, - - - » g forces the vector (ny, ..., ny)! to lie in a convex region of diameter O, c.(1). There are
at most O, c (1) such points, s0 Z <. c.. N®~™. The claimed bound follows. O

Our second estimate is a slight strengthening of the above, albeit under stronger hypotheses.

Lemma 3.3. Let N, m, d be natural numbers, withd > m + 1, and let ¢, C, € be positive constants. Let
L : R? — R™ be a surjective linear map, and suppose that || Ll < C and dist(L, Vr‘;ig(m, d)) = c. Let
o be a real number in the range 0 < o < % Let F:RY — [0, 1] and G : R™ — [0, 1] be two functions,
with F supported on

{x e RY : dist(x, 3([1, N1)) < o N}
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and G supported on [—¢, €]". Then
T n (L. D) Lece 0llGlloo
Proof. Without loss of generality, we may assume that F' is supported on
(x eRY: ||x]loo <2N, |xg— 1| <oN} or {xeR?: x| <2N, |xg— N|<oN}.

Consider the first case. By Proposition 3.1 there exists a rank matrix M that does not contain the
column d. By reordering columns, we can assume without loss of generality that M consists of the first
m columns of L. Continuing as in the proof of Lemma 3.2, for j in the range m + 1 < j < d, let the
vector v; € R™ be the j-th column of the matrix M~'L. Then the expression Nd-—m T,QG’N(I, .., D
may be bounded above by |G|« times the number of solutions to

ni d
+ ) vinjeM ([~ e]™)
N j=m+1
satisfying |nq[, ..., |[ng—1| < 2N and |ny| < o N. We conclude as in the previous proof.

In the second case, the relevant equation is

ni d
+ D vnj+ (N =Dvge M~ (¢ e]™),
N j=m+1
in which we count solutions satisfying |n{], ..., |ng—1| < 2N and |[ngy — 1| < o N. We conclude as in the
previous proof. O

Our third estimate is more refined, and will be needed in Section 5 when we replace the sharp cutoff
1[—¢,¢» with a Lipschitz cutoff. For the definition of the approximation function A, we refer the reader
to Definition 2.6.

Lemma 3.4. Let N, m, d be natural numbers, withd > m + 1. Let ¢, C, € be positive constants, and let
oG be a parameter in the range 0 < og < % Suppose that L : R¢ — R™ is a purely irrational surjective
linear map, satisfying | L] oo < C and dist(L, Viank(m, d)) = c. Let A denote the approximation function
of L. Let F : R — [0, 1] be supported on [—N, N1¢, and let G : R™ — [0, 1] be a Lipschitz function,
with Lipschitz constant O(1/0g), supported on [—¢, e]™. Assume further that /x G(x)dx = O.(0¢).
Then for all vy in the range 0 < 1, < 1,

721/2 r{O(I)AL(Qc,C(l),Tz)_l
+ .
oG N

TI{:,G,N(L oD <L ce 06+
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Proof. Following the proof of Lemma 3.2 verbatim, we arrive at the bound

d

1 -
Tegn(ho D <ece v 2 G(Zv,nj), (3-1)

Nt lseersNGEL j=m+1
|nm+l |,...,|nd|§N

where v; denotes the j-th column of the matrix M 1L, and G : R"™ — [0, 1] denotes the function

G(x) = Z (GoM)(a+x).

aczm

It remains to estimate the right-hand side of (3-1).
We may consider G as a function on R™/Z™. With respect to the metric ||x||gm/zn, G is Lipschitz
with Lipschitz constant O, ¢ (1/0¢). Also,

/ G(x)dx = / (G oM)(x)dx = O c..(5¢).

e[0, )™ eRm

By [Green and Tao 2008b, Lemma A.9], which we recall in Lemma B.3, for any X at least 2 we may
write

ocX

Gay= Y. bx<k>e<k-x>+Oc,c,g(ng), (3-2)

m

Iklloo<X

where by (k) € C and satisfies |byx (k)| = O(1). Moreover bx (0) = fxe[O,l)m G(x) dx .12
Returning to (3-1), we see that for any X at least 2 we may write

d

log X ) B B

Tz{:,G,N(l,---, D) <L ce 0G+H+X0(l) IEII%E& 1_[ min(1, N l||k‘vj||R/lz))’ (3-3)
¢ 0<||k€||oo<X j=m+1

where the final error term comes from summing over the arithmetic progressions [—-N, N]NZ.
It remains to relate the final error term of (3-3) to the approximation function A . Since L is purely
irrational,

Ar(ti, )= inf  dist(L*¢, (Z9)T).
(pe(Rﬂl)*

—1
n<llgllo<t,

12This final fact is not given explicitly in the statement of [Green and Tao 2008b, Lemma A.9], although it is given in
the proof. In any case, it may be immediately deduced from (3-2), by letting X tend to infinity and integrating (3-2) over all
x eR™ /7M.
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Let 75 be in the range 0 < 1, < 1. Then there exist positive parameters D and D’, depending only on ¢
and C, for which

lznizn max({[|k-vjlgz:m+1<j<d) = lgnizn distk" M~'L, ZHT)
e m e m
O<llklloo<D7; ! O<llklloo<D7; !
> inf  distk" M~'L, zHT)
keR™

I<|klloo<D7;
> inf  distkT L, ZHT)
keR™
D'kl o<ty !

=Ar (D', o). (3-4)

Letting X = D1, 1, and substituting the bound (3-4) into (3-3), one derives

1/2 —0(1) -1
T T AL(S2 (1), 12)
TEo v, ) Lece 06+ 22—+ 2
T oG N
as required. U

The relations (3-4) formalise the estimate (2-2), which we first discussed when introducing the
approximation function Ay in Definition 2.6. With the details all here, one can now see that it would have
been enough to define the approximation function, at least if L is purely irrational, to be the function

m>  min distk"M~'L, zH"). (3-5)
IS m
0<[lklloo<T; "

One might now be concerned that, in defining A; using real vectors ¢ rather than integer vectors k, we
might have constructed a much weaker object than (3-5), making (3-4) a wasteful step in our estimation.
This is not the case, because if ¢ € (R™)* and

dist(L*p, (ZHT) <8

then dist(L*(M*) "' M*¢, (Z%)T) < 8, and so in particular dist(M*¢, (Z™)T) < 8 (as M is a rank matrix).
Letting k7 e (Z™)" be the nearest integer vector to M*¢, we have that

distk” M~'L, (Z)7T) <..c 8.

So, up to some constants depending on ¢ and C, there is essentially no difference between working with
Definition 2.6 or with (3-5).

Restricting to integer vectors k may seem more natural from the point of view of diophantine approxi-
mation, but on the other hand the expression (3-5) depends on the choice of the particular rank matrix M,
which is not canonical. It was more to our taste to present a definition of A; which was intrinsic to L.
Lemma 8.1 of our follow-up paper [Walker 2019] is also a setting in which having real vectors in the
definition of A; seems to be more natural.
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It is also worth highlighting the exact moment in the proof of Lemma 3.4 in which it was vital that L
was purely irrational. Considering expression (3-3), if L was not purely irrational and X was bigger than
the rational complexity of L then the final error term is just X °!), which is not o(1) as N — oo.

4. Normal form

In this section we recall a technical notion from [Green and Tao 2010a] that those authors refer to as
normal form. In Section 8 we will need to appeal to a quantitative refinement of this notion, which we
also develop here.

Let W : R" — R™ be a linear map. Putting the standard coordinates on R" and R”, we may write
W1,y Up) =W R" - R™ as a system of homogeneous linear forms. The crux of the theory from
[Green and Tao 2010a] is that, provided W is of so-called “finite Cauchy—Schwarz complexity”, W
may be reparametrised in such a way that it interacts particularly well with certain applications of the
Cauchy-Schwarz inequality (see Proposition 8.3). Below we will give a brief overview of this terminology,
before introducing our own quantitative versions; a much fuller discussion may be found in [Green and
Tao 2010a, Section 1] and [Gowers and Wolf 2010].

In words, a reparametrisation into normal form is one in which each linear form is the only one that
mentions all of its particular collection of variables. For example, the forms

Yi(t,u,v) =u+v
Yo(t,u,v) =v+t
Y3t u,v)=u+t
Ya(t,u,v) =u-+v+t 4-1)
are in normal form with respect to 4, since ¥4 is the only form to utilise all three of the variables.
However, this system is not in normal form with respect to 3, say. However, the system
it u,v,w)=u+v+2w
Y(t,u,v,w)=v+t—w
Y3, u,v,w)=u+t—w
Yalt, u, v, w) =u+v+t, 4-2)

which parametrises the same subspace of R*, is in normal form for all .
We repeat the precise definition from [Green and Tao 2010a].

Definition 4.1. Let m, n be natural numbers, and let (Y, ..., ¥,;) = ¥ : R* — R™ be a system of
homogeneous linear forms. Let i € [m]. We say that W is in normal form with respect to v; if there
exists a nonnegative integer s and a collection J; C {eq, ..., e,} of the standard basis vectors, satisfying

|J;| = s + 1, such that
[[vo

eEJ,’
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is nonzero when i’ =i and vanishes otherwise. We say that W is in normal form if it is in normal form
with respect to v; for every i.

Let us also recall what it means for a certain system of forms W’ to extend the system of forms W.

Definition 4.2. For a system of homogeneous linear forms (Y, ..., ¥,;) = W : R* — R™, an extension
Wi ) =0 R" — R"is a system of homogeneous linear forms on R", for some n’ with n’ > n,
such that

(1) ¥R = WR";
(2) if we identify R" with the subset R" x {0}”,_" in the obvious manner, then W is the restriction of W’
to this subset.

The paper [Green and Tao 2010a] includes a result (Lemma 4.4) on the existence of extensions in normal
form, but we will need a quantitative refinement of this analysis.

The reader will note from examples (4-1) and (4-2) that the property of “being in normal form” is a
property of the parametrisation, and not of the underlying space that is being parametrised. It is natural to
wonder whether there is some property of a space that can enable one to find a parametrisation in normal
form, even if the original parametrisation is not. Fortunately there is such a notion, and it is the notion of
finite Cauchy—Schwarz complexity introduced in [Green and Tao 2010a].!* We introduce this notion in
the following definitions, which we have phrased in such a way as to help us formulate a quantitative

version.
Definition 4.3 (suitable partitions). Let m, n be natural numbers, with m > 2, and let (Y, ..., ¥,,) =WV :
R" — R™ be a system of homogeneous linear forms. Fix i € [m]. Let P; be a partition of [m]\ {i}, i.e.,

s+1

[mI\ i} = G
k=1
for some s satisfying 0 < s < m — 2 and some disjoint sets Cr. We say that P; is suitable for W if

Vi & spang (¥ 1 j € Cr)
for any k.

Definition 4.4 (degeneracy varieties). Let m, n be natural numbers, with m > 2. Let P; be a partition of
[m]\ {i}. We define the P;-degeneracy variety Vp, to be the set of all the systems of homogeneous linear
forms W : R" — R™ for which P; is not suitable for W. Finally, the degeneracy variety Vyegen(n, m) is
given by

m
Vdegen(n, m) = U ﬂ Vp,,

i=1 P
where the inner intersection is over all possible partitions P;.

13In [Green and Tao 2010a] this is just called “complexity”.
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It is easy to observe that W € Viegen (2, m) if and only if, for some i # j, v; is a real multiple of ;.
This also yields the following:

Proposition 4.5 (relating V. degen (m, d) and Vyegen(d —m, d)). Let m, d be natural numbers withd > m+-2,
and let L : RY — R™ be a surjective linear map Let W : R — R? be any system of homogeneous
linear forms whose image is ker L. Then L € V degen (m, d) if and only if ¥ € Vyegen(d —m, d).

Proof. We know that L € degen(m d) if and only if there exist some nonzero vector e; — ke e L*((R™)*).
But L*((R™)*) = (ker L)? = (¥(R4~))?, so this occurs if and only if ; = Ay, for some i and j. [

We will prove a more general version of this statement in Lemma 7.1.

Green and Tao [2010a, Definition 1.5] refer to those W € Viegen(n2, m) as having infinite Cauchy—
Schwarz complexity, and develop their theory for W ¢ Viegen(n, m). As we did for describing degeneracy
properties of L, we need to quantify such a notion.

Definition 4.6 (c;-Cauchy—Schwarz complexity). Let m, n be natural numbers, with m > 3, and let ¢; be
a positive constant. Let (Y1, ..., ¥,) =¥ : R" — R™ be a system of homogeneous linear forms. For
i € [m], we define a quantity s; either by defining s; 4+ 1 to be the minimal number of parts in a partition
P; of [m] \ {i} such that dist(W, Vp,) > c1, or by s; = oo if no such partition exists. Then we define
s ;= max(1, max; s;). We say that s is the ¢;-Cauchy—Schwarz complexity of W.

We remark, for readers familiar with [Green and Tao 2010a], that we preclude the “complexity 0”
case. This is for a mundane technical reason, that occurs when absorbing the exponential phases in
Section 8, when it will be convenient that s + 1 > 2. This is why we need the condition m > 3 in the
above definition. We also take this opportunity to note that if s satisfies the above definition, and s #~ oo,
then2 <s+1<m—1.

We note an easy consequence of these definitions.

Lemma 4.7. Let m and n be natural numbers, with m > 3, and let c|; be a positive constant. Let
W1y ooy YU) =W R — R™ be a system of homogeneous linear forms. Furthermore, suppose that

dist(W, Viegen(n, m)) > c1. Then V has finite c1-Cauchy-Schwarz complexity.

Proof. We have already observed that W € Vyegen (1, m) if and only if, for some i # j, ¥; is a real multiple
of ;. From now until the end of the proof, fix 7; to be the partition of [m] \ {i} in which every form
is in its own part. Our initial observation then implies that W € Viegen (2, m) if and only if W € Vp, for
some i. So dist(W, Viegen(n, m)) > ¢ implies that dist(¥, Vp,) > ¢; for all i. Therefore, by using these
partitions P; in Definition 4.6, we conclude that W has finite ¢;-Cauchy—Schwarz complexity. O

After having built up these definitions, we state the key proposition on the existence of normal form
extensions to systems of real linear forms. We remind the reader that all implied constants may depend
on the dimensions of the underlying spaces.

Proposition 4.8 (normal form algorithm). Let m, n be natural numbers, with m > 3, and let c|, C| be
positive constants. Let (Y1, ..., Yy) =V : R" — R™ be a system of homogeneous linear forms, and
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suppose that the coefficients of ¥ are bounded above in absolute value by C. Furthermore, suppose that

W has ci-Cauchy—Schwarz complexity s, for some finite s. Then, for each i € [m], there is an extension
U R — R™ such that:

(Hn=n+s+1<n+m—1.

(2) V' is of the form

\I'l/(uy wls LR ] w;&'-ﬁ-l) = \Ij(u+w1f1+' * '+wS+1fS+1)

for some vectors fr € R", such that || fx|lcc = O¢,.c, (1) for every k.
(3) W' is in normal form with respect to /.
@) Y/, w) =wi + -+ wgyr.
The proof is deferred to Appendix C, as it is very similar to the proof from [Green and Tao 2010a]
(although with one important extra subtlety, which we mention in the appendix).
We conclude this discussion of normal form by noting an example of a system of homogeneous linear
forms that may be reparametrised in normal form, but without quantitative control over the resulting

extension.
Indeed, take ¢(/N) to be some function such that ((N) — co as N — 00. Consider the forms

Yy (uy, uz, uz) = (14 0(N) " Duy +uy
Yo(uy, uz, u3) =uy +up
Y3(uy, ua, u3) = us.

and let W := (Y1, Y2, ¥3). Notice that dist(W, Vgegen(3, 3)) — 0 as N — oo. Therefore, for any ¢; > 0,
if N is large enough then W does not have finite c;-Cauchy—Schwarz complexity. One may nonetheless
construct a normal form reparametrisation

—1
Vi(ur, ug, uz, wi, w) = (1 +0(N) Duy +ur +wy
Vi (uy, u, uz, wi, wo) = uy +uy + wy

ViU, uz, uz, wi, wa) = u3.

However, since
W' (uy, uz, uz, wi, wa) = Wy +o(N)wy — t(N)wa, ug — t(N)wy + (L(N) + Dwa, u3),

W’ is not obtained by bounded shifts of the u; variables, and so (if N is large enough) it fails to satisfy
part (2) of the conclusion of the above proposition. Such an extension W’ would not be suitable for our
requirements in Section 8.

Remark 4.9. In [Green and Tao 2010a], the simple algorithm that constructs normal form extensions with
respect to a fixed i may easily be iterated, and so the authors work with systems that are in normal form
with respect to every index i. A careful analysis of the proof in Appendix C of [loc. cit.] demonstrates
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that it is sufficient for ¥ merely to admit, for each i separately, an extension that is in normal form with
respect to ¥;, but this is of little consequence in [loc. cit.]. Yet certain quantitative aspects of the iteration
of the normal form algorithm, critical to our application of these ideas, are not immediately clear to us.
We have stated Proposition 4.8 for normal forms only with respect to a single i, in order to avoid this
technical annoyance.

5. Dimension reduction

As we described in our proof strategy (Section 2E), in this section we reduce Theorem 2.12 to a different
result, namely Theorem 5.6. This second theorem will be simpler in one key respect: the replacement
of sharp cutoffs by Lipschitz cutoffs. It is the proof of Theorem 5.6 in which the Lipschitz property is
actually used, and this will begin in Section 6. Any reader only wishing to consider the case of diophantine
inequalities with Lipschitz cutoffs may eschew Section 5 of this paper entirely.

We begin by dismissing the case of maximal rational dimension.

Proposition 5.1. Theorem 2.12 holds under the additional assumption that L has rational dimension m.
To prove this, we will appeal to a quantitative version of Theorem 1.2.

Theorem 5.2 (generalised von Neumann theorem for rational forms (quantitative version)). Let N, m, d
be natural numbers, satisfying d > m + 2, and let C, Cy be positive constants. Let S = S(N) be an
m-by-d matrix with integer coefficients, satisfying ||S|lcc < Ci1, and let r € 7™ be some vector with
I7|lco < CoN. Suppose S has rank m, and S ¢ Vd*egen(m, d). Let K C[—N, N1¢ be convex. Then there
exists some natural number s at most d — 2 that satisfies the following. Let fi, ..., fs: [N] — C be
arbitrary functions with || filloo < 1 for all j, and assume that

ml_in||fj||Us+l[N] <p

for some p in the range 0 < p < 1. Then

d

Yo [0 <crc p®P +o,(1)

neZnK j=1
Sn=r

1
]vd—m

as N — oo. Furthermore, the 0,(1) term may be bounded above by p 0N,

Let us sketch a proof of this result, assuming a certain familiarity with the methods and terminology of
[Green and Tao 2010a].

Proof sketch of Theorem 5.2. One follows the proof of Theorem 1.8 of [Green and Tao 2010a]. Firstly,
recall that in our language, the nondegeneracy condition in the statement of Theorem 1.8 of [loc. cit.]
is exactly the condition that S ¢ Vd*egen (m, d). One then follows the same linear algebraic reductions
as those used in Section 4 of [loc. cit.] to reduce Theorem 1.8 to Theorem 7.1 of the same paper (the
generalised von Neumann theorem).
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Theorem 7.1 may then be considered solely in the case of bounded functions f;, as in [Tao 2012,
Exercise 1.3.23], rather than in the more general case of functions bounded by a pseudorandom measure. It
is clear from the proof that, in this more restricted setting, the « (o) term that appears in the statement may
be replaced by a polynomial dependence, and the 0, (1) term may be bounded above by p~ O N—RD),

This settles Theorem 5.2, where s is the Cauchy—Schwarz complexity of some system of forms
(Y1, ..., Yg) that parametrises ker S. But s is at most d — 2, as any system of d forms with finite
Cauchy—Schwarz complexity has Cauchy—Schwarz complexity at most d — 2. Therefore Theorem 5.2 is
proved. O

Now let us use Theorem 5.2 to resolve Proposition 5.1.

Proof of Proposition 5.1. Let L be as in Theorem 2.12, and assume that L has rational dimension m and
rational complexity at most C. Let © : R” — R” be some linear isomorphism satisfying ©@ L(Z¢) C 7™
and ||®]|0 < C. Let M be a rank matrix of L (Proposition 3.1). Then the matrix M —1L satisfies
IM~'L||o <c.c 1 and has rational dimension m, since (M) o (M~'L))(Z%) = ©®L(Z%) < 7™. The
matrix M 'L also has rational complexity O, c(1). Therefore, replacing L with M~!L, we may assume
that the first m columns of L form the identity matrix.

As in Lemma 2.5, we write ®L = S, where S has integer coefficients and ||®| . <.c 1. Hence
[ISlloo <Ke.c 1. But ® must also have integer coefficients, as the first m columns of L form the identity
matrix, and hence |@ !« & c 1 as well. Note finally that S ¢ Vd*;gen(m, d), since L ¢ V;egen(m, d).

Now, suppose that G : R™ — [0, 1] is the indicator function of some convex domain D, with D C
[—e&, €]™. Then there are at most O, c (1) possible vectors r € Z™ such that r € S(ZYyNO (D). Let R
be the set of all such vectors. Therefore, with F being the indicator function of the set [1, N 1, we have

d
TEon(i s f =Y D [1/i0) <ece p® +0,(D) (5-1)

reR pe[N} j=1
Sn=r
as N — oo, by Theorem 5.2. The 0,(1) term may be bounded above by p~ MW N=2MD  This is the
desired conclusion of Theorem 2.12 in the case when L has rational dimension . O

Having dismissed this case, we prepare to state Theorem 5.6. We begin with a definition that generalises
Definition 2.1.

Definition 5.3. Let N, m, d, h be natural numbers, with d > h > m + 2. Let ¢ be positive. Let E =
(&,...,&) :R" > R? and L : R" — R™ be linear maps. Let F: R" — [0, 1] and G : R"™ — [0, 1] be
two functions, with F supported on [—N, N]" and G compactly supported. Let # € Z¢ be some vector,
and let f1, ..., fs : R— [—1, 1] be arbitrary functions. We then define

1 d
= > (H JiEj(m) + fj)>F(n)G(Ln). (5-2)

nezh " j=1

LB, .
TF’G’]I\‘I(flv RN fd) =
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In the paper so far we have introduced many degeneracy relations (Definitions 2.9, 2.10, 4.4). In order
to state Theorem 5.6, we must introduce another.

Definition 5.4 (dual pair degeneracy variety). Let m, d, h be natural numbers satisfying d > h > m + 2.
e;; denote the dual basis of (R7)*,

Let eq, ..., eq denote the standard basis vectors of R?, and let ef, R
,(m, d, h) denote the set of all pairs of linear maps E : R" - R? and L : R" — R™ for

Then let Vd’"egen
which there exist two indices i, j < d, and some real number A, such that (e — Ae;k.) is nonzero and

E*(ef — Aej.) € L*((R™)*). We call Vj gen’z(m, d, h) the dual pair degeneracy variety.

€,

One can motivate this definition as follows. We noted in Proposition 4.5 that, if L : R? — R™ is a
surjective linear map, then saying that L ¢ Vdfagen (m, d) is equivalent to saying that any parametrisation
W= (Yq,..., ) R — R? of ker L has finite Cauchy—Schwarz complexity. In this paper, following
our sketched idea in expression (2-11), we will end up needing to replace the map L with two maps,
an injective map E : R~ — RY and a purely irrational surjective map L’ : R?™* — R"~“ (here u will
be the rational dimension of L). It will turn out that after this manipulation the system of forms that
we will require to have finite Cauchy—Schwarz complexity (in order to bring in Gowers norms) will be
BV :RI™ — RY, where W' : RY™™ — R?~" is a parametrisation of ker L. One can easily show (and
we do, in Lemma 7.1), that (E, L') ¢ V(i"egen (m —u,d,d—u) is the exactly the right condition to ensure
that 20’ : RY~" — R? has finite Cauchy—Schwarz complexity.

As ever, we need a quantitative version of nondegeneracy.

Definition 5.5 (distance metric for pairs of matrices). Let m, d, h be natural numbers, withd > h > m+2,

C

linear maps. We say that dist((E, L), Vd’;gen’z(m, d,h) =2cif (E+Q,L) ¢ Vd*egenl(m, d, h) for all
0 :R" > R? with || Qe < c.

and let V gen’2(m, d, h) be the dual pair degeneracy variety. Let 2 : R” — R? and L : R" — R™ be

Although this is no great subtlety, we should emphasise that in the above definition we only consider
perturbations to E, and not perturbations to L as well.
We are now ready to state our theorem on linear inequalities with Lipschitz cutoffs.

Theorem 5.6 (Lipschitz case). Let N, m, d, h be natural numbers, withd > h > m+2, and let ¢, C, €
be positive constants. Let 8 = B(N) : R" — R? be an injective linear map with integer coefficients,
and assume that 2(Z") = 74 Nim E. Let L = L(N) : R" — R" be a surjective linear map. Assume
that | Blleo < C, ||L]loco < C, dist(L, Viank(m, d)) > c and dist((E, L), thgen’z(m, d, h)) > c. Then there
exists a natural number s at most d — 2, independent of €, such that the following holds. Let o, oG be any
two parameters in the range 0 < op, 0g < % Let F : R" — [0, 1] be a Lipschitz function supported on
[—N, N1" with Lipschitz constant O(1/orN), and let G : R™ — [0, 1] be a Lipschitz function supported
on [—e, )™ with Lipschitz constant O(1/o¢). Let ¥ be a fixed vector in 74, satisfying ||F|lcc = O¢,c.e(1).
Suppose that f1, ..., fa:IN]— [—1, 1] are arbitrary bounded functions satisfying

mjiﬂ||fj||us+1[N] < P,
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for some p in the range 0 < p < 1. Then
Z,F —-0(1 —0(1 —0(1 —
TS (i f) Lece P2V (0 7V +05°0) 40, OV NT2D, (5-3)

Although the above theorem contains more technical conditions than even Theorem 2.12 did, it does
represent a significant reduction in complexity from the original problem. Note in particular that the
approximation function Ay does not feature in the estimate (5-3).

As we described in Section 2E, the presence of Lipschitz cutoffs rather than convex cutoffs will be
especially convenient when approximating the discrete solution count by a continuous solution count.
This will be done in Section 6.

The remainder of this section will be devoted to proving the main theorem (Theorem 2.12), assuming
the truth of Theorem 5.6.

We begin with two lemmas: one concerning lattices, and the other concerning a quantitative decompo-
sition of the dual space (R?)*. Their proofs are entirely standard, but we state them prominently, as we
will need to refer to them often in the dimension reduction argument of Lemma 5.10.

Lemma 5.7 (parametrising the image lattice). Let u, d be integers withd > u+ 1. Let S : R — R*
be a surjective linear map with S(Z¢) C 7", and suppose that ||S|lsc < C. Then there exists a set
{ay, ...,a,} C 7" that is a basis for the lattice S(Z%) and for which ||a;llcc = Oc(1) for every i.
Furthermore there exist Xy, . . . , Xy € Z% such that, for every i, S(x;) = a; and ||xi]lco = Oc(1).

Proof. The lattice S(Z¢) is u dimensional, as S is surjective. If {e; : j < d} denotes the standard basis
of R then integer combinations of elements from the set {S(e;) : j < d} span § (Z4). Since ||S|loo < C,
these vectors also satisfy [|S(e;)|loc = Oc(1). Therefore the u successive minima of the lattice S (Z%) are
all O¢(1), and so, by Mahler’s theorem [Tao and Vu 2006, Theorem 3.34] the lattice S (Z%) has a basis
{ay, ..., ay} of the required form.

Note that S has integer coefficients. The construction of suitable xi, ..., x, may be achieved by
applying any of the standard algorithms. For example, using Gaussian elimination one may find a basis
for ker S that, by inspection of the algorithm, consists of vectors with rational coordinates of naive
height Oc¢(1). By clearing denominators, one gets vectors vy, ..., Vg, € Z¢ whose integer span is a
full-dimensional sublattice of the d — u dimensional lattice Z¢ Nker S, and that satisfy ||v; ||ec = Oc(1)
for all i. Now given some a;, by its construction there must be some x; € Z¢ that satisfies S(x;) = a;.
Write X; = Xilkers + Xi|kers). @s the sum of the obvious projections. By adding a suitable integer
combination of the vectors vy, ..., v4—, to X; one may find such an x; that satisfies ||x; |ker sllco = Oc(1).
Furthermore, dist(S, Viank(m, d)) = Q¢ (1), since S has integer coordinates, and so (by Lemma D.1)
1% | (ker 5y lloo = Oc(1). Hence ||x;[looc = Oc(1), as desired. O

Having established that such a lattice basis {ay, ..., a,} exists, we can now use it to quantitatively
decompose (R?)*,
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Lemma 5.8 (dual space decomposition). Let u, d, be integers with d > u + 1, and let C, n be constants.
Let S :RY — R" be a surjective linear map with S(Z%) C 7", and suppose that ||S|leo < C. Let{ay, ..., a,)
be a basis for the lattice S(Z%) that satisfies ||@;lloo = Oc(1) for everyi. Let x1, ..., X, € 7% be vectors
such that, for every i, S(x;) = a; and ||x;||oo = Oc(1). Suppose that B : R — R? is an injective linear
map such that im E = ker S and such that 2(Z¢~*) = 7¢ Nim E. Suppose further that || E|ls < C.

Let wy, ..., Wq_y denote the standard basis vectors in R?™". Then:

(1) The set B:={x; :i <uyU{E(w;):j <d—u}isabasis for R4, and a lattice basis for 74,

(2) Writing B* := {x] :i <u}U{E(w;)* : j <d —u} for the dual basis, both the change of basis matrix
between the standard dual basis and B* and the inverse of this matrix have integer coordinates. The
coefficients of both of these matrices are bounded in absolute value by O¢(1).

Write V :=span(x; :i <u) and W :=span(E(w;)*: j < d —u). Then:

(3) V= S*(R)).

(4) Suppose that ¢ € (RY)* satisfies |E* (@)oo < 1. Then, writing ¢ = @y + ow with ¢y € V and
ew € W, we have |[¢w|lcc = Oc(n).

Proof. For part (1), the fact that B is a basis for R? is just a manifestation of the familiar principle
RY = ker S @ im S. To show that B is a lattice basis for Z¢, let n € Z¢ and write

u d—u
n= Zk,-x,- —I—ZMJ-E(wj)
i=1 j=I

for some A;, u;j € R. Applying S, we see S(n) = Zf’ Aia;, and hence A; € Z for all i, as {aq, ..., a,} is
a basis for the lattice S(Z¢). But this implies Y"9_} 11, E(w;) € Z¢ Nim(E). Therefore, as E(Z™") =
74 NkerS, juj € Z forall j.

Part (2) follows immediately from part (1). Part (3) is immediate from the definitions.

For part (4), let j be at most d — u. Then the assumption || E*(¢) [loo < 1 means that |E*(¢)(w;)| < 7.
Hence |¢(E(w;))| < n. But, writing gy = Z?;'f wjE(wj)*, this implies that | ;| < 1. Since the
coefficients of the change of basis matrix between B* and the standard dual basis are bounded in absolute
value by O¢ (1), this implies that ||@w ||co < Oc (). O

We now begin the attack on Theorem 2.12 in earnest. Assume the hypotheses of Theorem 2.12. As a
reminder, we have natural numbers m, d satisfying d > m + 2, and positive reals ¢, ¢, C. For a natural
number N, we have L = L(N) : RY — R” being a surjective linear map with approximation function A,
with dist(L, Vrgﬁif(m, d)) = ¢, dist(L, Vd*;gen(m, d)) > ¢, and with rational complexity at most C. We
have F : R? — [0, 1] being the indicator function of [1, N 1% and G : R™ — [0, 1] being the indicator
function of a convex domain contained in [—¢, £]”". For some s < d — 2, to be determined, we also have
functions f1, ..., fa:[N]— [—1, 1] that satisfy min; || f;[|ys+1jx) < o for some p in the range 0 < p < 1.
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The proof has four parts:

« Lemma 5.9, in which we replace the indicator function of [1, N1¢ with a Lipschitz cutoff.

e Lemma 5.10, in which we replace L by a pair of maps (E, L") where L’ is purely irrational.
e Lemma 5.11, in which we replace the function G by a Lipschitz cutoff (using Lemma 3.4).
« Finally, the application of Theorem 5.6 to the pair (2, L').

The second of these steps is by far the most technically intricate, and, as we mentioned when discussing
our proof strategy in Section 2E, Lemma 5.10 will have 9 subparts. One might well ask why it is necessary
to expend so much effort creating a purely irrational map L’, given that Theorem 5.6 does not include this
condition in its hypotheses. The point is that in order to replace G with a Lipschitz cutoff (and thus in order
to be able to apply Theorem 5.6 at all) it is vital that L’ is purely irrational. If L’ : RY~* — R~ failed to
be purely irrational then L'Z¢~* would not equidistribute in R”~*; it would instead be restricted to certain
proper affine subspaces. This would affect our ability to perturb the function G without drastically altering
the number of solutions to the inequality. For more on this issue, the reader may consult Section 2E.

One does note from the above discussion, however, that in order to deduce Theorem 2.12 it would be
enough to prove Theorem 5.6 under the additional assumption that L is purely irrational. Yet it turns
out that the general version of Theorem 5.6 that we have stated is no harder to prove than the restricted
version.

We begin with the first of our four parts.

Lemma 5.9 (replacing variable cutoff). Assume the hypotheses of Theorem 2.12 (in particular let F be
the indicator function 1y yya), and let o be any parameter in the range 0 < o < % Then there exists a
Lipschitz function F| 4, : R — [0, 1], supported on [—2N, 2N1? and with Lipschitz constant O(1/opN),
such that

Tr g (fis s Ol T g (i eeos f)l + Occ(op).

Proof. By Lemma B.2, for any parameter o in the range 0 < op < % we may write

L v = Frop + O(F20p),

where Fi 4., F2, s, are Lipschitz functions supported on [-2N, 2N 14, with Lipschitz constants O (1/0rN),
and with fx For(x)dx = O(orpN?). Moreover, F> &, 1s supported on

{x e R? : dist(x, 3([1, N1%)) = O(cFN)).
Therefore

Tion (i f) <ITE (e fOIHITE, gv(Lo.. DI

Vv unif

Therefore, since dist(L, V1

(m,d)) > c, by Lemma 3.3 we have

T on(fiseeos fl = Occlop).

This gives the lemma. 0



Gowers norms control diophantine inequalities 1495

Next comes the critical lemma, in which we successfully replace the map L by a purely irrational
map L'. For the definition of the approximation function A;, one may consult Definition 2.6.

Lemma 5.10 (generating a purely irrational map). Lef o be a parameter in the range 0 < o < % Assume
the hypotheses of Theorem 2.12, with the exception that F : R¢ — [0, 1] now denotes a Lipschitz function
supported on [—2N, 2N 14 and with Lipschitz constant O(1/opN). Let u be the rational dimension of L,
and assume that u < m — 1. Then there exists a surjective linear map L' : R4~ — R an injective
linear map & : R4~ — R4, a finite subset R C 7%, and, for each ¥ € R, functions F; : R4~ — [0, 1] and
Gi : R"™* — [0, 1], that together satisfy the following properties:

(1) E has integer coefficients, || E|lco = Oc.c(1), and E(Z?~") = 7¢ Nim E.
(2) |R| = Oc,c(1), and |Flloo = Oc,c(1) forall F € R.

(3) Ff is supported on [—O. c(N), OC,C(N)]d_”, with Lipschitz constant O..c(1/orN), and G is the
indicator function of a convex domain contained in [— O, c (1), Oc.c (1)]" 7.

@) Tron (oo f) = sea Th G N i oo f0).

(5) L' is purely irrational.

(6) IL oo = Oc,c(1) and dist(L’, Vignk(m —u, d — u)) = Q¢ c(1).
(7) diSt((E, L), Visgeno(m — 1, d, d —u)) = Qe.c(1).

€,

(8) Forall t;, 72 € (0, 1], Ap (71, 12) >c.c AL(2,c(T1), Qc,c(12)).
(9) Forallt;, 2 € (0, 1], Ap/ (71, 1) K¢, AL(S2¢,c(T1), Rc,c(12)).

The fundamental aspect of this lemma is part (4), of course, as this directly concerns how we control the
number of solutions to the diophantine inequality itself when passing from L to L’. However, we do need
to establish parts (1)—(8), in order to be able to ensure that the hypotheses of Lemma 3.4 and Theorem 5.6
are satisfied. Part (9) is included for completeness, and to assist the calculations in Appendix E.

Before giving the full details of the proof, we sketch the idea. Let ® : R — R" be a rational map
for L. The space ker(®L) has dimension d — u, and so we may parametrise it by some injective map
E: R4 — ker(®L). Without too much difficultly, E can be chosen to satisfy Z(Z¢*) =7¢Nim E.
Then

LE:R¥™ - ker®,

is a map from a d — u dimensional space to an m — u dimensional space, and it turns out that L E is
purely irrational, and L’ = L E may be used in Lemma 5.10.

Of course this is not quite possible, as we only defined the notion of purely irrational maps between
vector spaces of the form R?. But it is true after choosing a judicious isomorphism from ker ® to R™ ™
(though this does complicate the notation).

Let us complete the details.
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Proof. First we note that the lemma is obvious when u = 0, since one may take E : RY — R to be the
identity map, 7 to be 0, and L’ to be L. So assume that u > 1.

We proceed with a general reduction, familiar from our proof of Proposition 5.1, in which we may
assume that the first m columns of L form the identity matrix.

Indeed, let ® : R™ — R* be a rational map for L with ||®]s < C. Now let L:=M"'L, where M is
a rank matrix of L (Proposition 3.1), which, without loss of generality, consists of the first m columns of
L.Let ®:=0OM andlet G := G o M. Then

TI%,G,N(fh ""fd) = TFZ’é’N(fl, ---afd),

and, considering ®, L has rational complexity O c(1). Furthermore, G is the indicator function of
a convex domain contained in [—O¢ c(€), O.c(e)]". We also have dist(i, Vd’;gen(m, d)) = Qc.c(1).
Finally, for all 71, 7 € (0, 1], we have that Aj (71, 72) <¢,c AL(S2¢,c(T1), R¢,c(12)).

Therefore, by replacing L with L and G with G, we may assume throughout the proof of Lemma 5.10
that the first m columns of L form the identity matrix. This is at the cost of replacing ¢ by O c(¢), C by
O¢,c(1), and ¢ by Q. ¢(1).

Now let ® : R™ — R" be a rational map for L with ||®|| = O, ¢(1). Since the first m columns of L
form the identity matrix, ® must have integer coefficients.

Part (1): By rank-nullity ker(®L) is a d — u dimensional subspace of R?. The matrix of ®L has integer
coefficients and ||®L||o = O c(1). Combining these two facts, we see that ker(®L) N Z%isad—u
dimensional lattice, and by the standard algorithms one can find a lattice basis v, ..., v@~% ¢ 7¢ that
satisfies [|[v@ o = O..c(1) for every i. Define E : R4 — R4 by

d—u
E(w):= Z w;iv®.
i=1

Then E satisfies property (1) of the lemma. Note that the image of the map L E:R?~“— R™ is exactly ker ©.

Part (2): Since [|®[lco = O¢.c(1),if y € R" and ©(y) =r then [|y|loco >>c.c [I7|lco. Recall that the support
of G is contained within [— O, ¢ ¢(1), O..c.(1)]™, and that OL(Z%) < 7*. 1t follows that there are at
most O, c.(1) possible vectors r € Z* for which there exists a vector n € Z? for which both G(Ln) #0
and ®Ln =r. Let R denote the set of all such vectors r.

For each r € R, there exists a vector 7 € Z¢ such that OLF = r and ||F|c = Oc.c.c(1). Let R denote
the set of these 7. Then R satisfies part (2).

Before proceeding to prove part (3) of the lemma, we pause to apply Lemmas 5.7 and 5.8. Indeed,
applying these lemmas to the map S := ® L, there exists a set {ay, . .., a,} C Z" that is a basis for the lattice
OL(Z%) and for which ||a;|lsc = Oc.c (1) for each i. Also, there exists a set of vectors {xy, ..., x,} C Z¢
such that ®L(x;) = a; for each i, and ||x;||cc = O¢,c(1). By Lemma 5.8,

B:={x;:i <u}U{E(wj):j<d—u} (5-4)

is a basis for R and a lattice basis for Z¢, where wq, ..., wg_, denotes the standard basis of R7 .
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Part (3): By the definition of R, and the fact that E (797*y = 79 Nker(®L), we have

TEo (e f) = Z > (]_[f,(sj(n)Jrr,))F( () +F)G(LE(n) + LF), (5-5)

Nd m
l’lEZd u N j= 1

where 7; denotes the j-th coordinates of 7. Now by an easy linear algebraic argument (recorded in
Lemma D.4),
R"™ = span(Lx; : i < u)®ker® (5-6)

as an algebraic direct sum, and there exists an invertible linear map P : R™ — R™ such that

P((span(Lx; : i <u))) =R" x {0}, (5-7)
P(ker®) = {0} x R™ ™%, (5-8)
and both || Ploc = Oc,c(1) and | P! [|og = Oc,c(1).
We have
G(LE(m)+LF)=(Go P Y)Y(PLE(m)+ PLF),

and we note that PLE (n) € {0} x R"™" for every n € 747", Define Gj : R"* — [0, 1] by
Gi(x):=(Go P V) (xg+ PLF),

where x¢ is the extension of x by 0 in the first # coordinates. Then the function Gj is the indicator
function of a convex set contained in [— O, ¢ ¢(1), Oc.c.(1)]" 7.
Define

Fi(n) .= F(E(n)+F).
Then F; has Lipschitz constant O, ¢(1/orN) and Fj is supported on [— O, ¢ (N), OC,C,E(N)]"_”. (For
a full proof of this fact, apply Lemma D.3 to the map E). So F; and G5 satisfy part (3).

Part (4): Writing m,,—,, : R™ — R™™" for the projection onto the final m — u coordinates, expression (5-5)
is equal to

ZNd — (l_[ f](éj(n)+rj)>F (n) G (- PLE(n)). (5-9)

n Ezd u Nj= 1
Let

L :=m,_,PLE. (5-10)
Then L' : R4™* — R™~* is surjective, and

Thon(fio oo f) =3 TE & (fin oo fo).
FeR

This resolves part (4).
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Part (5): We wish to show that L’ is purely irrational. Suppose for contradiction that there exists some
surjective linear map ¢ : R"~* — R with goL’(Zd_”) c/Z,i.e., with pm,,,_, PLE (Z4~"*) C Z. Then define
the map ®' : R” — R**! by

O'(x) 1= (O(x), p7Ty—_y P(x)).

Then ©' is surjective, and ©'L(Z%) € 7*+!. (This second fact is immediately seen by writing Z¢ with
respect to the lattice basis B from (5-4)). This contradicts the assumption that L has rational dimension .
So L’ is purely irrational.

Part (6): The bound ||L'||s = O ¢ (1) follows immediately from the bounds on the coefficients of E, L,
P, and m,,_, separately.
We wish to prove that

diSt(L/, Viank(m —u, d —u)) >>c.C 1,

1.e., that

dist(7wy—, PLE, Vignk(m —u,d —u)) >, c 1.

Suppose for contradiction that, for a small parameter 7, there exists a linear map Q : RY™* — R™~* such
that || Qllee < n and 7,,_, PL 2+ Q has rank less than m —u. Recall that P L E (R?*) = {0}* x R"*. So,
extending Q by zeros toamap Q : R~ — {0}* x R™~*, and applying P~!, there is amap Q' : R?™* — R™
such that || Q' |lcc = Oc.c(n) and LE + Q' has rank less than m — u.

We may factorise Q' = H E for some m-by-d matrix H. Indeed let

B:={x;:i <u}U{E(wj):j<d—uj}

be the basis of R? from (5-4), i.e., the basis formed by applying Lemma 5.8 to the map S := ©L. Define
the linear map H by H(E(wj)) := Q'(w;) for each j and H(x;) := 0 for each i. Since the change
of basis matrix between B and the standard basis of R has integer coefficients with absolute values
at most O, (1), it follows that the matrix representing H with respect to the standard bases satisfies
| Hlloo = Oc,c(m).

So we know that (L + H)Z has rank less than m —u. But 2 : R?™* — R? is injective, so this implies
that the rank of L + H is less than m. Hence dist(L, Viunk(m, d)) = O..c(n), which contradicts the
assumptions of the lemma (if 7 is small enough). So dist(L’, Vignk(m —u, d —u)) >, ¢ 1 as required.

Part (7): We wish to show that dist((E, L"), th:gen,Z(m —u,d,d—u)) = Q. c(1). Suppose for contra-
diction that, for a small parameter 7, there exists a linear map Q : RY~* — R? such that || Qe < 7
and dist((E+ Q, L"), V§;

ceen ,(m—u,d,d—u)) <n. In other words, we suppose there exist two indices

i, j <d, and a real number X, such that e;.k — )Le; is nonzero and

(E+ Q)" (ef —nej) € (L) (R"™)),
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where {ey, ..., eq} denotes the standard basis of R and {e], ..., e;} denotes the dual basis. Expanding
out the definition of L’, this means that there exists some ¢ € (R™~*)* such that

E*(ef — )Le; — L*(P*n;_ (@) =—0%(ef — Xe}“-).

Because || Q|0 < 7, this means that

IE*(e; —Ae; — L*(P*m,,_, (@)oo = O(ll€; — 1€ llo0)- (5-11)
Let
B i={x; i <u}U{B(w;)":j<d—u} (5-12)

denote the basis of (R?)* that is dual to the basis B from (5-4). It follows from part (4) of Lemma 5.8
and (5-11) that

e; —ie; —L"(Pr,,_,(9) = ov +ow,
where wy € L*O*((R)"), ow € span(E(w;)* : j <d —u), and |ow |l = Oc,c(nlej — 1e}lloo). So
therefore

e; — e =L (o) + ww,

for some a € (R™)*.

Therefore || e} — Xej. —ow oo = %He;“ — )»e}f loo, provided n is small enough. Since ||L*||oc = O,.c(1),
we conclude that [|a]locc = 2 c(lle] — Ae;‘. lloo)-

This means that there exists a linear map E : RY — R™ with || E e = O¢.c(n) for which E*(«) = ow.
Then

ef —ej e (L+ E) (R™"),

and hence dist(L, thgen (m, d)) = O, c(n). This is a contradiction to the hypotheses of Theorem 2.12,
provided 7 is small enough, and hence dist((E, L), V(;‘;genl(m —u,d,d—u)) = Q. c(1).

Part (8): Let 7, 75 € (0, 1]. We desire to prove the relationship
Ap(t1, 12) >c.c AL(S2,c(T1), Q2¢,c(2)), (5-13)

where L' is as in (5-10).
We have already proved that L’ is purely irrational (that was part (5) of the lemma). So, if Ay (71, T72) <7,
for some 7, there exists some ¢ € (R"™")* for which 71 < [[¢|lo < 7, !and for which

dist((m,— PLE)* (9), (Z47)7T) < 1,

where, one recalls, we use (Z¢~*)T to denote the set of those functions in (R?~*)* that have integer
coordinates with respect to the standard dual basis.
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We claim that

dist(L*(P*y_,(9)), (ZH)") <e.c m; (5-14)
1P* (@)oo Ko T s (5-15)
dist(P*m,,_,(¢), ©*((R)")) > c 11, (5-16)

from which (5-13) immediately follows.
Let us prove (5-14). Indeed, we already know that dist(E*L*P**_ (¢), (Z¢™")T) < n, i.e., that

m—u
IE*L*P*m,, _,(¢) —alloo <1, (5-17)
for some « € (Z97*)T. Let us write ¢ = Z;{;ﬁ’ Ajw; for some A; € Z, where wy, ..., wg—y denotes
the standard basis for R?~* and wy, ..., wy_, denotes the dual basis. Let B* be as in (5-12). Then
w}“. = E*((E(w;)*), and so

d—u

aza*(Z,\ja(wj)*).
j=1

So from (5-17) and the final part of Lemma 5.8,

d—u
L*P*ry (@) = Y AjEw))* = oy +ow, (5-18)
j=1

where wy € span(x; :i <u), ow € span(E(w;)*: j <d —u), and [|ow |l = Oc,c(0).
But L*P*m,y_,(¢) € span(E(w;)* : j <d — u) too. Indeed, for every i at most d — u,

L*P*m,_, (9)(xi) = ¢(m—y PLx;i) = ¢(0) =0,

by the properties of P (see (5-7)). Therefore wy = 0, and so

Since Y971 A;E(w;)* € (29", this implies (5-14) as claimed.
The bound (5-15) is immediate from the bounds on the coefficients of P* and 7*_ , so it remains to

m—u’

d—u
L*P*my_(9) = > 1B (w))”
j=1

= 00,C(’7)~

o0

prove (5-16). Suppose for contradiction that, for some small parameter §,
P, (9) =ar +ao,

where «; € ©*((R*)*) and |laz|lco < 871. We know that ||¢||ec = 71, Which means that there is some
standard basis vector fr € R™™" for which |¢(fx)| = 71. Let by, be the standard basis vector of R for
which 7, (bx+u) = fr- Recall the properties of P (given in (5-7) and (5-8)), in particular recall that
P :ker ® — {0} x R™™* is an isomorphism. Then

| P51 (@) (P (i) = 17, (9) (Brra) | = | (fi)| > T
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Note that ©*((R*)*) = (ker ®)°, and so
|P* (@) (P (Biyu))| = 11 + ) (P (Bru)) | = 2 (P! (Biyu))| K. 871,

as P! (br+u) € ker ® and satisfies || P! (br+u) oo = Oc¢,c(1). This is a contradiction if 6 is small enough,
and so (5-16) holds. This resolves part (8).

Part (9): Let 71, 7» € (0, 1]. We desire to prove the relationship

Ap(t1, 1) L¢e,c AL(Rc,c(11), Qc,c(12)), (5-19)

where L’ is as in (5-10). This inequality is the reverse inequality of part (8), and in fact it will not be
required in the proof of any of our main theorems. However, it will be required in order to analyse
Ay (11, T2) when L has algebraic coefficients (in Appendix E), so we choose to state and prove it here,
close to our argument for part (8).

Suppose that Ay (71, 72) < n, for some parameter . Then there exists some ¢ € (R™)* such that
dist(p, O*((R)*)) = 11, lglleo < 75 ', and dist(L*@, (Z9)T) < n. So there exists some w € (Z4)7 for
which

IL%¢ — oo <.

We expand both L*¢ and w with respect to the dual basis B* from (5-12). So,

u d—u u d—u

L*g = Zkixj+ZMjE(wj)* and a):ZAﬁxf‘—l-Zqu(wj)*.

i=1 j=1 i=1 j=1

Since B* is a lattice basis for (Z¢)”, we have A; € Z and ,u’j € Z for each i and j. Since the change of
basis matrix between B* and the standard dual basis has integer coefficients that are bounded in absolute
value by O, (1) (part (2) of Lemma 5.8), one has |A; — K;l =O¢c(n) and |uj — M}| = O, c(n) for each
iand j.

Let wi, ..., w)_, denote the standard dual basis of (R?=*)*and define

d—u

/o ok
W = E MW
Jj=1

Certainly o’ € (Z9=*)T. We claim that there exists a map ¢’ € (R”~*)* such that 7] K.c [|¢']loo Ke.C T2_1

and ||(L")*¢’ — @'|| 0o Kec.c 1, Which will immediately resolve (5-19) and part (9).

Indeed, recall the decomposition R™ = (span(Lx; : i < u)) @ ker ® as an algebraic direct sum from
(5-6). Let ¢ = @1 + @2, where ¢ € (span(Lx; : i <u))? and ¢, € (ker ®)°. Since dist(¢, (ker ®)%) > 1,
we have ||¢1 ]|« = 71. By the properties of the matrix P ((5-7) and (5-8)) there exists some ¢’ € (R™~*)*
such that

_ p*_x% /
Y1 = P Tn—u® -
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Furthermore, by evaluating ¢ at the standard basis vectors, one sees that
~1
11 Lo 19 los Koo 75

We shall use this ¢'.
By evaluating L*¢; at the elements of 5 one immediately sees that

d—u
L'or =) uiEw))".
j=1

Hence
d—u
E'L*P*ny_ ¢ = Z pjwy,
j=1
in other words (L')*¢' = j-l:_” Wi w}f. But since |p,j—u}| = O,,c(n) foreach j, one has || (L)*¢'—o'| 0o =
O..c(n) as required. This settles part (9).
The entire lemma is settled. O

The final lemma we need in order to deduce Theorem 2.12 involves removing the sharp cutoff G.

Lemma 5.11 (removing image cutoft). Let m, d, h be natural numbers, satisfying d > h > m + 1. Let
¢, C, € be positive, and let oG be any parameter in the range 0 < og < % Let L' : R" — R™ be a purely
irrational surjective map, and let B : R" — R? be an injective map. Suppose that ||L’||oo < C and that
dist(L’, Vignk(m, h)) = c. Let F; : R" — [0, 1] be any function supported on [—N, N1, and let G; : R™ —
[0, 1] be the indicator function of a convex set contained within [—e¢, €]™. Then there exists a Lipschitz
function G; 4, 1 supported on [—O¢ c (1), O¢ c, (1), and with Lipschitz constant O c ¢(1/0¢), such
that, for any parameter 1, in the range 0 < 1, < 1 and for any functions fi, ..., fa :[N]— [—1, 1],

1/2

—0(1) -1
EF LEF T AL, c(1), 12)
Tr i (s f)l Kece | Tr Gr w(fieeees f)l 06+ ;G + 2 - .

Proof. Applying Lemma B.2 to the function G, we have
Gi = Gi.o6.1+ 0(Gio5.2),

where G o1, G 0,2 : R" — [0, 1] are Lipschitz functions with Lipschitz constant O, c ¢(1/0¢), both
supported on [~ Oc.c.« (1), Oc.c.«(D]", and with [, Gz 55 2(x) dX = Oc.c.+(06).
By the triangle inequality,

L' 8F L
|TF;,G;‘”G’2,N(1’ T l)l g TFF’GF,H(;.Z,N(I’ R 1)

We now apply Lemma 3.4, with linear map L’ and Lipschitz function G; 4, ». Inserting the bound from

Lemma 3.4, the present lemma follows. (|

We conclude this section by combining the three previous lemmas, along with Theorem 5.6, to deduce

our main result.
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Proof of Theorem 2.12 assuming Theorem 5. 6 Assume the hypotheses of Theorem 2.12. Let of and og
be any parameters satisfying 0 < o, oG < 5, and let 7, be any parameter satisfying 0 < 7o < 1.
By Lemma 5.9,

Tion i Ol <ITE, gn(fis-o s fI+ Occ(op),

for some function Fp g, : RY — [0, 1] supported on [-2N, 2N 1¢ and with Lipschitz constant O(1/0fN).
By part (4) of Lemma 5.10, writing F; . for F, we have

L'\ 2,
ITf;, G fiseees fo)] <Z|TF Sy fl,
FeR

where the objects F;, Gj, L', & and R satisfy all the conclusions of that lemma.

Parts (1), (5) and (6) of Lemma 5.10 show that E and L’ satisfy the hypotheses of Lemma 5.11, where
in the notation of Lemma 5.11 we take & := d — u and rewrite m for m — u. So, applying Lemma 5.11,
there are some Lipschitz functions Gy 4,1 : R" ™" — [0, 1] supported on [—O¢ c (1), Oc c(1)]" ™" and
with Lipschitz constant O, ¢ (1/0¢) such that

TGN (f1e e [

5 WAL Qe (), )

L,E, () ;
<<c,c,gZ|TF G N Ufis s f)l oG + 2o+ - top. (5-20)
reR

(Recall that |I§| = O, c.(1), by part (2) of Lemma 5.10.)

By conclusion (8) of Lemma 5.10, we may replace the term Az/(Q2.c(1), 72)~! with the term
AL(Qe,c(1), Qec(m) .

Since F;, L', B, and R together satisfy conclusions (1), (2), (3), (6), and (7) of Lemma 5.10, the
hypotheses are satisfied so that we may apply Theorem 5.6 to the expression TF G ool N fa).
(We take h = d — u and rewrite m for m — u, as above). Therefore there exists an s at most d — 2,
independent of Fj, G and 7, such that, if

mjin||fj||Us+1[N] <P,

for some p in the range 0 < p < 1 then |TI%G N fa)l s
1/2 -0 -1
- - _ _ T T AL(Qc,c(1), S2¢,c(12))
Lot pg(l)(aFO(l)+GGO(1))+UF0(1)N W) 4 g 4 é L b L cCN c.c(m2 top
G
(5-21)

It remains to pick appropriate parameters. Let C; be a constant that is suitably large in terms of ¢, C,
and all O (1) constants, and let c; be a constant that is suitably small in terms of all O(1) constants. Pick
or :=0¢g = p° and 1 := Cyp. Then

ITEG N (i fDl Koo P2V +0p4,.c.0(1)
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as N — oo, where, after the combining the various error terms from (5-21), the 0, 4, c.c(1) term may be
bounded above by
N0 p= 9D AL (@ c(1), )7,

as Ay (11, Tp) is monotonically decreasing as t, decreases. This is the desired conclusion of Theorem 2.12.
O

6. Transfer from Z to R

Our remaining task is to prove Theorem 5.6. We devote this section to the formulation and proof of a certain
“transfer” argument, whereby we replace the discrete summation in the definition of T; G:Arl( S1s ooy fa)
with an integral f”; ’é’{,(gh ..., 8a). This manoeuvre will be extremely useful in the sequel, as it gives
us access to the standard techniques of manipulating real integrals (in particular reparametrisation of
variables). These reparametrisations may be attempted directly in the context of the discrete summation
T ﬁ G:](,( f1, ..., fa), but the results will be messy, and one will need to control the error term each time
such a reparametrisation is undertaken. It is easier in our view to do a single approximation at the
beginning, so that we may subsequently reparametrise at will. As we remarked in Section 2E, there is a
somewhat analogous device in [Green and Tao 2010a], in which the authors transfer their combinatorial
expressions into summations over a field (a finite field Z/N’Z for some prime N’, in their case), in order
that their algebraic manipulations may be simplified. The natural field to use in our setting is R.
Let us introduce some notation for the integral in question.

Definition 6.1. Let N, m, d, h be natural numbers, with d > h > m + 2. Let ¢ be positive. Let E =
(&1,...,&) :R" > R? and L : R" — R™ be linear maps. Let F : R" — [0, 1] and G : R” — [0, 1] be two
functions, with F supported on [—N, N]" and G supported on [—¢, ]™. Let g1, ..., 8¢ : R— [—1, 1]
be arbitrary functions. We define

=L, B, F 1 - 7
FonN@&ls s 8a) = Nh—’"/ R/(]_[gj(éj(x)+rj)>F(x)G(Lx)dx. (6-1)
xeR? j=1

Next, we determine a particular class of measurable functions that will be useful to us.

Definition 6.2 (n-supported). Let x : R— [0, 1] be a measurable function, and let 5 be a positive parameter.
We say that x is n-supported if x is supported on [—n, n] and x (x) =1 for all x € [—n/2, n/2].

Definition 6.3 (convolution). If f : Z — R has finite support, and x : R — [0, 1] is a measurable function,
we may define the (rather singular) convolution (f * x)(x) : R — R by

(f %))=Y fFmx(x —n).

nez
We note that if x is n-supported, for small enough 7, then there is only one possible integer n that
makes a nonzero contribution to above summation.
We now state the key lemma.
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Lemma 6.4. Let N, m,d, h be natural numbers, with d > h > m + 2, and let ¢, C, &, n be positive
constants. Let B : R" — RY be an injective linear map with integer coefficients, and assume that
E(Z"MN =74Nim E. Let L : R" — R" be a surjective linear map. Assume that || Ellco < C, ||L]lco < C,
and dist(L, Vign(m, h)) > c. Let F : R" — [0, 1] be a Lipschitz function supported on [—N, N1" with
Lipschitz constant O(1/opN), and let G : R™ — [0, 1] be a Lipschitz function supported on [—e¢, €] with
Lipschitz constant O(1/o¢). Let F be a fixed vector in 7¢, satisfying || ||oo = Oc.ce(1). Let x :R— [0, 1]
be an n-supported measurable function. Then, if n is small enough (in terms of the dimensions m, d, h, C,

and €) there exists some positive real number Cg , such that, if f1, ..., fq : [N]1— [—1, 1] are arbitrary
functions,
= LF 1 ~2,L
TEGR Ui o 0= e G TRENUT 00 o S50 + 06 (0/00) + Oc.ec(nforN). (62)
E.x

Moreover, Cg , =c 1.

This lemma is a rigorous formulation of (2-12) from the proof strategy in Section 2E. It is in fact the
only part of the proof of Theorem 5.6 in which we use the fact that G is Lipschitz.

Proof. Let x : RY — [0, 1] denote the function x > ]_[f-l:l x (x;). We choose

1
Cz. :=—/ x(E(x))dx.
5 nh xeRh

Since yx is n-supported, Cg , <c 1.
Then, expanding the definition of the convolution,

1 -ra;
Ca ' F FonN 1R X s faxX)
8,x
equals
Nh m Z(l_[ f](nj))c / F()GWLy)x(E(y)+F—n)dy. (6-3)
E.xN cR”

nezd
Note that any vector n € Z¢ that gives a nonzero contribution to expression (6-3) satisfies
ln—E(y) —Flloo <1,

for some y € R". Therefore, n must be of the form E(n’) + 7 for some unique n’ € 7". (This is proved
in full in Lemma D.2). Therefore, writing & = (&1, ..., &;), we may reformulate (6-3) as

Nh m Z(H f/(fj(")-l-i‘/))c / F(y)G(Ly)x(E(y —n))dy,
= yeRh

nezh " j=1
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which is equal to

Nh - Z(]‘[ fj(s]<n>+r,>) 7 / (@) +0c/orN)G(Ly) X (E(y=m) dy. (6-4)
X ye h

neZh

Indeed, the inner integral is only nonzero when || E(y) — E(n)||cc < 7, and this implies that ||y — n|| o <
C~9%My. (This is proved in full in Lemma D.3). Then recall that F has Lipschitz constant O(1/orN).
Continuing, expression (6-4) is equal to

d
1 -
= Z(]‘[ fj(.fj(n)—i-rj))F(n)H(Ln)—i-E (6-5)
neZl " j=1
where .
H(x)=ﬁ/ X(EW)NG(x+Ly) dy
E,xN" JyeRrh
and E is a certain error, which may be bounded above by
1
e Y. H(w), (6-6)
F

nE[=O(N),0(N)]*

Let us deal with the first term of (6-5), in which we wish to replace H with G. We therefore consider

1 d
' = (1‘[ fi &) +f,-))F(n)(G(Ln) — H(Ln))|,
nezh ~j=1
which is
Nh — > F(m)|G — H|(Ln). (6-7)
nezZh

Using Lemma D.3 again, the function H is supported on [—& — O¢ (), € + O¢c(n)]™. Thus, if n is small
enough in terms of &, the function |G — H| : R™ — R is supported on [—O¢(¢), Oc(g)]". Furthermore,
|G — Hlloo = Oc(n/0¢). Indeed,

G(x)—

1
h/ G(x+Ly)X(E(y))dy=G(X)—C h/ (G(x)+ Oc(n/og))x(E(y))dy
y

Ce " Jyerr g Jyern

= O0c(n/oc),

by the definition of Cg , and using the Lipschitz property of G. So, by the crude bound given in
Lemma 3.2, (6-7) may be bounded above by O, c..(n/0c).
Turning to the error E from (6-5), we’ve already remarked that it may be bounded above by expression
(6-6). Applying Lemma 3.2 again, expression (6-6) may be bounded above by O, c .(n/orN).
Lemma 6.4 follows immediately upon substituting the estimates on (6-6) and (6-7) into (6-5). O

We finish this section by noting a simple relationship between the Gowers norms || f * x [l ys+1 (g 2n)
and the Gowers norms || f'[|ys+in7-
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Lemma 6.5 (relating different Gowers norms). Let s be a natural number, and assume that 1 is a positive
parameter that is small enough in terms of s. Let x : R — [0, 1] be an n-supported measurable function.
Let N be a natural number, and let f : [N] — R be an arbitrary function. View f % x as a function
supported on [—2N, 2N]. Then we have

s+1
1 xllgsr@any <1220 fllgenp- (6-8)
The definition of the real Gowers norm || f * x ||ys+1(r 2 18 recorded in Definition A.3.

Proof. From expression (A-5), we have

s+1 1
IIf*xlli,L(R,ZN) <<W/ ]_[ (f*x)(x +h-w)dxdh.

s+2
ERTE 0,1+

Substituting in the definition of f x x, this is equal to

1
T > ( I1 f(nw)> /(;,h)dRJH X(W(x, k) —n)dxdh, (6-9)

+1 +1
(”w)we(o,l}“']EZ(O'”H 0e(0.11"

where W : R**+2 — R2"™" has coordinate functions Yo, indexed by @ € {0, 1} +1 where Y, (x, h) :=x+h-w.
In similar notation to that used in the previous proof, for x € [Rzm, we let x(x) := ]_[l.z:ll x (x;). Note
that W is injective, W(Z*+2) = 72" Nim ¥, and || ¥ ||s0 = O4(1).

The contribution to the inner integral of (6-9) from a particular z is zero unless ||n — WV (x, h) | <K 7,
for some (x, h) € R**2. Therefore, if 5 is small enough we can conclude that n must be of the form
W (p, k), for some unique (p, k) € Z**2. (To spell it out, apply Lemma D.2 with the map ¥ in place of
the map E). So (6-9) is equal to

1
2 ( [ f(p+k-w))/(h)wzx(w(x—p,h—k»dxdh, (6-10)

(p,k)eZst? “we{0,1}H!

which, after a change of variables, is equal to

Nf+2 > [T rp+k-o), (6-11)

(p.k)eZs+? wef0,1}51

where

CII/ X(W(x,h))dxdh.
(x,h)eRs+2

Since x has support contained within [—n, 17]2S+l , a vector (x, k) only makes a nonzero contribution to
the above integral if ||V (x, h)|lcc < 1. This implies that ||(x, #)|lc < 1. (To prove this is full, apply
Lemma D.3 to the linear map W). Since || X |loo = O(1), this means C = O(**?). The lemma then
follows from (6-11). g
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7. Degeneracy relations

Our aim for this short section is to establish a quantitative relationship between the dual pair degener-
acy variety Vé“egeni(m, d, h) and the degeneracy variety Vgegen(h — m, d) (see Definitions 5.4 and 4.4
respectively), which will be needed in the next section. It is here that we show that V(izgen’z(m, d, h)
was indeed the appropriate notion for guaranteeing finite Cauchy—Schwarz complexity of the relevant
system of homogeneous linear forms. We direct the reader to Proposition 4.5 and the discussion after
Definition 5.4 for more on this issue.

To introduce the ideas, we first prove a nonquantitative proposition (which is a generalisation of

Proposition 4.5).

~

Lemma 7.1. Let m, d, h be natural numbers, withd > h > m +2. Let E : R" — R? be an injective
linear map, let L : R" — R™ be a surjective linear map, and suppose that (E, L) ¢ th,gen,Z(m’ d,h). Let
® : R"™ — ker L be any surjective linear map. Then the linear map E® : R*=" — R?, viewed as a

system of homogeneous linear forms, is not in Vyegen(h —m, d).

Proof. Let ey, ..., eq denote the standard basis vectors in R4, and let e}, ..., e denote the dual basis
of (R%)*. Suppose for contradiction that 2 € Viegen(h —m, d). Then by Proposition 4.5 there exist two
indices i, j < d, and a real number A, such that e — Ae}f is nonzero and & (R") ker(e; — Ae;‘.).
But then ®(R"™™) C ker(E*(e} — rer)), ie., E*(ef — re}) € (ker L)°. But (ker L)? = L*((R™)*),
and so E*(ef — )»ej.) e L*((R™)*).
Then, by the definition of thgen,Z (m,d, h),wehave (2, L) e th:gen,Z(m’ d, h), which is a contradiction.
a
The ideas having been introduced, we state the quantitative version we require.

Lemma 7.2. Let m, d, h be natural numbers, withd > h > m + 2, and let ¢, C be positive constants. Let
2:R" — R? be a linear map, and let L : R" — R™ be a surjective linear map. Suppose that || E||s < C, and
dist((E, L), Vd*;gen’z(m, d, h)) > c. Let K denote ker L, choose any orthonormal basis (v, ... ph=m)y
for K, and let ® : R~ — K denote the associated parametrisation, i.e., ®(x) := Zlh;{" x;v®. Then
|E®|loo = O(C) and dist(EP, Viegen(h —m, d)) = Q(c).

For the definition of dist((E, L), Vjegen,z(m, d, h)), consult Definition 5.5.

Proof. Certainly ||®|l.oc = O(1), as the chosen basis {(v®, ..., v®=™} is orthonormal. Therefore
[E®@loc = O(C).
Letey, ..., eg denote the standard basis vectors in R?, and let ei“, R e;fl denote the dual basis of ([R{d )*.

Suppose for contradiction that dist(E®, Vgegen(h —m, d)) < n for some small parameter 7. In other words,
assume that there exists a linear map P : R"=" — R? with || P ||« < 1 such that E® + P € Vyegen(h—m, d).
By definition, this means that

(E®+ P)R"™™) C ker(e] — Ae?),

for some two indices i, j < d, and some real number A, such that e — ke;f is nonzero.
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We can factorise P = Q®, for some linear map Q : R" — R? with || Q||c < 1. Indeed, let f1, ..., fao—m
denote the standard basis vectors in R”~™_ and for all k at most # — m define

0™y := P(fo).

(If the notation for the indices seems odd here, it is designed to match the notation in Proposition 8.2,
in which having superscript on the vectors v seems to be natural). Complete {v @, ..., v®#"™} to
an orthonormal basis {v(l), el v(”)} for R and, for k in the range h —m + 1 < k < h — m, define
QW®):=0. Then P = Q®, and || Q|loc = O(n), since {vV, ..., v™} is an orthonormal basis.
Thus,
(E®+ QD) (R"™) C ker(e} — 1e}).

So
D(R"™) Cker((E+ Q)*(ef — re?)).

Like the previous proof, we conclude that
(E+ Q)" (ef —rej) € L*((R™)).

Hence ((E+ Q), L) € Vd*;gen’z(m, d, h), which, if n is small enough, contradicts the assumption that

dist((E, L), Visgen o (m. d. 1)) > c. 0

8. A generalised von Neumann theorem

In this section we complete the proof of Theorem 5.6, and therefore complete the proof of Theorem 2.12.
It will be enough to prove the following statement.

Theorem 8.1. Let N, m, d, h be natural numbers, withd > h > m + 2, and let ¢, C, € be positive reals.
Let E=E(N):R" — R? be an injective linear map with integer coefficients, and let L = L(N) : RY — R™
be a surjective linear map. Suppose further that |L|co < C, |Ellcc < C, dist(L, Viank(m, d)) > ¢ and
dist((E, L), th:gen,Z(m’ d, h)) > c. Then there is some natural number s at most d — 2, independent of
&, such that the following holds. Let F € Z? be some vector with ||F||eo = Oc.c.s(1), and let oF be a
parameter in the range O < of < % Let F : R" — [0, 1] be a Lipschitz function supported on [—N, N1",
with Lipschitz constant O (1/opN), and let G : R™ — [0, 1] be any function supported on [—¢, e]". Let
g1, ...,84:[—2N,2N1¢ — [—1, 1] be arbitrary measurable functions. Suppose

min|| g ;|| ys+ <
jgd”g] s+ R2N) X P
for some p at most 1. Then

L, B, F —
Trgn(g - 8| Lece P2 Vo (8-1)

Proof that Theorem 8.1 implies Theorem 5.6. Assume the hypotheses of Theorem 5.6. This gives natural
numbers N, m, d, h, linear maps L : R" — R” and E : R" — R?, and functions F : R" — [0, 1] and
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G:R"— [0, 1]. Let fi, ..., fa:[N]— [—1, 1] be arbitrary functions, and for ease of notation let

L,E,
8 = TF’G’N(flv ey fd)

From Lemma 3.2 and the triangle inequality, we have the crude bound § = O, ¢ ((1).

Let n := ¢180¢g, where ¢y is small enough depending on m, d, h, ¢, C, and ¢, and let x : R — [0, 1] be
an n-supported measurable function (see Definition 6.2). For all j at most d, let g; := f; * x. Finally,
suppose min; || f; ||ys+1n) < p, for some parameter p in the range 0 < p < 1.

We proceed by bounding f; ’Ga:’]f,(gl, ..., &a). Indeed, by Lemma 6.5, if ¢; is small enough

mjlnllgj||Us+l(R) L nrt! mjln||fj||Ux+l[N] L Ce P-
Applying Theorem 8.1 to these functions gy, ..., g4, the above implies
Fom(l e 8d) Lece p Vo (8-2)

Now we use this to bound § by Gowers norms. Indeed, by Lemma 6.4, we have

s, T
,

m}?c N(gl,---,gd)+013+C150GG;1N_1-

) <<c,C,£

Picking c¢; small enough, we may move the ¢ term to the left-hand side to get an Q(8) term. The
bound (8-2) then yields
3" oo pPVoplog" +op !N
and so
8 KeCoe pQ(l)(o;O(l) + 060(1)) + O’;O(I)N_Q(l)-

This yields the desired conclusion of Theorem 5.6. 0

So it remains to prove Theorem 8.1, for which the bulk of the work will be done in the following two
propositions. In Proposition 8.2, we will reduce the integral in Tﬁ, G:Af, (g1, - -, &) to an integral over the
kernel of L. This kernel will be parametrised by a map W, which will have finite ¢;-Cauchy—Schwarz
complexity for some suitable c;. In Proposition 8.3 we will then work out the details of applying the
Cauchy—-Schwarz inequality to such a map, thereby producing Gowers norms.

Proposition 8.2 (separating out the kernel). Let N, m, d, h be natural numbers, withd > h > m + 2, and
let ¢, C, € be positive constants. Let o be a parameter in the range 0 < op < 1/2. Let 2 : R" — R4 be
an injective linear map with integer coefficients, and let L : R — R™ be a surjective linear map. Assume
further that | L)oo < C, |E|lco < C, dist(L, Viank(m, h)) > c and dist((E, L), th:gen,Z(m’ d,h)) = c. Let
F :R" — [0, 1] be a Lipschitz function supported on [—CN, CN1", with Lipschitz constant Oc(1/opN),
and let G : R™ — [0, 1] be a measurable function supported on [—e, €]™. Let F be a fixed vector in 7%, satis-
fying ||Flloo = Oc (1). Then there exists a system of linear forms (Y1, . .., Yg) =W : R"™ — R? satisfying
W loo = Oc(1), and a Lipschitz function F| : R—™ — [0, 1] supported on [—O¢.c.«(N), Oc,c,g(N)]h_m
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with Lipschitz constant O(1/opN), suchthat,if gy, ..., ga:[—2N,2N]— [—1, 1] are arbitrary functions,

=18 F
ITe N8 8| KLece

1 d
N /l |gj(xlfj(x)+a,-)F1(x)dx, (8-3)
szl

where, for each j, a; is some real number that satisfies aj = O c ¢ (1).
Furthermore, there exists a natural number s at most d —2 such that the system \V has Q. c(1)-Cauchy-

Schwarz complexity at most s, in the sense of Definition 4.6.
Proof of Proposition 8.2. For ease of notation, let
=L, 8,7
13:: F,G,]G(gl"--’gd)'

Noting that ker L is a vector space of dimension 4 —m, define {v(l), R v(h_”’)} C R" to be an orthonormal
basis for ker L. Then the map ® : R"™ — R”, defined by

h—m
d(x) = Z x,'v(i), (8-4)
i=1

is an injective map that parametrises ker L. (This is reminiscent of Lemma 7.2).
Now, extend the orthonormal basis {v'?, ..., v~} for ker L to an orthonormal basis {vV, ..., v®)
for R". By implementing a change of basis, we may rewrite 8 as

h

| h _ h . d » i )
= /xERf(X;xiv(’)>G<L(Z;x,-v(’))>(l_llgj(éj<d>(x{' )+ Z x,-v“)—i—q))dx,
1= 1= ]j=

i=h—m+1
(8-5)

using x{’ ~™ to refer to the vector in R"~™ given by the first the first 4 — m coordinates of x.
We wish to remove the presence of the variables xj_;,+1, ..., x;. To set this up, note that, by the

o))l 5 o)

i=h—m+1

choice of the vectors v,

The vector Z?:h_m 41 x;v® is in (ker L)*. Hence, due to the limited support of G, there is a domain
D, contained in [—O;..c(1), Ogc.c(1)]™, such that G(L(Zfl:h_mJrl x;v?¥)) is equal to zero unless
Xh—mt1s -, x,)T € D. (This is proved in full in Lemma D.1).

We can use this observation to bound the right-hand side of (8-5). Indeed, we have

h h
o Sl £ o)
X cRh—m i=1

1 i=h—m+1

d h
X <l_[ gj(éj(tb(x{'_m)-i- Z xiv(i)> +fj)>dx{l_m .
j=1

i=h—m+1

1
B <K vol D x , sup =

*h_m41€D

(8-6)
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So there exists some fixed vector (x,—m;+41, - - -, x;)T in D such that
h
(@) .y ()
ﬁ<<c,C,gW fh - (va‘) ( ( Z x,v;))
i=h—m+1
h
X <]_[ 8j <Sj<d>(x{"’”)+ > xiv(l)) +f,-)> dxp=™|. (8-7)
j=1 i=h—m+1
Define the function F; : R"" — [0, 1] by
h
F(xt—my = F(cb(x{'—'”) + Y x,-v(’)>
i=h—m+1
and for each j at most d, a shift
h
a; I=§j< Z xiv(’))—i—fj.
i=h—m+1
Then
d
1
p<ccs | i | A [Tesescomn+apas], (8-8)
j:

and Fj and a; satisfy the conclusions of the proposition.

Finally, since dist((E, L), degenz(m, d,h)) 2 c and ||E]lso, [L]loo < C, Lemma 7.2 tells us that
Ed R — R satisfies dist(Z2P, Vdegen (h —m,d)) > c 1. (One may consult Definitions 4.4 and 5.4
for the definitions of Vgegen(h —m, d) and V. egen ,(m,d, h)). Thus, by Lemma 4.7, there exists some s at
most d — 2 for which E® has Q. ¢(1)-Cauchy—Schwarz complexity at most s.

Writing W for E®, the proposition is proved. g

Proposition 8.3 (Cauchy—Schwarz argument). Let s, d be natuml numbers, with d > 3, and let C be a
positive constant. Let op be a parameter in the range 0 < o < 5. Let (Y1, ..., ¥q) =W : R+ — RY
be a linear map, and suppose that 1 (ex) = 1, for all the standard basis vectors ey, € R*11. Suppose that,
forall j in the range 2 < j < s + 1, there exists some k such that j(ex) = 0. Let N > 1 be real, and
letgi,...,84:[—N, Nl — [—1, 1] be arbitrary measurable functions, and, for each j at mostd, let a;
be some real number with |aj| < CN. Let F : RS*T! — [0, 1] be any Lipschitz function, supported on
[—CN, CNV*+! with Lipschitz constant O (1/opN). Suppose that || g lys+1(r. Ny < 0, for some parameter
p inthe range 0 < p < 1. Then

d
’Nm/ Rvﬂl—[gj(‘/fj(w)‘i‘aj)F(w)dw <c p ot (8-9)
weR* j=1

We stress again that implied constants may depend on the implicit dimensions (so the (1) term in
(8-9) may depend on s).
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Proof. This theorem is very similar to the usual generalised von Neumann theorem (see [Tao 2012,
Exercise 1.3.23]), and the proof is very similar too. A few extra technicalities arise from our dealing with
the reals rather than with a finite group, but these are easily surmountable.

We begin with some simple reductions. First, we assume that C is large enough in terms of all other
O (1) parameters. For notational convenience, we will also allow C to vary from line to line. Next, since
Y1(w) =w; +wy + - - - + w41, by shifting w; we can assume that a; = 0 in (8-9). Due to the restricted
support of F, we may restrict the integral over w to [-CN, CN]**!. By Lemma B.4, for any ¥ > 2
there is a function ¢y : R*t! — C satisfying ||¢||co < 1 such that we may replace F(w) by

0-w logY
/OGRS“ CY(O)e(T) dé + OC( O'FY )

0]lce<Y

We will determine a particularly suitable Y later (which will depend on p).
This means that

1 ./ d '
N+l gi(Wj(w)+a;)F(w)dw
‘ N +1 weRerl Jl:[] J J J

L[ b ]_l[ W) +an ) dw| a0+ oc( EXY). 510
< Jocunt [N [y €\ 7 JULLSI i) Jdw A\orr ) @
J:

+1
10]l o<y R

where [ * indicates the limits w € [-CN, CN]**!. Fix . The inner integral of (8-10) will be our primary
focus.

Firstly, we wish to “absorb” the exponential phases e(% . w). To do this, we write e(% . w) as a product
of functions ]_[,’;11 bi(w), where, for each k, the function by : R*t! — C is bounded in absolute value
by 1 and does not depend on the variable wy. Since s + 1 > 2, this is possible. Now write

s+1

d
[Tei@wiw +ap =]]brw),
j=2 k=1
where each b; : R* +1 5 C is bounded in absolute value by 1 and does not depend on the variable wy.
This is possible since v is the only function ; that includes all the variables wy, ..., wyy.

Therefore we may rewrite the inner integral of (8-10) as

* s+1
ﬁ ~/we[RS+1 g1(Y1(w)) ]1_[1 by (w)by (w) dw. (8-11)
A brief aside: readers familiar with the arguments of [Green and Tao 2010a, Appendix C] (which
motivate the present proof) may note that a different device is used in that paper to absorb the exponential
phases. Those authors work in the setting of the finite group Z/NZ, and there the exponential phases can
be absorbed simply by twisting the functions g; : Z/NZ — [—1, 1] by a suitable linear phase function
(witness the discussion surrounding expression (C.7) from [loc. cit.]). The key point there is that, if
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the linear form w +— 6 - w fails to be in the set span(y/; : 1 < j < d), then a Fourier expansion of g;
demonstrates that a certain expression, analogous to the inner integral of (8-10), is equal to zero. This
clean argument is not quite so easy to apply here, as the linear phases are not integrable over all of R,
which is why we choose a different approach.

Returning to (8-11), recall that ¥ (w) = w; + wy + - - - + ws1. Therefore, applying the Cauchy-
Schwarz inequality in each of the variables wj through w; in turn, one establishes that the absolute
value of expression (8-11) is at most

1 * * 1/25+1
<<C< 2s+2/ _/ l_[ 81( Z wi + Z zk) dwdz) . (8-12)
N w zeRs+1

s+1
R ac{0,1)5+! k<s+1 k<s+1
o, =0 or=1

This expression may be immediately related to the real Gowers norm as given in Definition A.3, by
the change of variables my := zx — wy, for all k at most s 4+ 1, and u := w;| + - - - + wy4. Performing this
change of variables shows that(8-12) is

1 1/2S+|
< (2—+2 / [[ s1w+a m)dudm dz;“> , (8-13)
N u,m,z5 HeD

ac{0,1)s+!

where D is convex domain contained within [-CN, CN]**2. It remains to replace D by a Cartesian
box.
By Lemma B.2 we may write

1D = Fa + O(Go)»

for any o in the range 0 < o < %, where F;, G, : R**+2 — [0, 1] are Lipschitz functions supported on
[-CN, CN]**2, with Lipschitz constant O¢(1/o N), such that

/ Gy (x)dx = Oc(c N*1?).

Then, since ||g1|lcc < 1, we may bound (8-13) above by

1 2x+l

L Fo(u,m,z57 ) | | (u+o-m)ydudmdzs 1+ Oc(o) / (8-14)

N2s+2 oy Dolu,m, 2y 81 4} c ;
.12 ae{0,1)5+!

where [* now refers to the domain of integration [-CN, C N]**2.

By applying Lemma B.4 to F,, for any X > 2 the absolute value of expression (8-14) is

1
<c ((W ﬁew dé)

§lloo<X
log X \\ /%"

%
/M _le(%-(u,m,z;_l)) 1_[ gl(u+oc-m)dudmdz;_l

s
2 ael0,1)5+!
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Integrating over the variables z,, ..., z541, and splitting the exponential phase amongst the different
functions, expression (8-15) is

1
<<C ((NS+2 /;ERZS+2

[§lloo<X

I1 ga(u+a-m)dudm‘d‘;')

ac{0,1}5+!

»/(.u,m)e[—CN,CN]SJr2

1 1/25+1

og X

+Oc(a)—|—0c( )) , (8-16)
oX

where each function g4 is of the form

8a(u) := g1 (u)e(kqu)

for some real ky. Note that || gy |l ys+1 @ ny = 181 lus+1®,N)-

Recall that g; is supported on [-2N, 2N]. Therefore, if Hoze{O,l}S‘“ ga(u+a-m)#0then (u,m) €
[—O(N), O(N)I**2. So, if C is large enough in terms of s, we may replace the restriction (i, m) €
[-CN, CNJ**? in (8-16) with the condition (1, m) € R**2, without changing the value of (8-16).

Then, by the Gowers—Cauchy—Schwarz inequality (Proposition A.4) and the triangle inequality, (8-16) is

o) 2x+l log X 1/2H>1
<c <X g1l gy +0 + F)

, log X\ 172"
< <X0<1>p2“+a+ g ) . (8-17)

oX

c1/2

Choosing X = p~¢!, with ¢ suitably small in terms of s, and o = p¢1/2, expression (8-17) is O¢(p*D).

Putting this estimate into (8-10), we get a bound on (8-10) of

logY
& YO 4 O(Gf—y). (8-18)

Picking ¥ = p™¢!, with ¢ suitably small in terms of s, we may ensure that (8-18) is O¢ (pQ(l)ogl), thus
proving the proposition. O

With these propositions in hand, Theorem 8.1 follows quickly.

Proof of Theorem 8.1. Assuming all the hypotheses of Theorem 8.1, apply the result of Proposition 8.2 to

TFE0 (81 .- 8a). Thus

= L,B,F
| F’G’](](gla ey 8d) L, Che

cRh—-m

d
1
—Nh—m/ Fi(x) [T (W) +aj) dx|, (8-19)
x iz

where W : R" — RY has Q. ¢(1)-Cauchy—Schwarz complexity at most s, for some s at most d — 2,
Fi:RF™ 500, 1] s a Lipschitz function supported on [—O, ¢ . (N), OC,C,S(N)]”_’" with Lipschitz
constant O(1/orN), and a; = O, ¢ (1). Furthermore || W] = Oc(1).
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We apply Proposition 4.8 to W. Therefore, for any real numbers wy, ..., Wy41,

s+1 d
| ;;}G(gl,---,gd)|<<‘ / Fl(x+zwkfk) g (x, w) +a;)dx|, (8-20)
X k=1 j=1

cRh—m

Nh —m
where

« for each j at most d, W} : R 5 RST! — R is a linear form;
o Y10, w) =wi+ -+ wyyi;
e f1,..., fsm1 € R"=™ are some vectors that satisty || fxlloco = O¢,c(1) for each k at most s + 1;

« the system of forms (Y, ..., ¥/) is in normal form with respect to ¥r{.

We remark that the right-hand side of expression (8-20) is independent of w, as it was obtained by
applying the change of variables x > x + 2,‘;} wy, fr to expression (8-19).

Now, let P : RS*! — [0, 1] be some Lipschitz function, supported on [—N, N ¥+, with Lipschitz
constant O(1/N). Also suppose that P(x) = 1 if ||x|. < N/2. Integrating over w, we have that

~L,E,F

|TF,G,N(g1’ ces &)l s

s+1

d
/ Fl(x—i-Zwkfk) gj(w}(x,w)—i-aj)dx dw
xeRh-m =1 1

j=

<<c,C,a P(w)

1
Nh—m+s+1 weRs+]

d
Gt fooan o B0 [0 w) 4 dx dw

WER5+I ]:1

<<c,C,£

, (8-21)
where the function H : R*="+s*+1 _ [0, 1] is defined by

s+1
H(x,w):= F (x +> wkfk)P(w).

k=1
Since the vectors f satisfy
”fk”oo = Oc,C(l),

H is a Lipschitz function supported on [—O. c.e(N), Oc.c.s(N Vomtstl D with Lipschitz constant
O..c(1/orN). Notice in (8-21) that we were able to move the absolute value signs outside the integral,
as P is positive and the integral over x is independent of w (so in particular has constant sign).
Fix x. Then the integral over w in (8-21) satisfies the hypotheses of Proposition 8.3. Applying
Proposition 8.3 to this integral, and then integrating over x, one derives
Trgn(gn - 8] Kece PP Vo
Theorem 8.1 is proved.

By our long series of reductions, this means that both Theorem 5.6 and Theorem 2.12 are proved. O
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9. Constructions

In this section we prove Theorem 2.14, which, we remind the reader, is the partial converse of Theorem 2.12.

In other words, we show that L being bounded away from Vd*egen

Theorem 2.12 to be true.

(m, d) is a necessary hypothesis for

Proof of Theorem 2.14. Recall the hypotheses of Theorem 2.14. In particular, we suppose that

lim inf dist(L, Vgen(m. d)) = 0,

i.e., we assume that dist(L, Vd*egen (m,d)) = w(N)~", for some function w(N) such that

lim sup w(N) = oc.
N—o00

Let n be a small positive quantity, picked small enough in terms of ¢ and C, and let N be a natural number
that is large enough so that w(N) > n~ ! and nN > max(1, ). All implied constants to follow will be
independent of 7.

Since F is the indicator function of [1, N]¢ and G is the indicator function of [—&, £]™, one has

d
1
TI%,G,N(fl, cees Ja) = Nam Z Hfj(nj).
N} =1

Our aim is to construct functions fi, ..., fy: [N] — [—1, 1] such that
IIlJiH||fj||US+1[NJ <p
for some p at most 1 and that

TEon(f1s-s f2) > H(p) + Ep(N). (9-1)

We begin by observing that the condition ||Ln|~ < ¢ implies certain constraints on two of the
variables n;. Indeed, let L' € Vd’zgen(m, d) be such that ||L — L'||s = dist(L, V;egen(m, d)). Write A;; for

the coefficients of L and A’ ; for the coefficients of L’. By reordering columns, without loss of generality

mn

we may assume that there exist real numbers {a;}" ; not all O such that for all j in the range 3 < j < d

we have
m

S =0, 9-2)

i=1

and further we may assume that for all i we have A;; = A;; and A}, = A2 (else L’ € Vd”;gen

one of the closest matrices to L). By reordering rows and rescaling, we may assume that a; has maximal

(m, d) is not

absolute value amongst all the a;, and that |a;| = 1.

Define
m m
by = Zailil, by = Zdi)»iz,
i=1 i=1
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and let n € [N]? be some solution to ||Ln|| < €. The critical observation is that (9-2), combined with
the assumptions on the a;, implies that

|biny + bona| K N (9-3)
Indeed, for j in the range 3 < j < d we have
m
> ans| = Ly ~sip] <
Since ||Ln||o < &, we certainly have that
d m
biny +bony + an Zai)»ij < e,

=3 =l
and then (9-3) follows by the triangle inequality and the fact that n/N > ¢

The constraint (9-3) will turn out to be enough for the proof. We consider various cases, constructing
different counterexample functions f; and f, based on the size and sign of b; and b;. To facilitate this,
we let ¢; be a suitably small positive constant, depending on ¢ and C, but independent of ;. All constants
C1 and C; to follow will be assumed to satisfy C, Co = O, c(1).
Case 1 |bi], |b2] < ¢

Under the assumptions of Theorem 2.14, this case is actually precluded. Indeed, consider the matrix
L”, defined by taking

=1
for all pairs (i.j) € [m] x [d], except for (1, 1) and (1, 2). In these cases we let
Ay =2y ——

Then

Zaz)&// _

for all j in the range 1 < j < d. In other words we have shown that |L — L” || < 1+ ¢ for some matrix
L" with rank less than m. Since n+c; < ¢ (if ¢ is small enough), this implies that dist(L, Viank(m, d)) <c,
which contradicts the assumptions of Theorem 2.14. Therefore this case is indeed precluded.

Case 2 by, by both of the same sign, and by, by > ¢y
In this case, (9-3) implies that n; < CynN for some constant C;.* Now, define fi:IN]—[-1,1]to
be the indicator function of the interval [[CinNT, N]NN. We then have

1 1/2Y+1 s+1
-« (L 1) <o@n
X h1,~~~,l‘13+1<<C1nN

14The same conclusion is true for no, but this will not be needed.
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for some constant C,. However, observe that
TEgn(fi=1L 1. DI=ITEg v (fi, 1o, D =T (1., D)
=10-Tfgy(L 1, ..., D)
ecel
by the hypotheses of Theorem 2.14. If TEG’N(fl —1,1,...,1) did not satisfy (9-1), then
1 e H(p)+ E,(1),

s+l

where p := C(Cyn)©“+2/
possibly hold, and we have a contradiction. So T}’ G. ~y(fi—1,1,...,1) satisfies (9-1).

. Picking n small enough, then N large enough, this inequality cannot

Case 3 by, by of opposite signs, and by, by > cy.

This is the most involved case, although the central idea is very simple. The condition (9-3) confines
ny to lie within a certain distance of a fixed multiple of n. By constructing functions f; and f, using
random choices of blocks of this length, but coupled in such a way that condition (9-3) is very likely
to hold, we can guarantee that T,ﬁ enU1—p, fa—p,1,...,1) is bounded away from zero, where
p is the probability used to choose the random blocks. However, despite the block construction and
the coupling, the functions f; and f; still individually exhibit enough randomness to conclude that
I f1 — pllystiny = 0(1) as N — oo, and the same for f>.

We now fill in the technical details. Relation (9-3) implies that

|biny + bans| < CinN, (9-4)

for some C satisfying C; = O(1), and without loss of generality assume that b; is positive, b; is negative,
and |b| is at least |by|. Let C, be some parameter, chosen so that (C; an)_1 is an integer. Such a C;
will of course depend on 5, but in magnitude we may pick C, < 1. We consider the real interval [0, N]
modulo N, and for x € [0, N] and i in the range 0 < i < (C 1C2n)_1 — 1 we define the half-open interval
modulo N

Ixy,' = [X +iC1C277N, X+ (i + I)Cl CzﬂN).

This choice guarantees that
(C1Cam)~' =1

0.N= J @Ls (9-5)

i=0
and the union is disjoint. Now, for § a small constant to be chosen later,!> we define
=[x+ (i+3—-8)CiCanN,x + (i + 5 +8)C1ConN).

We will use the partition (9-5) to construct a function f, using an averaging argument to choose an
x so that the / )‘f ; intervals capture a positive proportion of the solution density of the linear inequality

15This § is unrelated to the notation § = Tﬁg G.N (f1yeens fa) used in previous sections.



1520 Aled Walker

system. Indeed, for n; € [N] let the weight u(n) denote the number of d—1-tuples ny, ..., ng < N that
together with n| satisfy the inequality ||Ln| - < €. The weight u(n) could be zero, of course. Let

Ecs:=| 1},
i

Then
1 [N 1 N
N/ > u(n)lEx’a(n)dx=ﬁ > u(n)/ g, ,(n)dx
0 em ne[N] 0
= > um?2s
ne[N]

=28N""Thgy(, ... D)
Therefore, by the assumptions of Theorem 2.14, we may fix an x such that

Z u(n)lg, ;(n) >cc 8Nd_mTI%G’N(1, ..o D (9-6)
ne[N]

Let us finally define the function fj. Let p be a small positive constant (to be decided later). Fix a
value of x such that (9-6) holds. Then we define a random subset A C [N] by picking all of I, ; "N to
be members of A, with probability p, or none of I, ; NN to be members of A, with probability 1 — p.
We then make this same choice for each i in the range 0 < i < (C Con)~ ' —1, independently. Observe
immediately that for each n € [N] the probability that n € A is always p (though these events are not
always independent). We let f|(n) be the indicator function 14 (7).

The function f, is defined in terms of f;. Indeed, let

by
Jx,i = _Ix,i N (07 N]a
D2

where the dilation of the interval I, ; is not considered modulo N but rather just as an operator on subsets
of R (see Section 1B for this notation). Since b; > |b2| we have that these J, ; also form a disjoint partition
of [0, N]. (NB: If b; > |b,| it may be that certain J, ; are empty, since the dilate of the corresponding
I ; may land entirely outside [0, N]). Then let B be the subset of [ N] defined so that for each i with Jy ;
nonempty we have J, ; "N C B if and only if 7, ; "N € A. Note again that for each individual n € [N]
the probability that n € B is always p. We let f,(n) be the indicator function 15 (n).

Our first claim is that, if p is small enough in terms of 4§,

|[ET£G,N(f1’ f29 1’ D) 1) - TI{:,G,N(p’ D, 1, ceey l)l >>C,C,8 82' (9_7)

Indeed, suppose that I, ; is included in the set A, and suppose that n; € If’i. If ny € [N] satisfies
“l;—;lnl — n2| < %CmN and if § is small enough in terms of b; and b;, then n; € Jx,i.l(’ Thus, by the

16Thjs fact is the reason why we introduced the parameter 8.
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observation (9-4), n, € B, for every integer n; that is the second coordinate of a solution vector n for
which the first coordinate is n;.!” Therefore
1

[ETI{:,G,N(fl, f. 1., )= Ndm Z P(n; € AAny € B)
ne[N]
[Lnlco<e
1
> N Z P(nie AAn e If’i for some i Any € B)
ne[N]
[Ln]loo<e
1
Z N Z P(ny € AAny €I, for some i)
ne[N}
ILnrlloo<e
1
= v D wn)plE(m)
ni€lN]

>28pTEg N, 1),

where the final line follows from (9-6). On the other hand T/ ; y(p, p, 1..... 1) = p*Tf; (1., 1),
and hence

ETE g n(fis ool s D =T v p Lo 1) > 28p— pOTEg (L., D (9-8)

Picking p small enough in terms of §, and using the assumption that TFL’G’N(l, ey 1) = Q¢ .6 (1), this
proves the relation (9-7).
Our second claim is that

s+1
Ell fi — pllysoipng, Ell f2 = pllgsainy <0/ (9-9)

We first consider fi. Then

s+1 1
B = Pl < iz O [E< I (fl—pllNJ)(x+h-w)).

(x,h)ezs+2 we{0,1}5+1

Observe that for fixed (x, k) the random variables ( f; — p1;n})(x +h-®) each have mean zero and, unless
some two of the expressions x + & -  lie in the same block /;, these random variables are independent.
Hence, apart from those exceptional cases, we may factor the expectation and conclude that

[E( [ (i—plvpG+h -w)) = J] E-pliv)x+h-o)=0.
we{0, 1)+ we{0,1)5+1

Therefore,

s+1 1
LA =Pl < gom 2o e <o,
(x,h)e[—N,N+2

17j e., a vector n such that ILr|so < €.
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where
R=1{h:|h- (w1 —w2)| < CiCanN for some w1, w3 € {0, 1}, wy # w3}.

Thus by Jensen’s inequality we have
s+1
Ellfi — pllyenpy < 072" (9-10)

as claimed in (9-9).
The calculation for f, is essentially identical, noting that the length of the blocks J, ; is also O (nN).
It is possible that one could finish the argument here by considering a second moment, and choosing
some explicit f; and f,. To avoid calculating a second moment, we argue as follows. Suppose for
contradiction that there were no functions fi, ..., fy that satisfied (9-1). Then, by (9-7), if we pick p to
be small enough in terms of § we have

8 Lece IETF g n(fis o Lo, D =TEG v(p.p. 1, .. D)
IETf g n(fi—p P Lo DI+ IETE G N (P o= po 1., D)
<K E(H(p1) + Ep (N) + E(H (p2) + E,, (N)), (9-11)

where p; (resp. p2) is any chosen upper-bound on || f1 — pllys+ipyg (resp. || f2 — pllys+ipn7). Note that the
values p; may be random variables themselves.

We claim that the random variables p; and p, may be chosen so that the right-hand side of (9-11) is
k(n)~+o0,(1) as N — oo. To prove this, we make two observations. Note first that by Markov’s inequality

s+2 s+2
Pl fi = plysany =0 <n'/?

We choose the (random) upper-bound p; satisfying

. s+2
,012{1 if ||fl—P||US+'[N]2771/2 ,

s+2 .
n'/? otherwise .

Secondly, we may upper-bound H by a concave envelope, so without loss of generality we may assume
that H is concave.
Then by Jensen’s inequality,

s+2
E(H(p1) + Ep (N)) < H(Epy) +E(E,, (1)) < k(0> ) +0,(1) < k() + 0, (1). (9-12)
We do the same manipulation for f,. Combining (9-12) with (9-11) we conclude that
8% Le.c.e k() + 0y (1). (9-13)

The only condition on § occurred in the proof of (9-7), in which we assumed that § was small enough
in terms of b and b;. Therefore there exists a suitable § that satisfies § = €2, ¢(1). Picking such a 4§,
and then picking n small enough and N large enough, (9-13) is a contradiction. So there must be some
functions fi, ..., fy that satisfy (9-1).
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Case 4 Exactly one of by, by satisfies b; > ¢

Without loss of generality we may assume that by > c;. But then, as in Case 2, (9-3) implies that
ny < C1nN for some constant C;. The same construction as in Case 2 then applies.

We have covered all cases, and thus have concluded the proof of Theorem 2.14. U

Appendix A: Gowers norms

There are several existing accounts of the basic theory of Gowers norms — for example in [Green 2007]
and [Tao 2012] —and the reader looking for an introduction to the theory in its full generality should
certainly consult these references, as well as Appendices B and C of [Green and Tao 2010a]. However, in
the interests of making this paper as self-contained as possible, we use this section to pick out the central
definitions and notions that are used in the main text.

Definition A.1. Let N be a natural number. For a function f : Z/NZ — C, and a natural number d, we
define the Gowers U? norm || f|| vd(n) to be the unique nonnegative solution to

£ 1y = Nw4 Zj [] “rec+h-o), (A-1)
..... ha @€{0,1}4
where |w| =), w;, h = (hi, ..., hy), C is the complex-conjugation operator, and the summation is over

x,hi,...,hy €Z/NZ.

For example,

1
|WWM{NZﬂm,

and

1/4
I fllozavy = (% Z S fx+h) fx+ho)f(x+h +h2)) .
x,hi,ho
It is not immediately obvious that the right-hand side of (A-1) is always a nonnegative real, nor why the
U? norms are genuine norms if d > 2: proofs of both these facts may be found in [Tao and Vu 2006].
An immediate Cauchy—Schwarz argument, which may also be found in [loc. cit.], gives the so-called
“nesting property” of Gowers norms, namely the fact that

I lozay < W lvsvy < W llusvy <

The functions in the main text do not have a cyclic group as a domain but rather the interval [N], but
the theory may easily be adapted to this case.

Definition A.2. Let N, N’ be natural numbers, with N’ > N. Identify [N] with a subset of Z/N'Z in
the natural way, i.e., [N]={1,..., N} C{1,..., N'}, which we then view as Z/N'Z. For a function
f :[N]— C, and a natural number d, we define the Gowers norm || f || 74[y; to be the unique nonnegative
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real solution to the equation

d 1
L Wy = ml oo I ¢fime+h-w), (A-2)
X,hy,..ha we{0,1}¢
where f 1y is the extension by zero of f to Z/N'Z, the summation is over x, hy, ..., hy € Z/N'Z, and
R is the set
R:={x,hi,...,hg€Z/N'Z: forevery w € {0, 1}, x +h-w € [N]}.

One can immediately see that this definition is equivalent to

| f Ngany = 1 f Linllge vy /I vy lga vy

and is also independent of the choice of N’ as long as N’/N is large enough (in terms of d). Taking
N’ = O(N) we have I1nvllgavny < 1, and thus || fllyapny < | f 1 vy llga - (See [Green and Tao 2010a,
Lemma B.5] for more detail on this).

We observe that there is only a contribution to the summand in (A-2) when x € [N] and for every i
we have h; € {—N,—N+1,..., N—1, N} modulo N’. Further, it may be easily seen that |R| < N4+
Therefore, choosing N’/ N sufficiently large, we conclude that

1724
Il fllyapny =< <# Z 1_[ C® f(x+h- w)) . (A-3)
X1, ha €7 0el0,1}¢
The relation (A-3) is implicitly assumed throughout the main text.
In order to succinctly state Theorem 8.1, we had to refer to a Gowers norm U 4(R), which has been used
in some recent work on linear patterns in subsets of Euclidean space (see [Cook et al. 2017, Lemma 4.2;
Durcik et al. 2018, Proposition 3.3]). This Gowers norm is a less well-studied object, as the theory was
originally developed over finite groups. Nevertheless it may be perfectly well defined, and even deep
aspects of its inverse theory may be deduced from the corresponding theory of the discrete Gowers norm
(see [Tao 2015]).

Definition A.3. Let f : [0, 1] — C be a bounded measurable function, and let d be a natural number.
Then we define the Gowers norm || f|| 4w to be the unique nonnegative real satisfying

d
IR = /
vi® (x,h)E[R”H'1

where |@| =) ; w;, and C is the complex-conjugation operator.

d
I1 C""f(x+2hia)i> dxdh ---dhy (A-4)

we{0,1}4 i=1

Let N be a positive real, and let g : [N, N] — C be a measurable function. Define the function
f:10,1] - Cby f(x):=g(2Nx — N), and then set

Igllveq, vy == I1f lya)-
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Explicitly, a change of variables shows that

d
] C|w|g<x+Zhia),~) dxdhy ---dhy. (A-5)
i=1

y 1
1813wy = ~o7 /
(R,N) d+1
N L ERT oo, 1y

We require one further fact about Gowers norms.

Proposition A.4 (Gowers—Cauchy—Schwarz inequality). Let d be a natural number, and, for each
w € {0, 1}%, let f, : [0, 1] = C be a bounded measurable function. Define the Gowers inner-product

d
(fo)we(0,1)) 1=/ 1_[ Clwlfw<x + Zhiwi) dxdhy ---dhy.
i=1

(x,h)eRd+! wel0,1}4
Then

H(fdoeoy) < [T Iollvem-

wel0,1)

Proof. See [Tao and Vu 2006, Chapter 11] for the proof in the finite group setting. The modification to
the setting of the reals is trivial. (|

Appendix B: Lipschitz functions

In the body of the paper we made extensive use of properties of Lipschitz functions.

Definition B.1 (Lipschitz functions). We say that a function F : R™ — C is Lipschitz, with Lipschitz

constant at most M, if
|[F(x)—F(y)l

xyern X = Ylloo
x#y

We say that a function G : R" /7™ — C is Lipschitz, with Lipschitz constant at most M, if
|IG(x) -Gyl

x,yerm/zm 1% — Y|lgm jzm
x#y

We record the three properties of Lipschitz functions that we will require.

M>

M>

Lemma B.2. Let N be a positive real, let m be a natural number, let K be a convex subset of [—N, N|™,
and let o be some parameter in the range 0 < o < % Then there exist Lipschitz functions Fy, G5 : R" —
[0, 1] supported on [—2N, 2N 1", both with Lipschitz constant at most O (j), such that

1K =F(T+0(GO')

and fx G,(x)dx = O(ocN™). Furthermore, F;(x) > 1g(x) for all x € R", and G is supported on
{x e R" : dist(x, 0(K)) < oN}

This is [Green and Tao 2010a, Corollary A.3]. It was be used in Lemmas 5.9 and 5.11 to replace sums
with sharp cutoffs by sums with Lipschitz cutoffs.
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Lemma B.3. Let X be a positive real, with X > 2. Let F : R™ /7™ — C be a Lipschitz function such that
| Flloo < 1 and the Lipschitz constant of F is at most M. Then

F(x) = Z cX(k)e(k-xH—O(Mlo%X) (B-1)

m

lklloo<X

for every x € R™ /7™, for some function cx (k) satisfying ||cx (k)|lco < 1. (The implied constant in the
error term above may depend on the underlying dimensions, as always in this paper).

This is [Green and Tao 2008b, Lemma A.9], and was used in Lemma 3.4 as a way of bounding the
number of solutions to a certain inequality.

Lemma B.4. Let X, N, C be positive reals, with X > 2 and N > 1. Let F : R™" — C be a Lipschitz
function, supported on [—CN, CN]", such that || F |0 < 1 and the Lipschitz constant of F is at most M.

Then
: log X
F(x) = /EGRW cx(.s)e<£Tx) dE + Oc (MN = ) (B-2)

[§llco<X

for every x € R™, for some function cx(§) satisfying |lcx (&) |lco K¢ 1.

Lemma B.4 is very similar to Lemma B.3, and may be easily proved by adapting that standard harmonic
analysis argument found in [Green and Tao 2008b, Lemma A.9] from R™/Z"™ to R™. For completeness,
we sketch the proof.

Sketch of proof. By rescaling the variable x by a factor of N, we reduce to the case where F is supported
on [—C, C]™ and has Lipschitz constant at most M N.

Let
. =1 (sin(w Xx;) 2
Then
@(&):Hmax(l—'%l,O)
i=1
We have
(FxK)@) = [, o FEKxEe x)dx,
§llo<X

and, since |f &) <|IFh <c 1, letting cx (§) := F (&)I’(}(S) gives a main term of the desired form.

It remains to show that
log X
I|F—F*Kxlloo <c MN—X )

By writing
|F(x) — (F*Kx)(x)| =

/ . (F(x)—F(y)Kx(x—y)dy|,
YER™
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one sees that it suffices to show that

log X
Izllo Kx(2) dz K¢ .
llzlloo<2C

X

But this bound follows immediately from a dyadic decomposition. O

We used Lemma B.4 extensively in the generalised von Neumann theorem argument in Section 8.

Appendix C: Rank matrix and normal form: proofs

In this appendix we prove the two quantitative statements from earlier in the paper, namely Propositions 3.1
and 4.8.

Proposition C.1. Let n be a natural number, and let S = {f1, ..., fi} be a finite set of continuous
functions fi, ..., fi : R* — R. Let

V(S)={x eR": fi(x) =0 foralli <k).

Suppose that x € R" is a point with ||x||cc < C and with dist(x, V (S)) = c, for some absolute positive
constants ¢ and C. Then, there is some f; such that | fj(x)| = Q¢ ¢, s(1).

Proof. This is nothing more than the fact that every continuous function on a compact set is bounded,
applied to the continuous function min(1/| fil, ..., 1/| fx|) and the compact set {x € R" : x| <
C, dist(x, V(S)) = c}. 0

From Proposition C.1 it is easy to deduce the existence of rank matrices, namely Proposition 3.1.

Proof of Proposition 3.1. Let k be equal to (i) and identify R™? with the space of m-by-d real matrices.
Then let fi,..., fi be the k polynomials on R”¢ that are given by the k determinants of m-by-m
submatrices of L. One then sees that Vi, (m, d) is exactly the set of common zeros of the functions f;.
This is since row rank equals column rank, and linear independence of columns in a square matrix can be
detected by the determinant.

Since we assume that || L||c < C and dist(L, Viank(m, d)) > ¢ we can fruitfully apply Proposition C.1
to deduce that there is some j for which | f;(L)| = ¢ ¢ (1). The matrix M whose determinant corresponds
to the polynomial f; is exactly the claimed rank matrix.

This settles the first part of Proposition 3.1. The second part then follows immediate by the construction
of M~! as the adjugate matrix of M divided by det M.

The third part, namely the statement about linear combinations of rows, follows quickly from the others.
Indeed, without loss of generality, assume that the rank matrix M is realised by columns 1 through m.
Then, the fact that the rows of L are linearly independent means that there are unique real numbers a; such
that Z;.”:l a;rij = v;j forall j in the range 1 < j < d. (Recall that (A;;);<m, j<a denotes the coefficients
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of L). Restricting to j in the range 1 < j < m, we observe that the g; are forced to satisfy

aj U1
= (MT)!

am Um

Since (M) oo = M7V loo = O¢,c(1), we conclude that a; = O, c,c, (1) for all i.
The final part of the proposition is to show that if dist(L, Vr‘;gf(m, d)) > c then, for each j, there exists
a rank matrix of L that does not include the j-th column. But this statement follows immediately from

the above, after having deleted the j-th column. O

We now prove Proposition 4.8 on the existence of quantitative normal form parametrisations. We
remind the reader that, in the proof, the implied constants may depend on the dimensions of the underlying
spaces, namely m and n. For the definition of the variety Vp,, which consists of all systems of linear
forms for which the partition P; is not “suitable”, the reader may consult Definition 4.4. The reader may
also find the example that follows the proof to be informative.

Proof of Proposition 4.8. Fix i, and let P; be a partition of [m]\ {i} such that dist(W, Vp,) > ¢; (such a
P; exists by the definition of ¢;-Cauchy—Schwarz complexity, i.e., by Definition 4.6). The partition P;
has s; 4+ 1 parts, for some s; at most s.

It is clear from Definition 4.6 that we may, without loss of generality, further subdivide the partition
and assume that the partition P; has exactly s + 1 parts. Call the parts C; through Cy4;.

Following Section 4 of [Green and Tao 2010a], for each k € [s + 1] there exists a vector f € R" that
witnesses the fact that dist(¥, Vp,) > 0, i.e., for which ¥; (fi) =1 but ¥;(fi) =0 for all j € Cx. Such a
vector can be found using Gaussian elimination, say. Consider the extension

Wi, wy, ..., wepr) i =V@+w fi+- -+ wepr fyr).

Then, if ¥' = (Y, ..., ¥,,), the form ¥/ (u, wy, ..., wyy1) is the only one that uses all of the wy variables.
Furthermore, wi’((), w)=w;+ - -+wsiq. Also, n’ =n-+s+1, which is at most n+m—1. So Proposition 4.8
is proved if for each k we can find such a vector fi that additionally satisfies || fx|lco = O¢,.c, (1).
Consider a fixed k, and let I" be the set of possible implementations of Gaussian elimination on the set
of forms v; U{y; : j € C;} to find a solution vector fg. If in the course of implementing these algorithms
we are given a free choice for a coordinate of f;, we set it to be equal to zero. Note that |[I'| = O(1).

Now, for each y € I, let the rational functions

Py.1 (W) Py.n(¥)
qy,l(‘l’) T Qy,n(q”)

be the n rational functions defining the claimed coefficients of f;. One may assume without loss of

generality that, for all j, we have p, ;,q, ; € Z[X1, ..., X,] with coefficients of size O(1). Now let

Qy = 1_[ y.j-

jsn
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We claim that V(I) C Vp,, where I is the ideal generated by the set of polynomials {Q, : y € I'} and
V(1) is the affine algebraic variety generated by /. Indeed, if Q, (W) =0 for all y € I then there is
no Gaussian elimination implementation that finds a solution f, and this in turn implies that P; is not
suitable for W and hence that ¥ € Vp,.

Since V(I) C Vp,, the assumptions of Proposition 4.8 imply that dist(¥, V(1)) > ¢;. Applying
Proposition C.1 to the polynomials {Q, : y € I'}, we conclude that there is some y € I' such that
|0y (W)| =, ¢, (1). Inparticular, we conclude that the solution vector f} obtained by the implementation
v has coefficients that are O, ¢, (1). This concludes the proof of Proposition 4.8. O

Let us illustrate the above proof with an example which we hope will be instructive. Consider n = 3,

ap apn ag
U= 3.
a1 dz ajs

Then the partition P; consists of the singleton {2}, and suppose one wished to construct a suitable f;

m=2,1 =1, and denote

simply by applying Gaussian elimination. Implementing the algorithm a certain way we have

ax/(aax» —apnaz)
J1= | —ax/(a11ax — azaz)
0

as a solution, in the case where a;1a2; — aj2ay; is nonzero. Of course if aj1az3 — aj3a»; is nonzero too,
we have another solution

ax3/(aras — azazn)
fi= 0

—az1/(an1axs — aizazy)

So, if one applied Gaussian elimination idly, one might end up with either of these two solutions.
Unfortunately it could be the case that dist(W, Vip,) > ¢; whilst one of these determinants, ajja22 —ai2az;
say, was nonzero yet o(1) (as the unseen variable N, on which W will ultimately depend, tends to infinity).
In this instance, applying the first implementation of the algorithm would not give a desirable solution
vector fi. For this reason we had to apply somewhat indirect arguments in order to find the appropriate
vector f7.

It is worth including a brief discussion on why these quantitative subtleties do not arise in the setting
of [Green and Tao 2010a]. Indeed, assume that W has rational coefficients of naive height at most C| and
that W ¢ Vp,. Since there are only Oc, (1) many possible choices of ¥ we immediately conclude that
dist(W, Vp,) >, 1, without needing to assume this as an extra hypothesis. Then any implementation
of Gaussian elimination succeeds in finding a suitably bounded f, since one is only ever working with
rationals of bounded height.
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Appendix D: Additional linear algebra

In this appendix, we collect together the assortment of standard linear algebra lemmas that we used at
various points throughout the paper. We also give the linear algebra argument that we used to construct
the matrix P during the proof of Lemma 5.10.

This first lemma demonstrates the intuitive fact, that if L : RY — R™ is a linear map then L : (ker L)t —
R™ has bounded inverse.

Lemma D.1. Let m, d be natural numbers, with d > m + 1, and let c, C, | be positive constants. Let
L:RY— R" bea surjective linear map, and suppose ||L| s < C and dist(L, Viank(m, d)) > c. Let K
denote ker L. Let R be a convex set contained in [—I, [". Then, if v € K+, LveR only when v € R,
where R’ is some convex region that satisfies R' C [— O, ¢ (1), OC,C(Z)]d.

Proof. We choose to prove this statement using the concept of the “rank matrix” introduced earlier.
Writing L as a m-by-d matrix with respect to the standard bases, let A; € R? denote the column vector
such that ;7 is the i-th row of L. Since dist(L, Ve (m, d)) > ¢, the vectors A; are linearly independent.
Moreover, we may extend the set {A; : i < m} by orthogonal vectors of unit length to form a basis
{A; :i <d) for R4,

We claim that for all £ € [d] we have

d
Z akidi = ey,
i=1

for some coefficients ay; satisfying |ax;| = O, (1), where e; € RY is the k-th standard basis vector.
Indeed, fix k, and note that e; = xj + yx, where xi € span(A; :i < m) and y; € span(A; :m+1<i < d).
The vectors xx and yy are orthogonal by construction, so in particular ||xk||% + || yk||% =1, and hence
1%k lloos I ¥k lloo << 1. By the third part of Proposition 3.1 applied to x; we get |ax;i| = O, c(1) when
i < m, and the orthonormality of {A; : m + 1 <i < d} implies that |a;;| = O(1) when i is in the range
m+1<i<d.

Now notice that span(X; : m+1 <i <d) is exactly equal to K. Let v € K, and suppose Lv € R. Letting
L’ be the d-by-d matrix whose rows are A; T, we have that L'v = w for some vector w satisfying ||w || <.
Premultiplying by the matrix A = (a;), we immediately get v = Aw, and hence ||v||coc = O, c (/). The
region R’ := (L~'R) N K~ is therefore bounded. R’ is clearly convex, and so the lemma is proved. [J

The second lemma concerns vectors, with integer coordinates, that lie near to a subspace.

Lemma D.2. Let h, d be natural numbers, with h < d, and let C, n be positive reals. Let & : R" — R4
be an injective linear map, with | E||lc < C. Suppose further that E(Z" =7¢NER"). Letn, F € 7°.
Suppose that

dist(n, 2(R") +7) <. (D-1)

Then, if n is small enough in terms of C, h and d, n = E(m) + F, for some unique m € 7".
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Proof. By replacing n with n — 7, we can assume without loss of generality that 7 = 0. It will also be
enough to show that n € 2 (R"), as the injectivity of E and the assumption that & 7" = 74N 2R
immediately go on to imply the existence of a unique m.

Suppose for contradiction then that n ¢ E(R"). In matrix form, Z is a d-by-h matrix with linearly
independent columns, all of whose coefficients are integers with absolute value at most C. We can extend
this matrix to a d-by-d matrix Z, with linearly independent columns, all of whose coefficients are integers
with absolute value at most C. Then (Z)~!isad -by-d matrix with rational coefficients of naive height at
most C°1), and (E)~1(E(R")) = R" x {0}¢~".

Since n ¢ E(R"), we have (E)_l(n) ¢ R" x {0}¢~". But (E)_l(n) € %Zd, for some natural number
K satisfying K = 0(C°W). Therefore

dist((E) " (m), (B) 7' @®") » 7.

Applying &, we conclude that
dist(n, E(R")) > c~°W),

which is a contradiction to (D-1) if n is small enough. O

The construction of the matrix E in the above proof also has an even more basic consequence, namely
that 2=! :im E — R” is bounded.

Lemma D.3. Let h, d be natural numbers, with h < d, and let C, n be positive reals. Suppose that
B : R" - RY is an injective linear map, with || E|ls < C. Suppose further that 2(Z") € 74 N E(RM).
Then if | E(¥)lloc < 1, we have || y]loo < C~ 0Dy

~
—~
@

Proof. Construct the matrix E as in the previous proof. Then [|(E)"(E(¥))lleo < C°M1n, by the bound
on the size of the coefficients of Z. But (E)_1 (E(y) € R? is nothing more than the vector y € R"
extended by zeros. So ||y]lec < C%My as claimed. O

Finally, we give the linear algebra argument used to construct the matrix P during the proof of
Lemma 5.10.

Lemma D.4. Let m, d be natural numbers, withd > m + 1. Let L : RY — R™ be a surjective linear
map with rational dimension u, and let ® : R™ — R" be a rational map for L. Suppose that |L|s < C
and ||®||eo < C. Equating L with its matrix, suppose that the first m columns of L form the identity

matrix. Let {ay, . .., a,) be a basis for the lattice ® L(Z?) that satisfies ||a;i|cc = Oc(1) for every i. Let
X1, ..., Xy € 7% be vectors such that, for every i, OL(x;) = a; and || xi|loo = Oc(1). Then
R™ = span(Lx; : i < u) ®ker® (D-2)

and there is an invertible linear map P : R™ — R"™ such that
P((span(Lx; :i <u))) =R*x{0}"*, Pker®)={0} x R"™*,

and both | P|leo = Oc (1) and || P~ "o = Oc(1).
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Note that both {ay, ..., a,} and xq, ..., x, € Z% exist by applying Lemma 5.7 to the map S := OL.

Proof. The expression (D-2) is immediate from the definitions, so it remains to construct P. We may
assume, since the first m columns of L form the identity matrix, that ® has integer coefficients.

As ||8]loo = Oc¢(1), we may pick a basis {y1, ..., ym—u} for ker ® in which y; € Z" and ||y;llcc =
Oc(1) for all j. Let by, ..., b, denote the standard basis of R, and define P by letting

P(in) I=bi, 1\ \ u,
(D-3)
P(yj)=bjry, 1<j<m—u,

and then extending linearly to all of R”. Clearly P ((span(Lx; :i < u))) =R* x {0}"7* and P(ker ®) =
{0} x R™“_ Tt is also immediate that || P~ "||sc = O¢c(1), since ||Lx;|loco = Oc (1) and lyjlloo = Oc(1)
for all i and j. It remains to bound || P||«. If Lx; were all vectors with integer coordinates then this
bound would be immediate as well, as then P~ would have integer coordinates and hence |det P~!| > 1
As it is, we have to proceed more slowly.

To this end, for a standard basis vector by write

u d—u
by = Z)»iin + ZM;’J’J"
i=1 j=1

It will be enough to show that |A;], | ;| = Oc(1) for all i and j. First note that, since the first m columns
of L form the identity, by € L(Z%). Also ©(by) = Y., dia;. So a =) " | Aa; is an element of
OL(Z%) that satisfies ||a||ooc = Oc(1). Since ||a;||oo = Oc (1) for every i, and {ay, ..., a,} is a basis for
the lattice ® L(Z9), this implies that |A;| = O¢(1) for every i.

So then Z?;'f pjyj is a vector in ker ® satisfying H Z?;i’ HiYj HOO = Oc¢(1). Since {y1, .-, Ym—u}
is a set of linearly independent vectors, each of which has integer coordinates with absolute value O¢ (1),
this implies that | ;| = O¢(1) for every j.

Therefore P satisfies the conclusions of the lemma. (]

Remark D.5. We note the effects of the above construction in the case when L has algebraic coefficients.
We use a rudimentary version of height: if O € Z[X] we define

H(Q) :=max(|q;| : g; a coefficient of Q)

to be the height of Q, and we say that the height of an algebraic number is the height of its minimal
polynomial. (So there are O, g (1) algebraic numbers of degree at most k and height at most H.) Then, if
in the statement of Lemma D.4 all the coefficients of L are algebraic numbers with degree at most k and
height at most H, all the coefficients of P are algebraic numbers of degree Oy (1) and height Oc¢  u(1).

Appendix E: The approximation function in the algebraic case

We use this final appendix to give the proof of relation (2-3). The following lemma makes this relation

quantitatively precise.
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Lemma E.1. Let m, d be natural numbers, with d > m + 1, and let c, C be positive constants. Let
L : R? — R™ be a surjective linear map, and suppose that the matrix of L has algebraic coefficients of
algebraic degree at most k and algebraic height at most H (see Remark D.5 for definitions). Suppose that
ILlloo < C, that dist(L, Viank(m, d)) = ¢, and that L has rational complexity at most C. Let t1, T3 be two
parameters in the range 0 < t1, 1o < 1. Then

. o1
Ap(T1, T2) >k H,c,c min(ty, T, Ky

Proof. We begin by reducing to the case when L is purely irrational. Indeed, consider Lemma 5.10
and replace L by the map L’ (expression (5-10)). By part (9) of Lemma 5.10, Ap (71, 72) K¢
Ap(Q.c(11), Qc.c(12)). Also, using Remark D.5, it follows that L’ has algebraic coefficients of algebraic
degree at most O (1) and algebraic height at most O, ¢ x. g (1). So, replacing L with L', without loss of
generality we may assume that L is purely irrational.

Suppose for contradiction that for all choices of constants ¢y and C», there exist parameters 7| and 1
such that Ay (11, 7)) < ¢y min(1y, rzcz), i.e., there exists a map o € (R™)* and a map ¢ € (Z4T such that

1

71 < lafloo <7, and

IL*o = ¢lloo < c1 min(zi, 732). (E-1)

Fix o and ¢ so that they satisfy (E-1). We will obtain a contradiction if ¢ is small enough in terms of
¢, C, k, H, and if and Cj is large enough in terms of k.

In the first part of the proof, we apply various reductions to enable us to replace « with a map that has
integer coordinates with respect to the standard dual basis of (R™)*.

Let M be a rank matrix of L (Proposition 3.1), and assume without loss of generality that M consists
of the first m columns of L. Then there exists a map 8 € (R")*, namely 8 := M*«, such that 1] <, ¢
IBlloc <e.c 7y ' and

IL*(M™")*B = glloe < 1 min(zy, 732). (E-2)

Since the first m columns of M 'L form the identity matrix, (E-2) implies that
dist(8, (Z™7) < ¢ min(zy, ©12). (E-3)

We know that ||]lcc = 2¢.c(t1). Also, considering (E-3), by perturbing 8 by a suitable element
y € (R™)* with ||y |lco < ¢1 min(7y, tzcz) we may obtain a map p € (Z)”. Combining these facts, note
how

. C
olloe = IBlloc — 1 min(ty, 7,%) ¢ T1

if ¢; is small enough, and so certainly p # 0.
From (E-2), we therefore conclude that there exists some p € (Z™)T \ {0}, satisfying || p||oo = Oc.c(ty, ! ),
such that

IL*(M~YY*p = ¢llos < c1C315° (E-4)
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where C3 is some constant that depends on ¢ and C. Referring back to (E-1), we see that we have achieved
our goal of replacing o with a map that has integer coefficients.

Expression (E-4) leads to a contradiction. Morally this follows from Liouville’s theorem on the
diophantine approximation of algebraic numbers, but we could not find exactly the statement we needed
in the literature, so we include a short argument here.

Indeed, let ¢ = (¢1 --- @4) be the representation of ¢ with respect to the standard dual basis of
(R?)* (with analogous notation for L*(M ~1y*p). Since L is assumed to be purely irrational, so is M~ 'L.
Therefore, since p : R™ — R is surjective (since it is nonzero), we may pick some coordinate i at most
d for which (L*(M~")*p); — ¢; # 0. So there are algebraic numbers Ay, ..., A, with algebraic degree
O (1) and algebraic height O, c x g (1) for which

m

0< ijpj—goi <c1C3‘L'2CZ, (E-5)
j=1
where (p; --- pp) is the representation of p with respect to the standard dual basis. Note that if ¢; is

small enough, by (E-5) and the fact that || p||cc = OC’C(‘I,’Z_I) one has |g;| = OC’C(rz_l).

Our aim will be to find a suitable polynomial Q for which Q(Z j<m AP j) = 0, and then to apply
Liouville’s original argument.

Assume without loss of generality that each A p; is nonzero. For each j at most m, let Q; € Z[X]
denote the minimal polynomial of A ; o;. Note that the degree of Q ; is O (1) (since p; € Z). By the bounds
on the degree and height of A ;, and since || p||o0 = OC,C(tz_l), we have H(Q;) = Oc,c,k,H(rz_Ok(l)).

By using the standard construction based on resultants (see [Cohen 1993, Section 4.2.1]), this implies
that there is a polynomial Q € Z[X] with degree Ok (1) such that Q(3;,, *;p;) = 0 and H(Q) =
Oc.cxn(ty ).

Now, it could be that ¢; is a root of Q. If this is the case, we use the factor theorem and Gauss’ lemma to
replace Q by the integer-coefficient polynomial Q - (X — ¢;)~!. In this case, H(Q - (X — ;)™ ") Le.CkH
(p; + 1)0"(1)1'2_0"(1). By repeating this process as necessary, since |g;| = O..c(r; ') we may assume
therefore that ¢; is not a root of Q.

This immediately implies a bound on the derivative of Q, namely that, for any 6,

10'O) Lecan; FV DT 09

0<a<Ok(1)

But then the mean value theorem implies that for some 6 in the interval [Z iAhjag, (pi] one has

m

—ou(l)_C
Z?»jpj —fpi' L 0k H €1C3T, K )Tg %
j=1

<10'0)|

1< 10| = 'Q(Z x,,-p,-) — 0(¢1)
j=1

If C, is large enough in terms of k, this implies that ¢; = Q. ¢ . x (1), which is a contradiction if ¢ is
small enough. Therefore the lemma holds. O
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Modular invariants for real quadratic fields
and Kloosterman sums

Nickolas Andersen and William D. Duke

We investigate the asymptotic distribution of integrals of the j-function that are associated to ideal classes
in a real quadratic field. To estimate the error term in our asymptotic formula, we prove a bound for sums
of Kloosterman sums of half-integral weight that is uniform in every parameter. To establish this estimate
we prove a variant of Kuznetsov’s formula where the spectral data is restricted to half-integral weight
forms in the Kohnen plus space, and we apply Young’s hybrid subconvexity estimates for twisted modular
L-functions.

1. Introduction

The relationship between modular forms and quadratic fields is exceedingly rich. For instance, the Hilbert
class field of an imaginary quadratic field may be generated by adjoining to the quadratic field a special
value of the modular j-function. The connection between class fields of real quadratic fields and invariants
of the modular group is much less understood, although there has been striking progress lately by Darmon
and Vonk [2017]. Our aim in this paper is to study the asymptotic behavior of certain integrals of the
modular j-function that are associated to ideal classes in a real quadratic field. Before turning to this, it is
useful to make some definitions and to recall the corresponding problem in the imaginary quadratic case.

Let K be the quadratic field of discriminant d and let Cl;iIr denote the narrow class group of [K. Let
h(d) = #Cl;r denote the class number. If d < O then each ideal class A € Cl;,r contains exactly one
fractional ideal of the form z4Z + Z, where

—b+i/|d|
A= —7T"
2a
for some relatively prime integers a, b, ¢ with a > 0 and b? —4ac =d, and where 74 is in the fundamental
domain
f::{ze’H:—%<Rez§%,|z|zl}

for the action of the modular group I'j = PSL,(Z). Such z4 are called reduced. A beautiful result
from the theory of complex multiplication states that the values ji(z4), as A runs over ideal classes of
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discriminant d, are conjugate algebraic integers. Here j; = j — 744 is the normalized modular j-invariant
Ji(2) =g~ +196 884 +21493760¢> + - - - ,

where g = e(z) = > It follows that the trace

. 1 .
Tra(j) = o= > ji(za), (1-1)
AeCIf

where w_3 = 3, w_4 = 2, and wy; = 1 otherwise, is a rational integer. For example,
Tr3(j1) = =248, Tr4(j1) =492, Tr7(ji) =—4119, Tr_g(j1) =7256.

It is natural to ask how these values are distributed as |d| — oo. As a first approximation, it is not too
hard to show that Try(j;) ~ (—1)¢ exp(r /]d]) for large d, but in fact much more is known. In [Bruinier
et al. 2006] it was observed, and in [Duke 2006] the second author proved, that

Tra(j1) — ), e(—z4) ~ —24h(d) (1-2)
Imzs>1

’

as d — —oo through fundamental discriminants. The value —24 is a suitably defined “average of j;’
over the fundamental domain F; see [Duke 2006].

Now suppose that [K is a real quadratic field, i.e., d > 0. Each ideal class A € Cl; contains a fractional
ideal of the form wZ 4 Z € A where w € K is such that

O<w’ <1l<w,

where o is the nontrivial Galois automorphism of K. Such w are called reduced (in the sense of [Zagier
1975]); unlike in the imaginary quadratic case, a given ideal class may have many reduced representatives.
Let S,, be the oriented hyperbolic geodesic in H from w to w?, and let C4 be the closed geodesic obtained
by projecting S, to I'1\H. The choice of reduced w does not affect C4. One can view C4 in H as the
geodesic from some point zp on S, to ¥y, (z0), Where y,, is the hyperbolic element which generates the
stabilizer of w in I'y. It is well-known that

length(C4) = 2log &g,

where ¢4 is the fundamental unit of K.
A real quadratic analogue of the trace (1-1) is the sum of integrals

Tra(j) = Y. / il (1-3)
AeCI} Ca Y

and one might ask how these invariants are distributed as the discriminant d varies. Numerically, we have

Trs(j1) &~ —11.5417, Trs(ji) &~ —19.1374, Tri3(ji) &~ —23.4094, Tr7(ji) &~ —43.9449.
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Note that these values are quite small even though j; grows exponentially in the cusp. It was conjectured
in [Duke et al. 2011] that

Try(j1) ~ —24-2logey h(d) (1-4)

as d — oo through fundamental discriminants. This was proved independently in [Duke et al. 2012] (for
odd fundamental discriminants, with a power-saving of d~!/3323) and in [Masri 2012] (for all fundamental
discriminants, with a power-saving of d~!/400),

The real quadratic invariants Tr;(j;) were first studied in [Duke et al. 2011] in the context of harmonic
Maass forms (nonholomorphic modular forms which are annihilated by the hyperbolic Laplacian). There
is a family of harmonic Maass forms { f,7} of weight %, indexed by positive discriminants d’, whose
Fourier coefficients can be written in terms of the sums (1-3) twisted by genus characters. For each
factorization D = dd’ of the fundamental discriminant D into fundamental discriminants d, d’, there is a

real character x4 = xa of Cl}] called a genus character. The d-th Fourier coefficient of f; is given by

. . d
TiaG= 3 x| 5@l
AeCl Ca

In particular, the d-th Fourier coefficient of f; is Trz(j;). The remaining non-square-indexed coefficients
can be described in terms of Try 4 (j,) for m > 1, where j, is the unique modular function in C[]
of the form j,, = ¢~ + O(g). Our first result concerns the asymptotic distribution of the values of
Try 4 (jm) as any of the parameters d, d’, m tends to infinity. We define §; = 1 and 8, = 0 otherwise, and
os(n) = Zan £ for any s € C.

Theorem 1.1. For each positive fundamental discriminant D, let d be any positive fundamental discrimi-
nant dividing D. Then for each m > 1 we have

3 xaa) / jm(z)ldy—zl = —24584010m) - 2h(D) logep + O(m** DY mDY). (1)
AeCl}, Ca

Remarks. In the case d = 1, the power-saving of D~!/34

in Theorem 1.1 improves on the results of
[Masri 2012; Duke et al. 2012]. The generalizations to d > 1 and m > 1 are new, and the latter confirms
the observation in [Duke et al. 2011] that Trp (j,;,) ~ —2401(m) - 2logeph(D) as m — o0.

When D = dd’ is a factorization of D into negative fundamental discriminants, the left-hand side
of (1-5) is identically zero. To see this, let J denote the class of the different (v/D) of K. The closed
geodesic associated to JA™! has the same image in I'|\'H{ as C4 but with the opposite orientation. Since

xa(J) = sgnd, the left-hand side of (1-5) is forced to vanish whenever d < 0.

In order to give a better geometric interpretation when D = dd’ where d and d’ are negative, Imamoglu,
Téth, and the second author [Duke et al. 2016] recently defined a new invariant 74, which is a finite area
hyperbolic surface with boundary C4. We briefly describe the construction of Fy4; see [Duke et al. 2016]
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for details. Let w be one of the reduced quadratic irrationalities associated to A, and let y,, € I'1 be the
hyperbolic element that fixes w and w°. Then y,, can be written as

Yo =TMISTMST™S ... TS (1-6)

for some integers n; > 2, where T = i((l) }) and S = i((l) _01) are generators of I'y. The cycle (ny, ...ny)
is the period of the minus continued fraction of w, and £ is the number of distinct reduced representatives
of A. Let S := T+ -+ g7 —(m++m) an(d define

Ca:=(S1,..., S, TmH+noy,

This group is an infinite-index (i.e., thin) subgroup of I';. Let N4 be the Nielsen region of I'4: the
smallest nonempty I" 4-invariant open convex subset of 4. Then the surface F is defined as '\ Na. A
different choice of reduced w representing A yields a subgroup of I'; conjugate to I'4 by a translation, so
the surface F, is uniquely defined by A; see Theorem 1 of [Duke et al. 2016]. In that theorem we also
find that the area of F4 is w £, with £ as in (1-6).

Our second result concerns the distribution of sums of the integrals of j,, over the surfaces F4 as the
discriminant varies. The functions j,, grow exponentially in the cusp, so we regularize the integrals as
follows. Foreach Y > 1, let F4 y = F4 N{z:Imz < Y}. We define

. dxdy . . dxdy
Jm(2) = lim Jm(2) .
/.FA y2 Y—o0 Fay yZ

(1-7)

These real quadratic invariants are asymptotically related to products of class numbers of imaginary
quadratic fields.

Theorem 1.2. For each positive fundamental discriminant D, let D = dd’ be any factorization into
negative fundamental discriminants. Then for each m > 1 we have

2 h(d)h(d'
1 > " xa(A) jm(z)dxfy — 240, (m)w +
4 AcCl; Fa Y waWg

D

o(m*° DB (mD)*).  (1-8)

Remark. When D = dd’ is a factorization into positive discriminants, the left-hand side of (1-8) is
identically zero because A — JA ™! reverses the orientation of the surface Fj.

An interesting special case occurs when D = 4p where p = 3 (mod 4) is a prime. In this case the
identity class I = I, is not equivalent to the class of the different J = J,. The Cohen-Lenstra heuristics
predict that approximately 75% of such fields have wide class number one, which would imply that the
classes containing / and J are the only ideal classes. If this is the case, then there is a sequence of primes
p =3 (mod 4) for which
[ h@® ~ amhpy and [ i@~ 2mhcp.

Fi y FJ y

r p

The method used in [Duke 2006] to prove (1-2) and in [Masri 2012] to prove (1-4) involves the
equidistribution of CM points and closed geodesics originally developed in [Duke 1988]. By contrast,
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here we employ a relation between the invariants in (1-5) and (1-8) and sums of Kloosterman sums; see
Section 2. We then estimate the sums of Kloosterman sums directly via a Kuznetsov-type formula.

The Kloosterman sums in question are those which appear in the Fourier coefficients of Poincaré
series of half-integral weight in the Kohnen plus space. In weight k = A + %, the plus space consists of
holomorphic or Maass cusp forms whose Fourier coefficients are supported on exponents n such that
(—=1)*n =0, 1 (mod 4). For integers m, n satisfying the plus space condition and ¢ a positive integer
divisible by 4 we define

stonno=e() T (L) [y L 0o

mod ¢

where dd =1 (mod ¢) and &5 = 1 or i according to d = 1 or 3 (mod 4), respectively. The Kloosterman
sums (1-9) are real-valued and satisfy the relation

SF(m,n,c)=S8"(-m, —n,c). (1-10)

We prove a strong uniform bound for these sums which is of independent interest. We remark that similar
(but weaker) estimates are hiding in the background of the methods of [Duke 2006; Masri 2012].

Theorem 1.3. Let k = :I:% =i+ % Suppose that m, n are positive integers such that (—1)*m = v>d’ and
(—D)*n = w?d, where d, d’ are fundamental discriminants not both equal to 1. Then

+
3 w < (x84 (dd")° (ww) ) (mnx)*. (1-11)
4lc<x

Friedlander, Iwaniec, and the second author [Duke et al. 2012] proved an analogous estimate for

—1/1330

smoothed sums of Kloosterman sums on I'g(4g) with a power saving of n when n is squarefree.

Individually, the Kloosterman sums satisfy the Weil-type bound
IS¢ (m. n. ©)] < 200(c) ged(m, n, ¢)' Ve, (1-12)

(see, e.g., Lemma 6.1 of [Duke et al. 2012]) so the sum in (1-11) is trivially bounded above by (mnx)®/x.
Theorem 1.3 should be compared with the bound of [Sarnak and Tsimerman 2009] for the ordinary integral
weight Kloosterman sums S(m, n, ¢) which improves on the pivotal result of [Kuznetsov 1980]. The main
result of [Sarnak and Tsimerman 2009] is unconditional and depends on progress toward the Ramanujan
conjecture for Maass cusp forms of weight 0. Assuming that conjecture, their theorem states that

30 2O (x5 () ) G

C
c<x

Our method also yields an exponent of % for dd’ in (1-11) if we assume the Lindelof hypothesis for
L(%, X) and L(%, fx X), where x is a quadratic Dirichlet character and f is an integral weight cusp
form (holomorphic or Maass). Via the correspondence of Waldspurger, the Lindel6f hypothesis for all
such L(% fx X) is equivalent to the Ramanujan conjecture for half-integral weight forms.
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Recently Ahlgren and the first author used a similar approach to study the half-integral weight
Kloosterman sums associated to the multiplier system for the Dedekind eta function. This was used in
[Ahlgren and Andersen 2018] to improve the error bounds of [Lehmer 1939; Folsom and Masri 2010] for
the classical formula of Hardy, Ramanujan, and Rademacher for the partition function p(n). In particular,
it was shown that the discrepancy between p(n) and the first O(y/n) terms in the formula is at most
O (n~(1/2-(1/168)+ey

The proof of Theorem 1.3 hinges on a version of Kuznetsov’s formula which relates the Kloosterman
sums (1-9) to the coefficients of holomorphic cusp forms, Maass cusp forms, and Eisenstein series of half-
integral weight in the plus space. One advantage of the plus space is that the Waldspurger correspondence
is completely explicit on that space via [Kohnen and Zagier 1981; Baruch and Mao 2010]; knowledge of
the exact proportionality constant in the Waldspurger correspondence is crucial for us. Here we briefly
define the relevant quantities and state a special case of our version of the Kuznetsov formula. Let H,‘:
(resp. V,j ) denote an orthonormal Hecke basis for the plus space of holomorphic (resp. Maass) cusp
forms of weight k for I'g(4). For each g € ’;’-[,"cIr (resp. u; € V,j ) let pg (n) (resp. p;(n)) denote the suitably
normalized n-th Fourier coefficient of g (resp. u;). For each j, let A; = % + rjz denote the Laplace
eigenvalue of u ;. The full statement with detailed definitions appears in Section 5 below.

Theorem 1.4. Let k = :I:% =i+ % Suppose that m, n are positive integers such that (—1)*m and (—1)"n
are fundamental discriminants. Suppose that ¢ : [0, 00) — R is a smooth test function which satisfies (5-1),
and let ¢ and @ denote the integral transforms in (5-2)—(5-3). Then

C

Z S,:r(m,n,c)w(mn/mn)
4lc>0 ¢
—oymm Y AW G 3 S (e —)FOT®) Y pgmipg(n)

coshrmr; 2
uj €V / =k mod 2 et

o0 ir  L(=2ir, x_1ypm)L(3 +2ir, x(_ 1y
+/ (g) (3 = 2ir xc1ym)L(3 +2” X(=1yn) S0 dr. (1-13)
2coshrr|D(3(k+ 1) +ir)|71¢(1 +4ir) |2

—oo NI

Remark. This version of the Kuznetsov formula for Maass forms in the plus space for ['g(4) with
weight :I:% is precisely analogous to the original version of Kuznetsov’s formula for the full modular
group. To prove it we apply Bird’s idea [2000] of taking a linear combination of Proskurin’s Kuznetsov-
type formula evaluated at various cusp-pairs in order to project the holomorphic and Maass cusp forms
into the plus space. The main technical complication arises from the sum of Eisenstein series terms from
Proskurin’s formula, which we show simplifies to the integral of Dirichlet L-functions in (1-13). The
simplicity of that integral is reminiscent of the corresponding term in Kuznetsov’s original formula [1980,
Theorem 2] for the ordinary weight 0 Kloosterman sums; in that formula, the Eisenstein term is

1 /O" (ﬁ)l‘r O'Zir(m)o'—.Zir(n) 50y dr.
b m [£(1+2ir)|?

—00
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Note that if k = 0 then coshrr|T'(L(k + 1) +ir)|* = 7.

The most crucial input in the proof of Theorem 1.3 is Young’s Weyl-type hybrid subconvexity esti-
mates [2017] for L(%, fx Xd) and L(%, Xd) which improve on the groundbreaking results of Conrey
and Iwaniec [2000]. Young proved that

S L f % xa) < k)t (1-14)
f

for odd fundamental discriminants d, where the sum is over all holomorphic newforms of weight k and
level dividing d. In the Appendix we sketch the details required to generalize Young’s result to twists
by x4 for even fundamental discriminants d, where the sum is over f of level dividing the squarefree
part of d. The uniformity of Young’s result in both the level and weight directly influences the quality
of the exponents in (1-11). There are corresponding results in [ Young 2017] for twisted L-functions of
Maass cusp forms and Dirichlet L-functions which we also use in the proof of Theorem 1.3.

Remark. The condition in (1-14) (and our extension in the Appendix) that f have level dividing the
squarefree part of d (which is odd unless d = 4qg with ¢ =2 (mod 4)) is why we require a Kuznetsov
formula that involves only coefficients of cusp forms in the plus space. Under the Shimura correspondence,
the plus spaces of half-integral weight forms on I'¢(4) are isomorphic as Hecke modules to spaces of
weight O cusp forms on I'g(1), whereas the full spaces on I'g(4) lift to I'(2).

The paper is organized as follows. In Section 2 we use the formulas of [Duke et al. 2016] to relate
the geometric invariants to sums of Kloosterman sums, and we apply Theorem 1.3 to prove Theorems 1.1
and 1.2. The remainder of the paper is dedicated to the proof of Theorem 1.3. In Section 3 we give some
background on the spectrum of the hyperbolic Laplacian in half-integral weight. In Section 4 we prove
general estimates for the mean square of Fourier coefficients of Maass cusp forms of half-integral weight
with arbitrary multiplier system. We prove Theorem 1.4 in Section 5 and Theorem 1.3 in Section 6. Finally,
the Appendix contains a sketch of the proof of Young’s subconvexity result extended to even discriminants.

2. Geometric invariants and Kloosterman sums

In this section we relate the real quadratic invariants to Kloosterman sums and show how Theorems 1.1
and 1.2 follow from Theorem 1.3. Actually, we will prove more general forms of the main theorems
which allow for nonfundamental discriminants. It is convenient to use binary quadratic forms

O(x,y) =la, b, c] = ax* + bxy +cy?

in place of ideal classes, as this point of view makes the generalization to arbitrary discriminants
straightforward. A discriminant is any integer D =0, 1 (mod 4). A discriminant D is fundamental if it
is either odd and squarefree or if D /4 is squarefree and congruent to 2, 3 (mod 4). Fix a discriminant
D > 1 and a factorization D = dd’ into positive or negative discriminants d, d’ such that d is fundamental.
Let Qp be the set of all integral binary quadratic forms [a, b, c] with discriminant b> — 4ac = D. The
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modular group I'; acts on Qp in the usual way. When D is fundamental all forms in Qp are primitive
(i.e., gcd(a, b, c) = 1) and there is a simple correspondence between I'{\Qp and CIJ[, via
—b++/D

2a

assuming [a, b, c] is chosen in its class to have a > 0. If D is fundamental and if Q corresponds to A

[a,b,c]— wZ+ 7, where w= 2-1)

via (2-1) then we define Cgp :=C4 and Fp := F4. We extend this to arbitrary discriminants via Csg :=Cp
and Fsp := Fp. There is a generalized genus character x; on I'1\Qp (see [Gross et al. 1987, 1.2])
associated to the factorization D = dd’ defined by

‘—’) if (a, b, c,d) =1 and Q represents 1 and (d, n) = 1,

%a(Q) = (;
0 if (a,b,c,d) > 1.
If D is fundamental then x; = . is the usual genus character, and there is exactly one such character
for each such factorization.
Recall the integral (1-7). There is an equivalent, and often useful, regularization which does not involve
a limit, which we describe here. Following [Duke et al. 2018], for z, T € H we define

./
T
K(oy= — 0
J (@)= j(7)
where ;' := (1/(2mi))(dj/dz). This function transforms on I'; with weight 0 in z and weight 2 in 7. For
each indefinite quadratic form Q define

vo(z) = K(z,t)dr.
Co
As explained in [Duke et al. 2018], for z ¢ C the value of vp(z) is an integer which counts with signs

the number of crossings that a path from i oo to z in F makes with Cp. Furthermore, vo(z) is I'j-invariant
and is identically zero for Im z sufficiently large. It follows that the integral

/ Jn(@o(e) L
F y

converges, and it is not difficult to show that this regularization agrees with (1-7).

The following theorem generalizes Theorems 1.1 and 1.2 to more general discriminants.

Theorem 2.1. For each positive nonsquare discriminant D, let D = dd’' be any factorization into

discriminants such that d is fundamental. Let m be any positive integer. If d is positive, we have
. d
Y @ | i@ = 245, 610m) - 20(D) logep + O (m¥° D' m D)),
Qer\Qp Co Y
while if d is negative, we have

h(d)h(d’)
wqawq’

dxfy = —240,(m)

1 .
= X 0@ [ horee®

Qel''\@p

+ 0(m8/9D13/27(mD)£).
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To deduce Theorem 2.1 from Theorem 1.3 we require several results from [Duke et al. 2016, §8-9],
which we borrow from freely here. For m > 0, let F_,,(z, s) denote the index —m nonholomorphic
Poincaré series and let
2rm! = op5_1 (m)

Jm(z,8) = 271m1/2F_m(z, s) — -
Jr_(‘“ri)r‘(s + %)C(ZS -1

Fo(z,s).

For m > 1 the Fourier expansion of F_,,(z, s) shows that it has an analytic continuation to Re(s) > %.
In particular, F_,,(z, 1) is holomorphic as a function of z. Furthermore, Fy(z, s) is the nonholomorphic
Eisenstein series of weight %, and we have

1—
lim — 2 o1 m) e 4oy (),
=1 =6 (s 4+ De@s — 1)

A computation then shows that j, (z) = j,(z, 1) for m > 1; see [Duke et al. 2011, (4.11)].
Since the length of Cy is 2log ¢p for every O € Qp, we have

Xa(Q) / =2logep Y xa(Q)=284h(D)logep.
Q€F1\QD Qel1\Qp

By Corollary 4 of [Duke et al. 2018], we have (note that w; = 2w, in that paper)
1 dxd h(d)h(d'
—Zxd(@/v()” (D)

4 ocvon W)
So to prove Theorem 2.1 it suffices to show that
NZED SRR Ae) / Fone DML ¥ D (2-2)
Qel'\@p
and
S Z xd(Q)/ Fom(z, Dug(e) 24y xdy < m¥? D27 (4 DE (2-3)
Qell\Qp

We will prove (2-2)—(2-3) by relating the integrals of F_,,(z, 1) to the quadratic Weyl sums

no= (5 2])),

b mod ¢
b*=D mod ¢

Here we are still assuming that D = dd’ with d fundamental. Note that 7, (d’, d; ¢) = S,,(d’, d; ¢) in the
notation of [Duke et al. 2016]; we have changed the notation here to avoid confusion with the Kloosterman

sums. The Weyl sums are related to the plus space Kloosterman sums via Kohnen’s identity

Tud.dic)= Y (%)\/2»?”5;2(1, "%zd; %) (2-4)

n|(m,c/4)
see Lemma 8 of [Duke et al. 2016]. The Weil bound (1-12) for Kloosterman sums shows that

Tn(d.d'; ) < ged(d', m*d, ¢)'/*c".
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A direct corollary of Theorem 1.3 is the following bound for the Weyl sums.

Theorem 2.2. Suppose that D = dd' is a positive nonsquare discriminant and that d is a fundamental
discriminant. Then for any m > 1 we have

T,d,d;
> % < (x"+ D¥Om' ) (mDx)*. (2-5)
C

4le<x

Proof. When d,d’ are positive this is immediate from (2-4) and the k = % case of Theorem 1.3.

When d, d’ are negative we apply (1-10) after (2-4). Then the estimate (2-5) follows from the k = —%

case of Theorem 1.3. O
We are now ready to prove (2-2)—(2-3).

Proof of (2-2). Let J,(x) denote the J-Bessel function

x2k+v

_ _ 1k _
h(h)—é( D o D" (2-6)

By Lemma 4 of [Duke et al. 2016] we have

Y (@) Foesyldal — 2s_ll“( 5)° Pl Y T, d:c) | 5 <4nmf) 2-7)
QelM\Qp Co Y I'(s) 0<c=0(4) Ve :

for Re(s) > 1. By (2-6) we find that J,(1/x) < x~" and [J,(1/x)] < x~"~ las x — oo uniformly for
€ [3.1]. Leta =47m+/D and let N > a. Suppose that s € [1, 3]. Then by partial summation and
Theorem 2.2 we have

Z Tn(d', d; C)J <4nm\/5>
4|c>=N JE o ¢

D=

= im S04 (£) =503y () = [ 502y (§) ar o=t

where S(x) denotes the partial sum on the left-hand side of (2-5). It follows that the sum on the right-hand
side of (2-7) converges uniformly for s € [ ] Since J 1 (x) = /2/mx sinx we conclude that

VI3 @ | P n= 3 T dseysin( D). o

Qel'\Qp 0<c=0(4)

We split the sum at ¢ = A with A <« m+/D. Estimating the initial segment ¢ < A trivially, we obtain

()<

Z T,.(d', d; c)sin < A(mDA). (2-9)

c<A
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Then by partial summation we have

> Tn(d ds ) S%@) =—S(A)VA sin<—4”n2‘/5) _ f“ S(Z)(\/; Sin<4nn;ﬁ>)/dt,
A

c>A

where S(x) denotes the partial sum on the left-hand side of (2-5). Since

(«/; sin<4ﬂn;\/5>>/ < mt;{zﬁ,

we conclude that

Z T (d', d; c) sin(@) & (mD'?ATP 4 m* DB AT D A)®. (2-10)

c>A

Letting A = m“D”, we choose a = g and b = % to balance the exponents in (2-9) and (2-10). This,
together with (2-8), yields (2-2). O

Proof of (2-3). Define Fy := FN{z:Imz < Y}. Let Q € Qp, and let Y be sufficiently large so that
vo(z) =0 for Imz > Y and so that the image of C¢ in F is contained in Fy. Then for Res > 1 we have

/F_m(z $)vo(2) xdy ./c / F_,(z,8)K(7, z)dXdy dt.
o Y Fy

The function F_,,(z, s) satisfies the relation
NoF_(z,8) = —4y*0:0. F_p(2,8) = s(1 =) F_ (2, );

see Section 8 of [Duke et al. 2016]. So by the proof of Lemma 1 of [Duke et al. 2018] (essentially an
application of Stokes’ theorem), we find that

s(l=s) F_,(z,8)K (T, z)dxd

3 . =00 F_,,(7,s).

It follows that
s(l s)

/F_m(z $)vo(2) xdy /(; i0, F_,(z,s)dz.
0

Differentiating with respect to s and setting s = 1 we conclude that

xdy

/ F_im(z, Dvo(2)

= 20, / i0. F_pn(z, ) dz
Co §=

By Lemma 5 of [Duke et al. 2016] we have

=

T(As+1)° ', d;
Z Xd(Q)/ iBZF_m(Z,s)dzzzs—z—(ZS-'_ ) D Z Tn(d’, d; C)Js_2<4”’"‘/_).
0el\Qp Co (5) 0<c=0(4) Ve
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A straightforward computation involving (2-6) shows that, uniformly for s € [1, %], we have

1 2
o[ Do)

o) Js_é(x)] < x"2|logx| as x— 0.

Thus, an argument involving partial summation, as in the proof of (2-2), shows that we are justified in
setting s = 1, and we obtain

VI Y @ [ Pt tnor P =2 3 o ds o) (22D,

QelM@p Y 0<c=0(4)

where
f(x) :=Ci(2x) sin(x) — Si(2x) cos(x) + log(2) sin(x)

and Ci, Si are the cosine and sine integrals, respectively. The remainder of the proof is quite similar to

the proof of (2-2) because we have

f(x) < min{l, x[logx|} and (ﬂf(@)) < mtSD(sz)S.

We omit the details. O

3. Background

In this section we recall several facts about automorphic functions which transform according to multiplier
systems of half-integral weight &, and the spectrum of the hyperbolic Laplacian Ay in this setting. For
more details see [Duke et al. 2002; Sarnak 1984; Proskurin 2003; Ahlgren and Andersen 2018] along
with the original papers of Maass [1949; 1952], Roelcke [1966], and Selberg [1956; 1965].

Let I' =T'g(N) for some N > 1, and let k be a real number. We say that v: ' — C* is a multiplier
system of weight k if

@ vl=1,
(i) v(—I)=e"* and
(iii) v(y1y2) = wyt, y2)v(y)v(y2) forall yy, y» € I', where

wyi, v2) = j (2, 05 (n, o iy, 275,
and j (y, z) is the automorphy factor

i(y,2) = |z§izl — ¢ arg(cz-i—d).
If v is a multiplier system of weight k, then v is a multiplier system of weight —k.

The group SL;(R) acts on H via (Z Z)z = (az +b)/(cz+ d). The cusps of I' are those points in
the extended upper half-plane H* which are fixed by parabolic elements of I". Given a cusp a of I let
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[y :={y €' : ya = a} denote its stabilizer in I', and let o, denote any element of SL,(R) satisfying
o000 =aand o, 1404 = I'so. Define ko = ky.q by the conditions

v<oa((1) i)oa_]):e(—/ca) and 0<k, <.

We say that a is singular with respect to v if v is trivial on Iy, that is, if «,, = 0. Note that if «,, 4 > 0 then
Kia=1—Kyaq.

We are primarily interested in the multiplier system vy of weight % (and its conjugate vy = v, Uof
weight —1) on ['g(4) defined by

0(yz) =vg(y)vez+d0(2),

where

0(z) := Ze(nzz).

neZ

()G

where () is the extension of the Kronecker symbol given in [Shimura 1973], for example, and

Explicitly, we have

. _<_1)%_ 1 ifd=1 (mod4),
4= “li ifd=3 (mod4).

d
For y € SL,(R) we define the weight k slash operator by
fly =ir.27"f(ra).

The weight k& hyperbolic Laplacian

A 5 9? N 32 _—
= —_— — | —1 J—
=Y G2 dy? rr

commutes with the weight k slash operator for every y € SL,(R). A real analytic function f : H — C s
an eigenfunction of Ay with eigenvalue A if

Acf+Arf=0. (3-1)
If f satisfies (3-1) then for notational convenience we write
A=1+r7

and we refer to r as the spectral parameter of f.
A function f : H — C is automorphic of weight k and multiplier v for I' if

fly=vs forall y eT.
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Let Ax (N, v) denote the space of all such functions. A smooth automorphic function which is also
an eigenfunction of Ay and which has at most polynomial growth at the cusps of I" is called a Maass
form. We let Ax (N, v, r) denote the vector space of Maass forms with spectral parameter r. Complex

conjugation f — f gives a bijection Ay (N, v, r) <— A_(N,v,r).
If f e Ai(n,v,r), then f|k0a satisfies

(f],00) @+ 1D = e(—ka) (f|,0) ).

For n € Z define

Hq =N — Kq.
Then f has a Fourier expansion at the cusp a of the form

1 . 1 .
(f1,00@ = p1a@y*" + 0 @2+ Y pralWIWig iy iy @ Inal)enax),
nqa#0

where W, ,(y) is the W-Whittaker function. When the weight is 0, many authors normalize the Fourier
coefficients so that p,q(n) is the coefficient of ,/y K;, (27 |nq|y), where K, (y) is the K-Bessel function.
Using the relation

Wo,u(y) = Al Ku(y/2),

N

we see that this has the effect of multiplying o q(n) by 2|n,| 172,

Let £, (v) denote the L2-space of automorphic functions with respect to the Petersson inner product

_dxdy

(fig)=| [f@e@dun,  dp:=""35>,

M\H y

and let £ (v, A) denote the A-eigenspace. The spectrum of Ay is real and contained in [Lo(k), 00), where
ro(k) = %lkl(l — %|k| ) The minimal eigenvalue Ag(k) occurs if and only if there is a holomorphic
modular form F of weight |k| and multiplier v, in which case

yI2F@)  ifk>0,

Jo(z) = {y—k/Z F(Z) if k <0,

is the corresponding eigenfunction. When k = :I:% and v = vezk, the eigenspace L',k(v, %) is one-
dimensional, spanned by y#6/(z) if k =  and y~#0(2) if k = —1.

The spectrum of Ay on L (v) consists of an absolutely continuous spectrum of multiplicity equal to
the number of singular cusps, and a discrete spectrum of finite multiplicity. The Eisenstein series, of
which there is one for each singular cusp a, give rise to the continuous spectrum, which is bounded below
by le' Let a be a singular cusp. The Eisenstein series for the cusp a is defined by

Eq(z.5):= Y (p)w(oy " y)jloyy. 2 Im(o, y2)".
v€la\l'so
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If b is any cusp, the Fourier expansion for E, at the cusp b is given by

J (@6, ) Ea(z,8) = 8az6Y" +8¢,=00a0 (0. )y + D bap (1, Wiy gu 51 (4 |6]y)e(np),
np#0

where
e(_%k)ns|n|s_l Z Sab(Ov n,c, U)
I(s+ %k sgn(n)) cecmn) c2s

Gap(n, 5) = (3-2)
e(—3k)m4! =T @2s — 1) Z Sa6(0,0, ¢, v) G0
PabV, Y, ¢, V) b =0.

F(s + %k)f'(s — %k) %

if ny £ 0,

ceC(a,b)

Here C(a, b) = {c >0: (j :) € aa_l Fab} is the set of allowed moduli and S, (2, 1, ¢, v) is the Kloosterman
sum (defined for any cusp pair ab)

= ; Mad + nod :
Sap(m, n, ¢, v) := > vab<y)e( ; ) (3-3)

ab _
y=(% 7)€Tsc\0a ' Tou/ Too

where

—1
w(0ay oy, 0b)

vap (¥) = v(oayoy ") Y

The coefficients ¢qp(n, s) can be meromorphically continued to the entire s-plane and, in particular, are
well-defined on the line Re(s) = % In Section 5 we will evaluate certain linear combinations of the
coefficients ¢qp (n, % +i r) in terms of Dirichlet L-functions in the cases k = j:% and v = vgk.

Let Vi (v) denote the orthogonal complement in £;(v) of the space generated by Eisenstein series.
The spectrum of Ay on Vi (v) is countable and of finite multiplicity. The exceptional eigenvalues are
those which lie in (ko k), i) (conjecturally, the set of exceptional eigenvalues is empty). The subspace
Vi (v) consists of functions f which decay exponentially at every cusp; equivalently, the zeroth Fourier
coefficient of f at each singular cusp vanishes. Eigenfunctions of Ay in Vi (v) are called Maass cusp forms.

Let { f;} be an orthonormal basis of Vi (v), and for each j let A ; = %—l—rjz. denote the Laplace eigenvalue
and {p; «(n)} the Fourier coefficients. Weyl’s law describes the distribution of the spectral parameters r;.

Theorem 2.28 of [Hejhal 1983] shows that

/

T
Z 1—L gi(14—z‘t)dt=sz—ﬁTlogT—FO(T),
A |, o \2 4 T

OfrjfT
where ¢(s) and K¢ are the determinant (see [Hejhal 1983, p. 298]) and dimension (see [Hejhal 1983,
p. 281]), respectively, of the scattering matrix @ (s) whose entries are given in terms of constant terms of
Eisenstein series.
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4. An estimate for coefficients of Maass cusp forms

In this section we prove a general theorem which applies to the Fourier coefficients at the cusp a of
weight j:% Maass cusp forms with multiplier v for I' = I'g(N). We assume that the bound

Saa(n,n,c,v
Z|aa(61—+ﬂ)|<<u n® 4-1)

c>0

holds for some B = 8,4 € (%, 1). A similar estimate was proved in [Ahlgren and Andersen 2018,
Theorem 3.1], but the following theorem improves the bound in the x-aspect when k = % The proof
given here is also considerably shorter.

Theorem 4.1. Suppose that k = :I:% and that v is a multiplier system of weight k which satisfies (4-1).
Fix an orthonormal basis of cusp forms {u;} for Vi (v). For each j, let p; o(n) denote the n-th Fourier

coefficient of uj at a and let r; denote the spectral parameter. Then for all n > 1 we have
na Y 1pjamPe™ < x K (x4 nfrex 1P logh x).
X<r;j<2x

We begin with an auxiliary version of Kuznetsov’s formula [1980, §5] which is Lemma 3 of [Proskurin
2003] with m = n, t — 2t, and 0 = 1; see [Ahlgren and Andersen 2018, Section 3] for justification of
the latter. While Proskurin assumed that £ > 0, this lemma is still valid for £ < O by the same proof, and
straightforward modifications give the result for an arbitrary cusp a.

Lemma 4.2. With the assumptions of Theorem 4.1, and for any t € R we have

27%ng Z 1pj.a(m)|?
|F(1—%k+it)|2 cosh27rrj 4 cosh 27t

T

oyl it ____ o]

oo (cosh 27 r + cosh 2nt)|F(%(k +1)+ir

1 2nq Saa(n, n, ¢, v) drng k—1
REAN D Ve i Ko (0 ) dg, 4-2)
c>

where ) is a sum over singular cusps, and L is the semicircular contour |q| = 1 with Re(q) > 0,

from —i to i.

To prove Theorem 4.1 we follow the method of Motohashi [2003, Section 2]. We begin by evaluating

the integral on the right-hand side of (4-2) via the following lemma. For the remainder of this section we
frequently use the notation f@) to denote ;_Jril;o .

Lemma 4.3. Letk = :I:%. Suppose thata > 0, £ > %k. Then

1 sin(rrs — Lnk
2[ Kz,'t(zaq)qk—l dq — _/ MF(S +il‘)F(S _ l-t)a—z.v ds.
L ey sk
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Proof. For any & > 0 we have the Mellin—Barnes integral representation [DLMF 2010, (10.32.13)]

) _ 1 . 2it—2s

2K (2z) = — / C'(s)I'(s —2it)z ds,
2mi (&)

which is valid for |arg z| < %n. It follows that

1 . .
2 / Krii(2aq)¢g*'dg=— [ T(s)T'(s —2it)a®" =% / P2 g ds
L 27Tl (&) L
1 . sin(mr (s —it — ik
_ F(S)F(s_zil,)azn—zs ( ( l 2 ))

= — ds.
21 J e s—it— 3k

The lemma follows after replacing s by s + it. O
Let K be a large positive real number. In (4-2) we multiply by the positive weight

2 2
o W/KP _ —C1/K)

and integrate on ¢ over R. Applying Lemma 4.3 to the result (and noting that all terms on the left-hand

side are positive), we obtain

S(n,n,c,v 2
na Y laj(m)Phi(r)) < K+ZM ‘Mk(K, %) (4-3)
rj c>0 ¢
where
00 e~ (/K _ p,—(1/K)?
hg(r) ::f 5 dt (4-4)
—00 |F( — %k+it)| (cosh2mr + cosh2rt)
and

o sin(ms — 17k
(e—(t/K)2 _ e—(zt/K)Z) / ( :7k) C(s+in)[(s —it)a' "> ds dt.

M(K,a =/
) ©  s—ik

—0o0

We will make use of the following well-known estimate for oscillatory integrals; see, for instance,
[Titchmarsh 1951, Chapter IV].

Lemma 4.4. Suppose that F and G are real-valued functions on [a, b] with F differentiable, such that
G(x)/F'(x) is monotonic. If |F'(x)/G(x)| > m > 0 then

b 1
/ G(x)e(F(x))dx <« e

Proposition 4.5. Let K be a large positive real number. Suppose that k = :I:% and let M(K, a) be as
above. For a > 0 we have

. alogK
M(K,a) < min|{ 1, ) (4-5)
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Proof. Starting with the integral representation [DLMF 2010, (5.12.1)]

1
C(s+in)['(s —it) = r(zs)/ ys+it71(1 o y)sfitfl dy,
0

we interchange the order of integration, putting the integral on ¢ inside, and find that the integral on ¢ equals

> y i 2 )
T(K,y) =/ <1—> (e—(t/K) _o—Ct/K) ) di
—00 -y

—(1/4)K210g2(%) —(1/16)K210g2(%).

=Ke - %Ke
Hence
"'T(K,y) sin(rrs — k) -
M(K,a) = / ; F2s)ly(1—y)lFa “dsdy. (4-6)
o Y=y) Je s — 5k
To evaluate the inner integral, we use that
k—2s 00
= _ 2/ 2kl gy
s — %k u

—-1/2

Setting u = a [y(1 — y)] , the integral on s in (4-6) equals

oo
2au_k/ ! f sin(ms — 3k)(2s)t™> ds dt = afi(u),
u )

where

fi(u) = cos(%rrk)u_k/ *sinrdt — sin(%nk)u_k/ *cosrdr.

Finally, we set z = K log(y/(1 — y)) to obtain

IR R YR R YT Z
M(K,a)—a/oo<e 2e )fk<2acosh<2K)> dz.

We claim that fi(#) < min(1, 1/u). For u > 1 this follows from Lemma 4.4. Suppose that u < 1. In the
case k=— %, we have fi (1) < 1 by estimating the integrals trivially. When k = % a computation shows that

VT C(V2ujm) — 7 S(V2u/m)
NG ’
where C(x) and S(x) are the Fresnel integrals [DLMF 2010, §7.2]. It follows that f 1 u) < 1.
From the estimate f; (1) < min(1, 1/u) it follows that

Jiw) =

M(K,a) < 1.

Now suppose that ¢ < K2 In this case we add and subtract f;(2a) from the integrand and notice that

© 2 2
/ (e_Z 4 _ %e_z /16) dz =0,

o0
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SO

M(K,a) <a /OO e_zz/lf”fk(Za) — fx (Za COSh<L>) ) dz.
0 2K

Let T =c¢,/log K with ¢ a large constant, and let F(z) = fx(2a) — fi(2a cosh z). Then F(0) = F'(0) =0,
so for |z| < T/K we have

F(z) < z* max |F"(w)|. (4-7)
|lw|<T/K

Since
F"(w) < acoshw| f{(2a cosh w)| 4+ a* sinh® w| f{'(2a cosh w)|

and, by Lemma 4.4,
fi@), ;) <u™",

we conclude that
2

T
F"(w) < asinh(T/K) tanh(T/K) < aK—2 < T2 (4-8)

By (4-7) and (4-8) we have

r 2
a/ e ¢ /16
0

and by fr(u#) < 1 we have

o 2
a/ et /16
T

With our choice of T this yields (4-5). O

aT o0 aT
F(2i> ‘ dz < | e /04, «
0

oo
S 2a) — fk(2a cosh(%))‘dz <<a/ N6 gr & g o6,
T

Proof of Theorem 4.1. First note that when r ~ x we have &, (r) > e 7" x*~1, where h,(r) is defined in

(4-4), so by (4-3) and positivity we have

—TTr; |S (n,n,C,V)l 27n
nadk Y Ipjamle ™ a4 Y0 DL g (2

X=<r;j<2x c>0
Let 8 be as in (4-1). By Proposition 4.5 we have

aP logh x
x28

. alogx
Mk(x,a)<<mm<1, 2 ><<

from which it follows that

|Sau(n, nv Ca V)l 27Tnu
xZ c ‘Mk<x’ c )

c>0

B.1-28 B [Saa(n, n, c, V)]
L ngx log x;—CHﬂ

< nbrex=2 1ogf x.

The theorem follows. O
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5. The Kuznetsov formula for Kohnen’s plus space

In this section we define the plus spaces of holomorphic and Maass cusp forms, and we prove an analogue
of Kuznetsov’s formula relating the Kloosterman sums S,j (m, n, c¢) to the Fourier coefficients of such
forms. For the remainder of the paper we specialize to the case I' = I'g(4) with (k,v) = (% 1)9) or
(—%, D@). We will often write k = A + %, and to simplify notation, we write V; = Vi (v) and S; = Sp(v),
where S, (v) is the space of holomorphic cusp forms of weight £ and multiplier v. We fix once and for all a
set of inequivalent representatives for the cusps of I', namely oo, 0, and %, with associated scaling matrices

o (1o 0_0—% o —1
©*=\o1)" °=\2 0o )¢ = \2 0 )

LY
Koo =ko=0 and Klzw.
2 4

Following Kohnen [1980; 1982] we define an operator L on automorphic functions as follows. If f

Then

satisfies f|ky =v(y)f for all y € Ty(4) then we define

3
1 - l+w &
Lf = ——— 4.
! 2(1+i2k)zf‘k< 4w 1)
w=0
It is not difficult to show that L maps Maass cusp forms to Maass cusp forms. It follows from [Kohnen

1980] (see also [Katok and Sarnak 1993]) that L is self-adjoint, that it commutes with the Hecke
operators T2, and that it satisfies the equation

(L-1D(L+3)=0

(Kohnen proves this in the holomorphic case, but the necessary modifications are simple). The space Vg
decomposes as Vi = V,:r ®V, where V,:r is the eigenspace with eigenvalue 1, and V;” is the eigenspace with
eigenvalue —%. For each f € Vy, we have f € V,j if and only if p 7, (n) =0 for (—D*n=2,3 (mod 4).
The following lemma describes the action of L on Fourier expansions.

Lemma 5.1. Let k = :I:% =i+ % and v = vgk. Suppose that f\ky =v(y)f forall y € I". For each
cusp a of I" write the Fourier expansion of f as

(fl,00)@ =Y craln. yenax).
neZ

Then

1 1 .
3o M+ 50— cra( %40 dy) i (=1'n=0,1 (modd),
CLfoo(n, y) = 1
—5 o0, y) if (—1)*n=2,3 (mod 4),

where a =0ifn =0 (mod 4) and a = % ifn=(—=1)" (mod 4).
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Proof. Let A, = (Tww 1{4). Since A; = (g :g)(gﬁ{“) and v((g :?)) =% we have

f|kA0+f|kA2=f(z"'%,)"'ﬂkf(z"'%)
=1+ iZk) Z Croo(n, y)e(nx) — (14 izk) Z Cfoo(n, y)e(nx).

(—=1)*n=0,1(4) (-1 n=2,3(4)

For w =1, 3 we have A| = (:}1;)0%((2) 1(/)2) and Az = (;1l ;)00(3 1(/)2). Since ”((:411;)) = i%* we have

FleAr+ fl Az = (f | o0 42) +i%(f] 01 (42)

=% 3 cpolbm e+ Y ey (b ey d)etno.
n=0(4) n=(—1*(4)

The lemma follows. O

The analogue of L for holomorphic cusp forms is defined as follows. If for some £ we have F(yz) =
v(y)(cz+d) F(z) for all y € To(4) then f(z) = y*/2F(z) satisfies f|,y = v(y)f, and we define

L*F =y 2Ly

The plus space SZ’ of holomorphic cusp forms is defined as the subspace of Sy consisting of forms F
satisfying L*F = F. If pp q(n) is the n-th coefficient of F at the cusp a then, in the notation of the
previous lemma, we have pp,a(%n + Kq, 4y) = %c.f’a(}—tn + Kq, 4y). Therefore we have the following
analogue of Lemma 5.1.

Lemma 5.2. Letk = +£1 =1+ 1 and v = v3X. Suppose that ¢ = k (mod 2) and that F € Sy(v). Then

1 1 .

SPF,00(N, ¥) + ——1= ,OF,a(Q + Kq, 4y> if (—1)*n=0,1 (mod 4),

2 (1—i2k) 4

PLF,00(n, y) = |
_zpF,oo(n, y) if (—1)*n=2,3 (mod 4),

where a =0ifn =0 (mod 4) and a = % ifn=(—=1)" (mod 4).

To state the plus space version of the Kuznetsov trace formula, we first fix some notation. Recall that
S,j (m, n, c) is the plus space Kloosterman sum

N - _li c\ x md -+ nd 1 if8]c,
Sk (m,n,c)—€< 4) Z (d)gd 6(—C X 2 if4]lc.

d mod ¢

Let ¢ : [0, o0) — R be a smooth test function which satisfies

e0)=¢'(0)=0 and ¢V(x)<«x** forj=0,1,2,3. (5-1)
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Define the integral transforms

- 1 [
5O =L f Jeo1 () 42X (5-2)
T 0 X
o) = % oo(cos(%nk+7tir)12,~,(x) —cos(%nk—Jtir)J_gir(x)>¢(x)d7x, (5-3)
where 2
E(r) = ~ %nrk as r — o0.

sinh7rr T (3(1—k) +ir)T(3(1 —k) —ir)
Note that ¢(r) is real-valued when r > 0 and when ir € (_}T’ le) If d is a fundamental discriminant, let
Xd = (”—’) and let L(s, x4) denote the Dirichlet L-function with Dirichlet series

L(s, xg) = Z Xd(”).

nS

n=1

Finally, we define

g V4
Ga(w, s) = %u(ﬁ)xm’ (wﬁf )

where 7, is the normalized sum of divisors function

s (1
wo=Y(5) ==

ab=¢

Theorem 5.3. Let ¢ : [0, 00) — R be a smooth test function satisfying (5-1). Let k = :l:% =A+ % and
V= Ve Suppose that m,n > 1 with (—1)*m, (=1)*n =0, 1 (mod 4), and write

(=D*m=v?d’, (=D*n=w?d, withd,d fundamental discriminants.

Fix an orthonormal basis of Maass cusp forms {u;} C V,:r with associated spectral parameters r; and
coefficients pj(n). For each £ =k (mod 2) with £ > 2, fix an orthonormal basis of holomorphic cusp
forms ’HZ C S; with normalized coefficients given by

o0
gy =Y (e p,(nye(nz)  forg e M. (5-4)
n=1
Then
Z S,j(m,n,c) <471«/mn)
@
0<c=0(4) ¢ ¢

p;(m)pj(n) - - o
— 6v/m Z ’Coshnjr (])+ > ;dze(%(ﬁ_k))w(ar(ﬁ) prg(m)pg(n)
mot ge

1/00(61)"%(%—2”, xa')L (% +2ir, xa)Sa (v, 2ir)&4(w, 2ir)
a’ 121 +4ir) 2 coshr|T (Lt + 1) +ir)|?

) o(r)dr.

—0o0
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Biré [2000, Theorem B] stated a version of Theorem 5.3 for I'g(4N) in the case k = % under the added
assumption that ¢(¢) = 0 for all £. His theorem involves coefficients of half-integral weight Eisenstein
series at cusps instead of Dirichlet L-functions.

To prove Theorem 5.3, we start with Proskurin’s version [2003] of the Kuznetsov formula which is
valid for arbitrary weight k and for the cusp-pair cooco. The necessary modifications for an arbitrary
cusp-pair are straightforward; see [Deshouillers and Iwaniec 1982] for details in the £ = 0 case. Recall
the definitions of the generalized Kloosterman sum Sqp(m, 1, ¢, v) in (3-3) and the Eisenstein series
coefficients ¢qp(m, s) in (3-2).

Proposition 5.4. Suppose that ¢ satisfies (5-1). Suppose that m,n > 1 and that k = :I:%. Letv = vgk

and T' =T'¢(4) and let a, b be cusps of I'. Let {u ;} denote an orthonormal basis of Maass cusp forms of
weight k with spectral parameters r . For each2 < { =k (mod 2), let H, denote an orthonormal basis of
holomorphic cusp forms of weight £ with coefficients normalized as in (5-4). Then

(-1 3 Sab(m’”’c’wg[,(‘lﬂ\/m)

4 c c
ceC(a,b)

a4y Y LRI GSY (Le—)FOTO) Y pealm o)
j=0

coshmr;
J f=k mod 2 g€H,

00 irf 1 j
N Z / <ﬂ) ¢ca(m, 3 +lr) ¢cb(n, 2 +1r2) a(r) dr. (5-5)
co\Ma/ coshmr|[(3(k+1)+ir)|

ce{0,00} ¥

We will apply (5-5) for the cusp-pairs cooco, 000, and oo%, and take a certain linear combination which
annihilates all but the plus space coefficients. The following lemma is essential to make this work.

Lemma 5.5. Suppose that 4 || c. Let k = :l:% = A+ % and v = vgk. Let a =0 or % according to
(—1)*n =0, 1 (mod 4), respectively. Then

Socoo(m, 1, ¢, v) = (14i*)Saea(m, g1+ ka, 3¢, v).
Proof. Since Sqp(m, n, c, v) = Sqp(—m, —n, ¢, V), it is enough to show that

( —a Soco(m, §n, 3¢, vg) if n =0 (mod 4),
S m,n,c,vg)=(1-41i)x )
= Soot (M, 5 +3), 5, v9) ifn=1 (mod4).

This is proved in [Bir6 2000, Lemma A.7]. Note that Biro chooses different representatives and scaling
matrices for the cusps 0 and 2, which has the effect of changing the factor (1 —i) to (1 41). O

Proof of Theorem 5.3. Let k, v, and a be as in Lemma 5.5. From that lemma and the definition (1-9) it
follows that

S]j_(m’ n, C) = e(_%k)SOOOO(m’ n,c, U) +84HC\/§SOOCL(m9 %n +KU, %Cv v)’
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Therefore
SiF(m,n,c) 4 /mn Socco(Mm, n,c,v) (4w /mn
X (T ) et X e ()
c c c c
4]c>0 4|c>0

NG c c

2)le>0

1
Soca(m, In+kq, c, v 471\/m(—n+/<a)
1 Z ooa( 1 a ) (,0( 4 a . (5—6)
Note that C(00,a) = {c € Z+ : c =2 (mod 4)} for a =0, % We apply Proposition 5.4 for each of the
cusp-pairs cooco and ocoa on the right-hand side of (5-6). We fix an orthonormal basis {u;.r} for V,j and

we choose an orthonormal basis {u ;} for Vj such that {u;r} C {u;}. Then we do the same for H,j C Hy.
The Maass form contribution is

4./m Z pj(m) Pt o j)(ploo(”)++i2k)p-/’a(ﬁl1n+lcu))'

coshrmr; 2(1

Let ,o;.L) denote the coefficients of Lu ;. Then by Lemma 5.1 we have

N S w . 2 ifuj eV,
2(1_i2k)/0j,a(4n+/(a) 2,0] 0o(n) +,0 o) = pj(n) x {0 ifu; e V.

We compute the contribution from the holomorphic forms similarly. For the Eisenstein series contribution

/Oj,oo(n) +

we apply the following proposition, together with the relation Sqp(m, 1, ¢, v) = Sqp(—m, —n, c,v). U

Proposition 5.6. Let k = % and v = vy and suppose that m,n = 0, 1 (mod 4). Write m = v*d' and
n = wid, where d', d are fundamental discriminants. Let a = 0 or % according ton =0, 1 (mod 4),

respectively. Then

S Gl 1) (Gl +7) + 3 bl 4 )
ce{00,0}
L(% —2ir, Xd’)L(% +2ir, x4

2ir
- 21¢(1 +4ir)|2 )(%> Sa (v, 2ir)Gq(w, 2ir). (5-7)

The proof of this proposition is quite technical, and we will proceed in several steps. In order to work

in the region of absolute convergence, we will evaluate the sum

Z acoo(ma s)<¢coo(n, s)+ 1+l

ce{o0,0}

¢ca( 31+ Ka, S))a

for Re(s) sufficiently large. Then, by analytic continuation, we can set s = % +ir to obtain (5-7). First,
for the term ¢ = oo, by Lemma 5.5 we have

(In+kas) =e() o (. s), (5-8)

where

+
ACOED PR (5-9)

2s
C
4|c>0
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Here we have written S*(m, n, ¢) = Sfr/z(m, n, ¢) for convenience. The following proposition evaluates
¢T(n,s). Itis proved in [Ibukiyama and Saito 2012] and applied in [Duke et al. 2011, Lemma 4]; here
we give an alternative proof which uses Kohnen’s identity (2-4).

Proposition 5.7. Let w € Z, and let d be a fundamental discriminant. Then

172sL(2S - % Xd)

+ (0,2 _ ni—4s
¢ (wd,s)=2 w Cas—1)

Sy(w,2s —1).

Proof. By Mobius inversion, it suffices to prove that

L(2s =3, xa)

1o (W _3—ds, 1-2s
ZXd(E)EZ ¢ <£2d’s>_22 w1 (w) t(ds — 1)

£lw

Writing ¢ as the Dirichlet series (5-9), reversing the order of summation, and applying the identity (2-4),
we find that

l—2s-‘rw_2 _L —1 2—6 + w_zg
PP ACLd (zzd,s)—ﬁMZOCZS_I > xa0y T SH(0.5d: g

Lw 2 £l(w,§)
00
_ 2%_45 Z Ty (0,4, 40)'
CZS—%

c=1

To evaluate T, (0, d; 4c) for a given ¢, we write 4c = tu, where

u=T] p™* and ¢= [ p"?.

p°ll4c pe|l4c

Then b = 0 (mod 4c) if and only if b = xu for some x modulo ¢. For each such b, let g = (x, %t) and

choose A € Z such that

1/2¢ x/g
y = ( 14+Ax /g € SLy(Z).
A t/2g
Then y[c, b, b*/4c] = [ug?/t,0, 0] and xq([c, b, b*/4c]) = xa(ug?/t). It follows that
A — mxy _.
Ty(0.d; 4c) = 2xa/t) > e<t/2> 27 (c).
x mod /2
(x,/2,d)=1

It is straightforward to verify that f(c) is a multiplicative function and that for each prime p

(1) if p|d then
Cpam(w) if a is even,

f(p):{ 0 if a is odd,

(ii) if ptd then
pLa/ZJ ifpta/ZJ | w,
0 otherwise.

(") = xa(p)* x {
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Here ¢, (w) is the Ramanujan sum which satisfies

wl_so's—l(w) Cq(w) Cp (w)
e " Z Sib

P a=0

It follows that

— fO) 5y L(2s — 3, xa)
Zczs—% U4s—2(w)—§(4s_1) :

The proposition follows. (|
Next we evaluate the term in (5-7) corresponding to the cusp ¢ = 0. The following lemma will be useful.

Lemma 5.8. Let k = % and v = vg and suppose thatn =0, 1 (mod 4). Suppose that 4 | ¢ and a =0 or
2|lcand a= % according to whether n =0 or 1 (mod 4), respectively. Then

S0a(0, 571 + Ka, €, Vg) = 1 Socec(0, 1, 4c, vp). (5-10)

Proof. For each cusp a we have (%n + Ka)a = %n. Suppose first that n =0 (mod 4) and a = 0. A straight-
forward computation shows that Sog(m, n, ¢, V) = Secco(m, 1, ¢, v) for all m, n € Z. From the definition
of Sacoo(m, 11, ¢, v) it follows that, for ¢ = 0 (mod 4), we have Sy (0, %n, c,v) = A—ILSOOOO(O, n,4c, v).
Now suppose that n = 1 (mod 4) and a = % We will prove (5-10) directly from the definition of
So(m.n, c,v). Let (¢ b) = o(;l(é g)m where (c D) € I'y(4). Then 2 || ¢ and a, d are odd, so (after
shlftlng by ( ) on the right) we can assume that 4 | b. Then ep = 4,405 = &, = €4 since ad =1 (mod 4).

(5) = (a28) = (&3) =0 (0)(2) = (5) = (7)

since bc = —1 (mod a) and ad =1 (mod 4c). It follows that

n 4c nd
SOa(O, Z +Ka, C, 1)9) = Z <7>8d6(z)

d mod ¢

We also have

Note that replacing d by d + ¢ has no net effect since ¢44. = ¢_4 and ( pan ) =— <_71) (2) SO

(o (42 = (5 0] ()2

since n = 1 (mod 4). The relation (5-10) follows. O

Proposition 5.9. Let k = % and v = vg and suppose that n = 0, 1 (mod 4). Write n = w?d with d a
Sfundamental discriminant. Let a =0 or % according ton =0, 1 (mod 4), respectively. Then
L(2s — 3, xa)

1—|—z [ 1-2s
¢()oo(l’l,3)+ ¢0a( +Kq, S ) —4711) m@d(ﬂ),zs—l) (5-11)
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Proof. We will prove that

1+i a3
;l ¢Oa(% + kg, S) =i 257 2¢t(n, s);

then (5-11) will follow from Proposition 5.7. A straightforward computation gives the relation

Poco (1, 5) +

SOOO(m7 n,c, 1)9) = iSOOO(mv n,c, v€)~

This, together with Lemma 5.5, shows that

2% Sooco(0, 71, €, vp)
oo, 9) =17 >, = . (5-12)
4||c>0

Next, by Lemma 5.8 we find that

1+l n _ 22S SOOOO(Ov n,c, V&)
2 boa(G + ke s) = 0= S (5-13)

where the sum is over c =0 (mod 16) if a =0, or c =8 (mod 16) if a = % We claim that we can let the
sum run over all ¢ =0 (mod 8) in either case. Equivalently,

c=8 (mod 16) if n =0 (mod 4),

. (5-14)
c=0 (mod16) ifn=1 (mod4).

Sooxc(0,7,¢,v9) =0  when {

To see this, we decompose the Kloosterman sum as follows (see Lemma 1 of [Sturm 1980]): if ¢ =2'¢’

with ¢’ odd, then
-1 2! nr
Soone (0,1, ¢, v0) =251 G(n, ) ) <7>8re(7)’

r mod 2!
where G (n, ¢’) is a Gauss sum. In the case n =0 (mod 4) and ¢ = 8 (mod 16) it is easy to see that

5 (e(5)-

r mod 8
If n =1 (mod 4) then, by replacing r by r +2/~2, we see that
2! nr n 2! nr
> (F)ee(5)=e(3) X (F)ee(5)
r mod 2! r mod 2!

as long as r > 4, from which it follows that the sum modulo 2’ is zero.
By (5-12), (5-13), and (5-14), we conclude that

2s—1

14 2 S 0, n,c,vg) S 0, n,c,vg)
e g g g s

l_l CZS CZS
4]|c>0 8lc>0

=i 2573¢%(n, s),

which completes the proof of the proposition. O
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Proof of Proposition 5.6. By (5-8) and Propositions 5.7 and 5.9 we have

D" benolm, S)(¢coo(n, s)+ %qﬁm(% + Ka, s))

ce{00,0}

5 g _ 25 — 1,
= (e(%)27_4s¢oooo(m, $) 4127 Pooo (m, s))wl_stG(wzd, 25 — 1).

Then by (5-12) we have (writing s = o +ir)
3 po— =
'e(%)z7 4S¢oooo(m,s)+l -2 2S¢ooo(m,s)
= (1_|_l')21—4s Z Soccc (0, m, ¢, vg) +4‘§_S Z Soo0o (0, m, ¢, vy)

o2

c® 1—i
4]c>0 4{|c>0

274ir
~ 1=

(7 (m, 5) + (4177 — Dpocoo(m, 3)).

The proposition follows after applying Proposition 5.7 and setting s = % + ir, noting that the factor

41720 _ 1 in the second term vanishes. -

6. Proof of Theorem 1.3

Leta =4n./mn and x > 0 and let x% < T K x% be a free parameter to be chosen later. We choose a
test function ¢ = ¢, .1 : [0, 00) — [0, 1] satisfying
i) () =1for -~ <r <<
1) o) or 5o =1 =
a a
>
2x+2T and 7 > x=T
-1 2
cen a a X
(i) ¢'(1) < (x—T x) < aT’ and
(iv) ¢ and ¢’ are piecewise monotonic on a fixed number of intervals (whose number is independent of

a,x,T).

(i) ¢(t) =0fort <

We apply the plus space Kuznetsov formula in Theorem 5.3 with this test function and we estimate each
of the terms on the right-hand side.
We begin by estimating the contribution from the holomorphic cusp forms

K= 3 e(Je—0)FOr© Y. pampym). (6-1)

£=k mod 2 geHZ'

Since the operator L commutes with the Hecke operators we may assume that the orthonormal basis ’HZ
is also a basis consisting of Hecke eigenforms. We will estimate K" by applying the Kohnen—Zagier
formula [1981] and Young’s hybrid subconvexity bound [2017]. Let g € ’HZ and recall that the coefficients
of g are normalized so that

g@ =Y @) p(me(nz).

n=1
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Since we are working in the plus space, the Shimura correspondence is an isomorphism between SZ v)
and the space Sy¢—1 of (even) weight 2¢ — 1 cusp forms on I'|. So g lifts to a unique normalized f € Sy
with Fourier expansion

f@= an_laf(n)e(nz), where as(1) = 1.

n=1
The coefficients p, and a s are related via

P 1dD) = py(ldD) Y 1) (L) /),

ulv
where d is a fundamental discriminant with (—1)*d > 0. Using Deligne’s bound |ar(n)| < op(n), it
follows that
|0g W1dD] < 1pg(IdD)]og (v). (6-2)
Suppose that g is normalized so that (g, g) = 1. If d is a fundamental discriminant satisfying (—1)*d >0
then the Kohnen—Zagier formula [1981, Theorem 1] can be written as
ree-1)
(4m)2 =1, f)

where L(s, f X xq) is the twisted L-function with Dirichlet series

L) pg(|d])|* = 4x L(3. f X xa),

o0

L(s, fx xa) =)

m=1

ayg(m)xq(m)
ms '

(6-3)

By a result of Hoffstein and Lockhart (see [Hoffstein and Lockhart 1994, Corollary 0.3] and the second
remark that follows it, and note that their normalization differs from ours) we have the bound

ree—1

= 7«
TESEETTTIN

so we conclude that
T(@©)]pg(ldDI* < L(%, f x xa)€*.

Let Hy¢—1 be the image in Sy, of the Shimura lift of H} (v). Young’s hybrid subconvexity bound [2017,
Theorem 1.1] yields
3
Yo LG fxxa) < @)t
feHa
for odd fundamental d. See the Appendix for the case of even fundamental discriminants d. Applying

Holder’s inequality in the case é + % + % = 1, together with the fact that #H,,_; < £, we obtain the
following theorem for d, d’ fundamental discriminants. It is extended to all m, n using (6-2).
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Theorem 6.1. Let £ =k (mod 2) with k = i% =\+ % and suppose that HZ is an orthonormal basis
for SZ“ consisting of Hecke eigenforms. Suppose that m, n are integers with (—1)*m, (—=1)*n > 0, and
write (—1)*m = v3d' and (—1)*n = w3d withd, d’ fundamental discriminants. Then

T Y |pe(mDpg(nD] < eldd'|* (vw)®.

ge?—l?’

Applying Theorem 6.1 to the sum (6-1) we find that

K < ldd' |54 w)* Y (o).
0=k(2)
The latter sum was estimated in [Sarnak and Tsimerman 2009] (see the discussion following (50); see
also Lemma 5.1 of [Dunn 2018]) where the authors found that ), £ ¢(€) < «/mn/x. We conclude that

dd'|3
K « —vw| R (mn)®. (6-4)
X

Next, we estimate the contribution from the Maass cusp forms

m . pjm)p;(n)
K= W% coshrr; ).

We follow the same general idea as in the holomorphic case, but instead of the Kohnen—Zagier formula
we apply a formula of Baruch and Mao [2010]. As in the holomorphic case, we may assume that the
orthonormal basis {u;} of V,j consists of eigenforms for the Hecke operators. Suppose that u; € V,:r
has spectral parameter r;. The lowest eigenvalue is ¢ = 13—6 which corresponds to ug = y'/40(z) or its
conjugate. Since the coefficients pg(n) are supported on squares and since m, n are not both squares, we
find that the term in K™ corresponding to j = 0 does not appear. In what follows we assume that j > 1.

Theorem 1.2 of [Baruch and Mao 2010] shows that there is a unique normalized Maass cusp form v;
of weight O with spectral parameter 2r; which is even if k = % and odd if k = —%, and such that the
Hecke eigenvalues of u; and v; agree. Since there are no exceptional eigenvalues for weight 0 on SL;(Z)
this lift implies that there are no exceptional eigenvalues in weights j:% in the plus space. It follows that
rj > 0 for each j > 1 (in fact r; ~ 1.5). If a;(n) is the n-th coefficient of v; (with respect to the Whittaker
function, not the K-Bessel function) then for d a fundamental discriminant we have

wp;(dw?) = p;(d) Y €7 (0 xa(O)a; (w/0).

£lw

Let 6 denote an admissible exponent toward the Ramanujan conjecture in weight 0; we have 6 < é by
work of Kim and Sarnak [2003]. Then a;(w) < w?*¢ since v ; 1s normalized so that a;(1) = 1. Hence

wlp; (dw?)| < w'|p;(d)].
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Suppose that d is a fundamental discriminant and that (u;, u ;) = 1. Then Theorem 1.4 of [Baruch and
Mao 2010] implies that

2

lpj(d)]

El

1
2_ L(5,vj X Xa) ‘F<1—ksgnd —irj)

wld{v;, v;) 2

where L (3, v; X xq) is defined in a similar way as (6-3). Hoffstein and Lockhart [1994, Corollary 0.3]
proved that (v;, v;) T« +r j)sez” "/ (again, note that the Fourier coefficients are normalized differently
in that paper). It follows that

lpj ()| —ksgn(d)+e 1 (1
1Yy < Y () L(3.vj X Xa)-

coshmr;
rj<x 2r;j<2x
Young’s subconvexity result [2017, Theorem 1.1] in this case shows that

3
d  L(3.vj x xa)” K (dI(1+T))'.
T<rj<T+1

After applying Holder’s inequality as above, we obtain the following.

Theorem 6.2. Let k = :I:% =A+ % Suppose that {u} is an orthonormal basis for V,:r consisting of
Hecke eigenforms with spectral parameters r; and coefficients pj. Suppose that m, n are integers with
(—D)*m, (—=1)*n > 0, and write (—1)*m = v?d’ and (—1)*n = w?d with d, d’ fundamental discriminants
not both equal to 1. Then

\/72 |pj(m)pj(n)| & |dd'|s (vw)?x 2~ 2KCEmEsE (1 1yE

cosh

To estimate " we consider the dyadic sums

K™ (A) := /mn Z M@(U)

coshrmr;
A<rj<2A

for A > 1. Theorem 6.2 gives one estimate for the coefficients |p;(m)p;(n)|. Applying Cauchy—Schwarz
and Theorem 4.1 with 8 = % + & we obtain a second estimate:

Jmn Z M < A*k(A2 +(m +n)%A + (mn)%)(mnA)s.
= coshrmr;

These theorems together imply that

vmn Z % LA™ mm((dd) s(vw)? A%, A% + (m-l-l’l)%A—i-(mn)%)(mnA)s,
A<rj<2A J

The following lemma gives an estimate for ¢(r).
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Lemma 6.3. Ifr > 1 then with ¢ = ¢, .7 as above we have

() <rk min(r’%, ro2 %)
IfIr] < 1then @(r) < |r| ™2

Proof. Recall that

sy = SO [

~ cosh2mr (COS(%nk +nir)]2”(x) - COS(%nk - JTii”)J_zir(X))go(x) Ci_x,

where & (r) < r* as r — 0o. Sarnak and Tsimerman [2009, (47)—(48)] proved that

—7|r| o dx . _3 _3X
e Dir () (x)— K rmn(lrl 2, |r] 2—>
0 X T

for |r| > 1. The first statement of the lemma follows. The second is similar, using [Sarnak and Tsimerman
2009, (43)]. O

Since min(x, y) < x”yI*“ for any a € [0, 1], we have
7 (A) < min(1, <) (VA + (@dd) B 0w)5 0n + 1)} -+ (dd) s (0w) ¥+ mnA)”,

where we used a = % in the second term and a = % in the third term. Summing over A we conclude that

m x "3 5 § N 1430 e
K" < ?—F(dd)lz (vw)z2(m +n)8 + (dd") 16 (vw)8" 4" |(mnx)°®. (6-5)
We turn to the estimate of the integral

d/

o / (d ) L(% —2ir, xa)L(% +2ir, x4)Sa (v, 2ir)6d(12u, 2ir)a(r) "
R |£(1+4ir)[2coshmr|T(3(k+ 1) +ir)|

By symmetry it suffices to estimate the integrals Kf = fol and K = || loo. Estimating the divisor sums
trivially we find that

1Ga(w, 5)| < op(w)?.

For |r| < 1 we have |¢(1+4ir)|* > r~% and coshr|[' (5 (k + 1) +ir) |2 > 1, so by Lemma 6.3 we have
the estimate

1
Ko < (vw)E/ |L(% —2ir, Xd’)L(% +2ir, Xd)| dr.
0

Since cosh nr‘F(%(k +1)+ ir)‘2 ~ qrk for large r and since |¢ (1 +4ir)|~! « r¢ for all r we have by

Lemma 6.3 that

o
K{ < (vw)® /1 |L(% —2ir, xa')L(% +2ir, xd4)| r37;—s'
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-3/8 3/4

We multiply each Dirichlet L-function by r
in the case % + % + % = 1. We obtain

and the last factor by r/%, then apply Holder’s inequality

( /1 r;f%) (6-6)

1
00 i o
i< (Uw)g(/l LG +ir )l rcé;“) (/1 L3 +ir xa)|° ;34)

Young [2017] proved that

A=
W

T+1
/ IL( +ir xa)|* dr < (111 + )1,
T

from which it follows that K¢ < (vw)¢|dd'|s** and

ooLl . 6dr<oo 1 T+1L1 . 6d dH_g
1 LG +irxa)l 55 <D 7om . |L(3 +ir xa)|" dr <1dI™**.
This, together with (6-6) proves that
K¢ < (uw)*|dd'[++°. (6-7)

Putting (6-4), (6-5), and (6-7) together, we find that

Z S,:r(m, n, c)¢(4rr«/mn>
c

c
4|c>0

2
< <,/% + —vw|id B 4 @adytow)dm+n)t + (dd/)&(vw)é+29>(mnx)£.

To unsmooth the sum of Kloosterman sums, we argue as in [Sarnak and Tsimerman 2009; Ahlgren and
Andersen 2018] to obtain

(mn)®.

St(m,n,c 4 /mn Stm,n,c T log x
Z i ( )(,0( )_ Z e ( )<< g
c c c Jx

4|c>0

x<c<2x

. 2 . .
Choosing T = x3 and using that m +n < mn we obtain

S+ N, /% b

3 Sgmn.e) o (xé + —”“";’d S (dd’)i(vw)“g)(mnx)s. (6-8)
C

x<c<2x

To prove (1-11) we sum the initial segment ¢ < (dd)*(vw)? and apply the Weil bound (1-12), then sum

the dyadic pieces for ¢ > (dd’ ) (vw)? using (6-8). To balance the resulting terms we take a = g and

b= %, which gives the bound

L N, 1 2 1
> M < (x8 +(dd')> (vw)3 ) (mnx)®.

This completes the proof. O
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Appendix: Young’s theorem for even discriminants

Let D be a fundamental discriminant. Then |D| = g or 4¢q, where ¢ is squarefree (but not necessarily
odd). For a positive even integer k, let By (g) denote the set of weight k& holomorphic Hecke newforms of
level dividing g. Our goal in this appendix is to prove the following generalization of Young’s hybrid

subconvexity result [2017].

Theorem A.1. Notation as above, we have

S L fxxp)’ < kDD
f€Bk(q)
A corresponding generalization also holds for Maass cusp forms and Eisenstein series; for simplicity
we only deal with the holomorphic case here.
For ease of comparison with [Young 2017], we have adopted the notation of that paper for this section
only. We will indicate the changes that need to be made and refer the reader to [Conrey and Iwaniec 2000;
Young 2017] for the remaining details. Starting in Section 4 of [ Young 2017], our goal is to show that

k—1-2T 3
> w(“5) T et rxa) <adiph
k=a(4) feBi(q)

where w is a smooth nonnegative function with support in [%, 3] which equals 1 on the interval [1, 2],
and a is determined by i* = xp(—1). Here w”} is a Petersson weight satisfying a)"} > (kq)~¢. Applying
the approximate functional equation and the Petersson formula as in Section 5 of [Young 2017], we find
that it suffices to show the following.

Proposition A.2. Fori = 1,2, 3, let w; be a smooth weight function supported on x < N;, with 1 K
N; < (gT)'*¢ and with wi(k) < Ni_k. Then

S(nino,n3;c) 4 /ninon 1 R
Z wi(n)wa(n2)ws(n3) xp(ninans) Z 1 2C 2 B( Cl 2 3)<< (N1N2N3): AT (gT)*,

ni,no,n3 c=0(q)

where S(m, n; c) is the ordinary Kloosterman sum,

k—1-=2T
B = Bho,o = k - 1 — J -
(x) (x) E ( )w( A ) k—1(x)

k=a(4)

and Jy_1(x) is the J-Bessel function.
With wy, wy, and w3 as in Proposition A.2, let
S(N1, N2, N3; C; B)= ) S(Ni, N, N; o),

c=C
c=0(q)
where

S(N1, Nz, N3; o)=Y xp(ninan3)S(ning, n3; cywi (ny)wa(n2)ws(n3) B

ni,n2,n3

(47r./n1n2n3>
. .
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We now follow Section 8 of [Young 2017], where the main difference is that we must keep track of the
dependence on lcm(c, | D|), which we write as c¢s, with s € {1, 2, 4, 8}. Applying Poisson summation
modulo ¢ to the sum over the lattice Z> we find that

S(N1, Ny, N3;c)= > G(my,my, m3; ¢) K (my, my, m3; c),

mip,ma,ms3

where

G(my1,ma, m3;c) =

Z xp(arazxas) S(araz, as; C)€<

aymi + axmy +a3m3)
ay,az,az mod ¢

(cs)3 cs

and

4/ttt —mit; — motr) — msit3
K(my,my, m3; c) = /3 wl(fl)wz(tz)w3(t3)3( . e
R

) dty dt dts.
CcSs

The analysis of the analytic piece K (m, my, m3; c¢) is almost exactly the same as in [loc. cit., Section 8];
simply replace #; by #;/s*/3 and apply [loc. cit., Lemma 8.1]. The only difference is that the phase

—mipmams3
e —_—
c

e<m> (A-1)

§-C

in [loc. cit., (8.4)] is replaced by

For the remainder of this section we will focus on the arithmetic piece G (1, my, ms; c). We begin by
fixing notation. Let D = tq’, where ¢ and ¢’ are fundamental discriminants with 7 | 2°° and ¢’ odd, so
that xp = x: x4- With g | ¢ and ¢s = lcm(c, D) as before, we have s =t /(c, t). Finally, write ¢ = c,c.,
with ¢, | 2°° and ¢, odd. Then cs factors as ¢s = ¢g - sc, into odd and even parts. From the twisted
multiplicativity of the Kloosterman sums, a straightforward computation gives the factorization

. = . = 3, .
G(my, my, m3; ¢) = G(my, my, com3; co)G(my, my, CoS”m3; Co), (A-2)
where we choose the inverse ¢, such that
= 3
CoCo =1 (mod s”c,).

The second term on the right-hand side of (A-2) was evaluated in Lemma 10.2 of [Conrey and Iwaniec
2000], which we record here in the following lemma (see also (9.2) of [ Young 2017]). Note that Young’s
definition of G (m, my, ms; c), which we are using here, is slightly different from Conrey and Iwaniec’s
definition. Let Ry (m) = S(0, m; k) denote the Ramanujan sum and let

H(w; q) = Z Xqwv(u+1)(v+ 1))e<w>.

u,v(q)
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Lemma A.3. Let c, = qr with ¢, odd and q squarefree. Suppose my, my, msz are integers with

(m3,r)=1 and (mimz,q,r)=1. (A-3)
Then we have
Xre(—1)h
rq*e (k)
where h = (r, q), k = (mymams, q), and £ = q/ hk. If the coprimality conditions above are not satisfied,

e(—m1m2m3 Ri(m1) Ry (m2) R (m3) H (rhkmymyms; £),

Co

)G(m1, my, m3; ¢,) =

then G(my, my, ms; c,) vanishes.
Petrow and Young [2019, Lemma 9.4] evaluated G (m, m, m3; c.) when c, is a power of 2.

Lemma A.4. Suppose that c, | 2°° and factor m; into even and odd parts as m; = m{m{. Then

3.2
s7c; 1

! Al64 QD(A)

> gy x(mimsms),

—mipmoms
e —
x mod A

3 )G(ml,mz,ms;ce)z
$°Ce

where g, depends on m{, m§, m$, t, c., x and is bounded by an absolute constant.

Note that the phase terms in Lemmas A.3 and A.4 combine to give

(m 1moms )
e\ ——=—)»
s3c
which exactly matches the phase term (A-1) coming from K (m, m», m3; c).

The last result we require is the following analogue of Lemma 9.3 of [Young 2017]. The remainder of
the proof of A.2 follows the proof of Proposition 7.3 of [Young 2017].

Lemma A.5. Let ¢ = q'r with q’ odd and squarefree. Let o, Bm,, and ym, be sequences of complex

numbers satisfying m, = om0, Bmy = BmsPmg> Ymy = Vm¢Vmg» and |eme| = |Bmg| = [ymg| = 1, and

let 8, be an arbitrary sequence of complex numbers. Then for U > 1 we have

—mymamsz\ [ mymomsz\'"
ZamlﬁmzymgarG(mlvm%mS;C)e 3
lul<U

mip,m,m3 <R §tc ¢
m,'xM,-

du

1 1

ate i 1 2
(qU+M1M2>z<qU+M3R>z( > d“ﬂamlﬂmzydm;amﬂ). (A-4)

d,my,my,m3,r

q
<R

Remark. As in [Young 2017, Lemma 9.3], when y,,,, §, < 1 the sum over d does not change the bound
which arises from d = 1.

Proof. Using Lemmas A.3 and A.4, the left-hand side of (A-4) is

h
<2 Rq?¢(k) 2

hkt=q' Al64

1
©(A) Jju<v

* *
Z Z a;nlﬂmzym38rgXX(me(2)mg)

my,mz,m3 r=<R

x Ri(m1) Ri(m2) Ry (m3) H (rhkmymams; €) (

0,0, 0\1U
mym-,m
12 3) du,

/
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where the star indicates that the sum is restricted by the coprimality conditions (A-3). Using that
Ri(m;) = R (m{)Ry(m?) and |Ry(m)| < (k, m) we bound the above by

h 1
< Z Rq?p(k) Z (A) Z /IMISU Z* Z* g Bng Vi Sr X (M{m3m3)

hkt=q Al64 L m{,m3,m3 r=R
Jiklog, (M;) m¢=<M; /20t ,m¢=2Ji

du,

/

0,0, 0\IiU
% Ri(m?) R (mS) R (mS) H (rikbmm3m3; £) (%>

where b = m{m5m¢. Now following the proof of Lemma 9.3 of [Young 2017] almost exactly, we obtain
the desired bound. 4
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Generically free representations
I: Large representations

Skip Garibaldi and Robert Guralnick

This paper concerns a faithful representation V of a simple linear algebraic group G. Under mild
assumptions, we show that if V is large enough, then the Lie algebra of G acts generically freely on V.
That is, the stabilizer in Lie(G) of a generic vector in V is zero. The bound on dim V grows like (rank G)?
and holds with only mild hypotheses on the characteristic of the underlying field. The proof relies on
results on generation of Lie algebras by conjugates of an element that may be of independent interest. We
use the bound in subsequent works to determine which irreducible faithful representations are generically
free, with no hypothesis on the characteristic of the field. This in turn has applications to the question of
which representations have a stabilizer in general position.
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Let V be a faithful representation of a simple linear algebraic group G over an algebraically closed
field k. In the special case k = C, there is a striking dichotomy between the properties of irreducible repre-
sentations V whose dimension is small (say, < dim G) versus those whose dimension is large, see [Andreev
et al. 1967; Elashvili 1972; Popov 1987] for original results and [Popov and Vinberg 1994, §8.7] for a

MSC2010: primary 20G05; secondary 17B10.
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G classical G exceptional
type of G chark b(G) Reference type of G chark | b(G)
A¢ #£2 | 225 +1)? | Corollary 6.5 G #3 48
Ay =2 202+ 44 Corollary 7.2 F4 #2 240
By (£ >3) #2 802 Corollary 9.2 E¢ any 360
Cy(£=2) #2 602 Corollary 8.3 E; any 630
Dy (£ =4) #2 2(2¢ —1)? Corollary 9.2 Eg any 1200
D, (>4 =2 4¢? Corollary 10.6

Table 1. Bound b(G) appearing in Theorem A. The reference for the exceptional types
is Proposition 11.4.

survey and bibliography. For example, if dim V < dim G, then trivially the stabilizer G, of a vector v € V
is not 1. On the other hand (and nontrivially), for dim V hardly bigger than dim G, the stabilizer G, (k) for
generic v € V is 1; in this case one says that V is generically free or G acts generically freely on V. This
property has taken on increased importance recently due to applications in Galois cohomology and essential
dimension, see [Reichstein 2010; Merkurjev 2013] for the theory and [Brosnan et al. 2010; Garibaldi
and Guralnick 2017; Karpenko 2010; Lotscher et al. 2013; Lotscher 2013] for specific applications.
With applications in mind, it is desirable to extend the results on generically free representations to all
fields. The paper [Guralnick and Lawther 2019] showed that, for k£ of any characteristic and V irreducible,
dim V > dim G if and only if the stabilizer G, (k) of a generic v € V is finite. (This was previously known
when char k = 0 [Andreev et al. 1967].) Moreover, except for the cases in Table 5, when G, (k) is finite it
is 1, i.e., the group scheme G, is infinitesimal. For applications, it is helpful to know if G, is not just
infinitesimal but is the trivial group scheme. In this paper, we prove the following general bound:

Theorem A. Let G be a simple linear algebraic group over a field k such that char k is not special for G.
If p: G — GL(V) is a representation of G such that V has a G-subquotient X with X'88 = 0 and
dim X > b(G) for b(G) as in Table 1, then Lie(G), = kerdp for genericv € V.

Of course, Lie(G), 2 kerdp, so equality means that Lie(G), is as small as possible. In this case,
we write that Lie(G) acts virtually freely on V. This notion is the natural generalization of “generically
freely” to allow for the possibility that G does not act faithfully. We actually prove a somewhat stronger
statement than Theorem A; see Theorem 12.2 below.

Note that ker dp can be read off the weights of V. If kerdp is a proper ideal in Lie(G), then (as char k
is assumed not special) it is contained in the center of Lie(G), i.e., Lie(Z(G)). The restrictions of p
to Z(G) and of dp to Lie(Z(G)) are determined by the equivalence classes of the weights of V modulo
the root lattice.

If we restrict our focus to representations V that are irreducible and whose highest weight is restricted,
Theorem A quickly settles whether V is virtually free for all but finitely many types of G:
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Corollary B. Suppose G has type A, for some € > 15; type By, Cy, or Dy with £ > 11; or exceptional
type, over an algebraically closed field k such that char k is not special for G. For p: G — GL(V) an
irreducible representation of G whose highest weight is restricted, Lie(G), = kerdp for generic v € V if
and only if dim V > dim G.

This is proved in Section 13.

Note that the bound b(G) from Theorem A holds for most k and is ®(dim G) = ©((rank G)?) in
big- O notation, meaning that it grows like (rank G)2 In the special case char k = 0 one can find a similar
result in [Andreev and Popov 1971] where the bound is ® ((rank G)?), which was used in the (existing)
proof of the characteristic O version of the results of Section 15. The fact that the exponent in our result
is 2 (and not 3) is leveraged in two ways: (1) the restricted irreducible representations not covered by
Theorem A and Corollary B are among those enumerated in [Liibeck 2001a] and (2) it encompasses
all but a very small number of tensor decomposable irreducible representations. We settle these cases
in a separate paper, [Garibaldi and Guralnick 2020a], because the arguments are rather different and
more computational. Fields with char k special are treated in [Garibaldi and Guralnick 2020b], which
also includes an example to show that the conclusion of Theorem A does not hold for such £ and an
extension of Corollary B (stated here as Theorem D). Combining the results of these two papers with
[Guralnick and Lawther 2019], we get descriptions of the stabilizer G, as a group scheme when V is
irreducible, which we announce in Section 15. This paper contains the main part of the proof of the
results in Section 15 for Lie algebras.

Remarks on the proof. Corollary B may be compared to the main result of Guerreiro’s thesis [1997],
which classifies the irreducible G-modules that are also Lie(G)-irreducible such that the kernel of dp
is contained in the center of Lie(G) with somewhat weaker bounds on dim V. (See also [Auld 2001;
Garibaldi and Guralnick 2017] for other results on specific representations.) Our methods are different
in the sense that Guerreiro relied on computations with the weights of V, whereas we largely work
with the natural module. We do refer to Guerreiro’s thesis in the proof of Corollary B to handle a
few specific representations.

The change in perspective that leads to our stronger results in fewer pages is the replacement of the
popular inequality (1.3), which involves the action on the specific representation V, with (1.4), which
only involves the dimension of V and properties of the adjoint representation Lie(G). Thus our proof of
Theorem A depends in only a small way on V, providing a dramatic simplification. Furthermore we prove
new bounds on the number of conjugates e(x) of a given noncentral element x € Lie(G) that suffice to
generate a Lie subalgebra containing the derived subalgebra (with special care being needed in small
characteristic; see, for example, Theorem 5.8); these results should be of independent interest. Our bounds
depend upon the conjugacy class and give upper bounds for the dimension of fixed spaces for elements in
the class. As a special case, we extend the main result of [Cohen et al. 2001]; see Proposition 14.1. We
note that some generation bounds are known in the setting of groups; see for example [Gordeev and Saxl
2002a; Gordeev and Saxl 2002b] or [Guralnick and Saxl 2003].
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We also prove a result that is of independent interest. We show in Theorem 5.8 that the only proper
irreducible Lie subalgebras of s[, containing a maximal toral subalgebra occur in characteristic 2 and any
such is conjugate to the Lie algebra of symmetric matrices of trace 0.

Notation. For convenience of exposition, we will assume in most of the rest of the paper that k is
algebraically closed of characteristic p # 0. This is only for convenience, as our results for p prime
immediately imply the corresponding results for characteristic zero: simply lift the representation from
characteristic 0 to Z and reduce modulo a sufficiently large prime.

Let G be an affine group scheme of finite type over k. If G is additionally smooth, then we say that G
is an algebraic group. An algebraic group G is simple if its radical is trivial (i.e., it is semisimple), it is
not equal to 1, and its root system is irreducible. For example, SL,, is simple for every n > 2.

We say that chark is special for G if chark = p # 0 and the Dynkin diagram of G has a p-valent
bond, i.e., if char k = 2 and G has type B,, or C,, for n > 2 or type Fy, or if chark =3 and G has type G».
(Equivalently, these are the cases where G has a very special isogeny.) This definition is as in [Steinberg
1963, §10; Seitz 1987, p. 15; Premet 1997]; in an alternative history, these primes might have been called
“extremely bad” because they are a subset of the very bad primes — the lone difference is that for G of
type G, the prime 2 is very bad but not special.

A dominant weight A is restricted if, when we write

A= cha),

where w varies over the fundamental dominant weights, we have 0 < ¢,, < p for all w.
If G acts on a variety X, the stabilizer G, of an element x € X (k) is a subgroup-scheme of G with
R-points

Gy(R)={geG(R)| gx=x}

for every k-algebra R. A statement “for generic x” means that there is a dense open subset U of X such
that the property holds for all x € U.

If Lie(G) = 0 then G is finite and étale. If additionally G (k) = 1, then G is the trivial group scheme
Spec k. (Note, however, that when k has characteristic p # 0, the subgroup-scheme w1, of 1,2 has the
same Lie algebra and k-points. So it is not generally possible to distinguish closed subgroup-schemes by
comparing their k-points and Lie algebras.)

We write g for Lie(G) and similarly spin, for Lie(Spin, ), etc. We put 3(g) for the center of g; it is
the Lie algebra of the (scheme-theoretic) center of G. As char k = p, the Frobenius automorphism of k
induces a “p-mapping” x — x!?! on g. When G is a subgroup-scheme of GL,, and x € g, the element
x[P1is the p-th power of x with respect to the typical, associative multiplication for n-by-n matrices; see
[Demazure and Gabriel 1970, §11.7, p. 274]. An element x € g is nilpotent if xPI" =0 for some n > 0,
toral if x'P) = x, and semisimple if x is contained in the Lie p-subalgebra of g generated by x!7l, i.e., is
in the subspace spanned by x[?), x[P"| ... cf. [Strade and Farnsteiner 1988, §2.3].
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1. Key inequalities
Inequalities. Put g := Lie(G) and choose a representation p: G — GL(V). For x € g, put
V¥ :={veV]|do(x)v=0}
and x© for the G-conjugacy class Ad(G)x of x.

Lemma 1.1. Forx € g,
x%Ng, =2 forgenericveV (1.2)

is implied by:
dimx% +dim V* <dim V, (1.3)

which is implied by:

There exist e > 0 and x1, ... x, € x¢ such that the subalgebra s of g (1.4)
generated by xi, ..., x. has V* =0 and e - dimx% < dim V. ’

In many uses of (1.4), one takes s to be g or [g, gl.

Proof. Suppose (1.3) holds and let v € V. Put

V(x):={v e V |thereis g € G(k) such that xgv =0} = U VY.
yex@

Define o: G x V¥ — V by a(g, w) = gw, so the image of « is precisely V (x). The fiber over gw contains
(gc_l, cw) for Ad(c) fixing x, and so dim V (x) < dim x% 4+ dim V*. Then (1.3) implies V(x)isa proper
subvariety of V, whence (1.2). (This observation is essentially in [Andreev and Popov 1971, Lemma 4;
Guerreiro 1997, §3.3; Garibaldi and Guralnick 2017, Lemma 2.6], for example, but we have repackaged
it here for the convenience of the reader.)

Now assume (1.4). Iterating the formula dim(U NU’) > dim U + dim U’ — dim V for subspaces U, U’

of V gives
1 ¢ Xi ¢ . xXi ) o .
dim( (), v*)z (Y dimV*) = (e~ Ddim V. (1.5)

As dp is G-equivariant (and not just a representation of g), we have dim V* =dim V*. The left side of (1.5)
is zero by hypothesis; hence dim V* < (1 — 1/e) dim V. Now dimx® < (1/e) dim V implies (1.3). O

We will verify (1.3) in many cases, compare Theorem 12.2. To do so, we actually prove (1.4), where
the inequality only involves V through the term dim V. This allows us to focus on the element x and
its action on the natural module rather than attempting to analyze V* directly, for which it is natural to
require some hypothesis on the structure of V beyond simply a bound on the dimension, such as that V is
irreducible as is assumed in [Guerreiro 1997]. When verifying (1.4), one finds that, roughly speaking,

G

when dim x is small, e is large and vice versa. Therefore, at least for the classical groups, we take some

care to bound the product e - dim x¢ instead of bounding each term independently.
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Comparing subalgebras. We will use the following, which is a small variation on [Garibaldi and Gural-
nick 2017, Lemma 2.6].

Lemma 1.6. Suppose G is semisimple over an algebraically closed field k of characteristic p > 0, and
let by be a subspace of g.

(1) If (1.2) holds for every toral or nilpotent x € g\ b, then g, C b for genericv € V.

(2) If b consists of semisimple elements and (1.2) holds for every x € g\ b with x'P! € {0, x}, then g, C b
for genericvin V.

Proof. For (1), as G is semisimple, there are only finitely many G-conjugacy classes in g. Therefore,
by hypothesis there is a dense open subset U of V such that x® Ng, = @ for all v € U and all toral or
nilpotent x € g\ b.

Fix v € U. As k is algebraically closed, every y € g, can be written as a linear combination of toral
and nilpotent elements in g, [Strade and Farnsteiner 1988, p. 82, Theorem 2.3.6(2)], which must belong
to b, so g, €.

Claim (2) now follows as in the proof of [Garibaldi and Guralnick 2017, Lemma 2.6(3)]. O

Often we apply the preceding lemma with b = 3(g), the Lie algebra of the center Z(G). For G
reductive, Z(G) is a diagonalizable group scheme [SGA 3, 2011, XXII1.4.1.6], so Z(G), =ker(p|z)).
We immediately obtain:

Lemma 1.7. Suppose G is reductive. If g, C 3(g) for generic v € V, then g acts virtually freely on V. [

Examples.

Example 1.8 (SL,). Recall that an irreducible representation p: SL, — GL(V) of SL; is specified by its
highest weight w, a nonnegative integer. Let chark =: p # 0. We claim:

(1) If chark divides w (e.g., if w = 0), then dp(sl) = 0.
@i1) If (a) w =1 or (b) chark # 2 and w = 2, then sl, does not act virtually freely on V.

(iii) If w = p®+1 for some e > 0, then sl acts virtually freely on V but (1.3) fails for some noncentral
x € sl with x!P! € {0, x}.

(iv) Otherwise, (1.3) holds for noncentral x € sl with xtP1 € {0, x}, and in particular sy acts virtually
freelyon V.

To see this, write w = Zizo wipi, where 0 < w; < p. By Steinberg, V is isomorphic (as an SL,-
module) to ), L(w;)P", where the exponent [p]’ denotes the i-th Frobenius twist, and the irreducible
module L(w;) with highest weight w; is also the Weyl module with highest weight w; by [Winter 1977], of
dimension w; + 1. Thus, as a representation of sl,, V is isomorphic to a direct sum of ¢ :=[],_,(w; +1)
copies of L(wg). This proves (i), so we suppose for the remainder of the proof that wy > 0.
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As in the previous paragraph, L(1) is the natural representation (with generic stabilizer a maximal
nilpotent subalgebra) and L(2) (when p # 2) is the adjoint action on sl, (with generic stabilizer a Cartan
subalgebra). This verifies (ii).

We investigate now (1.3). For x nonzero nilpotent or noncentral toral, we have dim(x3%) = 2. For x
nonzero nilpotent, L(wg)* is conjugate to the highest weight line. If x!?! = x, then up to conjugacy x
is diagonal with entries (a, —a) for some a € [F; as x is noncentral, p # 2 and dim L(wo)* =0 or 1
depending on whether wy is odd or even. Assembling these, we find dim(x52) 4+ dim L(w)* <2 +¢
with equality for x nonzero nilpotent, whereas dim L(w) = cwg + ¢. We divide the remaining cases via
the product cwg, where we have already treated the case (ii) where ¢ = 1 and wg =1 or 2.

Suppose ¢ =2 and wg = 1, so we are in case (iii). The action of sl, on V via dp is the same as the
action of sl on two copies of the natural module, equivalently, on 2-by-2 matrices by left multiplication.
A generic matrix v is invertible, so (sl»), = 0. Yet we have verified in the previous paragraph that (1.3)
fails for x nonzero nilpotent, proving (iii).

The case (iv) is where cwg > 2, where we have verified (1.3), completing the proof of the claim.

As a corollary, we find: sl fails to act virtually freely on V if and only if (a) w = 1 or (b) char k # 2
and w = 2. Moreover, when sl, acts faithfully on V (i.e, wg is odd), we have: sl, fails to act generically
freely on V if and only if w = 1 if and only if dim V < dim SL,.

Example 1.9. Let x € g. If dimx© + dim(V*)* < dim(V*), then (1.3) holds for x. This is obvious,
because dp(x) and —dp(x) " have the same rank.
2. Interlude: semisimplification

For Theorem A, we consider representations V of G that need not be semisimple. For each chain of
submodules 0=: V, CV; CV, C...-CV,:=V of G, we can construct the G-module V' := @le Vi/Vi_1.
For example, if each V;/V;_ is an irreducible (a.k.a. simple) G-module then V' is the semisimplification
of V. In this section, we discuss to what extent results for V correspond to results for V;/V;_; and for V’,
using the notation of this paragraph and writing p: G — GL(V) and p": G — GL(V’) for the actions.

From the subquotient to V.

Example 2.1. Suppose that for some x € g and some 1 <i < n, we have
dimx? +dim(V;/ Vi—1)* < dim(V;/ Vi—1).

We claim that (1.3) holds for x. By induction it suffices to consider the case i =2 and a chain Vi C V, C V.

Suppose first that V; = 0. Then dimx¢ + dim V¥ < dimx% + dim V5 +dim V/V,, whence the
claim. Now suppose that V, = V, so (V,/V})* is a submodule of V*; the claim follows by Example 1.9.
Combining these two cases gives the full claim.

There is an analogous statement about the dimension of generic stabilizers.
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Example 2.2. For each 1 <i <n and generic v € V and generic w € V;/V;_;, we claim that dim g, <
dimg,. Take w € V;/V;_; to be the image of a generic w € V;. Then dimg, < dimgg by upper
semicontinuity of dimension and clearly dim gz < dim g,

FromV'to V.

Example 2.3. When checking the inequality (1.3), it suffices to do it for V'. More precisely, for x € g,
we have: Ifdime + dim(V')* < dim V', then dimx% + dim V* < dim V. This is obvious because
dim V* <Y " dim(V;/V;_)*".

The following strengthens Example 2.2.
Proposition 2.4. For genericv € V and v' € V/, we have dim g, < dim g,

Proof. By induction on the number 7 of summands in V', we may assume that V' = W @ V /W for some
g-submodule W of V.

Suppose first that dim V/ W =1. Pick v € V with nonzeroimage ve V/W. Putt:={x e g|dp(x)ve W},
a subalgebra of g sometimes called the transporter of v in W. A generic vector v’ € V' is of the form w@®cv
for w € W and ¢ € k*. Evidently, g,, = t,,. By upper semicontinuity of dimension, dimt,, < dim t,, for
generic vy € V. On the other hand, writing vo = wo + Av for A € k> and wg € W, for x € g,, we find
do(x)v = —%d,o (x)wo € W, so gy, = ty,, proving the claim.

In the general case, pick a splitting ¢: V/W < V and so identify V with V' as vector spaces. We may
intersect open sets defining generic elements in V and V' and so assume the two notions agree under
this identification. Let v := w + ¢ (v) be a generic vector in V, where w € W and v € V /W is the image
of v; v := w @ v is a generic vector in V'. Defining t as in the previous paragraph, we have g,, g,» C t.
Replacing g, V, V' with t, W + kv, W @ kv and referring to the previous paragraph gives the claim. [

If g acts generically freely on V' (i.e., g,v = 0), then the proposition says that g acts generically freely
on V. This immediately gives the following statement about group schemes:

Corollary 2.5. If G is finite étale for generic v' € V', then G, is finite étale for generic v € V. O

While generic freeness of V'’ implies generic freeness of V for the action by the Lie algebra g, it does
not do so for the action by the algebraic group G, as the following example shows.
Example 2.6. Take G = G, acting on V = A3 via
PP

p(r) = 0
1

S o =
O = N

Let V, C V be the subspace of vectors whose bottom entry is zero. Then G acts on V, via r — ((1) q) and
in particular a generic v, € V, has G,, = 1. On the other hand, a generic vector v := @) in V has G, the
étale subgroup with points {r | ry +rPz = 0}, i.e., the kernel of the homomorphism zF + y Id: G, — G,
for F the Frobenius map.
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Direct sums have better properties with respect to calculating generic stabilizers; see for example
[Popov 1988, Proposition 8; Lotscher 2015, Lemma 2.15].

3. Lemmas on the structure of g

When char k is not zero (more precisely, not very good), then it may happen that g depends not just on
the isogeny class of G, but may depend on G up to isomorphism. Moreover, g need not be perfect even
when G is simple. In this section we record for later use some facts that do hold in this level of generality.

Lemma 3.1. Let G be a simple algebraic group over k such that (G, chark) # (Sp,,, 2) for alln > 1.
Put:G — G for the simply connected cover of G and § := Lie(&). Then:

(1) [g, gl =dn ().
(2) If V is an irreducible representation of G whose highest weight is restricted, then V1991 = 0.

Proof. The map drr restricts to an isomorphism g, = g, for each root ¢, and in particular d (§) 2 (ga),
an ideal in g. As g/(gy) is abelian, (g,) 2 [g, gl

Conversely, [g, g] = g; see [Premet 1997, Lemma 2.3(ii)] if char k is not special and [Hogeweij 1978,
6.13] in general. So d7 (g) = dn([g, g]) < [g, gl

To see (2), write the highest weight A of V' as a sum of fundamental dominant weights A = ) ¢, ;.
As A is restricted, there is some ¢; € Z whose image in k is not zero. Put « for the simple root such
that (w;, ") = 1. Writing x4, x_, for basis elements of the root subalgebras for +« and v for a highest
weight vector in V, we have xyx_ov = (A, «¥)v # 0 as in the proof of [Steinberg 1963, Lemma 4.3(a)],
so V47 @ — yI19.8] i5 a proper submodule of V, and hence is zero. O

Corollary 3.2. Let G be a simple algebraic group over k and put 1 : G—G for the simply connected
cover. If p: G — GL(V) is a representation such that dp dwr = 0 (i.e., g acts trivially on V), then g acts
virtually freely on V.

Proof. If G is simply connected —i.e., G = G (for example, if G = Sp,,,) —then dp = 0 and this is
trivial. So assume G is not simply connected and apply Lemma 3.1. There is a torus 7 in G such that
g = [g, g] + t as a vector space. In particular, the images of g and t in gl(V') are the same. The image
consists of simultaneously diagonalizable matrices, so t acts virtually freely, ergo the same is true for g. [

Example 3.3 (PGL;). Let p: PGL, — GL(V) be an irreducible representation. The composition
SL, — PGL, & GL(V) is an irreducible representation L(w) of SL, as in Example 1.8 with w even.
We claim that pgl, fails to act virtually freely on V if and only chark # 2 and w = 2.

If char k # 2, the induced map sl, — pgl, is an isomorphism and the claim follows from Example 1.8.

If chark = 2, then, as w is even, the representation of SL, is isomorphic to the Frobenius twist
L(w/2)! and sl, acts trivially (and p is not faithful). By Corollary 3.2, the action of pgl, is virtually
free, verifying the claim.

Suppose now additionally that dp is faithful, whence char k # 2. Applying the above, we find that
pgl, fails to act generically freely if and only if w =2 if and only if dim V < dim PGL,.
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Example 3.4 (adjoint representation). Let G be a simple algebraic group and put L (&) for the irreducible
representation with highest weight the highest root «. It is a composition factor of the adjoint module.

If char k =2 and G has type C,, for n > 1 (including the cases C; = A and C, = B»), then g acts virtually
freely on L(&). In case G is simply connected, L(¢) is a Frobenius twist of the natural representation of
dimension 2n (since « is divisible by 2 in the weight lattice), so g acts as zero (and, in particular, virtually
freely); compare Example 1.8 (i) for the case n = 1. If G is adjoint, then we apply Corollary 3.2.

Now suppose that chark is not special for G and (type G, chark) # (A, 2). Put 7 : G — G for
the simply connected cover of G. The hypotheses give that L(&) = g/3(g) as G-modules and that
Cartan subalgebras of g and g are Lie algebras of maximal tori. It follows, then, that there is an open
subset U of g that meets Lie(T) for every maximal torus T of G such that for a € U the subalgebra
Nil(a, §) :==,,-o ker(ad @)™ has minimal dimension (i.e., a is regular in the sense of [SGA 3, 1970,
§XIII.4]). Picka e U N T, put a € L(&) for the image of a, and set

ga=1{xegladx)a €3}

Then
Lie(T) C §z  Nil(a, §) = Lie(T),

where the last equality is by [SGA 3 1970, Corollary XIII.5.4]. The image T of T in G is a maximal
torus that fixes a, so g; is generated by Lie(7") and the root subgroups it contains. But any such root
subgroup would be the image of the corresponding root subgroup of g, which does not stabilize a, and
therefore gz = Lie(T'). In particular, g does not act virtually freely on L ().

Lemma 3.5. Suppose G is a simple algebraic group such that chark is not special and (G, chark) #
(SLy, 2). If s is a subalgebra of g such that s + 3(g) 2 [g, g1, then s 2 [g, g].

For the excluded case where G = SL, and char k = 2, we have that 3(g) = [g, g] is the Lie algebra of
every maximal torus.

Proof. We may assume that 3(g) # 0, and in particular the center of G is not étale and G does not have
type Aj.

If G is equal to its simply connected cover G, then for each g € G(k), there is z; € 3(g) such that
7¢ +gxg € 5, where & denotes the highest root. Thus, s contains [z, + gxgz, 74 + g'xz] = [gxs, g'x5] for
all g, g’ € G(k); hence s = g by [Premet 1997, Lemma 2.3 (ii)].

Suppose now that G # G. We may replace s with s N [g, g] and so assume s C [g, g]. Put 5 for the
inverse image d ~'(s) of s in § and ¢: G — G for the natural map to the adjoint group. The kernels of
dg drr and drr are the centers of g and g respectively, so dg d (5) = dg(s) 2 dg([g, g]) by hypothesis,
which equals dg dr(g) by Lemma 3.1 (1). We are done by the case where G is simply connected. [

4. Deforming semisimple elements to nilpotent elements

For x € g, we use the shorthand x®C for the orbit of x under the subgroup of GL(g) generated by Gy,
and Ad(G). For y in the closure of x®C, dim V* < dim V? by upper semicontinuity of dimension.
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Example 4.1. Suppose that x € g is noncentral semisimple and let b be a Borel subalgebra containing x.
Because x is not central, there is a root subgroup U, in the corresponding Borel subgroup that does
not commute with x. This implies that x + Ay is in the same G-orbit as x for all A € k and y in the
corresponding root subalgebra, and similarly Ax + y is in the same G-orbit as Ax and in particular y is in
the closure of x®»C, so dim V* = dim V***Y < dim V.

Lemma 4.2. Suppose k is algebraically closed and let G = GL, or SL,. Let x € g be a semisimple
element. Then there exists a nilpotent element y € g such that the following hold:

(1) The Ad(G)-orbits of x and y have the same dimension.

(2) vy is in the closure of x®C.

(3) If the matrix x has r distinct eigenvalues, then y"~' # 0 and y" = 0. In particular, if p := chark # 0
and x is toral, then y'P! = 0.

(4) The rank of y is the codimension of the largest eigenspace of x. In particular, if 0 is the eigenvalue
of x with greatest multiplicity, then rank y = rank x.

(5) If V is a finite-dimensional rational G-module, then dim VY > dim V* and dim y¢ 4 dim V? >
dimx© + dim V*.
Proof. Suppose first that G = GL,. We may assume that x is diagonal. Permuting the basis so that
vectors with the same eigenvalue are adjacent, we may assume that x has ay, ..., a, down the diagonal a;
appearing n; times and ny > np > --- > n,. The centralizer of x in GL,, is [ [; GL,, of dimension ) nl2
Let y be the block upper triangular matrix (with the blocks corresponding to the eigenspaces of x)
such that the only nonzero blocks are the ones corresponding to the a;, a;4 block. In that block, take y to
have 1’s on the diagonal and 0’s elsewhere; this block has rank n; 41 sorank y = "._, n; as claimed in (4).
After conjugation by a permutation matrix, we deduce that the size of the Jordan blocks in the Jordan
form of y are given by the partition of n conjugate to (ny, ns, ..., n,). The centralizer of such a matrix
has dimension ) ”,2 cf. [Springer and Steinberg 1970, p. E-84, 1.7(iii); E-85, 1.8] or [Humphreys 1995,
p. 14] and so (1) holds.
It follows that the largest Jordan block of y has size » whence the minimal polynomial of y has degree r
(equal to the degree of the minimal polynomial of x).
Clearly, x 4ty € x% whence y is in the closure of x®»¢ and so dim V* < dim V7. This fact and (1)
imply the last inequality in (5).
If x is toral, then x has all eigenvalues in [, and so r < p, whence y[p] =0.
For G = SL,, each toral element is also toral in GL,, and one takes y as in the GL,, case. O

Generation.

Lemma 4.3. Let p: G — GL(V) be a representation of an algebraic group over a field k. Let X be an
irreducible and G-invariant subset of g such that X is open in X. If, for some Y C X, there exist e > 0
and yi, ..., Ye € Y(k) that generate a subalgebra of g
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(1) that has dimension at least d, for some d;
(2) that leaves no d-dimensional subspace of V invariant for some d;

(3) containing a G-invariant subalgebra M of g such that M/N is an irreducible M-module and
dimg/M < dim M /N, for some G-submodule N of M; or

(4) containing a strongly regular semisimple element (as defined in Example 5.1),
then e generic elements of X do so as well.

We will use this lemma with X = x% and ¥ = y© for x and y. For a description of which nilpotent y
lie in xG for a given x, we refer to [Hesselink 1976, 3.10] for type A and, when char k # 2, types B, C,
and D. (A description can also be found in [Collingwood and McGovern 1993, §6.2].) For the other
cases we use Lemma 11.2.

Alternatively, one can take x and y as in Example 4.1 or Lemma 4.2 and set X = x®C and ¥ = y©.

Proof of Lemma 4.3. For each of (1)—(4), we consider the subset U consisting of those (y;,..., y.) ina
product X *¢ of e copies of X that generate a subalgebra satisfying the given condition. Fix an e > 0 so
that U (k) is nonempty. It suffices to observe that U is open in X, which is obvious for (1). Case (2) is
argued as in [Breuillard et al. 2012, Lemma 3.6].

For (3), consider the set U’ of (yi,..., y.) € X*¢ such that Y1, ... Y. generate a subalgebra Q
with Q acting irreducibly on M/N and dim Q > dim M; it is open as in (1) and (2). We claim that
U’ = U, the containment D is clear. Conversely, if (y1, ..., y.) is in U’ \ U, then Q " M C N and
dim Q <dimg/M + dim N < dim M, which is a contradiction.

For (4), the hypothesis is that some word w in variables is strongly regular semisimple for some
collection of e elements of Y (k). Since being strongly regular semisimple is an open condition, it follows
that w is generically strongly regular semisimple. (|

We also use the lemma in the form of the following corollary.

Corollary 4.4. Let G be a simple algebraic group over a field k such that char k is not special for G and
(type G, chark) # (A1, 2). Let X be an irreducible and G-invariant subset of g such that X is open in X.
If, for some Y C X, there existe > 0 and y1, ..., ye € Y (k) that generate a subalgebra of g containing
lg, gl, then e generic elements of X do so as well.

Proof. Set M :=dn(g) = [g, g] (Lemma 3.1(1)) and N :=dn (3(g)) = [g, gl N 3(g). Then M/N is, as a
G-module, L(&), an irreducible representation of M (Example 3.4). Moreover, dim g/M < dim 3(g) <
2 <dim M/N. Apply Lemma 4.3 (3). g

5. Quasiregular subalgebras

For this section, let 7 be a maximal torus in a reductive algebraic group G over an algebraically closed
field k. Writing t := Lie(T') and g := Lie(G), the action of T on g gives the Cartan decomposition
g=t® P, p 9o, Where ® is the set of roots of G with respect to T and g, is the 1-dimensional root
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subalgebra for the root . (Note that the action by t induces a direct sum decomposition on g that need not
be as fine when char k = 2, for in that case « and —« agree on t, and if furthermore G = Sp,,, forn > 1,
then the centralizer of t in g, the Cartan subalgebra, properly contains t.) We say that a subalgebra L of g

is quasiregular with respect to T if

@aecb(l‘ Nga) if chark # 2,

L=(LNt
( e {@aem(L Ngie) if chark =2,

as a vector space, where g1 := go ® g_o and ®T denotes the set of positive roots relative to some fixed
ordering. We say simply that L is quasiregular if it is quasiregular with respect to some torus 7.

For L quasiregular with respect to 7, t evidently normalizes L, i.e., L + t is also a quasiregular
subalgebra.

Example 5.1. Suppose there is a t € tN L such that
ta(t) #£B(t) foralla #p e dtU{0}, 5.2)

i.e., that has the same eigenspaces on g as t. (We call such a ¢ strongly regular.) Put m(x) for the minimal
polynomial of ad(z). For each o € ® U {0}, evaluating m(x)/(x — «(¢)) at ad(¢) gives a linear map g — ¢
with image g, (if chark # 2) or g4, (if chark = 2). Restricting ¢ to L shows that L Ng, or LN g1y i
contained in L, i.e., L is quasiregular.

Example 5.3. Suppose G = SL,, or GL,, for n > 4. If L contains a copy of s[,_; (say, the matrices with
zeros along the rightmost column and bottom row), then L is quasiregular. Indeed, taking T to be the
diagonal matrices in G and ¢ € t to have distinct indeterminates in the first » — 2 diagonal entries and a
zero in the last diagonal entry, we find that ¢ satisfies (5.2). This L is quasiregular, but need not be regular,
in the sense that it need not contain a maximal toral subalgebra of g.

Remark 5.4. Suppose chark # 2 and g = sl,,, s0,,, or sp,,,. If L is a quasiregular Lie subalgebra and
acts irreducibly on the natural module, then L = g.

To see this, first suppose that L contains a maximal toral subalgebra t. Since chark # 2, L is
determined by t and a closed subset of the root system of g, whose classification over k is the same
as the Borel-de Siebenthal classification over C. Now L cannot be contained in a maximal parabolic
subalgebra, for such subalgebras act reducibly (even stabilizing a totally singular subspace for g = so,
or sp,,); see for example [Garibaldi and Carr 2006, §3]. Also, L cannot be contained in a semisimple
subalgebra of maximal rank, since such subalgebras stabilize a nondegenerate subspace (compare for
example [Dynkin 1952, Table 9]) and the claim follows. (This shows also that if chark # 2 and L C gl,
is a subalgebra that acts irreducibly and contains a maximal toral subalgebra, then L = gl,,.)

In the general case, let T be the torus with respect to which L is quasiregular. As L 4+t = g by the
preceding paragraph, every root subalgebra occurs in L, and we conclude that L = g (compare the proof
of Lemma 3.1).

See [Breuillard et al. 2012, Lemma 3.6] for a similar statement on the level of groups.
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The subsystem subalgebra. Suppose L is a quasiregular subalgebra of g with respect to 7. Define L to
be the subalgebra of L generated by the L N g, for o € .

Lemma 5.5. If

(1) chark #2 or

(2) chark =2, ® is irreducible, and all roots have the same length,
then L is an ideal in L + t.

Proof. If chark # 2, then LoNg, = L N g, for all ¢ and the claim is trivial, so assume (2) holds. As Ly
is evidently stable under ad t, it suffices to check, for xg € gg, x_g € g_g, c € k such that xg +cx_g € L,
and x, € LN gy € Ly, that Ly contains

[xg +cx_p, xo] =[x, Xa] +c[x_g, Xo].

However, by hypothesis o + § and o — 8 cannot both be roots, so at least one of the two terms in the
displayed sum is zero and the expression belongs to L N gy or L Ngy_p, hence to L. O

Example 5.6. Let L be the space of symmetric n-by-n matrices in gl,. It is a Lie subalgebra when
char k = 2, and, in that case, it is quasiregular with respect to the maximal torus 7' of diagonal matrices
in GL, and Lo =0.

Lemma 5.7. Suppose L is a quasiregular subalgebra of gl(V) with respect to a maximal torus T. Then
Ly is irreducible on V if and only if Lo+ t is irreducible on V if and only if Ly = sl(V), if and only if
Lo+t=gl(V).

Proof. The algebra Lo is (Lo Nt) ® P, 9« Where S is a closed subsystem of a root system of type A.
Therefore S = @ (in which case Lg acts irreducibly and Lo = s[(V)) or S is contained in a proper
subsystem (which normalizes a proper T -invariant subspace of V). g

Application to type A.

Theorem 5.8. Suppose L is a subalgebra of gl,, for some n > 2 that is quasiregular and acts irreducibly
on the natural representation of gl,. Then

(1) L contains sl,,, or

(2) chark =2 and L is GL,-conjugate to a subalgebra of symmetric n-by-n matrices containing the

alternating matrices.

Proof. Let T be the maximal torus with respect to which L is quasiregular. After conjugation by an
element of GL, (k), we may assume that T is the diagonal matrices. If Ly = L or even Lo+t = gl,,
Lemma 5.7 gives that L contains slj,.
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Case: Ly # 0. Suppose Lg # 0. We claim that (1) holds. Replacing L with L + t, we may assume
that t C L. We claim that L| := L + t acts irreducibly on the natural representation V := k" of gl,. If
dim V =2, the result is clear. So we assume that dim V > 3.

Suppose W C V is a subspace on which L; acts nontrivially and irreducibly. Conjugating by a
monomial matrix, we may assume that W is the subspace consisting of vectors whose nonzero entries are
in the first w := dim W coordinates. If w = 1, we can apply the graph automorphism that inverts 7" and
permutes the root spaces and get a possibly different subalgebra L’ which leaves invariant a hyperplane. Of
course, it suffices to prove the result for L and so we may take w > 2. Now L Ngl(W) is a quasiregular
subalgebra of gl(W) acting irreducibly on W and it is generated by tN gl(W) and those g, contained
in L, so by Lemma 5.7 it equals gl(W).

If W #£ V, then there is a B € ® such that g+g N Lo =0 yet (g1 N L)W & W. That is, there exists
i >w and j < w such that E;; — cEj; € L for some ¢ € k*, where E;; denotes the matrix whose unique
nonzero entry is a 1 in the (i, j)-entry. As dim W > 2, there is £ < w, £ # j and Ey; € sl(W) C L.
So [Eyj, Eij —cEjj] = —E;¢is in L, and hence in Lo, yet E;; W & W, which is a contradiction. Thus
W =V, ie., Ly acts irreducibly on V and Lg = sl,.

Case: Ly =0. Suppose Lo =0. If char k # 2, then L + t cannot be irreducible (Remark 5.4), so assume
chark = 2. We prove (2).

Define L to be the subspace of gl(V) generated by t and those g1, with nonzero intersection with L.
It is closed under the bracket. Indeed, fixing nonzero elements x, € g, for all @ € ®, those g, that
meet L are spanned by an element x, + cox_o for some ¢, € k™. If g4 also meets L, then

[Xq +CaX—o, Xg+Cpx_g]l € Gt (wtp) + F+(@—p)>

whence the element on the left belongs to L because at most one of o + B, a — B isaroot. As L acts
irreducibly on V, so does L, and Lemma 5.7 gives that L= gl, and in particular g4, meets L for every
root «.

For each simple root «;, set h;: Gy, — GL, to be a cocharacter such that aj o h;: Gy — Gy is ¢+ 1
ifi #jandt+> t" forsome r; Z0if i = j. As

X Cy:
Ad(hi(t))(xa,- + Ca,-x—a,-) = tr'xai + t_f:x_ai’

there is a t; € k™ for each i so that Ad(h;(;))(g+«, N L) is generated by E; ;1 + E;4+1,;. Conjugating L
by [ hi(#;) arranges this for all simple roots «; at once, and it follows that the resulting conjugate of L
consists of symmetric matrices and intersects g., nontrivially for all « € ®, whence L contains the space
of alternating matrices. 0

6. Type A and char k # 2

Recall that s[,, for n > 2 is either simple (char k does not divide n) or has a unique nontrivial ideal, the
center (consisting of the scalar matrices, in case char k does divide n).
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The next two items have no restrictions on the characteristic of k. We do not need the first result in
characteristic 2.

Example 6.1. Suppose that x is regular nilpotent in sl,, for some n > 2; we claim that e(x) = 2, i.e., 2
generic SL, (k)-conjugates of x generate sl,. Up to conjugacy, x has 1’s on the superdiagonal and 0’s in

all other entries. Choose a conjugate y of x whose only nonzero entries are x», . .., X, on the subdiagonal.
Then w :=[x, y] is diagonal with entries z1, ..., z, where (21, ..., 2,) = (—X2, X2—X3, . . ., Xp—1—Xn, Xn).
For a nonempty open subvariety of (x2, ..., x,) the z; — z; are distinct. Thus, the algebra generated

by w and x contains all the positive simple root algebras and similarly the algebra generated by w and y
contains all the negative simple root algebras, whence (x, y) = sl,. Since the condition on generating sl,
is open (Lemma 4.3 (1)), this implies that 2 generic conjugates of x generate sl,.

For x € sl,, put a(x) for the dimension of the largest eigenspace.

Lemma 6.2. For noncentral x € sl, withn > 2,ife > (n —1)/(n — a(x)), then the subalgebra of sl,
generated by e generic conjugates of x fixes no 1-dimensional subspace nor codimension-1 subspace of

the natural module.
The hypothesis that x is noncentral ensures that the denominator n — «(x) is not zero.

Proof. Suppose that the subalgebra generated by e generic conjugates of x fixes a line. Then, by
Lemma 4.3 (2), every subalgebra generated by e conjugates fixes a line. Putting X := x5l there is a map
G x (x¢X) > x¢X via (g, x1, ..., X.) — (Ad(g)x1, ..., Ad(g)x.), and by hypothesis x¢X belongs to
the image of G x (x¢(X Np)) where p is the stabilizer of the first basis vector in the natural module, the
Lie algebra of a parabolic subgroup P of sl,,. Thus

e-dimX <dimP' +¢-dim(X Np),

and consequently
e(dim X —dim(X Np)) <dim(G/P)=n—1. (6.3)

Now consider the variety ¥ C X x P"~! with k-points
Y() ={(y, 0) € X (k) x P(K") | yo = w}.

The projection of Y on the first factor maps Y onto X with fibers of dimension «(x) — 1. The projection
of Y on the second factor maps Y onto P"~! with fibers of dimension dim(X N p). Consequently,

dimX +a(x) — 1 =dimY = (n — 1) + dim(X N p).

Combining this with (6.3) givese < (n —1)/(n — a(x)).

Now suppose each subalgebra g generated by e generic conjugates of x fixes a codimension-1 sub-
space V of the natural module. Using the dot product we may identify the natural module k" with its
contragradient (k")*, and it follows that the subalgebra {y ' | y € g} fixes the line in (k")* of elements
vanishing on V. Consequently e < (n —1)/(n — a(xT)). As a(x ") = a(x), the claim is proved. O
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Proposition 6.4. Assume char k £ 2. For each nonzero nilpotent x € sl,, with n > 3, e generic conjugates

of x generate sl,,, where:

(1) e =3 if x has Jordan canonical form with partition 2,2, ...,2)or (2,2,...,2,1).
(2) e=2ifa(x) < [n/2] but we are not in case (1).

() e=[n/(n—a(x)] ifalx) > [n/2].

Proof. The conjugacy class of x is determined by its Jordan form, which corresponds to a partition
(p1, ..., po) of n, i.e., alist of numbers p; > pp > --- > p, > 0 such that p; +-- -+ p, = n. If x has
partition (n), then e(x) = 2 by Example 6.1.

If x has partition (2, 1, ..., 1), i.e., the Jordan form of x has a unique nonzero entry, then x generates a
root subalgebra, and we may assume it corresponds to a simple root. The other root subalgebras for simple
roots and for the lowest root suffice to generate sl,,, so in this case n = [n/(n — (n — 1))] conjugates
suffice to generate.

Thus we may assume that n > 4.

Suppose first that x has partition (2, 2, . .., 2) and view x as the image of a regular nilpotent in sl, under
the diagonal embedding in 5[2X "2 - sl,. As in Example 6.1, two SL2X "/ 2—conjugates suffice to generate

[xn/2

sl,7'". As the adjoint representation of s, restricts to a multiplicity-free representation of 5[; n/ 2, there are

only a finite number of Lie algebras lying between s/ ? and sl,,. Now xS generates sl, as a Lie algebra,

SLu is not contained

so it is not contained in any of these proper subalgebras and the irreducible variety x
in the union of the proper subalgebras. This proves the claim that 3 conjugates suffice to generate sl,,.

If x has partition (2,2, ..., 2, 1), then we view it as the image of x” € sl,,_; where x’ has partition
(2,2,...,2), for which three SL,_;-conjugates generate s[,_;. That is, three generic SL,-conjugates
of x generate a subalgebra f that is quasiregular (Example 5.3). Moreover, as n = 2« — 1, § does not
fix a 1-dimensional or codimension-1 subspace of the natural module (Lemma 6.2), and therefore b acts
irreducibly and § is the whole algebra sl,, (Remark 5.4).

Now suppose a(x) <n/2 and we are not in case (1). Then p; > 3 and by passing to a nilpotent element

in the closure of x5 as in Section 4, we can reduce to the cases
(a) n is even and x has partition (3,2, ...,2, 1); or
(b) nis odd and x has partition (3, 2, ..., 2).

In case (a), we see by induction that we can generate sl,_; with two SL,-conjugates and we argue
as in the preceding case.

In case (b), deform to y € xSLn with partition (3, 2,...,2, 1, 1). It is the image of y’ € sl,,_; with
partition (3,2,...,2,1). By induction on n, two SL,_;-conjugates of y’ generate a copy of sl,_;.
Arguing as in the preceding cases concludes the proof of (2).

Finally, suppose «(x) > [n/2], so in particular p, = 1. Put x" € s[,,_; for a nilpotent with partition
(p1, .-+, Pa—1)- By induction, we find that [n/(n — «)] SL,_-conjugates suffice to generate a copy of
sl,_1, and we complete the proof as before. O
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Corollary 6.5. Suppose char k # 2. For noncentral x € gl,, with n > 2 such that x'P! € {0, x}, there exist

e >0and elements xi, . .., x, € x5 that generate a subalgebra containing sl,, such that e-dim xS < %nz.

Proof. Suppose first that x[P1 = 0. If n = 2, then e(x) = 2 by Example 6.1 and dim x5 = 2, so assume
that n > 3. We consider the three cases in Proposition 6.4. In case (1), we have dim xSbn < 2 /2 and

L

e(x) = 3, so the claim is clear. In case (2), e = 2 and dim x5 < n2 In case (3), among those nilpotent y

with rank n — «(x), the one with the largest SL,-orbit has partition (n —a(x)+ 1,1, ..., 1), whose orbit

2

has dimension n? — n — a(x)% 4+ a(x). Consequently,

e(x) - dimx3" < (n+a(x) — 1)2n — a(x)).

This is a quadratic polynomial in «(x) opening downwards with maximum at (n + 1)/2. As « >
[n/2] +1>n/24 1, the right side is no larger than %nz — 3n/2 verifying the claim for x nilpotent.
For x € sl, noncentral toral, let y be the nilpotent element provided by Lemma 4.2. Then dimx% =
dim y© and the same number of conjugates suffice to generate a subalgebra containing sl,, as in
Lemma 4.3 (3) with M = sl,, and N = 3(sl,). O

7. Type A and chark =2

Proposition 7.1. Suppose chark = 2 and let x € sl, with n > 2 be a nilpotent element of square 0 and
rank r. Then sl,, can be generated by e := max{3, [n/r} conjugates of x.

Proof. Note the result is clear if x is a root element by taking root elements in each of the simple positive
root subalgebras and in the root subalgebra corresponding to the negative of the highest root. This gives
the result for n = 2, 3 and shows that for n = 4, it suffices to consider r = 2. Choose two conjugates of x
and y generating sl x sly. It is straightforward to see for a generic conjugate z of x, the elements x, y
and z generate sl;. So assume n > 4.

If n is odd, it follows by induction on n that e¢ conjugates of x can generate an sl,_;. On the other
hand, the condition on the rank implies by Lemma 6.2 that e generic conjugates of x do not fix a 1-space
or a hyperplane. Thus, generically e conjugates of x generate a subalgebra that acts irreducibly (as in the
proof of Lemma 6.2) and is quasiregular by Example 5.3. Also, we see that generically the dimension of
the Lie algebra generated by e conjugates has dimension at least (e — 1)> — 1. Since n > 4, this is larger
than the dimension of the space of symmetric matrices, whence by Theorem 5.8, we see that e generic
conjugates generate sl,,.

Now assume that 7 is even. By passing to closures we may assume that r < n/2 (sincen >4, e =3
for both elements of rank n/2 and rank n/2 — 1). Now argue just as for the case that » is odd. O

Remark. The result also holds for idempotents (i.e., toral elements) of rank e <n /2 by a closure argument.

Corollary 7.2. Suppose that chark = 2. For noncentral x € gl, with n > 2 such that x'*! € {0, x},
there exist e > 0 and elements xi, . .., x, € x5t that generate a subalgebra containing s, such that
e-dim xSt <2n% — 2.
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Proof. Let x € sl,,\3(sl,) satisfy x?! =0 and put r for the rank of x. Then dim x5% =n? — (r’4+(n—r)?) =
2r(n —r). If 3 conjugates of x generate sl,, then 3 - dim xS = 6r(n — r). This has a maximum at
r =n/2, where it is %n2 < 2n* — 2. Otherwise (n +r)/r conjugates suffice to generate, and we have
edimxS <2(n? —r?) <2n* -2.

Now suppose that x € gl,, is noncentral toral. Take y € x&mGLx such that y!?! = 0 as in Lemma 4.2, so
dim yS' =dim xS, Applying Lemma 4.3 (3) with M =sl,, and N = 3(s,,) gives that e-dim x5t <2n2—2
also in this case. (]

8. Type C and char k # 2

Proposition 8.1. Assume char k # 2. For every nonzero nilpotent x € sp,, forn > 1 of rank r, e generic
conjugates of x generate sp,,, where:

(1) e =3 if x has Jordan canonical form with partition (2,2, ...,2).
(2) e =2 ifr = n but we are not in case (1).
3) e=2[n/r]ifr <n.

Proof. The conjugacy class of x is determined by its Jordan form, which corresponds to a partition
(p1, ..., po) of 2n with p; > pr > --- > p, such that odd numbers appear with even multiplicity. Note
that sp, = sl,, so the n =1 case holds by Example 6.1.

By specialization (replacing x with an element of xS as in Section 4), we may replace in the
partition of x

2s+2,1, )~ (s+1,s+1,2) or 2s+1,25+1,1,1)~ (25,25,2,2) fors >2 (8.2)

without changing the rank r of x nor whether the partition is (2, ..., 2). In this way, we may assume that
Pa = 2 or P1 = 4.

Case (1). Suppose that x has partition (2, 2, ..., 2). Two conjugates of x suffice to generate a copy of
s[;" C sp,,, and this contains a regular semisimple element of sp,,,. Furthermore, the natural representation
of sp,, is multiplicity-free for s[;", so one further conjugate suffices to produce a subalgebra that is
irreducible on the natural module. Appealing to Remark 5.4, the claim follows in this case.

Case sp,. For the case n = 2, it remains to consider x with partition (4), i.e., a regular nilpotent. A pair
of generic conjugates generates an irreducible subalgebra. By passing to (2, 2), we see it also generically
contains an element as in (5.2), whence the result.

Case spg. Suppose x € spg; it suffices to assume that x has rank at least 3 and p; > 3. We want to show
that two conjugates of x can generate. By passing to closures, it suffices to assume that x is nilpotent with
partition (4, 1, 1). As in (8.2), the closure of the class of x contains the class corresponding to the partition
(2,2, 2). Since two conjugates of the latter can generate an sl, x sl x sl,, we see via Lemma 4.3 (4) that
generically two conjugates of x generate a Lie algebra containing a strongly regular semisimple element
and so a quasiregular algebra.
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By the sp, case, we see that generically the largest composition factor of the algebra generated by two
conjugates of x is at least 4-dimensional and, by the paragraph above, the smallest is at least 2-dimensional.
Thus, for generic y € x©, the subalgebra (x, y) generated by x and y is either irreducible or the module
is a direct sum of nondegenerate spaces of dimension 4 and 2. However, this would imply that x and y
would be trivial on the two dimensional space, which is a contradiction. Thus, a generic pair of conjugates
of x and y generates an irreducible quasiregular subalgebra. Since we are in characteristic different
from 2, this implies that generically (x, y) = sp¢ as required.

Case 2n > 8 and x has partition (3,3,2,...,2,1,1). Suppose that x has partition (3,3,2,...,2,1,1)
so r = n. By the type A case (Proposition 6.4), 2 conjugates of x suffice to generate an sl,, subalgebra and
so generically our algebra contains a strongly regular semisimple element and also generically the smallest
invariant subspace has dimension at least n. By induction, 2 conjugates of x can generate an sp,,_»
subalgebra, so generically there is an irreducible submodule of dimension at least 2n —2. Thus, generically
the algebra is irreducible and contains strongly regular elements whence by Remark 5.4 is sp,,.

Case r > n. We now consider the case where » > n (and 2n > 8).

If py > 2, then, as @« = 2n —r < n and we are not in case (1), we may replace 2s ~ (s, s) for s > 3,
(s,8) ~(s—1,s—1,1,1) for s >4, or (4,2) ~ (3, 3) as long as we retain the property that rank x > n.
In this way, we may assume that p, <1 or p; <3.

So suppose py = 1, in which case we may assume that p; <4. We may replace (4,4, 1, 1) ~ (3, 3, 2, 2),
4,2) ~ (3,3), or (4,3,3,1,1) ~ (3, 3,2,2,2) without changing the rank of x. Repeating these
reductions and those in the previous paragraph, we are reduced to considering partitions (4, 1, ..., 1)
of rank 3 (excluded because r > n > 4) or p; = 3.

If there are at least four 3’s, we substitute (3%, 12) ~» (32, 23, 12) if po = 1 or (3*) ~ (32, 23) if py > 1.
Thus we may assume that x has partition (32, 2r—4, 1Y). As 2r > 2n = 2r — 2+ ¢, we find that x has
partition (3%, 2"~*, 1%) with r = n (in which case the proposition has already been proved) or partition
(32, 2"=%) with r = n + 1, which specializes to the previous case.

Case r < n. Now suppose that x has rank < n, so in particular p, = 1 and we may assume that p; <4.
Specializing as in (8.2) also with s = 1, we may assume that x has partition (2", 12"~2"). If r = 1, then 2n
conjugates suffice to generate sp,, by, for example, [Cohen et al. 2001]. So assume r > 2.

Clearly, n/r <n/2 <n—r, so there are at least 2v+2 1-by-1 Jordan blocks in x fore:=2[n/r] =2v+2.
We then subdivide x into two blocks on the diagonal, with partitions (2, 12Y) and (27!, 12227 —2v),
By the r = 1 case, e generic conjugates of the first generate an sp, subalgebra and by induction
max{3, 2[(n—v—1)/(r—1)7} conjugates of the second generate an sp,,_, subalgebra. As2n <re, we have
(n—v—1)/(r—1) <n/r, and the max in the preceding sentence is at most e. Note that sp, xsp,,_, contains
a regular semisimple element of sp,, and the natural module has composition factors of size e, 2n — e.

Alternatively, we may subdivide x into blocks with partitions (2", 12*=2"~2) and (1?). By induction, e
generic conjugates of this element give an sp,,_, subalgebra, with composition factors of size 1, 1,
2n — 2. As this list does not meet the list of composition factors from the previous paragraph, the generic
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subalgebra generated by e conjugates acts irreducibly on the natural module, and we are done via an
application of Remark 5.4. g

Corollary 8.3. Assume chark # 2. For nonzero nilpotent or noncentral semisimple x € sp,, withn > 1,

there exist e > 0 and elements x| .. ., x, € x5P that generate sp,, such that e - dim x5P < 6n°

Proof. Note that we are done if 3 conjugates of x suffice to generate sp,,, as dim x% < 2n% Moreover,
the case n = 1 holds by Corollary 6.5.

Recall that «(x) is the dimension of the largest eigenspace of x (and so for x nilpotent, the rank of x
is 2n — a(x)).

Nilpotent case. Suppose that x is nonzero nilpotent and put e(x) for the minimal number of conjugates
of x needed to generate sp,,. We may assume that e(x) > 3 and so r < n. In particular, @ (x) > n.

We have e(x) <2[n/(2n —a(x))] by Proposition 8.1. To bound dim xC, we replace x with y such that
a(y) = a(x) and y specializes to x, i.e., x belongs to the closure of y®=C. Then sp,, is also generated
by 2[n/(2n — a(x))] conjugates of y and dim x% < dim y°. The element x is given by a partition

(p1, - .-, Po) as in the proof of Proposition 8.1.
We claim that y can be taken to have partition (2s,2, 199=2) or (25, 1®9~1), Indeed, let I :=
{i |i > 1and p; > 2}. Then the element y with partition (p}, p5, ..., p,), where
2 ifiel,
pi= pi ifi>1landi ¢,

P+2iapi—2) ifi=1,
specializes to x, compare [Hesselink 1976, 3.10] or [Collingwood and McGovern 1993, 6.2.5]. Replacing x
with y we find an element with partition (2s, 2", 12®)=r=1) for some s > 1 and some r. If r > 2 and
s > 1, then we may replace x with an element with partition (25 4 2, 2" =2, 19®)="+1) and repeating this
procedure gives the claim.
The formula for dim Csp, )(y) in [Liebeck and Seitz 2012, p. 39] gives that it is at least n+(« (x)2=1) /2.
Applying [n/(2n —a(x))] < B3n —a(x))/(2n — a(x)), we find that

e(x)-dimx® < 6n® +a(x)(n —a(x)) +1/2n — a(x)).
As n — a(x) is negative, we have verified the required inequality for x nilpotent.

Semisimple case. We may assume x is diagonal. Put «g for the number of nonzero entries in x; we will
construct a nilpotent y in the closure of x® 5P Recall that the diagonal of x consists of pairs (f, —t)
with t € k.

Suppose first that g > n. We pick y to be block diagonal as follows. For a 4-by-4 block with entries
(0,0, ¢t, —t) for some t € k™, we make a 4-by-4 block in y in the same location, where the 2-by-2 block
in the upper right corner is generic for sp,. As g > n, by permuting the entries in x we may assume that
all pairs (0, 0) on the diagonal of x are immediately followed by a (¢, —t) with ¢ % 0. Thus, it remains to
specify the diagonal blocks in y at the locations corresponding to the remaining 2-by-2 blocks (¢, —t) for
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t # 0 in x, for which we take y to have a 1 in upper right corner. We have constructed a nilpotent y with
rank y > n, so e(x) < e(y) < 3 by Proposition 8.1, and e(x) -dim x5P2 < 612

Now suppose «g < n. Let xg be a 2a9-by-2cg submatrix consisting of all the nonzero diagonal entries
in x together with oo zero entries. Take yg to be the nilpotent element constructed from xg as in the
preceding paragraph, and extend it by zeros to obtain a nilpotent y with a(y) = 2n — g > n. Then y is
in the closure of x®m P and e(y) <2[n/ag] < 2(n+ ap)/ag. On the other hand, the centralizer of x
has dimension at least dim Sp,,, _,, +a0/2 = 2n?% —2nag + ozé /2+n. Thus dim x5P < 2nag — oz(z) /2. In
summary, e(x) - dim x5P» < (n 4 o) (4n — ap) = 4n? + 3agn — oz(%. As a function of «, it is a parabola
opening down with max at og = 1.5n, so its maximum for g < n is where og = n — 1, i.e., the max is at
most 6n> —n — 1. O

9. Types B and D with char k # 2

Proposition 9.1. Assume char k #2. For every nonzero nilpotent x € so,, forn>5, max{4, [n/(n—a(x))1}

conjugates of x generate 0.

Proof. The O,-conjugacy class of x is determined by its Jordan form, which is given by a partition
(p1, - - -, pa) of n where even values occur with even multiplicity. We go by induction on n. As 505 = sp,,
the n = 5 case is covered by Proposition 8.1, which gives 4 as the largest number of conjugates needed to
generate. For n = 6, s0¢ = sly4, and this case is handled by Proposition 6.4. So assume n > 7.

Suppose first that the number & of 1’s in the partition for x is at most 1. Then we can find an element y
in the closure of x5 with partition

(i) (2"?) if n =0 mod 4;

(i) 2®=D72 1)if n =1 mod 4;
(iii) (32,20=9/2) if n =2 mod 4; or
(iv) (3,20""9/2) if n =3 mod 4.

To see this, we specialize (2s, 2s) ~~ (s4) fors >2; 5 ~ (s —4,2,2) forodd s > 7; or (s, 1) ~
((s+1)/2, (s +1)/2)) for odd s > 3 and § = 1. Together with trivial reductions such as (5?) ~ (32, 2%)
brings us to a partition of the form (3%, 2¢, 1%) for some b < 3 and some ¢ from which the claim quickly

follows. For such a y, 2 conjugates suffice to generate a copy of 5[;"/2, 5[;('1_1)/2, 503 X §03 X 5[;("_6)/2,

or §03 X 5[5"73)/ 2 respectively. As in the proof of Proposition 8.1, it follows that 3 conjugates are enough
to generate 50,,.

Now suppose there are more 1’s in the partition for x. We specialize using
2s+1,1)~(6+1,s+1)fors>1 and (s,s,1,1)~(s—1,5s—1,2,2) fors >4.

If, after a step in this specialization process, we find that only 0 or 1 1-by-1 blocks remain, we are done
by the preceding paragraph. Therefore, we may assume that x has partition (2%, 1*) for u > 2.
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Write out t =29+ 6 for § = 0 or 1, and set v = 2¢y[u/(2¢)]. We can view x as block diagonal where
the first block has partition (220,17 and the second has partition (2200+28 1u=vY For the first block,

._ v L2
e=2+ |72t0—| 2+ ’72t—|

conjugates suffice to generate an s02,. subalgebra by induction on n. For the second block, we note that
u—v u
< —

210+ 28 — 2t’

so, by induction, e conjugates suffice to generate an s0,_»,. subalgebra. Because s02;,, X §0,_2/, contains

a regular semisimple element and the natural module has composition factors of size 2fpe and n — 2tge,
we conclude as in the proof of Proposition 8.1 that e conjugates of x suffice to generate so,,. O

Corollary 9.2. Assume p := chark # 2. For noncentral x € so, with n > 5 such that x'P! € {0, x}, there
exist e > 0 and elements x1, . .., x, € x5% that generate 50, such that e - dimx3% <2(n —1)2

Proof. As chark # 2, we identify spin, with so, via the differential of the covering map Spin, — SO,,.
We argue as in the proof of Corollary 8.3, replacing sp,, with so, and references to Proposition 8.1 with
references to 9.1. We may assume that e(x) > 4, for otherwise e(x) - x5% <4-((5) — [n/2]) <2(n— 1)~

Nilpotent case. Suppose that x is nonzero nilpotent. We have e(x) < [n/(n — «)] and in particular we
may assume that o > %n Recall that the O,-orbit of x is determined by a partition (py, ..., py) of n,
where even numbers appear with even multiplicity. As in the proof of Corollary 8.3, we may replace x
with y with partition (p; + Y, (p; — 1), 12~ 1). This element has or(y) = () and orbit of size (5) — (5).
As e(x) < (2n —a)/(n — ), it follows that e(x) - x5% < 1(2n — &)(n + o — 1). The upper bound is

maximized for _%n < a < n at the lower bound, where it is %n(Sn -3 <2(n—1>=2

Semisimple case. Suppose that x is noncentral diagonal in so,,.

Suppose first that n is even. If «g > n/2, then pick y as in Corollary 8.3, so «(y) =n/2, e(y) <4,
and we are done. If o9 < n/2, we perform the same construction as in the last paragraph of the
proof of 8.3 to obtain y with a(y) = n — ap, so e(y) < max{4, [n/ag]}; suppose [n/ag] > 4, ie.,
n/ag >4, i.e., ap < n/4. The orbit of x has dimension at least dim SO,, — dim SO,,_,, —a/2, whence
e(x) - dimx3% < (n + o) (n — o /2 — 1), where the right side is maximized at oy = n/4 and again we
verify that the upper bound is at most 2(n — 1)

When 7 is odd, we view x as lying in the image of so0,_; < so0, and take y in this same image as
constructed by the method in the previous paragraph. Computations identical to the ones just performed

again verify e(x) - dim x5 < 2(n — 1)% O

10. Type D with chark =2

Concrete descriptions. For sake of precision, we first give concrete descriptions of the groups and Lie
algebras associated with a nondegenerate quadratic from g on a vector space V of even dimension 2n
over a field k (of any characteristic). The orthogonal group O(g) is the subgroup-scheme of GL(V)
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consisting of elements that preserve ¢, i.e., such that g (gv) =g (v) for all v € V ® R for every commutative
k-algebra R; the special orthogonal group SO(q) is the kernel of the Dickson invariant O(g) — Z/2; and
the groups of similarities GO(g) and proper similarities SGO(g) are the subgroup-schemes of GL(V)
generated by the scalar transformations and O(g) or SO(g) respectively; see for example [Knus et al.
1998, §12 and p. 348; Knus 1991, Chapter IV]. For n > 3, the group SO(g) is semisimple of type D, but
neither simply connected nor adjoint.

The statement that ¢ is nondegenerate means that the bilinear form » on V defined by b(v, v') :=
qg(v+v") —q(v) —q() is nondegenerate. Viewing the Lie algebra of a group G over k as the kernel of
the homomorphism G (k[¢]) — G (k) induced by the map ¢ — 0 from the dual numbers k[¢] to k, one
finds that o(gq) is the set of x € gl(V) such that b(xv, v) =0 for all v € V. Since O(g)/SO(gq) =7Z/2,
50(q) = 0(q). As b is nondegenerate, the equation b(Tv, v') = b(v, o (T)v’) defines an involution o on
End(V). The set of alternating elements {7 — o (T) | T € End(V)} is contained in so(g) and also has
dimension 2n> — n [Knus et al. 1998, 2.6], therefore the two subspaces are the same. The Lie algebra
go(g) of GO(g) and SGO(q) is the set of elements x € gl(V) such that there exists a i, € k so that
b(xv, v) = u,q(v) for all v. It has dimension one larger than so(g).

We assume for the remainder of the section that char k = 2.

Example 10.1. When V = k" and q is defined by ¢ (v) = Z;‘:l Vi Vi4n, WE Write 509, instead of so(q),
etc. The linear transformation x obtained by projecting on the first n coordinates satisfies b(xv, v) = g (v)
for all v € V, so it and s0,, span go,,,.

2 = x, s0 x gives a decomposition k*" = ker x @im x as vector

Suppose x € go,, is a projection, i.e., x
spaces. If x belongs to s0,,, then this is an orthogonal decomposition and b is nondegenerate on ker x
and im x. Up to conjugacy, x stabilizes the subspaces spanned by vectors with nonzero entries only in
the first n coordinates or the last n coordinates, which exhibits x as the image of some toral X under an
inclusion gl,, < s0,, such that 2 rank X = rank x. Suppose x ¢ 3(s02,), so X & 3(gl,). Let y € gl, denote
the nilpotent obtained for X as in Lemma 4.2, and put y € s0y, for its image. Then y is in the closure of
x®n S0 and rank y < rank x with equality if rank x < n.

If x € goy, \ 502, has x> = x, then im x and ker x are maximal totally isotropic subspaces. To see this,

note that if g(v) # 0, then b(xv, v) = u,q(v) % 0, which is impossible if xv € {0, v}.

We consider how many conjugates of an x € s05, with x?! € {0, x} suffice to generate a subalgebra
of s0y, containing the derived subalgebra [s0;,, 502,]. We apply Lemma 4.3 (3) with G = GOy,
M = [s02,, 502,],and N = 3(M),sodimN =0or 1, dimM/N > 2n? —n—2 and dimg/M = 2.

Example 10.2. One can verify by computing with an example that for x € 505, with x!2! =0, e conjugates
suffice to generate [s07,, 502, ] in the cases (a) x is a root element and n =e =4 or 5 or (b) n =7 or 8,
e =4, and x has rank 4. (In the last case, note that x can be taken to have Jordan form with partition
(2%, 12"=%).) Magma code is provided with the arxiv version of this paper.

In the following, we say that an so,,, subalgebra of so0,, is naturally embedded if it arises from
expressing k2" as an orthogonal sum of a nondegenerate 2n — 2m and 2m-dimensional spaces.
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Lemma 10.3. Let g = s0y, withn > 4. If x is a root element, and m > 4, then m generic conjugates of x
generate the derived subalgebra of a naturally embedded s0,,,.

Proof. The case n =4 is from Example 10.2.

Now assume that n > 4 and 4 < m < n. By induction on n, we know that m conjugates can generate
the derived subalgebra of a copy of so0,,,. Clearly any m conjugates have a fixed space of dimension at
least 2n — 2m and generically this space will be nondegenerate, whence this so,,, is naturally embedded.

Now assume that m = n; by Example 10.2 we may assume that n > 6. So now take n — 2 generic root
elements, xi, ..., x,_7; they generate the derived subalgebra of a natural so0,,_4 by induction. Let us
take a basis of k2" as in Example 10.1. We identify our s0,,_4 as the one acting trivially on the subspace
spanned by v, Vy41, V2, Up42-

Then consider two copies of the derived subalgebra of s0,,_» acting on the spaces spanned by v; and
Vi for 1 <i < n and for 1 < i < n. These both contain our s0;,_4 and by induction we can choose

x, y respectively so that x, x1, ..., x,—> generate the first copy of the derived subalgebra of s0,,_, and
X1,...,Xp—2, y generate the second copy. These two copies generate the derived subalgebra of so,,, as
can be seen by considering the root elements in each one. U

Proposition 10.4. Let G = SOy, with n > 3 over an algebraically closed field k of characteristic 2.
For noncentral x € g such that x'?! € {0, x}, max{4, [n/r]} conjugates of x generate a Lie subalgebra
containing g, g] where 2r is the codimension of the largest eigenspace of x.

For x as in the proposition: if (1) x’?! = x and rank x < or (2) x is nilpotent, then 2r is the rank of x.

Proof. Suppose x?l =0 and n > 4. The closure of x© contains a nilpotent element y of the same rank
with y contained in a Levi subalgebra gl,, (by [Liebeck and Seitz 2012, Table 4.1], this reduces to the
case of s04 where the result is clear). Thus we may assume that x is nilpotent and is contained in s[,. The
case where x is a root element was considered in Lemma 10.3 (with m = n), so we may assume r > 2.

If n/r <3, then by the result for s[,, (Proposition 7.1), we can generate an sl,, with 3 conjugates. Since
g/sl, is multiplicity free as an sl,-module, this implies the result.

Suppose that n < 8. The result follows by the previous paragraph unless r =2 and n =7 or 8. These
cases were settled in Example 10.2.

Now suppose that n > 9 and put e for the maximum appearing in the statement. By the result for sl,,,
e conjugates can generate an sl,, and something containing the derived subalgebra of so0,,_,. Therefore
generically, e conjugates generate an irreducible subalgebra of g and in particular, the center is central in g.

Suppose that 7 is odd. On the irreducible module X with highest weight the highest root, there exist e
conjugates with composition factors of dimensions n> — 1, n(n — 1)/2, n(n — 1)/2 and also one where
there is a composition factor of dimension at least (n — 1)(2n — 3) — 1. Thus, generically there is a
composition factor of dimension at most 2n> — 5n + 2 and the smallest composition factor is at least
n(n — 1)/2. Since the sum of these two numbers (for n > 9) is greater than dim X = 2n?—n—2, we
see that generically e conjugates acts irreducibly on X, whence they generate g (by dimension).



1602 Skip Garibaldi and Robert Guralnick

Suppose that 7 is even. The same argument shows that e conjugates can generate a subalgebra having
composition factors on [g, g] of dimensions 1, n>—2,nn—1) /2, n(n — 1)/2 and another e conjugates
having composition factors of dimensions 1, 2n% — 5n 42, 2n — 2, 2n — 2. This implies that generically e
conjugates act irreducibly on [g, g]/3(g) and this implies they generate [g, g].

Suppose that x>/ =0 and n = 3. Then x is the image of a square-zero element under the differential
of SLy — SL4 /2 = SOg, and 4 conjugates of x suffice to generate [g, g] by Lemmas 7.1 and 3.1 (1).

Suppose now that x!?! = x. If rank x < n, then let y be the nilpotent element provided by Example 10.1,
so rank y = rank x and the claim follows from the nilpotent case.

If rank x > n, then set x’ = I, — x € §07,, which is toral of rank 2r < n. Applying the previous
case shows that max{4, [n/r7} conjugates of x" generate a Lie subalgebra containing [g, g]. Therefore,
since Iy, is central in s0;,, the same number of conjugates of x generate a Lie subalgebra containing
[g, g] by Lemma 3.5. O

Example 10.5. Suppose x € s0,, satisfies x[2) = 0, so the Jordan form of x has 2r 2-by-2 blocks and
2n — 4r 1-by-1 blocks for some r < n. There are two possibilities for the conjugacy class of x; see
[Hesselink 1979, 4.4; Liebeck and Seitz 2012, p. 70]. We focus on the larger class, the one where the
restriction of the natural module to x includes a 4-dimensional indecomposable denoted by W5 (2) in
[Liebeck and Seitz 2012]. The centralizer of such an x in SO,,, has dimension

2r 2n—2r
26—+ Y G(-D= (2";2r> + (22r>
i=1

i=2r+1
and therefore dim x3°2" = 4r(n — r). (The other class has dimension 2r (2n — 2r — 1).)

Corollary 10.6. Suppose chark = 2. For every noncentral x € go,, with n > 4 such that x*! € {0, x},

SGOZn

there exist e > 0 and elements x1,...,Xx, € X that generate a subalgebra containing [s02,, 507, ]

such that e - diim x%92 < 452

Proof. Suppose x has x[?! = 0 and rank 2r as in Example 10.5. The condition we need is that 4n> >
ed4r(n—r). If the maximum in Proposition 10.4 is 4, i.e., if r > n /4, then as a function of r, 16r (n—r) has a
maximum of 4n? at r =n /2. Otherwise, the maximumis e = [n/r] < (n+r)/r, so e dim x50 < 4(n>—r?).
The right side has a maximum of 4n*> —4 at r = 1.

If xI21 = x and x € s0,,, the centralizer of x in GO», has codimension 1 in GOy, x GOxy,—y when x
has rank 2r’. We may take e = max{4, [n/r7} where 2r is the dimension of the smallest eigenspace of x.
If ¥’ > n/4, then 4 dim x9°2 < 4n? as for nilpotent elements. So assume » < n/4. Then, as r’' =r orn—r,

e dim x50

is at most (n +r")4r(n —r)/r’ = 4(n’> — s?) for s = r or r/, and again we conclude as for
nilpotent elements.

If x!2) = x and x ¢ 50,,, then x is determined by choosing an ordered pair of “parallel” maximal
isotropic subspaces and so the dimension of x99 agrees with the dimension of the flag variety of D,, of

parabolics with Levi subgroups of type A,_», which has dimension (n? +n —2)/2. Up to conjugacy, we
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may assume x is the element from Example 10.1. Let yg be an n-by-n nilpotent matrix of with |n/2]
2-by-2 rank 1 Jordan blocks down the diagonal. Then y = (;)0 y(;)) is in s02,, is nilpotent, and 4 conjugates
of y suffice to generate a subalgebra containing so0,, (Proposition 10.4), so 4 conjugates of x suffice as

well. As 2n? +2n — 4 < 4n?, the claim is proved in this case. UJ

11. Exceptional types

The aim of this section is to provide the necessary material to prove Theorem A for exceptional groups,
but we begin with some general-purpose observations. Recall that a root element of a Lie algebra g of G
is a generator for a one-dimensional root subalgebra g, of g.

Lemma 11.1. Let G be a simple algebraic group such that (G, char k) # (Sp,,,, 2) for n > 2. For each
nonzero nilpotent x € g, there is a root element in the closure of x©.

We ignore what happens in the excluded case.

Proof. Write x =)
is a generator for g,. If |S| =1 (e.g., if G has type A1), then we are done. Otherwise, the hypothesis

wes Xo Where S is a nonempty set of positive roots (relative to some torus 7) and X,
on (G, chark) guarantees that no root vanishes on 7, so we can pick a subtorus 7’ of T that centralizes
some X, but not some X, for some o # o’ € . Now in the closure of xT" we find a nonzero nilpotent
supported on S\ {&’}, and by induction we are done. g

We say that a root element in g, is long (resp. short) if « is long (resp. short).

Lemma 11.2. Let G be a simple linear algebraic group over a field k such that char k is not special for G.
For every nonzero nilpotent x € g, there is a long root element in the closure of xC.

Proof. By Lemma 11.1, we may assume that G has two root lengths and that x is a root element for a
short root «.

Suppose first that G has rank 2, so G has type G, and char k # 3 or G has type C; and chark #2. Let o
be the short simple root, y be the highest root (a long root), and take 8 := y —a. Let xo, xg: Gy — G be
the corresponding root subgroups. These pick a generator X, := dx, (1) of g, such that

ad(xﬂ(t))Xa - on + Nﬂ,aXy,

where X, generates g,,, cf. [Steinberg 2016, Chapter 3]. As char k is not special for G, Ng is not zero
in k, and arguing as in the proof of Lemma 11.1 we conclude that k* X, meets the closure of (X2)%,
proving the claim in case G has rank 2.

If G has rank at least 3, pick a long root g that is not orthogonal to « and let G’ be the subgroup of G
corresponding to the rank 2 sub-root-system generated by «, . The ratio of the square-lengths of «, 8 is 2
so G’ has type C; and char k # 2. Then the closure of x% contains a long root element in G’, hence in G. [

Remark 11.3. Suppose that G is a simple linear algebraic group over k such that chark is special
for G. The short root subalgebras generate a G-invariant subalgebra n of g. Omitting the case where
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(G, chark) = (Sp,,,, 2) for n > 2, the same argument as in the proof of Lemma 11.1 shows that for a
nonzero nilpotent x € g\ n (resp., € n), there is a long (resp. short) root element in the closure of x°.

Now we focus on exceptional groups. Table 2 appears on page 1606.

Proposition 11.4. Suppose G is simple of exceptional type over a field k such that char k is not special
for G. For e as in Table 2, b(G) as in Table 1, and x € g noncentral, we have:

(1) there are x1, . .., x. € xC generating a Lie subalgebra of g containing [g, gl, and

(2) e-dimx© < b(G).
Proof. The crux is to prove (1). By taking closures as in Corollary 4.4, we may assume that the orbit x¢
of x consists of root elements. Moreover, as k is not special, by Lemma 11.2 we may assume that x©
consists of long root elements. In view of Lemma 3.1 (1), we may assume g is simply connected.

If p # 2, we can apply the result of [Cohen et al. 2001] to obtain (1). We now prove the result for
p = 2; in most cases, the argument also gives another proof for all p.

If G = G,, we consider the A; subalgebra h) generated by the long roots so g/h has the weights of
k® ® (k)* as a representation of b, so it is multiplicity free. As b can be generated with 3 root elements
(Proposition 7.1), the claim follows.

If G = E,,, one uses that 4 root elements generate the D, inside E, (Example 10.2) and argue as for G»,
or one computes directly that five random root elements generate g. This completes the proof of (1).

Claim (2) follows because

b(G) =e- (dim G — rank G) > e - dim x©. O

12. Proof of Theorem A

Lemma 12.1. Let G be a simple algebraic group over a field k such that p := char k is not special. Then
for b(G) as in Table 1 and all noncentral x € g such that x'P) € {0, x}, there exists e > 0 and elements

X1, ..., X € xY generating a subalgebra s of g containing [g, g] such that e - dim x¢ < b(G).

Proof. We apply Proposition 11.4 if G has exceptional type.

Put 7: G — G for the simply connected cover of G. If dm: g — g is an isomorphism, then we apply
Corollary 6.5 or 7.2 for type A, 9.2 for types B or D if p # 2, and 8.3 for type C.

Therefore, we may assume that G = SL,, /., and p | m, or G has type D,, and p = 2. In these cases,
Corollaries 6.5, 7.2, and 10.6 concern not G but a group G” := (G’ x G,)/Z(G") for some G’ isogenous
to G. In particular, putting ¢: G’ — G for the natural surjection onto the adjoint group, the induced map
dg: Lie(G”) — Lie(G) is also a surjection.

Consider now the case G = G. Pick y € Lie(G”) such that dg(y) = x. The results cited in the second
paragraph of the proof provide elements yi, ..., v, € y¢ such that s” := (yi, ..., y.) contains [g”, g"],
and e - dim yGU < b(G). Taking x; := dg(y;), we obtain the desired result.

In the general case, write now ¢ for the natural map G — G. For 7 := dg(x),letzy,...,2. € za be
the elements provided by the adjoint case of the lemma. Pick g; € G (k) such that z; = Ad(g;)z and set
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x; = Ad(g;)x. Then x, ..., x, generate a subalgebra s such that dg(s) 2 [g, g]. Lemma 3.5 completes
the proof. g

We prove the following result, which has the same hypotheses as Theorem A and a stronger conclusion.

Theorem 12.2. Let G be a simple linear algebraic group over a field k such that p := char k is not special
for G. If p: G — GL(V) is a representation of G such that V has a G-subquotient X with X981 =0
and dim X > b(G) for b(G) as in Table 1, then dim x% +dim V* < dim V for all noncentral x € g with
xPl e {0, x}.

Proof. If V = X, combining Lemma 12.1 with Section 1 shows that the desired inequality holds. This
implies the inequality for general V as in Example 2.1. (|

Proof of Theorem A. Combine Theorem 12.2 with Lemmas 1.1 and 1.7. O

13. Small examples; proof of Corollary B

Before proving Corollary B, we provide an example that we treat in greater generality than is required for
proving the corollary. We put S?V for the second symmetric power of the vector space V.

Lemma 13.1. Suppose chark #2. Let G =SO(V) withdim V =n. Let W be the irreducible composition
factor of S*V of dimension n(n+1)/2—1 if char k does not divide n, or n(n+1)/2—2 if char k divides n.
Then g acts generically freely on V.

Proof. By fixing a basis for V, we may identify S>V with n-by-n symmetric matrices and g with
skew-symmetric matrices. Then we see W inside S?V (with g acting via the Lie bracket in gl,).

If char k does not divide n, W is just the trace zero matrices in S V. If char k divides n, then W is the
set of trace zero matrices modulo scalars.

If we take an element of trace zero that is diagonal and generic, then its centralizer in gl, is just
diagonal matrices (and even so for commuting modulo scalars). Thus, its centralizer in g is 0, whence the
generic stabilizer in g is 0. O

Proof of Corollary B. As char k is not special and we may assume that dp # 0, we have kerdp C 3(g).
If dimV < dim G — dimj(g), we have dimdp(g)v < dimV < dimdp(g), whence g does not act
virtually freely.

At the other extreme, if dim V > b(G) as in Table 1, then V is virtually free by Theorem A because
V1881 = 0 by Lemma 3.1 (2).

For groups of classical type, the possible V with dim V < dim G are listed in [Liibeck 2001a, Table 2].
The cases with dim G — dim 3(g) < dimV < dim G are settled in Lemma 13.1 and Example 3.4, so
assume dim V > dim G.

Consider first G of type Ay. By [Liibeck 2001a, Theorem 5.1], dimV > ¢3/8. If £ > 20, then
2 /8 > b(G) and we are done. For 16 < £ < 19, the tables in [Liibeck 2001a]! show that there is no
restricted dominant w so that dim G < dim L (i) < b(G), completing the argument for type Ay.

IFor A 18 and A9, we refer to the extended table available on Liibeck’s web page [2001b].
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type of G e type of G e

Ag(=DorB, (£=>3) (41 G, 4
Ci(£=2) 24 F4, E¢, E7, Es 5
Dy (£ = 4) ¢

Table 2. Number of conjugates e needed to generate, as in Proposition 14.1.

For G of type By, Cy, or Dy, the argument is the same but easier, with 03 /8 replaced by 2,

Suppose now that G has exceptional type. The case V = L(&) has been treated in Example 3.4.
Otherwise, Tables A.49—-A.53 in Liibeck provide the following list of possibilities for V with b(G) >
dim V > dim G —dim 3(g), up to graph automorphism and assuming char k is not special, where we denote
the highest weights as in [Liibeck 2001a]: G, with highest weight 02 and dimension 26 or 27 (where p
factors through SO7 and so is virtually free by Lemma 13.1); G, with highest weight 11 and dimension 38
and char k =7; F4 with highest weight 0010 and dimension 196 and char k = 3; Eg, with highest weight
000002 or 000010 and dimension 324 or 351. These representations have dim V > dim G and are virtually
free by [Guerreiro 1997, Theorem 4.3.1]. Note that for any particular V and char k, one can verify that
the representation is virtually free using a computer, as described in [Garibaldi and Guralnick 2020a]. [

14. How many conjugates are needed to generate Lie(G)?

The results in the previous section suffice to prove the following, which generalizes the main result
(Theorem 8.2) of [Cohen et al. 2001].

Proposition 14.1. Let G be a simple linear algebraic group over an algebraically closed field k such that
char k is not special for G, and let e be as in Table 2. If x € g is noncentral, then there exist e G-conjugates
of x that generate a subalgebra containing (g, g].

Recall that when G is simply connected (and char & is not special), g = [g, g] as in Lemma 3.1 (1).
The new results here are types A, D, E, and G, when char k =2. The related result in [Cohen et al. 2001]
is stated for long root elements only, but the proof below shows that the long root elements are the main case.

Proof. If G 1is of exceptional type, we apply Proposition 11.4, so assume that G has type A, B, C, or D.

In the case (G, char k) = (SL,, 2), the subalgebra [g, g] is the 1-dimensional center of sl, so we prove
instead the stronger result that 2 G-conjugates of a noncentral x generate sl;.

We first assume that x is a long root element and G is simply connected. For type A, a long root
element is regular nilpotent and 2 conjugates suffice by Example 6.1. For type A, (i.e., G = SL;41) with
£ >2, £+ 1 conjugates suffice by Proposition 6.4 (3) if char k # 2 and Proposition 7.1 if char k = 2. For
type Cy (Sp,,) with £ > 2, 2¢ conjugates suffice by Proposition 8.1 (3). For types B and D, long root
elements have rank 2 so Proposition 9.1 gives the claim. If chark = 2 and G has type Dy, then the claim
follows for s0p; by Lemma 10.3. The claim follows for groups isogenous to G by Lemma 3.1.
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(Ag) (Co) =>
1 2 1

1

(Dy) e e,

(By) { 3 4 =2 -1 ¢
1 2 3 =2 -1 ¢ 2

Table 3. Dynkin diagrams of simple root systems of classical type, with simple roots
numbered as in [Liibeck 2001a].

If x is nonzero nilpotent, then by Lemma 11.2 and deforming as in Section 4 we are reduced to the
previous case.

Generally, x has a Jordan decomposition x = x; + x, where x; is semisimple and x,, is nilpotent and
we may assume x; 7 0. If x; is noncentral, then we replace x with x; (whose orbit is closed in the closure
of x¢) and then replace x, with a root element as in Example 4.1.

Therefore, we may assume that x;, x, 7 0 and x, is central. Deforming, it suffices to treat the case
where x, is a root element. The line ¢x; +x,, for ¢ € k has an open subset consisting of elements such that e
conjugates suffice to generate a subalgebra containing [g, g] (resp., g in case (G, chark) = (SL2, 2)), and
this set is nonempty because it contains x,, so it contains fpx; + x,, for some #y € k*. The element x,,
and 7, lxn are in the same G-orbit, so the same is true of x and x; + 7, 1xn; this proves the claim. Ol

In the proof, the final paragraph could have been replaced by an argument that maps x into the Lie algebra
of the adjoint group of G and applies the result for nilpotent elements there together with Lemma 3.5.

15. The generic stabilizer in G as a group scheme

Let G be an algebraic group over k and p: G — GL(V) a representation. We say that G acts generically
freely on V if there is a dense open subset U of V such that stabilizer G,, is the trivial group scheme 1 for
every u € U. Of course, ker p € G, for all u, so it is natural to replace G with p(G) and assume that G
acts faithfully on V, i.e., ker p is the trivial group scheme.

In this section, we announce results on determining the generic stabilizer as a group scheme when V
is faithful and irreducible. The proofs are combinations of the main results in this paper, the sequels
[Garibaldi and Guralnick 2020a; 2020b] (which build on this paper), and [Guralnick and Lawther 2019].

Theorem C. Let p: G — GL(V) be a faithful irreducible representation of a simple algebraic group over
an algebraically closed field k.

(1) Gy is finite étale for generic v € V if and only if dimV > dim G and (G, V) does not appear in
Table 4.

(2) G acts generically freely on 'V if and only if dim V > dim G and (G, V') appears in neither Table 4
nor Table 5.
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G chark rep'n dimV dimg, G chark  high weight dimV dimg,
SLg /14 2 ~ 70 3 Spg 3 0100 40 2
SLo /13 3 A3 84 2 Sps 5 11 12 1
Spin;g /u2 2 half-spin 128 4 SLy podd O01p4 e>1 24 1
SL4 /2 2 012¢ e>2 24 1

Table 4. Irreducible and faithful representations V of simple G with dim V > dim G that
are not generically free for g, up to graph automorphism. For each, the stabilizer g, of a
generic v € V is a toral subalgebra. The weights on the right side are numbered as in Table 3.

Proof. The stabilizer G, of a generic v € V is finite étale if and only if the stabilizer g, of a generic v € V is
zero, i.e., if and only if g acts generically freely on V. By Theorem A in [Garibaldi and Guralnick 2020a],
this occurs if and only if dim V > dim G and (G, chark, V) does not appear in Table 4, proving (1).
For (2), we must enumerate in Table 5 those representations V such that dim V > dim G, V does not
appear in Table 4, and the group of points G, (k) is not trivial. Those V with the latter property are
enumerated in [Guralnick and Lawther 2019], completing the proof. O

The results above settle completely the question of determining which faithful irreducible representations
of simple G are generically free. It is natural to ask which of these hypotheses are necessary. For example,
if char k is special for G, there are irreducible but nonfaithful representations that factor through the very
special isogeny; whether or not these are virtually free for g is settled in [Garibaldi and Guralnick 2020b].
Another way that G may fail to act faithfully is if V' is the Frobenius twist of a representation Vj; in that
case g acts trivially on V, so G acts virtually freely if and only if the group G (k) of k-points acts virtually
freely on Vj.

Combining the results of this paper with [Garibaldi and Guralnick 2020a; 2020b] proves the following
extension of Corollary B; see [Garibaldi and Guralnick 2020b] for details.

G chark \% dimV G chark \% dimV
A £2,3 s3 4 Ay #£2.3 s3 10
Al £2,3 s* 5 Ay #£2 L(2w») 20—¢
Ag £3 A3 84 A7 #£2 A4 70
As 3 Lo+ o) 16 Ae pz0 Lertpoeo. gy
L(w1 + p'wr)
By (£>2) #£2 LQ2wy) 200430—¢ | C4  #£2 “spin” 42 —¢
Dy (£>4) #2 L2wy) 2024¢0—1—¢ | Dy #2 half-spin 128

Table 5. Irreducible faithful representations V of simple G with dim V > dim G such that G,
is finite étale and # 1 for generic v € V, up to graph automorphism, adapted from [Guralnick
and Lawther 2019]. The symbol ¢ denotes 0 or 1 depending on the value of char k.
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Theorem D. Let p: G — GL(V) be an irreducible representation of G whose highest weight is restricted.
If g does not act virtually freely on V, then dim V < dim G or g, is a toral subalgebra for generic v € V.

One could ask: What about analogues of the main results for G semisimple?

One could also ask for a stronger bound in Theorem A. What is the smallest constant ¢ such that the
conclusion holds when we set b(G) = ¢ dim G? What about to guarantee G, étale? Or G, = 1? Table 4
shows that ¢ must be greater than 1. Does ¢ = 2 suffice?
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Classification of
some vertex operator algebras of rank 3

Cameron Franc and Geoffrey Mason

We discuss the classification of strongly regular vertex operator algebras (VOAs) with exactly three simple
modules whose character vector satisfies a monic modular linear differential equation with irreducible
monodromy. Our main theorem provides a classification of all such VOAs in the form of one infinite
family of affine VOAs, one individual affine algebra and two Virasoro algebras, together with a family of
eleven exceptional character vectors and associated data that we call the U-series. We prove that there are
at least 15 VOAs in the U-series occurring as commutants in a Schellekens list holomorphic VOA. These
include the affine algebra Eg, and Hohn’s baby monster VOA VBEO) but the other 13 seem to be new.
The idea in the proof of our main theorem is to exploit properties of a family of vector-valued modular
forms with rational functions as Fourier coefficients, which solves a family of modular linear differential
equations in terms of generalized hypergeometric series.

1. Introduction and statement of the main theorem 1613
2. Background on VOAs 1617
3. Classification of the monodromy 1622
4. The elliptic surface 1627
5. Positivity restrictions 1633
6. The remaining fibers 1635
7. Trimming down to Theorem 1 1642
8. Solutions with y = —1 1643
9. The U-series 1656
Appendix A. Primes in progressions 1661
Appendix B. Affine algebras 1662
Acknowledgements 1666
References 1666

1. Introduction and statement of the main theorem

It is a natural problem to classify (2-dimensional) rational conformal field theories, which we conflate
with the classification of rational vertex operator algebras V (VOAS). In order to do this one needs some
invariants of V. They should be computable and yet capable of reflecting enough of the structure of V so
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that they can distinguish between isomorphism classes of VOAs, or at least come close to this ideal. In
fact we work with strongly regular VOAs V [Mason 2014]. Among other properties, these are simple
VOAs of CFT-type which are also rational and C,-cofinite. In particular, they have only finitely many
(isomorphism classes of) simple modules.

Before continuing, let us develop some notation. If V has n simple modules V := My, My, ..., M,_;
it is convenient to say that V has rank n. The g-character of M; is defined in the usual way, namely

fi(2) =Try, ==/,

Notation here is standard, and in particular V has central charge ¢, 7 lies in the complex upper half-plane #,
and g := >, The character vector of V is the n-vector

F(T) = (fO’ flv ceey fl’l—l)Tv

and we let chy, denote the span of the f;(tr). By Zhu’s theorem [1996], chy, is a right ["-module, where
I' := SL,(Z) and the action is induced by y : fi(t) — fi(yt) (y €T").

Another way to state these facts is in the language of vector-valued modular forms (VVMFs): there is
representation p : I' — GL,(C) such that

F(yt)=py)F(z),

which says that F(t) is a VVMF of weight zero on I'. For a survey of VVMFs, including their connections
to Riemann—Hilbert type problems (which we consider below) but not their applications to VOAs, we
refer the reader to [Franc and Mason 2016a].

A striking property of the character vector is its modularity [Huang 2008], which may be stated as
follows: the kernel of p is a congruence subgroup of I'. This entails that each g-character f;(t) is a
modular function of weight zero on some congruence subgroup of I'. One might therefore think that the
character vector could serve as a good invariant for V of the type we are seeking. In fact experience
shows that there is a more useful and more subtle invariant that we will explain here: it is a modular
linear differential equation (MLDE); see [Franc and Mason 2016a]. For the case at hand this may be
taken to be a linear differential equation of weight k with modular coefficients of the form

(PoD"+ P, D" '+... 4+ P,_ D+ P)u=0. (1)

Here, each P; € C[E4, Eg] is a holomorphic modular form of weight k + 2¢ — 2n and D is the modular
derivative defined on modular forms of weight k by the formula Dy = g(d/dq) — (k/12) E,. In this paper,
since the character vector of a VOA is of weight zero, we require the case where D = Dy and so

D" =D,,_20---0Dyo0 Dy.

Then one knows that there is an MLDE of some weight k whose solution space is cby,.
The MLDE (1) may be taken as the desired invariant of V. Not only does it implicitly include chy as
the space of solutions of (1), but in addition it carries a monodromy representation defined by analytic
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continuation of the solutions around the singularities. Because of the special nature of the differential
equation (1) this monodromy is essentially the representation p of I" acting on chy,.

The purpose of the present paper is to prove the analog of the Mathur—Mukhi—Sen theorem [Mathur
et al. 1988; Mason et al. 2018] in rank 3. The extra dimension gives rise to a great deal of additional
complication and difficulties. Some of these were discussed in [Mason 2020] where our main theorem
appeared as Problem 4. In particular, while it has long been recognized that VOAs have a strong arithmetic
vein, the current proof of Theorem 1 (the main theorem) includes an unprecedented amount of number
theoretic complications.

We shall now state our main result precisely and outline its proof: we characterize strongly regular
VOAs V of rank 3 whose associated MLDE (1) has weight O so that it takes the form

(D? +aEsD+bEg)u=0, (a,beC).

An MLDE of weight zero such as this is said to be monic. Additionally, we assume that the monodromy p
is an irreducible representation of I'. With these conditions and definitions we establish the following
main result:

Theorem 1 (rank 3 Mathur—Mukhi—Sen). Let V be a strongly regular VOA with exactly three simple
modules. Suppose that the q-characters of the simple V -modules furnish a fundamental system of solutions
for an MLDE of order 3 that is

(1) monic, and
(i) has irreducible monodromy.
Then one of the following holds:

(a) V is isomorphic to one of the following:
By (£=2), Ao, Vir(c3 4), Vir(cz,7).
(b) V lies in the U-series (see Remark 2).

(Here, and below, Gy ;. denotes an affine algebra of type G, rank £, and level k; Vir(c) is a Virasoro VOA

of central charge c.)

Remark 2. The U-series' refers both to 11 sets of datum indexed by an integer k in the range 0 < k < 10,
and to a family of VOAs uniformly described by the data, each of which satisfies the hypotheses of
Theorem 1. The data arises from the residual cases in our approach to the proof of Theorem 1.

Two VOAs in the U-series are well-known. These are the affine algebra Eg > and the baby monster
VOA VBEO) [Hohn 1996]. These two VOAs correspond to k = 8 and k = O respectively.

We will show that 13 additional VOAs in the U -series, corresponding to k =1, 2, ..., 6, may also be
constructed as commutants in a Schellekens list VOA. This is strongly suggested by, and depends on, the

n an earlier preprint U stood for “unknown” or “undecided”. Although the question of existence is now decided in many
cases — subject to a standard conjecture — it is still a useful mnemonic.
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work of Gaberdiel, Hampapura and Mukhi [Gaberdiel et al. 2016] and Xingjun Lin [2017]. For further
details we refer the reader to Section 9.

Remark 3. Since the original submission of this paper we have been able to prove that Theorem 1
remains true without the irreducibility assumption (ii). Were we to include details, however, it would
significantly add to the length of the present paper, so we skip them here.

The idea of classifying 2-dimensional conformal field theories is an old dream of physicists, dating
from the late 1980s, and the influential paper of Moore and Seiberg [1989] is often cited in this regard.
The idea of attacking the problem based on the method of MLDEs as we have explained it was propounded
by Mathur, Mukhi and Sen [1988], where they discussed the classification of rank 2 VOAs at the level of
physical rigor. Until recently mathematicians have hesitated to get on this bandwagon, perhaps because of
the lack of a sufficiently solid theory of MLDEs and VVMFs, however that trend has now reversed itself.
The rank 2 theory of Mathur, Mukhi and Sen was put on a solid mathematical foundation in [Mason et al.
2018], and Tener and O’Grady [2018] extended this in developing the theory of rank 2 extremal VOAs.

As for the rank 3 theory treated here, Theorem 1 (our main theorem) subsumes a number of results in
both the mathematical and physical literature. Hampapura and Mukhi [2016] treated the baby monster
VOA from the MLDE perspective. This example together with Eg » was considered by Gerald Hohn [1996].
Gaberdiel, Hampapura and Mukhi [2016] also constructed several VOAs related to, and conjecturally
equal to, some VOAs in the U-series. In Appendix C of [Mathur et al. 1989] one finds a discussion of the
infinite series of affine algebras intervening in Theorem 1. Arike, Nagatomo, Kaneko and Sakai [Arike
et al. 2016] discussed the MLDEs satisfied by these and many other affine algebras. Arike, Nagatomo
and Sakai [Arike et al. 2017] characterized some low-dimensional Virasoro algebras according to their
MLDEs, and the results of both this and a preprint of Mason, Nagatomo and Sakai [Mason et al. 2018]
characterizing some VOAs with ¢ = 8 or 16 are special cases of Theorem 1.

Theorem 1 is proved by exploiting the fact, proved in [Franc and Mason 2016a], that a monic MLDE
of degree three can be solved in terms of generalized hypergeometric series. This solution describes an
algebraic family of modular forms that vary according to choices of local exponents at the cusp for the
MLDE. The important point for our analysis is that this family of modular forms has Fourier coefficients
that are rational functions of the local exponents. Since our goal is to classify specializations of the family
that have Fourier coefficients that are nonnegative integers, we proceed as follows:

(1) It is known that the monodromy representation is congruence, and in Section 3 we give a direct proof
of this fact (see Theorem 7). Indeed, together with the results of [Franc and Mason 2016b], our results
establish the unbounded denominator conjecture for 3-dimensional irreducible representations of the
modular group (whereas [Franc and Mason 2016b] treated the case of imprimitive representations).
The 2-dimensional case was proved in [Franc and Mason 2014]. The main result of Section 3 details
the 3-dimensional irreducible representations of I' and makes precise some computations from
[Beukers and Heckman 1989].
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(2) Nextin Section 5 we study the divisors of the first nontrivial Fourier coefficients of the character vector.
The signs of the coefficients are constant on the connected components of the complement of the
divisors, so that we may restrict our search to a reasonably small and manageable subset of all possible
parameters. This is explained in Theorem 21 and displayed graphically in Figure 2 on page 1635.

(3) The remaining characters are tested for integrality in Section 6, where we use arithmetic properties of
hypergeometric series discussed in [Franc et al. 2018]. The output is one infinite family of possible
character vectors, in addition to a finite list of additional exceptional possibilities tabulated in Tables 4
and 5 on pages 1644 and 1645.

(4) Next in Section 7 we apply further tests arising from the theory of VOAs, namely symmetry of the
S-matrix and the Verlinde formula [Huang 2008], to whittle the remaining examples down to the
statement of Theorem 1.

(5) In Section 8 we complete the proof of Theorem 1 by discussing the infinite family of possible
character vectors, and we explain how they are in fact realized by VOAs.

Finally, Section 9 discusses the U -series.

It is worth noting that a significant feature of our proof, indeed, of the general approach to VOA clas-
sification through VVMFs and MLDEsg, is the difficulty in distinguishing VOAs that have more than three
simple modules but which satisfy dim ch, = 3. A good part of our proof goes through under the weaker
assumption that dim cf, = 3. But in order to readily apply the symmetry of the S-matrix we must assume
that V has rank 3. A similar circumstance already revealed itself in [Mason et al. 2018] in the rank 2 case.

It is well-known that the VOAs listed in Theorem 1 are strongly regular, have exactly three simple
modules, and satisfy the other conditions of Theorem 1. For the case of the affine algebras this is easily
deduced from [Arike et al. 2016] and for the Virasoro algebras, see, e.g., [Lepowsky and Li 2004]. In
Table 1 on page 1618 we have collected some relevant data for these VOAs.

2. Background on VOAs

2.1. The invariants c, ¢, £. In this subsection we discuss the numerical invariants c, ¢ and £ associated
with a strongly regular VOA V =(V, Y, 1, w) that we will use in the following sections. For additional back-
ground and discussion we refer the reader to [Mason 2014]. We note that one of our results, Theorem 4, is
new and improves upon an inequality of Dong and Mason [2004]. In this subsection we do nof make any as-
sumptions about the number of irreducible modules that V may have, merely that they are finite in number.

The invariant c, the central charge of V, is of course well-known and a standard invariant that is part of
the definition of V. We sometimes write c =cy. Because V is strongly regular then it has only finitely many
(isomorphism classes of) irreducible modules, which we label as My, My, ..., M,_;. And because V is nec-
essarily simple then one of the M; is isomorphic to V, and we will always choose notation so that V = M.
Each M; has a conformal weight h; defined to be the least nonvanishing eigenvalue of the L (0)-operator.
Thus M; has (conformal) grading M; = @nzo M, 1p,, and the g-character of M; is defined by

g-char M; := Try, q=©=¢/24 = ghi=c/24 Z dim(M;)pyn,q" . (2

n>0
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VOA c hy hy
Aia 2 2
Bey, 022 Yoo+ Lee+n |
Vir(cz,7) -8 -2 -2
Vir(c3,4) ! = !

Table 1. Some VOAs with three simple modules.

Throughout we use the notation

m :=dim V.
In particular, and as part of the definition of a strongly regular VOA, we have

g-char V := Try gL ©=¢/24 = 4=c/2 Z dim V,¢" = ¢~ “*(1+mgq+---)
n>0
We note that ¢ and each #; lies in @, the field of rational numbers [Dong et al. 2000].
The effective central charge ¢ = ¢y is defined as

¢ :=c — 24hmin,

where /iy, 1s the least of the rational numbers /;. Note that g = 0 by our convention, in particular we
always have ¢ < ¢, and of course ¢ € Q. The effective central charge will play an important rdle in our
efforts to characterize certain VOAs. Its relevance is partially explained by noticing that among the set of
g-characters (2), the least of the leading g-powers is precisely g ~/%*,

The invariant £ is defined to be the Lie rank of Vj. It is well-known that the homogeneous space V; of
a strongly regular VOA carries the structure of a Lie algebra with respect to the bracket [ab] := a(0)b.
Indeed, V) is a reductive Lie algebra [Dong and Mason 2004]. Then ¢ is the dimension of a Cartan

subalgebra of V|. The following equality involving £ and ¢ is known [loc. cit.]
c>¢, and ¢c=0 onlyif V=C.

In particular, if V # C then at least one of the g-characters (2) has a pole at g = 0.

In [Dong and Mason 2004] it was shown that the simultaneous equalities ¢ = ¢ = £ characterize lattice
VOAs V, (some positive-definite even lattice A), and the authors expected that the equality ¢ = £ should
suffice to characterize this class of VOAs. Here, we shall prove this and more.

Theorem 4. Suppose that V is a strongly regular VOA satisfying ¢ < £+ 1. Then ¢ = ¢. In particular, if

¢ =L then V is isomorphic to a lattice theory Vy for some even lattice A.

Proof. We shall do this by modifying the proof of Theorem 7 of [Mason 2014]. Theorem 1 of [Mason
2014] says that V contains a subVOA T C V with the following properties:
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(a) T is a conformal subalgebra of V,i.e., V and T have the same Virasoro element, and in particular
Cy =Cr.

(b) T is a tensor product T = W ® C of a pair of subVOAs W isomorphic to a lattice theory V, of
rank £, and C isomorphic to a discrete series Virasoro VOA Vir(c 4).

Actually, in this set-up we have 0 < ¢, , < 1, so that C is in the unitary discrete series. We have the
following series of inequalities that proves what is needed:

Cy = Cy = CT = CV,CVir(c, ;) = CV,CVir(ep ) = CT =CV.

Here, the first inequality was pointed out before; the second inequality holds because T is a conformal
subalgebra of V; the first equality holds because effective central charge is multiplicative over tenor
products; the second equality holds because central charge and effective central charge coincide for both
lattice theories and unitary discrete series of Virasoro VOAs; and finally the third equality holds because
central charge is also multiplicative over tensor products. U

As a corollary of this proof, we have:

Corollary 5. Suppose 2c € Z. Then one of the following holds:

(@ c—€>1;
(b) 5—6=%and§=c;
(c)c=tL=c.

Proof. If (a) is false then ¢ — £<1 and Theorem 4 tells us that ¢ = ¢. Moreover, as the proof shows, V
contains a conformal subVOA isomorphic to V, ® Vir(c, ,) where A is an even lattice of rank £. The
Virasoro tensor factor lies in the unitary discrete series because its central charge is less than 1. It follows
that there is an integer z > 2 such that

6
z2(z+1)’

Because 2¢ € Z, this can only happen if z =2 or 3. These two possibilities correspond to (c) and (b),

c=£0+1—

respectively. This completes the proof. O

2.2. The space chy of q-characters. We retain the notation of the previous subsection and in particular V
denotes a strongly regular VOA. For the rest of this subsection we assume that dim chy, = 3 and that chy,
is the solution space of a monic MLDE that has an irreducible monodromy representation p : SL(Z) —
GL(chy); see [Franc and Mason 2016a; 2016b]. In particular, the MLDE in question must look like

(Dy+aEsDy+bEg)f =0, a,beQ. 3)

Here E4 and E¢ are the holomorphic Eisenstein series of level one and weights 4 and 6, respectively,
normalized so that the constant terms are 1. In [Franc and Mason 2016a; 2016b] this MLDE arose as
the differential equation satisfied by forms of minimal weight for p. It is worth noting that the form of
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minimal weight for a given representation (and choice of exponents for p (7)) is rarely 0, so that the
modular forms arising as character vectors of VOAs are almost never of minimal weight. Nevertheless,
the computations of [Franc and Mason 2016a; 2016b] may be used to study the solutions of (3), and we
discuss this next.

Because p is irreducible it is easy to see, and it is a special case of a result of [Tuba and Wenzl 2001],
that the 7T-matrix p(T') has distinct eigenvalues. A general result [Dong et al. 2000] says that p(7T) has
finite order (although in the present context this can be seen more directly), and in any case there are
distinct ro, r1, rp € @QN[0, 1) and a basis of chy such that if we assume that p is written with respect to
this choice of basis then

eZnir() 0 0
p(T) — 0 lerirl 0 . (4)
0 0 eZm’rz

Because cbyy, spans the solution space of the MLDE (3) then it is easy to see that the three eigenfunctions
for p(T) may be taken to be the g-characters of three irreducible V-modules, and that moreover we may
take the first of these V-modules to be V = Mj. Let M, M, be the other two irreducible V-modules.
The character vector of V is thus the vector-valued modular form

fo(T)
F(t):=| filx) |,
f2(7)

where
fo(z) :=Try qL(O)—c/24 _ q—c/24 + O(ql—c/24)’

fi(@) = Try, g" O~ = dim(My),q" = + 0 ("), i=1,2,
and furthermore

ro = —26_4 (mod Z),

ri=h; — i (modZ), i=1,2.
There is an important identity that accrues from the special shape of the MLDE (3), namely:
Lemma 6. The following hold:
@ c=8(hi+hy—3).
(b) detp(T) =—1.
Proof. (a) The indicial equation (at oo) for (3) is readily found to be
x3—%x2+(a+%)x+b=0,

and in particular the corresponding indicial roots sum to % However these roots are the leading exponents
C

of g for the functions fi(z) (i =0, 1,2), namely —~, h; — ﬁ and hy — 2%1. Part (a) follows immediately.
As for (b), using (a) we have det p(T) = 27 C0tn+72) = p2milhi+h—=c/8) — _1 0O
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2.3. Things hypergeometric. It is fundamental for this paper that with a suitable change of variables
the MLDE (3) becomes a generalized hypergeometric differential equation that is solved by generalized
hypergeometric functions 3 /. This circumstance is explained in [Franc and Mason 2016a; 2016b], where,
in particular, motivation for using the level 1 hauptmodul K : % U{oo} — P!(C) defined by

E3 1728

K: =
E; —E?

=1728q + - -

is provided. The well-known [Beukers and Heckman 1989], which describes the monodromy of all
generalized hypergeometric differential equations of all orders, may also be referenced here. We shall only
need the case of order 3. In terms of the differential operator 6x := K (d/dK), the MLDE (3) becomes
(see [Franc and Mason 2016a, Example 15])

< 3 2K+1

18a+1—4K b
K™ 2(1—K) Ok +

2 —
Ykt Ts8-K) 1—1<>f_0'

Following [Beukers and Heckman 1989, Section 2], upon multiplying the previous differential operator
by 1 — K we obtain the following alternate formulation:

{6k +B1 — DOk + P2 — 1Ok + B3 —1) — KO + 1) Ok +a2) Ok +3)} f =0

for scalars «1, ..., B3 satisfying
a+mtas=1, amtaztoaz=3, amaz=0, Bi+ph+p—3=-1, )
Bi—DB—D+B—DB—D+B—DB—)=15+a. Bi—DB—1)(B3—1)=b.
The local indices at the three singularities K =0, 1, co are
1—B1, 1—5, 1—83 at K =0,
o1 =0, oz2=%, a3=§ at K = oo, (6)
0, 1, : atK =1.

Inasmuch as K (00) = 0, K (¢*"/3) = 0o and K (i) = 1, these sets of indices correspond to the local
monodromies p(T'), p(R), p(S) respectively (where R = —ST — see Section 3.1 below for the notation).
For example, we see that

detp(T)=—1, detp(R)=1, detp(S)=-—1.
The generalized hypergeometric function 3 F; is defined by

(a)n(az)n(az)n i

3Fa(ar, az, az; by, by; 2) :=1+Z (b)n(b2)n !
1)n n :

n>1
where (¢), :=t( +1)---(t +n —1) is the rising factorial. Here, a;, a», as, by, b, are arbitrary scalars
subject to the exclusion that by, b, are not nonpositive integers. With this convention, 3 F, converges for
|z] < 1, has singularities at z =0, 1, oo, and is defined by analytic continuation elsewhere.
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With the assumption that no two of the B; differ by an integer, a fundamental system of solutions near
K =0 of our hypergeometric differential equation is given as in equation (2.9) of [Beukers and Heckman
1989] by

K'"P3F(+a— B, 14+as— B, L+a—Bi: 1+ B —Bi, 1+ B3 — Bi: K)
K'"PsR (14— o, 1+as— o, L+ay — Bo; 1+ 1 — o, 1+ B3 — Bas K) (7)
K'"P3F (1401 — B3, 14a3— B3, 1 +ay — B3 1+ 81— B3, 1+ Bo— B3; K)

In this way one obtains explicit and useful formulas for the character vector F(t) of Section 2.2. We
shall exploit this hypergeometric formula, which describes a family of vector-valued modular forms
varying over a space of indices for the differential equation (3), to classify possible character vectors of
VOAs having exactly 3 irreducible modules and irreducible monic monodromy. The key points are that
the Fourier coefficients of this family are rational functions in the local indices, and that the arithmetic
behavior of these coefficients are very well-studied; see [Dwork 1990; Franc et al. 2018].

3. Classification of the monodromy

The purpose of this section is to enumerate the possible monodromies p of the MLDE attached to cby,
(see Section 2.2). Essentially, this amounts to cataloging certain equivalence classes of 3-dimensional
irreducible representations of SL,(Z). We shall do this, and in particular we will calculate the possible
sets of exponents r; of the 7-matrix (4). These rational numbers (and in particular their denominators)
will play an important r6le in the arithmetic analysis in later sections.

Beukers and Heckman [1989] described the monodromy of all hypergeometric functions , F,_1, so in
principle they already solved the problem that concerns us in this section because, as we have explained,
our MLDE is hypergeometric. However there are several reasons why we prefer to develop our results
independently. Firstly, the results of Beukers and Heckman are couched indirectly in terms of what they
refer to as scalar shifts, making their general answer that applies to all ranks too imprecise for our specific
purpose. Secondly, they work with representations of the free group of rank 2 whereas our monodromy
groups factor through the modular group SL,(Z). So the question of the modularity of p does not arise in
[Beukers and Heckman 1989]. Finally, we anticipate that the details of our explicit enumeration will be
useful in further work involving MLDEs of order 3.

Some of the main arithmetic results are summarized in the following:

Theorem 7. Let V be a strongly regular VOA V and suppose that the third order MLDE (3) associated
with chyy, is monic with irreducible monodromy representation p. Then p is a congruence representation,
and one of the following holds:

(1) p is imprimitive and both h| and h; are rational with denominators dividing 16. Moreover, either

(a) one of hy or hy lies in %Z, or
(b) the denominators of hy and h, are equal to each other.
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(2) p is primitive and the denominators of hy and h, are both equal to each other and to one of 5 or 7.

We describe how to classify the representations of Theorem 7, and give more detailed information
about them, in the following sections.

3.1. Some generalities. We begin with some general facts about I' and the representation p that we
shall need.

Let I' := SL,(Z) and let U be the left C[I"]-module furnished by the representation p of I' associated
to our MLDE (3). In effect, U = chy,, though this particular realization of U will be unhelpful in this
subsection. We use the following notation for elements in I':

e= () s=(0 ) =(01)

Lemma 8. The following hold:
(a) If y €I thendetp(y) = £1.
(b) p($?) =1

Proof. Because p is irreducible then p(R) has the 3 cube roots of unity as eigenvalues, and in particular
det p(R) = 1. However I' = (R, T'), and we have seen in Lemma 6(b) that det p(7) = —1. Now part (a)
of the present lemma follows.

To prove part (b) assume that it is false. Then p(8?) = —I, and it follows from (a) that there is a
subgroup G <IT of index 2 such that I' = G x (S?). But this is impossible, because G must contain the
congruence subgroup I'(2), whereas S* € I'(2). This completes the proof. O

Part (b) informs us that p is an even representation, i.e., it factors through the quotient PSL,(Z) :=
['/(xI). Furthermore, we have:

Corollary 9. The subgroup of p(I') that acts on U with determinant 1 has index 2.
Proof. This follows from Lemmas 8(a) and 6(b). O
The next result is well-known. We give a proof for completeness.
Lemma 10. The following hold:
(a) Suppose that N JT and that T'/N = L,(7). Then N = ['(7)(S?).
(b) Ag = L»(9) is not a quotient of T.

Proof. The proofs of each of these assertions are essentially the same. We deal with (a) and skip the proof
of (b). We may, and shall, calculate in the group I'/{£1}.
Part (a) is essentially explained by the automorphism group PGL,(7) of L,(7), which has order 336.
Count ordered pairs of elements of orders 2 and 3 that generate the abstract group L, (7): if this set is
denoted by X, we claim that X is a PGL,(7)-torsor, i.e., PGL,(7) acts transitively (by conjugation) on X
and | X| = |PGL,(7)|. The action is evident, so it suffices to check the cardinality of X.
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For example, the total number of pairs of elements of order 2 and 3 respectively equal 21 - 56, whereas
the number of S3-pairs is 6 - 28, the number of A4-pairs is 2 -7 - 24, and the number of S4-pairs is 2 -7 - 24.
Therefore we find that the number of L, (7)-pairs is 21 - 56 — 12(14 + 28 4 28) = 336.

Finally, let v : I'/{x1} — L,(7) be reduction mod 7, and let ¢ : I'/{z£1} — L,(7) be any surjection.

I/{+]} ———— L(7)

T |

Lo (7)

Because X is a PGL;(7)-torsor, there is o € PGL;,(7) that makes the diagram commute. Therefore,
@ = a o v has kernel I'(7)(S?) / (S2). This completes the proof of part (a). Il

3.2. The imprimitive case. Suppose that N < T is a normal subgroup. Suppose further that the restric-
tion Uy of U to N is not irreducible. Then there is a direct sum decomposition into 1-dimensional
N-submodules

Un=EUgd U0 U,

and there are just two possibilities for the Wedderburn structure, namely

(i) (one Wedderburn component) the U; are pairwise isomorphic as N-modules;

(ii) (three Wedderburn components) the U; are pairwise nonisomorphic as N-modules, and they are
transitively permuted among themselves by the action of T".

Care is warranted because the U; may not be the three T'-eigenspaces. If case (ii) pertains, the representa-
tion p is called imprimitive. Otherwise, it is primitive.

Lemma 11. Suppose that N has one Wedderburn component. Then p(N) € Z(p(I')) and p(N) is
isomorphic to a subgroup of 7 /64.

Proof. By hypothesis, each element y € N is such that p(y) acts on each W; as multiplication by the
same scalar. In other words, p(y) is a scalar matrix. As such it lies in the center Z(p(I')). This proves
the first assertion of the lemma. Suppose that X is the eigenvalue for such a p(y). Then we must have
1% =1 by Corollary 9, and the second assertion of the lemma follows. U

We now assume that p is imprimitive, and choose a maximal element K in the poset of normal
subgroups K; <T" with the property that U |k, is not irreducible. Let the Wedderburn decomposition be

Ulg =Wod W, & W,.

Note that elements of K are represented by diagonal matrices, whence p(K) is abelian.

By assumption, I permutes the subspaces W; among themselves and acts transitively on this set. The
kernel of this action is a normal subgroup leaving each W; invariant, and by the maximality of K, it is
none other than K itself. Hence I'/K is isomorphic to one of Z/3Z or S3, being a transitive subgroup
of S5 in its action on 3 letters.
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It follows from the previous paragraph that one of the powers 77 (s =1, 2, 3) lies in K. It is well-known
(e.g., [Knopp et al. 1965]) that the normal closure of T* in I is the principal congruence subgroup I'(s).
Hence I'(s) € K. Now note that because K # I' then s # 1.

Next we show that the assumption I'/ K = 7 /37 leads to a contradiction, so assume it is true. Then K
is the unique normal subgroup of index 3, and as such it has just three classes of subgroups of order 4
which generate K. It follows that K/K'(§%) = (Z/27Z)> But p(K) is abelian, hence p(K) = (Z/27)?,
K =T'(3)(S?), and I'/K = A4. But then p(T) has order 3, contradicting Lemma 6(b).

This reduces us to the case when I'/ K = S3. Suppose also that s = 3. Then R and T jointly generate
a subgroup of index 2 in I, a contradiction because they are generators of I". It follows that s = 2. In this
case we must have K =I'(2) because I'/ '(2) = §3. Now I'(2)/ (S2) is a free group of rank 2. Therefore
because p(K) is abelian it is a homocyclic quotient of 7? (remember that p(S?) = I). Now because p(T)
has distinct eigenvalues, then it cannot have order 2. Therefore p(T?) is a nonidentity torsion element
of p(K). This implies that p(K) = (Z/tZ)? for some integer ¢, and in particular p (I") is finite (of order 6¢2).

At this point we have maneuvered ourselves into a position where we can apply the results of [Franc
and Mason 2016b] concerning finite-image, imprimitive, irreducible representations of I'/(S?). Indeed,
setting H = I'¢(2), p is an induced representation p = Indg x for some linear character

x :To(2) = C*.

of finite order. In the notation of [Franc and Mason 2016b], there is a positive integer n and a primitive n-th
root of unity A such that

xW)=xr, x(V)=1, x(H=1,

where the images of U := (% (1)) and V := (:é {) generate the abelianization of H/(S?). In [Franc and
Mason 2016b] yx takes the value € = &1 on V, however the condition det p(7') = —1 demands that € = 1.
Furthermore, the irreducibility of p implies that n # 1 or 3.

Proposition 12. The following hold:

(a) p is a congruence representation, i.e., ker p is a congruence subgroup, and all elements in chy, are

modular functions of weight 0 and level 2n.
(b) n|24andn £ 1, 3.
Proof. By construction, chy is spanned by functions having g-expansions with integral Fourier coefficients.
Now the proposition is essentially a restatement of Theorem 21 of [Franc and Mason 2016b]
The only assertion not explicitly stated in [Franc and Mason 2016b] is the statement that the level is 2n.

This amounts to showing that p(7") has order 2n, and this is follows from a knowledge of the eigenvalues
of p(T), which are as follows [Franc and Mason 2016b, Proposition 2]:

(A, o}, where 62 = A. O

From Proposition 12 together with the above equation, there is an even divisor n of 24 and an integer k
coprime to n such that the eigenvalues of p(T') are {e>/k/" ¢=27ik/2n p2min=k)/2n} The three exponents
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occurring here are equal (mod Z), and in some order, to the exponents {rg, 71, r2} occurring in (4). These

in turn are equal (mod Z), and in the same order, to {—i, h —i, hz—ﬁ }

— 3k ndk) g3k Ly o (3kn 1Y Because n

is an even divisor of 24, all of the rational numbers involved here have denominators equal to 2, 4, 8 or 16

It follows that {h1, h,} is congruent (mod Z) to one of {

and in fact we obtain the following more precise result:
Proposition 13. One of the following holds:

(a) One of hy or h; is an element of% + Z, and the other has denominator equal to 4, 8 or 16;

(b) The denominators of hy and hy are equal, and both are equal to 4, 8 or 16.
Furthermore, we always have 2c € Z, and in particular the conclusions of Corollary 5 apply.

Proof. The assertion regarding the central charge ¢ follows from (a) and (b) together with Lemma 6(a).
The lemma follows. 0

3.3. The primitive case. The purpose of this section is to establish results that parallel those of Section 3.2
but now in the case that p is primitive. This means that if N <I" then either U |y is irreducible, or else N is a
central subgroup of order dividing 6 (see Lemma 11). We assume that this holds throughout this subsection.
In the imprimitive case we were able to rely on the results of [Franc and Mason 2016b] to restrict the
possibilities for p to a manageable list. For the case that now presents itself, we will prove:

Proposition 14. Suppose that p is primitive. Then
p(M)ELy(p)xZ)rZ, (p=SorT, r=2o0r6). (8)
In all cases p is a congruence representation of level pr.

Proof. Let Z := Z(p(I')) and note that Z is cyclic of order dividing 6. This holds because U]z is
necessarily reducible. In particular p(I') # Z, so we may choose a minimal nontrivial normal subgroup
M/Z<pI)/Z.

Case 1: M is solvable. We will show that this case cannot occur. Otherwise, M/Z = (Z/£Z)? for some
prime £ and integer d. Now U |y is irreducible, and this forces £ = 3, moreover the Sylow 3-subgroup
of M, call it P, satisfies P < p(T"). Indeed, d = 2 and P is an extra-special group P = 3'*2 Because P
acts irreducibly on U its centralizer consists of scalar matrices which therefore lie in Z. As a result, it
follows that p(I")/Z is isomorphic to a subgroup of the group of automorphisms of P that acts trivially
on Z(P). This latter group is (Z/SZ)2 x SL,(3). Because p(I") has a subgroup of index 2 (Corollary 9)
the only possibilities are that p(I")/ P Z is isomorphic to subgroup of Z/127, where we use the fact that
the abelianization of I' is cyclic to eliminate some possibilities. Indeed, this abelianization is Z/127,
generated by the image of T, and furthermore 76T = SI". It follows that in fact p(I")/ P Z is isomorphic
to subgroup of Z/6Z. But in all such cases, M = P Z is not a minimal normal subgroup. This completes
the proof in Case 1.
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Case 2: M is nonsolvable. Here, the only quasisimple groups with a 3-dimensional faithful projective
representation are Ly (5), L2(7), 3.L»(9), and the latter group is excluded thanks to Lemma 10(b). We
deduce that M = L,(p) x Z with p =5 or 7. Furthermore Aut(L;(p)) = PGL,(p) does not have a
3-dimensional faithful representation, so I' = M. Let Z = Z/rZ with r | 6. Because p(I") has a subgroup
of index 2, then 2 | r, so that r =2 or 6.

Finally, use Lemma 10(a) and the fact that I'’(S?) is a congruence subgroup of level 6 to see that ker p
is also a congruence subgroup, of level pr. This completes the proof of the proposition. (]

With this result in hand we turn to a description of the possible sets of eigenvalues for p(7T"). Because T
generates the abelianization of I' and the level of ker p is pr, there is a generator z of Z = Z/rZ and an
element x € Ly(p) of order p such that p(T) = xz. Noting that L,(p) has a pair of conjugate irreducible
representations of dimension 3, it follows that p falls into one of just 12 equivalence classes and similarly
there 12 possible sets of eigenvalues for p(7'). Thus if p =5 then the eigenvalues for p(7") are of the
form {u, uA, uA} where A and u are primitive 5-th and r-th roots of unity, respectively. Similarly, if
p =7 the eigenvalues for p(T') are of the form {ux, ur?, ur*}, where A and p are primitive 7-th and
r-th roots of unity, respectively. Hence the possible exponents (mod Z) are as follows:

(P, =62{3 % w12 10 1)
(P, 1) =G0 {5 5 501 16 36 300 1830 %00 (32300 B
1 9 1 3 5 13 (9)
(P, =12 A1 1w ub Ui 15 1)
P =0.0 {55 2 {5 5ol o sl b B

Finally we summarize these computations in the following:

Proposition 15. If p is a primitive representation then one of the following holds:

l1<u<v<4d

(2) If p =1, then the pairs of rational numbers {hi, ho} (mod Z) takes each of the 6 values {% %},

{%, %}, {%, %} {%, g} {‘7‘, 3} {‘7‘, g} exactly 3 times, and the other 9 values are omitted.

Remark 16. In what follows, the critical points to observe in Propositions 13 and 15 are that the

denominators of h and h, are divisors of 16 in the imprimitive cases, and they are divisors of 5 or 7 in
the primitive cases.

4. The elliptic surface

Thanks to the results in Sections 2 and 3, we are now prepared to tackle the arithmetic classification
of possible character vectors F(t) for strongly regular VOAs V with exactly 3-simple modules and
irreducible monic monodromy. It will then remain to analyze which of the possible character vectors are
in fact realized by a VOA.
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The next step in our classification specializes (7) to yield the following formula for the character vector
F (7) corresponding to a VOA V with simple modules V, M| and M,: we have F (t) = (fo, fi, fz)T, where

fo:j%(2x+2y+3)3F2<_2x+2y+3’ _2x42y4l 2x42y—l 172 )
6 6 6 Jj
7 :Aljé(zy_4x_3)3F2<4x—2y+3’ 4x—2y+5’ 4x—2y+7;x+1’x_ : 172 )’
6 6 6
1 — — —
b= Azjg(Zx—4y—3)3F2<4y §x+3, 4y 2x+5’ 4y 2x+7; y+1,y—x; @)’

andc=8(x+y)+12, hy=x+1, hh=y+1, A; = dim(Ml)hl, Ay = dil‘n(Mz)hz.

While Section 3 showed that we need only consider certain rational values of x and y whose denomi-
nators divide 16, 5 or 7, it is useful to observe that F(7) is in fact an algebraic family of vector-valued
modular forms varying with the parameters x and y, in the sense that the Fourier coefficients of this
family are rational functions in x and y. If F'(t) corresponds to a VOA, then the coefficients must in fact
be nonnegative integers. Since A and A, are unknown positive integers, in this section we focus on fj.
More precisely, if we write fo(g) = q_c/ 214 mq + O(qz)) as in Section 2, then the hypergeometric
expression for f above shows that m, x and y satisfy an algebraic equation that defines an elliptic surface:

0=(@x+y)+6)((4(x +y) +2)(4(x +y) —2) — 62xy) +mxy. (10)

As a fibration over the m-line, a theorem of Siegel (Theorem 7.3.9 of [Bombieri and Gubler 2006]) tells
us that all of the good fibers of this surface have finitely many rational solutions subject to our restrictions
on the monodromy from Section 3. It does not appear to be easy to classify all of the relevant rational
solutions directly, and so ultimately our analysis will rely on properties of this elliptic surface, in addition
to properties of vector-valued modular forms and generalized hypergeometric series. Nevertheless, we
shall describe some facts on the geometry and arithmetic of this surface that were crucial in our initial
studies on this classification problem, but which will otherwise not be used in the sequel.

Begin by homogenizing (10): we are interested in the curve E/C(m) defined by F(x, y, z) = 0, where

F(x,y,2) = (@& +y)+62)((4(x +y) +22)(4(x +y) —22) — 62xy) + mxyz.
Notice that £ meets the line at infinity defined by z = 0 in three distinct points:
Pi=1:-1:0, P,=(154++/-31:16:0), P3=(15—+/-31:16:0).

Taking P := oo for the identity of the group, the inversion for the group law on E is given by swapping x
and y. At the level of VOAs this corresponds to interchanging the nontrivial modules M; and M, for V.
The group law of (10) itself has a more complicated expression in terms of m that we will not write
down explicitly.
Consider the change of coordinates
—24(65m? — 24552m —353648)  —6912m(m — 248)(m —496) 248
U:V:Wy=(x:y:2) ( —24(65m? — 24552m — 353648) 6912m(m — 248)(m — 496) 248 )
—3(m3 —732m? +97712m — 4243776) 0 372—m
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This change of coordinates turns (10) into the Weierstrass form H (U, V, W) = 0, where

HWU,V,W)=—V*W +U?>—27(m> — 844m> + 210992m + 1049536) (m + 124)U W?
+ 54(m® — 1080m° + 353904m* — 78209280m> + 16393117440m> + 465661052928m + 1484665229312) W?.

The discriminant of this elliptic curve over C(m) is
A =2".35 (m +4m*(m — 248)*(m — 496)* (m* + Em + 1)
and the j-invariant is

L (m 4 124)3(m> — 844m? +210992m + 1049536)3
T 215 3 2 (m — 248)2 (m — 496)2(m +4) (m? + B 4 8464

Setting y = 0 in (10) yields three rational points
01=(3:0:1), Qx=(—3:0:1), Q3=(-3:0:1),

such that Q1 + Q» + Q3 = co. One can show that these points have infinite order in the fiber E,, of
E /C(m) for all rational values of m except when m = —32, —4, 0, %, 248 and 496. Thus, the rational
fibers E,, typically have Mordell-Weil rank at least 2. This might sound surprising, as the average
Mordell-Weil rank of a rational elliptic curve is expected to be % But in fact, families such as (10) with
large rank are not so uncommon — see for example [Elkies 2007] for an interesting discussion of such
matters.

We began our study of (10) directly via the fibration over C(m). It turns out that fibering over y is more
useful for classifying the VOAs under discussion here: indeed, all but finitely many of the infinite number
of VOAs identified in Theorem 1 correspond to y = —%. Nevertheless, we shall record here a result that
allows the effective enumeration of solutions (m, x, y) to (10) for fixed rational m and rational x and y
with bounded denominator that was crucial in our initial studies of (10).

The idea is to first study the rational points of the quotient surface obtained by modding out (10) by
the inverse for the elliptic curve group law. Since inversion is given by swapping x and y in (10), we are
interested in the rational solutions to the equation

0=4Qu+3)8u?>—2—31v) +mv.

Solving for x and y via x +y = u and xy = v yields solutions of (10) defined over a quadratic extension
of Q. It will be convenient to work with the corresponding projectivized equation

0 = 42u + 3w)(8u* — 2w? — 31vw) + mvw?. (11)

Equation (11) defines a one-parameter family of singular cubic curves that, generically, are connected
(and there are a finite number of fibers equal to a conic times a line). The rational points in the smooth
locus of a connected rational singular cubic can be parametrized by linear projection from a rational
singularity. The point P = (0: 1:0) is a rational singular point of every fiber, and this is the point that
we will project from. The general line meeting P is given by the equation au + bw =0
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First suppose that » = 0. This means we wish to describe the solutions to (11) with u = 0. These are

.24
<0' m—372" 1)
with m # 372.

Henceforth we may assume that b and u are nonzero. After reparametrizing our line, we may assume

the point P, along with the points

w = au. Substituting this into (11) and using u # 0 yields
a(—ma +372a +248)v = —8(a —2)(a +2)(Ba + 2)u.

If a = 0 then this equation forces u = 0, and we have already classified such points. We are thus now free
to assume a # 0. If —ma + 372a 4 248 = 0 then we must have a =2, —2 ora = —%. This implies that
away from the fibers for m = 0, 248 and 496, we may assume —ma + 372a + 248 # 0. Therefore, away
from these values of m we can solve for v above to obtain the family of points

( 8Qu—1QRu+1)Q2u+3) )
u: 1 1.

(372 —m +248u)

Notice that if we set u = 0 we recover the preceding family of points.

It remains to consider whether the fibers have other rational singularities besides P (as those points
can’t be accessed via projection), and to consider the fibers above m = 0, 248 and 496.

First we treat the singularities. The v-partial derivative of (11) yields

w(—wm + 248u +372w) = 0.

Thus, singular solutions in a fiber of (11) must satisfy either w =0 or u = ﬁ(m —372)w. When w =0
we find, by consideration of the v-partial, that the only possible additional rational singularity is (1 : % : O).
The u-partial does not vanish at this point, and hence this is not in fact a singularity of the fibers. The

o ("3,

Substituting this into (11) yields m = 0, 248 or 496. When m = 0 we obtain the unique additional

singularity (—% : ;—? : 1), when m = 248 we obtain the unique additional singularity (—% : —3% : 1),
16 .

and when m = 496 we obtain the unique additional singularity (% a7 1). These are all the missing

other case is when w # 0 and

singularities, and all the missing points on the fibers corresponding to m = 0, 248 and 496. Thus, we
have described all rational solutions to (11). We have nearly proven the following:

Proposition 17. Suppose that (m, x, y) is a rational solution to (10). Then ifu = x +y and v = xy, the
rational point (u, v, m) is equal to

( 8(2u — 1)(2u + 1)(2u +3) )
TR —m 2480y

and u # ﬁ(m —372).
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Proof. We have seen that the only other possible rational solutions (m, x, y) correspond to (u, v, m) equal
to one of the singular points (—%, %, ), (—%, —%, 248) or (%, %, 496). But none of these correspond
to rational values of x and y. U

Theorem 18. Let N > 0 be an integer and let m be a rational number. Then the number of solutions a,, (N)
to (10) with rational x, y of denominator dividing N satisfies

16|m — 372
Proof. Let (m, x, y) be a rational solution to (10), and let (u, v, m) be the corresponding solution to (11)
with u = x + y, v = xy. Then (u, v, m) is equal to one of the points in Proposition 17. Since the
polynomial 7?2 — uT + v has rational roots by hypothesis, it follows that the discriminant

2 32Qu —1)Qu+1)2u+3)
(372 — m +248u)

U’ —4v=u
must be a rational square. In particular,

_ 32 (1 B (2;)2><1 +%)

=131 (1 372—m>
* s

1

32
31’

each fiber. We knew this already by a result of Siegel, but we can now use the parametrization to obtain

As |u| grows, the right-hand side converges to 57, so that in fact, there are only finitely many solutions in

precise bounds.
First assume that | (372 —m)/248u| < 1/A for some big constant A that we will specify later. Then

for A > 31 we find
3UA+D) _ (1 1 \(;, 3
1> =52 Z<1 4u2)<1+2u)’

and this will produce contradictions for large |u|. Choose numbers e, e € (0, 1) with e; +e; = 1. We
will find explicit bounds on u that ensure

(1—Qu)2) > B1(A+1)/324)",
(1+3/Qu)) > B1(A+1)/324).

The first bound is equivalent with

31(A+1) ) 1
1_< 32A ) ~ Qu)?

which is equivalent with

1(, (31A+D)"\"?
|u|>2(1 <—32A ) .
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The second bound is equivalent with

_(3A+DY* 3
1(32A>>2u

This is always true if u > 0 by choice of A and e», since the left side is positive, so that the second bound

=30 ()

Thus, if |u| is bigger than the max of these, we have a contradiction. Therefore, we must have

Alm=372] 1(, (31A+D\"\ " 3(, _ (31A+D\*\"
'”lfmax< 243 ’2(1 < 324 )> 2! 324 '

Now to optimize parameters. First off, our choice of A must ensure that 1 > 31(A+1)/(32A), and

will hold whenever

we’d like it to be as small as possible. A natural choice is A = 32, but any A satisfying 31 < A <32
would work. To be definite take A = 32, so that

| < max( Hm=3721 1) (1023)" T30 1023\
- 31 2 1024 ) 1024 .

Next we would like to optimize the choice of e; and e, so that this maximum is minimized. Computations
show that the minimum of the last two values above is achieved for e; somewhere between 1/5000 and
1/10000. For example, using e; = 1/5000 we obtain

u| < max(%, 1537).

We are only interested in the values of u of the form u =i /N in this range, and there are at most

4lm—372|

2N max( 31

, 1537) +1

of these. For each such choice, we have at most two rational solutions (m, x, y) and (m, y, x) to (10).
This concludes the proof. O
Remark 19. In the proof above, many values of u correspond to points for which the discriminant

2 32Qu—-1)Qu+1)Q2u +3) -
(372 —m +248t) -

is not a rational square. In such cases the corresponding pair of points (m, x, y) and (m, y, x) satisfying
(10) have x and y values contained in a real quadratic extension of Q. Thus, it seems possible that the
linear bound on a,,(N) above could be improved by making stronger use of the discriminant condition.

Remark 20. For fixed values of m, the preceding proof yields an explicit and efficient algorithm for
enumerating all rational solutions to (10) satisfying the divisibility conditions of Theorem 18. The steps
are as follows:
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(1) Fix a rational value of m.
(2) List the finite number of values u =i /N satisfying the inequality

4lm—372]

|u| §max< 31

, 1537).

(3) For each value of u from the previous step, test whether the discriminant

32Qu — 1)Qu+ 1)Qu +3)

D(u,m) = u’ —
(372 —m +248u)

is a rational square.

(4) If D(u, m) is a rational square, then set x = (u ++/D)/2 and y = (u — ~/D)/2. This contributes
solutions (m, x, y) and (m, y, x) to (10) (note that it’s possible to have x = y).

We have run this algorithm for m = 0 through m = 20, 000, and one finds that it is most common to have
an (16) =8 and a,,(5) = a,,(7) =0 in that range. Note that a,, (16) > 8 for all m due to the existence of the
points £Q1, £0», =03 on the elliptic curve over C(m) defined by (10), as well as the points & Q4, where

Q4=Q1—Q2=(—T—6—12—T—6—%21)

Notice that the existence of this family of points shows that the bound on |u| used in the proof of

3

Theorem 18 is essentially optimal, since this family of points corresponds to u = —%m - 3.

In general, for each m (10) has many rational solutions that do not correspond to VOAs. To aid us in
eliminating many of these solutions we shall next analyze all three coordinates of the corresponding (in
general hypothetical) characters corresponding to a solution of (10).

5. Positivity restrictions

Let (m, x, y) denote a solution to (10) that corresponds to a VOA as in Theorem 1, and let F'(t) be the
corresponding character vector. In this section we exploit the fact that the Fourier coefficients of F ()
must be nonnegative. Since these coefficients are reducible rational functions, we can gain some traction
by studying their divisors, as the sign of the coefficient is constant in the connected components of the
complement of the divisor.

Theorem 21. If (m, x, y) denotes a solution to (10) realized by a VOA satisfying the restrictions of
Theorem 1, and if |x + 1| > % orly+1| > %, then exactly one of the following holds:

(D) |x =yl <L
2) -2=y=0.
(3) —2<x<0.
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X

Figure 1. The divisors of m (left), F| (center) and F, (right).

Proof. Begin by writing

fo ] 1 . 1 4+mgq +0(q?)
fi | =diag(qg e @2 A1 g @ I Ay T L L 4 Fig 4+ 0(¢?)
/2 1+ F2q + 0(q*)

Equation (10) gives an explicit formula for m in terms of x and y. From the expressions for f; and f> in
terms of generalized hypergeometric series, one finds similarly that
42y —4x —3)(x? —xy +8y* +3x + 14y + 8)
x+2)(y—x—-1)

and F»(x, y) = F1(y, x). Observe that the divisors of F; dissect the plane into a finite number of regions,

Fi(x,y) =

and the sign of F is constant in each region. Figure 1 shows the divisors of each of m, F| and F;.
Figure 2 plots all three divisors. Outside of the boxed region enclosed by the dashed lines, the only
regions where m, F| and F> are simultaneously positive are the shaded regions in Figure 2, and these
regions correspond to the statement of the theorem. O

Remark 22. Since i1 = x + 1 and h, = y + 1, the following condition holds for a strongly regular VOA
with exactly 3 simple modules and whose character vector satisfies a monic MLDE of degree 3 with
irreducible monodromy. If || > % or |hy| > %, then one of the following holds:

(D) |hy—ho] <1,
(2) i <1,0r
(3) lhal = 1.

This is a relatively simple consequence of the fact that the Fourier coefficients of F(r) are rational
functions of 4 and h,.

The region bounded by the dashed lines in Figure 2 contains a finite number of points (x, y), where x
and y are rational numbers satisfying the restrictions of Section 3 (recall that Section 3 showed that x
and y are necessarily rational numbers with denominators that divide 5, 7 or 16). It is thus a simple matter
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Figure 2. Regions corresponding to VOAs.

to enumerate them. Therefore, by symmetry we may now focus our attention on the shaded regions in
Figure 2 on page 1635 below the diagonal x = y. The shaded regions contain a finite number of horizontal
and diagonal slices of the elliptic surface defined by (10) of relevance to our classification. These slices
turn out to be singular cubic curves whose rational points are parametrized and studied in Section 6 below.
In the next section we exploit this geometry and the hypergeometric nature of F' to find all values of x
and y where fj has positive integer coefficients, and where f] and f, have positive coefficients.

Remark 23. Due to the unknown scalars A; = dim(M ), ; for j =1, 2, we cannot yet make use of the
fact that f; and f, have integer coefficients.

6. The remaining fibers

6.1. The horizontal fibers. In this section we regard (10) as a fibration over y. In order to homogenize
the equation, let m be of degree 1 and let y be of degree 0. Then the homogenized version of (10) is

0=0UEx+y2)+62)(A(x+yz2)+22)(4(x + yz) —27) — 62xy7) + mxyz (12)

and there is a (unique) singular point (m : x : z) = (1 : 0 : 0) at infinity in every fiber. Therefore, the
smooth locus of each fiber can be rationally parametrized by projection from (1:0: 0).

Before proceeding to this we shall classify all additional singular points in the affine patches with
z # 0, as such points cannot be obtained by projection from (1 : 0 : 0). First off, the vanishing of the
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m-partial of (12) implies that either x = 0 or z = 0 at a singularity. The vanishing of the partials at points
with x = 0 corresponds to the polynomial equations

0=z(56y*z —my + 180yz + 162),
0=Q2y—DQRy+12y+3)z>

It follows that if y # :I:% and —%, then the only singular point in the fiber is the point (1 : 0 : 0) at
infinity. Thus, the entire fiber of (12) can be described by projection from infinity, as long as y # :l:%
and —%. In the exceptional fibers we find the following additional singular points, corresponding to a
conic intersecting a line in two points:

y=1%: (240:0:1),
y=—3: (120:0:1),
3. 256 . (.

Note that y = % is outside of the shaded region, so there are in fact only two exceptional fibers that we
must consider.

Thus, we now suppose that —2 <y <0 with y # —%, —%, and we will treat these two exceptional
fibers separately afterward. In order to rule out the existence of a VOA corresponding to all but (an
explicitly computable) finite number of such solutions to (10), we will use the fact that the character of

the hypothetical VOA

fo= jg<zx+2y+3>3F2<_2X+§y+3, _2x4r§y+1, _2X+éy—1; N @)
must have nonnegative integers as coefficients.

Let By denote the k-th coefficient of the underlying hypergeometric series (without the j-factors taken
into account) defining fy. If we can show that some hypergeometric coefficient By has a prime divisor
in its denominator that does not divide the denominators of x /6 and y/6, then it will also appear in the
denominator of the k-th coefficient of fy. Notice that since we are only interested in solutions (x, y)
to (10) with denominators equal to 5, 7 or a divisor of 16, by Section 3, this means that only primes
p <96 could possibly divide some denominator of a coefficient By but not divide any denominators in fj.
Thus, below we restrict to primes p > 96 and consider only the coefficients By, rather than the more
complicated coefficients of fj.

Recall from [Franc et al. 2018, Theorem 3.4] that if ¢, (x, y) denotes the number of p-adic carries
required to compute the p-adic addition x + y, and if v, denotes the p-adic valuation normalized so that
v,(p) =1, then

0 (B0 = (3 +) = 1K) ey (=143 = 1) e (b 4 ) - 30
—cp(=x—=1,k) —cp,(=y—1,k). (13)
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y=-3 | —3v-3 — % ~ -3 —y -1 3

p=1 w(13p—43)  £Bp—33)  %(23p-23) | 5(24p—24) Hp-1
p=7 3(19p—43)  £Op—33)  £(29p—23) | 5(12p—24) Ip=1
p=11 | £@3p—43) £@Bp-33) =(13p—23) | 5x(24p—24) 1@2p-1
p=13 25 (p —43) xQ21p—33)  %£(11p—23) | +(18p—24) L(p—1D
p=17 | 3(29p—43) 3:(9p —33) 5(19p—=23) | %£(12p—24)  1@2p—1)
p=19 w(Tp—43)  Q7p—=33)  35(17p—23) | 3(6p—24) Hp=1
p=23 | %(llp—43) £(21p—33) 35(p—23) =(18p—24)  12p-—1)
p=29 | %(17p—43) £Q27p-33) 3(1p—23) 56p—24)  1@2p-—1)

Table 2. List of zeroth p-adic digits of hypergeometric parameters.

The key point here is that if there exists a prime p > 96 such that the zeroth p-adic digit of —y — 1 is
largest among the 5 arguments above, say —y — 1 = yo (mod p), then in (13), ¢,(=y — 1, p —yo) > 1,
while each other term ¢, (*, p — yo) will be zero. Therefore, for such primes we have v,(A,_y)) < —1
and hence fj is not integral. The arithmetic difficulty that arises in our argument for the exceptional cases
when y = —%, —% is that —y — 1 has zeroth p-adic digit asymptotic to p/2 for all odd primes. Hence we
shall treat those cases separately.

Suppose first that the denominators of x and y are both equal to 5. We shall give all the details in this
case and omit the details for the cases of the other possible denominators, as the arguments are identical
save for adjusted constants. The exceptions are the fibers y = —% and y = —%, which we shall also treat
in detail. Note that since we are interested in irreducible monodromy representations, we may assume
that 5x and 5y are both integral and relatively prime to 5, and also 5x # 5y (mod 5). The key result in
this case is the following:

Proposition 24. Let (m, x, y) be a solution to (10) with |y + 1| < 1, such that 5x and 5y are integers
coprime to 5, and such that Sx # Sy (mod 5). Then if x > 18188, the series fy does not have integral
Fourier coefficients.

Proof. There is a unique nonzero congruence class pg (mod 30) such that for all primes p = py (mod 30)
big enough (e.g., p > 96 suffices), the zeroth p-adic digit of —y — 1 is of the form (4p + A)/5 where
4p+ A =0 (mod 5), and the zeroth p-adic digit of —% is (p — 1)/3 (this second condition just forces
po =1 (mod 3)). Note that A depends on y, but there are finitely many choices for y, so it’s bounded
absolutely. For example, Table 2 lists the zeroth p-adic digits of some relevant quantities when y = —%.

A similar table exists for each choice of y, and the important feature is that there is always a unique

column where —y — 1 has zeroth digit asymptotic to 4p/5, and —% has zeroth p-adic digit (p — 1)/3.
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When y = —% this is the column p = 1 (mod 30), but in general it is some class mod 30 such that
p =1 (mod 3).

So far we have ignored the occurrences of x in the formula (13) for v,(By). We incorporate this
information next. Taking account of x has the effect of shifting the digits in first three rows of the table
above by a uniform amount (the zeroth p-adic digit of —x/3) modulo p. The key is to find primes p
such that this shift does not make one of the entries in the first three rows larger than the zeroth p-adic

digit of —y — 1. Therefore, given x, it will suffice to prove that there exists a prime p = pg (mod 30)

satisfying p > 96 and
-1
0<|2ZDxl P (14)
3 30
p
(where [«], denotes the least nonnegative residue of an integer @ mod p). This is due to the fact that

[(p—1)x/3], is the zeroth p-adic digit of —x /3, which is the amount that we are shifting p-adic digits by.
Observe that if we write x = x(/5 then

X0 X0 _ X0
Zip—-= =1 d 30
{ 15 }p 15 p (mo ) P> [xolis~

Xo—3[xols |, Xo _ _ X
{ 15 }p 15 p=T (mod30), p> [xo—3[xols]is~

[M} _
31 {M} —% p=13 (mod30), p > T

15 15 [xo—9[x0lsl15~
x—o—lz[’“ok} — 2 p=19 (mod30), p> —2
{ 15 P=1s P ( ). P [xo—12[x0]s]s

In each case there is an integer A (in fact A =1, 3, 9 or 12) such that we win if there exists a prime
p = po (mod 30) with

X0

{xo — Alxols } Xo P
-  <p and {—/————
[xo — Alxols]is

- <.
15 JPT 15730
These two inequalities are equivalent with

X0 X0

[xo — Alxols]is [xo — Alxolslis — 3

If we set X = xo/([xo — Al[xo0]s]15) then this is equivalent with

—A
X<pe< ( [xo — Alxols]s 1>X
[xo — Alxolslis — 5
In all cases, the complicated scalar factor in the rightmost inequality above is minimized as % Therefore,

if we can show that for X > N for an explicit N, there is always a prime p = pg (mod 30) that satisfies
X<p< %X , then we will be done by the discussion following (13).

It is a standard argument from analytic number theory that such generalizations of Bertrand’s postulate
(incorporating more general scalar factors, and restricting to congruence classes of primes) can be proven
if one has a sufficiently good understanding of zeros of Dirichlet L-functions. For an explicit discussion
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involving effective results, see Appendix A. In particular, Theorem 39 of Appendix A implies that fj
will not be integral as long as X > 6496. Therefore, fy is not integral if xo > 14 - 6496. Since x = x¢/5,
the proposition follows. 0

Proposition 24 allows the classification of all solutions to (10) with |y + 1] < 1 and y of the form
y = ¥o/5 such that the corresponding function fj has positive integral Fourier coefficients, and such
that the first two Fourier coefficients of f; and f, are nonnegative. We computed the first thousand
Fourier coefficients of fy, f1 and f> for all solutions to (10) as in Proposition 24, but with x < 18188,
and tabulated which have the property that

(1) the first thousand coefficients of fj are nonnegative integers;

(2) the first thousand coefficients of f; and f, are nonnegative.

Using only the first thousand coefficients already cut the number of possibilities for fy down dramatically.
The results of this computation are in Table 4.

A similar argument works for all other y-fibers with |y 4+ 1| < 1 of interest to us, save for those with
y= —% and y = —%. As mentioned above, the issue in these two cases is that the p-adic expansion of
—y — 1 has a zeroth coefficient asymptotic to p/2, so it is harder to use the technique described above to
find primes such that its zeroth digit is the largest among the five hypergeometric parameters appearing
in (13). Thus, we treat these two cases next.

Upon specialization to these two values of y, (10) factors as

y=—1: x(128x> 4 248x —m +120) =0,
y=—3: x(128x%+360x — 3m +256) = 0.

Therefore, among the horizontal fibers, it remains to consider solutions (m, x, y) to (10) of the form
(m,0,—3), (m,0,—3), (s53;(n*—64), 50 (—248=+n), —1), (j55c(n*+1472), 5k (—360£n), —3)

The first two sections of (10) with x = 0 correspond to reducible monodromy representations, since x is
an integer, and so we can ignore them for the present classification of VOAs with associated monodromy
representation that is irreducible. Thus, since it remains to consider solutions to (10) in the horizontal
region with x > %, the other points having already been tabulated, it remains in this region to consider the
two families of solutions:

(s15(n* —64), 74 (n —248), —1) n>632,  (125(n* +1472), 50 (n —360), —3) n > 744,

Any points above corresponding to a finite monodromy representation as classified in Section 3 will
necessarily correspond to imprimitive representations. In order to be irreducible, the x values cannot be
in %Z, and thus by Section 3 they must have denominator equal to 4, 8 or 16 when expressed in lowest terms.
Hence in the first case we are only interested in values of n such that ﬁ(n —248) = %a for an integer
o # 0 (mod 8), while in the second we are only interested in values of n such that flﬁ(n —360) = % B
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y:—% p=1 (mod3) p =2 (mod 3)

—l=%B | sp=D+30-bp | 3(p=D+30p-Dp
—3—%B | tp=D+ip—Dp | ¢Gp—D+i(p—5p
1
3

— 2B | YGp+D+iGp—35p | Lp+D+iGp-Dp

—1-5 Hp+D+i(p-Dp p+D+ip-Dp

1 1 1 1 1
5 s(p+D+53(p—Dp s(p+D+3(p—Dp

Table 3. List of zeroth p-adic digits of hypergeometric parameters when y = —%.

for B #£ 0 (mod 8). Thus, taking this integrality condition into consideration, we need only consider
solutions of the form

(3@ +15@+16), o, —3),  (5(8° +458+512), 1B, —3),

where o, 8 > 24 are integers such that «, 8 # 0 (mod 8). Notice that m = %(a + 15) (o + 16) is always a
positive integer for positive integral values of @. On the other hand, the ratio é(ﬁ2 +4584512) is only a
positive integer if additionally 8 # 0 (mod 3). We shall show in Section 8 below that the first family of
points in terms of « do in fact correspond to known VOAs —all but finitely many of the examples in
Theorem 1 correspond to points in this family. In the remainder of this section we show that the family of
points defined in terms of B8 does not correspond to any VOAs (save for some small values of g).

Consider now the values (m, x, y) = (é(ﬂ2 +458+512), 1—16,8, —%), where 8 > 24 is not divisible
by 3 and it is not divisible by 8. In this case we have

Vp(Br) =cp(— 75 (B+48), k) +cp(— 2 (B+32), k)+cp(— 75 (B+16), k) —cp(— 1 (B+16), k) —c, (3. k).

Let p > 3 be a prime divisor of 8 + 24. The parameters above are congruent to the quantities mod p?
given in Table 3.

Therefore, if p > 3 is a prime divisor of B + 24 we find that v, (B(,-1y/2) = —1. Notice that since
is coprime to 3, 8 + 24 is likewise coprime to 3. Therefore, 8 + 24 can only fail to have an odd prime
divisor p > 3 if B +24 = 2" for some u > 0. If u > 3 then this violates that 8 does not divide 8. We thus
see that thanks to our hypotheses, there is always a prime p > 3 that divides § + 24.

It now remains to verify that, for such a prime p, the factor of p in the denominator of B(,_1),2 is not
canceled upon multiplying the hypergeometric factor by the power j#/48 and substituting 1728/ for the
argument of 3 F;, as in the definition of fy. This is a straightforward computation using the g-expansions
for 1728/ and jP/%8, where the latter g-expansion is computed via the binomial theorem. Therefore, this
family of points does not contribute any series fy with nonnegative integer coefficients for parameters,
and hence there is no corresponding VOA for any of these choice of parameters.
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In this way one can parametrize all possible rational solutions to (10) in the horizontal region in
Figure 2 with |y + 1| < 1 where f{ has positive integral Fourier coefficients, and the first two coefficients
of f1 and f; are positive.

6.2. The diagonal fibers. It remains finally to treat the diagonal fibers in Figure 2. Thus suppose that
x —y =a for some |a| < 1. In fact, we may suppose that y = x —a for 0 < a < 1, since the cases where
a =0, 1 correspond to reducible monodromy, and we may assume a > 0 by making use of the (x, y)
symmetry of (10). In this case,

vp(Br) = cp(—3x+£Qa—9), k) +cp(—3x+ £Qa —7), k) +cp(—5x + £ (2a —5), k)
—cp(=x—1,k)—cp(a—x—1,k).

By the classification of the possible monodromy representations of Section 3, we need only consider the
cases where a = %b, %c or 11—6d , and then x must also be a rational number with denominator supported
at the same prime. These three cases can be treated as we treated the horizontal fibers in the previous
subsection, by choosing primes so that the zeroth p-adic coefficient of —x — 1 is large relative to the other
quantities appearing above. It turns out that no new solutions to (10) arise in this diagonal region (outside
of the boxed area where |x + 1| < 3, ly+1| < % which was treated separately by a finite computation),
where fy has positive and integral Fourier coefficients. This concludes our discussion of how to describe
a list, corresponding to one infinite family and a number of sporadic exceptions, of solutions to (10) that
can be used to establish Theorem 1.

In Tables 4 and 5 on pages 16441645, we list all possible solutions to (10) such that fy, f1 and f;
satisfy:

(1) The monodromy is irreducible with a congruence subgroup as kernel.
(2) The first thousand Fourier coefficients of fy, fi and f, are all nonnegative.

(3) The first thousand Fourier coefficients of fj are integers.

We believe that (3) could be easily strengthened to show that fj is in fact positive integral in each case,
but we have not gone to the trouble of doing so. This is because in all of the cases of interest for this paper,
namely those corresponding to VOAs, integrality follows automatically since the Fourier coefficients
count dimensions of finite-dimensional vector spaces.

We shall show that most of the entries in Tables 4 and 5 are not realized by a strongly regular VOA
with exactly 3 nonisomorphic simple modules and irreducible monic monodromy. Presumably some of
these sets of parameters are realized by VOAs V with a 3-dimensional space of characters cf;, but more
than 3 simple modules, and therefore we include the full dataset.
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7. Trimming down to Theorem 1

Most of the potential examples that are tabulated in Tables 4 and 5 do not in fact correspond to a VOA
satisfying the conditions of Theorem 1. In this section we explain how to trim these lists down to the
statement of Theorem 1.

First we shall use the deep fact, which follows by Huang [2008], that p(S) must be a symmetric
matrix, with p(T) diagonal. Since p(7T') has distinct eigenvalues (see Section 3), and the only invertible
matrices that commute with a diagonal matrix with distinct eigenvalues are the diagonal matrices, the only
remaining freedom in changing the basis is in conjugating by diagonal matrices. Since we wish to keep
the coordinate fj fixed, this conjugation amounts to rescaling f; and f>. Said differently, there is at most
one choice of scalars A| and A, appearing in the definition of f; and f, such that p(S) is symmetric.
Since A and A, must themselves be integers, we performed a numerical computation in all of the finitely
many remaining cases (with y# —%) to symmetrize p(S) and compute exact values for A; and A;. The
idea was to numerically evaluate F(7) and F(—1/7) at random points 7 near i, and by comparing the
results we obtained a numerical expression for p(S) to high enough precision to determine when the
values of A; and A, were nonnegative integers. Note that the hypergeometric expression for F(7) is very
well-suited to this type of high precision computation. Also, since we used finite precision computation,
we could only rule out exactly when A and A, are not integers. The exact values for A; and A, that we
report here are then justified since in each case we produce examples of VOAs realizing them.

After computing values for A and A,, we were then able to test the integrality of the first thousand
coefficients of all three coordinates of F(7), whereas previously we had only been able to make use of the
integrality of the first coordinate fj. This cut our list of possible character vectors down very dramatically.
We then checked the remaining cases to verify that the Verlinde formula holds for p(S). After all of this
work, we found the following exhaustive list of sets of data that could possibly correspond to a VOA as
in Theorem 1:

1

(1) examples corresponding to solutions of (10) with y = —3;

(2) (m,c, hy, hy) = (0, =%, —2, —3) which is realized by Vir(c27);

(3) (m,c, hy, hy) = (24,4, 2, 2) which is realized by A4;;

(4) 11 exceptional cases with y = %, equivalently, h| = %

Definition 25. The 11 exceptional examples with i = % comprise the U -series.

We shall discuss the U-series in greater detail in Section 9.

Table 6 on page 1646 lists data for the U -series, and Table 7 on page 1647 lists the first several Fourier
coefficients of fj, f1 and f; for the examples in the U -series. For convenience we recall here the formulas
for the character vector F(t) = (fo, f1, f>)7 in terms of the parameters h; = x + 1, hp = y+ 1 and
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c=8(h1+hy) —4:

8—c 16—c 1728
—24‘F<—£— 1 —hy, 1= ho; )
fo=J¥3F YRRy 1 2 —
Fm Ay jaCR A F(4h1—2h2+1,4h1—2h2+3’4h1—2h2+5 B — o 17'28)’
6 6 6
o= Ay jhCI—An) (4h2—2h]+1’4h2—§h|+3’4h2—§h1+5 ho By — 1 17;8)

Further, for the examples in the U-series p(T) = exp(2m’ diag(—zl—4c, é(4h1 —2hy+1), é(4h2 —2h+ 1)))
and
1 1 V2
p(S) = % 11 -2
V2 —V2 0
In Section 8 we shall discuss the existence of VOAs for the infinite family of solutions to (10) with
y= 2, and in Section 9 we provide some more detail about the U -series.

8. Solutions with y = _%
We turn now to the solutions of (10) with y = _%. Recall that (10) specializes to
x(128x% +248x —m +120) =0

and we can ignore the solutions (m 0, — ) since they correspond to reducible monodromy representations
(see Section 3). Therefore we now study the solutions

(m,x,y)=(5s(s = 1), gs — 1, —3)

where s > 0 is an integer that is not divisible by 8. The restriction s > 0 arises from the fact that m = dim V;
must be a nonnegative integer, and the restriction that 8 does not divide s is due to the irreducibility of the
monodromy; see Section 3. The main result of this section, whose proof occupies the remainder of the
section, classifies exactly what VOAS satisfying the restrictions of Theorem 1 correspond to these examples:

Theorem 26. Suppose that (im,x,y) = (%s(s —1), %s -1, —%)for an integer s > 0 not divisible by 8.

Then V is isomorphic to one of the following:

Bi1, Ai1a, Vir(csa).

Remembering that ¢ = 8(i; + hy — 3) = 8(x +y + %) we have ¢ = ¢ = %s. In particular we have
CG%Z, so that Corollary 5 applies. Our approach to the proof of Theorem 26 is to deal separately with
each of the possibilities (a)—(c) of Corollary 5, although the arguments are similar in each case. We try to
determine the structure of the Lie algebra Vi, or else prove that there is no choice of V; that is compatible
with the data. A basic property [Dong and Mason 2004] is that V| is reductive and its Lie rank is denoted
by £ (see Section 2.1). As for case (a), we will prove:
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Proposition 27. For (m, x, y) as in Theorem 26, Corollary 5(a) cannot hold.
Proof. Until further notice we assume that the proposition is false.

Lemma 28. We have

202430+ 1<m.

m hy h, ¢ ¢ m hy h, ¢ ¢ m hy hy ¢ ¢
0 4 3% 4§ 3 |0 3 e
0 £ oy ool lao g% %) )0 8o omow
I N T 22 I 3 12 12 2 24
NS N N N S BT T A
B I AR N LI N N
3o0F L B B me 1§ ¥ ¥ |a o §oue
LR P N EEC TN T T B I
S N A I
2 3 1wl 33 E F| s § 4 02 2
2 40 % B s oBoLow g0 ¢ 3 o2 09
503 b U Ul e 403 % 2|2 3 3 ¢ ¢
2 % ¢ % % ||s0 ¥ Foouml)og ooz
04 ¢ 3 2 || um B4 lms yos
105 ¢ -2 -2 12 1536 & 2 121z 348 L 8 M6 16
120 & I 20 20 1711 B¢ e A 378, 4 ¢ I8 I8
Be 1 4 % $ | lsen2 ¥ 4o el 3y &4 oo
43 3 % oo ¥ o4 def g oo

ELIE

Table 4. Full dataset of parameters with fy nonnegative integral and f and f, nonnegative,
where parameters have denominators 5 and 7. Since we only used one-thousand Fourier
coefficients to generate this data, some of these series could in fact fail to be integral, but
certainly the integral list is a subset of ours.
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m hy hy ¢ ¢ m hi hy ¢ c m hy hy, ¢ ¢
31 3 47 47 21 29 29 3 1 17 17
0 % 3 3 7 2 % 16 29 7 255 3 % 7 7
1 £ -4 -2 1 30 -8 -85 30 15 255 3 1 15 15
1 -3 -4 -1 1 31 -8 331 3 261 2 ¢ 9 9
7 1 1 25 33 33 3 13 29 29
I -6 -1 3 3B -5 % B3 015 % 37 3
2 -3 -4 -10 2 34 -2 -4 34 17 266 2 2 DD
22 4 2 1 35 - B 35 2 266 2 2 14 14
3 02 -3 3 3 36 -1 -2 36 18 270 2 L 10 10
16 16 2 4 4 2 1
1 1 29 37 37 3 11 27 27
5 2 3 5 3 38 -1 B 38 9 273 3 3 22
16 16 2 8 8 2 16 2 2
6 § -3 6 3 39 -3 B 39 2 273 3 2 13 13
7 L - 7 I 45 2 3 B 0B 275 2 2 11 11
16 16 2 16 2 2 2 2 8
9 -% % 9 3 66§ 3 22 22 215 3 & 3 %
1 5 27 3 43 43 3 7 23 23
10 —§ -5 -10 5 86 % 3 3 7 26 5 % 3 3
R e L 105 2 3 21 21 49 £ -2 16 ¥
2 -4 -3 12 6 123 2 3 4 4 49 2 3 16 25
13- -3 -13 2 156 3 = 2 2 49 % - 16 3
3 7 3 7 9 49 9 39
14 -3 -I -14 7 171 32 L 2 15 49 2 - 16 3
15 & -2 -15 % 171 3 & 19 19 49 2 -2 16 31
17 -% -1 -17 Y 185 2 -2 5 14 49 3 L1 2
5 9 3 21 37 37 5 1
18 2 -3 -18 9 185 3 # 3F 3 598 3 1 18 18
19 -4 - 9 2 198 3 -2 4 13 1 I 1 26 26
3 5 3 5 9 1
20 -2 -2 20 10 198 3 3 18 18 1194 2 -1 30 36
21 -2 -3 21 % 20 3 - 6 12 1298 3 3 22 22
7 11 3 19 35 35 S 13 45 45
2 -1 422 o1 200 3 B B2 1640 3 £ £ B
23 - -2 23 2 21 3 & Y on 2323 3 fF 23 23
22 £ 3 23 23 21 3 3 17 17 2778 3 3 30 30
25 - -2 25 %2 21 3 - 7 10 3539 I ® % 9
9 13 3 17 33 33 5 15 47 47
26 -3 -2 26 13 21 3 1033 4371 3 B 44
19 27 27 3 1 15 7 7
27 B 2 7 2 240 3 -L L 9 5239 2 1 31 31
28 -2 -7 28 14 248 2 33

Table 5. Full dataset for imprimitive representations. This does not include the one
infinite family that we shall treat separately in Section 8. Also, the same remark on
integrality as in Table 4 applies here.
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m hy hy ¢ ¢ Vi A A,
0 3 % T 7 0 4371 96256
5 5 57 Ds * 4785 46080
86 3 L B B @Gt 5031 22016
122 3 £ % 4 A®Ap* 5125 10496
156 5 % ¥ 3 2B * 5083 4992
185 3 A4 ¥ T pieF ¢ 4921 2368
20 5§ % % Bio * 4655 1120
231 3 g ¥ % Dy, * 4301 528
2 Es 3875 248
2 16 2 2 Al s} D11 P G2
261 3 B2 B pep, v 3393 116
Ay D Eg® Gy
270 3 L ¥ T CeB®E 2871 54
CoOC;®Ey

Table 6. Data for the U-series. The expressions for V| are far from unique in general.
In the cases where there are at most three possibilities for Vi, we have listed all of them.
In all other cases there are several (in some cases thousands) of possibilities and we have
only listed one of them, along with an asterisk.

Proof. Because we are assuming that (a) of Corollary 5 holds, then ¢ > £ + 1. Therefore,
m=%s(s—1)=6(25—1)z(£+1)(2€+1):2€2+36+1. 0

As areductive Lie algebra, V| has a direct sum decomposition

Vi=P i, (15)

i>0

where g is abelian and each g; is a nonabelian simple Lie algebra (i > 1), say of Lie rank ¢;. Let
£y := dim go. Then the total Lie rank of Vyis £ =), ¢;.

The table of dimensions for simple Lie algebras co?npared with Lie rank is given in Table 8.

Now suppose that V| only has components g; that are classical (type Ay, ..., Dy) or of type G, or Eg.
By Table 8 each of these satisfies dim g; < 28% + 3¢;. Using Lemma 28 we have

207 +30+1 <dimVy <€+ Y (267 +36) <30+2) ¢

i>1 i>1
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hy

ap, ap,az, ...

[S][o8)

1,0, 96256, 9646891, 366845011, 8223700027, 130416170627, . ..
4371, 1143745, 64680601, 1829005611, 33950840617, 470887671187, ... .
96256, 10602496, 420831232, 9685952512, 156435924992, 1958810851328, ...

(S]]

1,45, 90225, 7671525, 260868780, 5354634636, 78809509455, . ..
4785, 977184, 48445515, 1241925725, 21267996075, 275102618220, . ..
46080, 5161984, 199388160, 4423680000, 68709350400, 827293870080, . . .

W

1, 86, 82775, 5989341, 182136390, 3421630228, 46706033862, . ..
5031, 819279, 35627220, 827820606, 13070793291, 157564970907, . ..
22016, 2515456, 94360576, 2013605376, 30017759232, 346922095616, . . .

[][o8)

1,123,74374, 4586752, 124739876, 2143484264, 27115530974, . ..

5125, 673630, 25702490, 541136245, 7872255635, 88368399005, 816197168410, . ..

10496, 1227008, 44597504, 913172992, 13037354496, 144348958464, . ..

(S]]

1, 156, 65442, 3442179, 83713890, 1314851889, 15401260043, 145567687044, . ..
5083, 542685, 18172323, 346513193, 4640683320, 48464931804, 419554761418, ...
4992, 599168, 21046272, 412414080, 5625756032, 59548105344, 520893998976, . . .

[S][o8)

1, 185, 56351, 2528691, 54987069, 788715865, 8545883340, 75369712213, ...

4921, 427868, 12578261, 217080369, 2673896760, 25953557278, 210363766807 . . .
2368, 292928, 9914816, 185395456, 2410143296, 24333700608, 203337098176 . .

[S][8)

1,210, 47425, 1816325, 35302155, 461945596, 4624903605, 38016539200, . . .

4655, 329707, 8512950, 132853700, 1503485200, 13547531620, 102694766167, . ..

1120, 143392, 4661440, 82908000, 1024273600, 9839831680, 78373048544, . ..

N

1,231, 38940, 1274086, 22116963, 263714253, 2436524530, 18642807645, . ..
4301, 247962, 5625708, 79296041, 823487514, 6879624345, 48709339624, . ..
528, 70288, 2186448, 36857568, 431399936, 3932664912, 29784812640, . ..

][]

f=2

1,248, 31124, 871627, 13496501, 146447007, 1246840863, 8867414995, . ..
3875, 181753, 3623869, 46070247, 438436131, 3390992753, 22393107641, . ..
248, 34504, 1022752, 16275496, 179862248, 1551303736, 11142792024, ...

W

w

—_
[=)}

1,261,24157, 580609, 8004754, 78925762, 618182705, 4079878514, . ..
3393, 129688, 2270671, 25996789, 226351177, 1618088408, 9950251364, . ..
116, 16964, 476876, 7131680, 74132236, 602971480, 4095721620, . ..

[][o8)

—_
—_

f=2)

1,270, 18171, 375741, 4602852, 41167332, 296065548, 1809970083, ...
2871, 89991, 1380456, 14210922, 112987953, 745155153, 4259274975, . ..
54, 8354, 221508, 3097278, 30156048, 230475996, 1475743590, 8240806224, . ..

Table 7. Fourier coefficients for the characters of the U-series.
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¢ |1 2 3 4 5 6 7 8 9 10 14
A |3 8 15 24 35 48 63 80 99 120 (>42¢
By 10 21 36 55 78 105 136 171 220 20*>+4¢
o) 21 36 55 78 105 136 171 220 20%>+4¢
D, 28 45 66 91 120 153 190 20%—¢
C |1
G, 14
Fy 52
E¢ 78
E; 133
Eg 248

Table 8. Ranks and dimensions of simple Lie algebras.

so that £2 + % < Zizl El.z, and this is impossible because each ¢; is a positive integer and £ is their sum.

This shows, with a rather naive use of inequalities, that V; must have some component that is exceptional

of type Fy, E7 or Eg.

We will rework this argument. So essentially we backtrack because the inequalities can be improved

as we gain more restrictions on the g;. For any exceptional simple component g; of type Fu, E7 or Eg we
write dim g; = ZE% +¢; +e; and let 1 <i < e index such components. Note that e; < 14¢;, with equality

being met only if g; = Es. Then we have

It follows that

e
20430+1<ly+ Y 2 +¢+e)+ Y dimg

e
Slo+ Y QU +Li+e)+ Y (267 +4)

2.4

e
=0+ e +2
i=l1

i=1

i=1

i>1

2@2+2e+1526:e,-+225$

i=1

i>1

= 205+4 Y Gl +2) Li+1

0<i<j

i>0

i>e

i>e

I
i=1 i=1

e
= (L5+L0)+2 D Lit; <6 4

0

<i<j

i=1

(16)
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Because the possible exceptional components are Fy, E7 and Eg, and because there is at least one of
them, the minimum of the £; (1 <i <e) is at least 4 and at most 8. Then the previous inequality implies that

e
((5+9L0)+201 > L; +2 Y Lil; <6L1+6)
2<j 0<i<j,i#l j=2

and so

(€3 +9¢€0) + (21 — 6)(26‘,) +251<Z£j> +2 > il <6l (17)

j=2 j>e 0<i<j,i#l

From this we can deduce that

> =2

j>e
If this is an equality then also

e
26, —6) > £ <20y
j=2
In this case we claim that 2;22 £; = 0. To see this, denote the sum by X. Then £;(X — 1) < 3% so that
Z-1< %Z. But this is impossible if ¥ > 0 because £; > 4 and ¥ > 4.

By a very similar argument, suppose that ) ._, £; = 1. This means that there is a unique component

j>e
Ay apart from those of types Fu, E7, Es. Moreéver (-2 < %E < %Z, whence ¥ < 8. Andif £; > 7
then %Z < 2, which is once again impossible unless X = 0. The conclusion is that if we have a component
of type A and two exceptional components then we must have £; = 4. Since £; could have been chosen
to be any of the exceptional Lie ranks, all of the exceptional components must be Fjy.

We can argue similarly if all components are exceptional. In this case the main inequality (17) reads

%(€%+9£o)+(61—3)<2£,)+ ooty <30 (18)

j=2 0<i<j,iz#l

and all of the /; are equal to 4, 7 or 8. So if there are at least three components then j=2tj = 8and we
can deduce that 8(¢; —3) 4+ 16 < 3¢y, i.e., 5¢| < 8, a contradiction. Similarly if there are two components
and the second is not F; we obtain 7(¢; — 3) < 3¢;, whence ¢; < 5 and the first component is F4. So
either way one of the two components must be Fj.

To summarize, so far, we’ve shown that one of the following must hold for the semisimple part, that

is the Levi factor L of Vi:

e L=y, o L=F;®gi, e L=A1®g,
o L=A®F®F,, e L=A®A Dy, e L=A®g.

In all cases g; is one of Fy, E7 or Eg.
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Now let’s assume that there is no exceptional component of type Eg. Then ¢; <4¢; and Y ;_, ¢; < 11.
Going back to (16) we obtain

25+4 > Ll +2) i+ giei 542€:£i
1 i=1

0<i<j i>0 i=

e
= (146 +L)+2 > Lilj+Y ti<) <11

0<i<j i>e i=1
= (63 +10)+200 Y 4 +2¢ (Zz,) +> 4 <10,
1<i i>2 i>e

Therefore £1 ) ;., ¢; <4, which can only happen if £, =4 and ) ,_, ¢; =1, orif ) ,_, ¢; =0. The latter
equation means that L is simple. The first conditions mean that the first exceptiongl component is Fy,
it is the only exceptional component, and if there are nonexceptional components they must comprise
a single Aj.

In the simple case (not Eg) we have (Z(Z) +£p) +2€p€; < 10 and because £ > 4 then £y = 0. Observe,
too, that if V| = Eg then £ = ¢ = ¢, an impossibility because we are assuming that ¢ > £. If Eg is the
only component then the very first inequality 2¢2 + 3¢ 4 1 < dim V| = £ + 248 together with £ = £y + 8
readily implies that £y < 2.

This allows us to refine the list of possibilities for Vi:

. Vi=F, e Vi=Ey, e Vi=CteoEs, 1<k<2) + L=F®Es,
. L=A1@F4, . L=A1€9E8, . L=A1@A1@Eg, . L=A269E3.

Here’s another trick. We have dim V| = %s(s —1) for a positive integer s. This eliminates all possibilities
when L is simple. Now we are obliged to look more closely at £y. In the absence of an Eg component
the possibilities are L = A} @ Fy, so £1 = 4, £, = 1 and the last displayed inequality implies that
(£%+£0) +10£p + 8 +1 < 10, in which case £y =0 and dim V; =3+ 52 = %s(s — 1) with s = 11. Then
c= %, ¢ =5. But we are assuming that ¢ — £ > 1, a contradiction. Now we’re reduced to the following

possibilities with an Eg component:
s L=F,®E;g, » L=A®E;s, s L=A1®A & E;s, s L=A,®Es.

In the first case we may apply (18). We have £; =4, £, =8, so %(Z% +9¢p) + 8 + 8¢y < 12 is enough
to force £o = 0. Therefore Vi = F4 @ Eg has dimension 52+248 =300,sos =25and c=c¢ = %, L=12.
Once again this is outside of the scope of the case under consideration, so this case does not occur.

In the second case we utilize (16) together with £; =8, £, =1, ey = 112 to find that 26(2) + 380y <61
and thus £g < 1. Then dim V| = 251 or 252 and neither integer has the required form %s(s —1). So this

case does not occur.
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The fourth case is similar, except that £, = 2. Just as before this leads to £g = 0, so dim V| = 256,
which does not conform to %s(s — 1), so this case does not occur.

For the third and final case we proceed similarly, but now with £; =8, £, = €3 = 1. As before this
leads to £p = 0, dim V; = 254 which once again is not of the form %s(s — 1). This completes the proof
of Proposition 27. g

Proposition 29. Let (m, x, y) be as in Theorem 26. Then Corollary 5(c) cannot hold.

Proof. We are assuming here that c =c¢c =¢ = %s so by a theorem of Dong and Mason (see Theorem 4),

we know that V = V; is a lattice theory for some even lattice L. Let the root system of L be denoted

by L,. The g-character of V is then the quotient of modular forms

0.(0)

n()*
We have m = %s(s — 1) = 2¢% — ¢. Therefore |L,| = 2¢*> — 2¢. Because L is an even lattice then its

root system is the direct sum of simple root systems of types ADE. Let g; (1 <i < N) be the nonabelian

fo(r) = =g A+ +Lag +- ).

simple Lie algebra components of Vj, and let ®; be the root system of g;, say of rank £;. Then we have

N

N 2 N
z<Zer> —2) 4=20-20=) |®i|=) |®il+) P +Z|d>k|
r=1 i J

r=1 i=1

— Z(zzw )+Z(2£2 2 )+Z(2@k 20+ fi)

—Z( £2+3£)+ka—2213 +2Zz

where |®;| = €7 + ¢;, 207 — 2¢;, 72, 126, 240 for g; of type Ay, Dy,, Ee, E7, Es, respectively, and
where we use i, j, k to index the occurring root systems of type A, D, E respectively. We also have
fr := 18,42, 128 for Eg, E7, Eg respectively. Note that f; < 16¢;.

This begins to look like what we faced in the course of the proof of Proposition 27, where we first
made a relatively naive estimate, then backtracked. The previous displayed equality yields

43 =—2£+Z( 0 +3¢; )+ka
1<r<s<N
Therefore, if there is a component of type E then for some £, say with k = N, we have £ > 6 and

4y Y b <Z( e2+3z>+2fk

r<nN
= (4ly — 3>Zz + me — fo) < fv - Zzz
k<N

Because the sum over k < N is nonnegative we then have

@y =3 bi+Y 6 <fy
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and so
2
19 ¢+ (Ze,) < f.

Now we find that if fy =128, then ), ¢;<5;if fy =42then ) ; ¢; < 1;andif fy =18 then ), ¢; =0.
If ), £; = 0 then there are no type A components, and we then have

4 3 et <Y fi = Ay Y. L<> fi
k

1<r<s<N k 1<r<N

from which it follows easily that there is at most one nonzero type E component. And if there are any of
type D, then 4 fy > jtj < fn, which is a contradiction. So we are reduced to the possibility that there is
a single component, of type E. Then 240 = 2¢%> — 2¢, an impossibility. This shows that some ¢; > 0.

We have therefore shown that if there is a type E component, then there must also be at least one
type A component. Suppose there is a unique type £ component. Then

1

Ay D i< Y (=7 +3) + [,

and so Zi (Ziz +21¢;) < fy, forcing fy =42 or 128. If fiy =42 then necessarily {¢;} = {1}, i.e., there
is a unique type A component and it is A;. Then L, = A; @ E7 and |L,| = 128 # 2¢%> — 2¢. Suppose
that fy = 128. Then ) , ¢; <4 and |L,| € {240, 242, 244, 246, 248, 250, 254, 260}, none of which are
2¢% —2¢. This shows that there are at least two type E components. In this case we have

AN 0+4Y bl <Y (G +30) + Xk: fe
i k<k’' i

and so

D@ +216)+4Y bl <> i
i

k<k' k

and since each £ > 6, and 4¢; £, > f, then there can be no more than two type E components. Moreover
they are both of type Eg, whence Zi (E% +21¢;) =0. Hence L, = Eg® Eg, |L,| =480, and £ = 16. Now
L = Eg &® Eg, in which case V = V; is holomorphic, a contradiction.

We have finally shown that V| has no components of type E. So we have

N 2 N
o(Xe) 2yt =22 -2=F e+ Loy
r=1 r=1 i J

=Y G+ @6 -2t
i J

N N
=Y (G +3t) -2 4 +2) 0
i r=1 r=1
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so that
N 2 N
2(25,) =Y (=L +3t)+2> £
r=1 i r=I1

and4), s Urls = > (—21-2 + 3¢;). If there are no type A component then the right-hand side of this
inequality vanishes, whence so does the left-hand side, meaning that there is a unique component, and
it has type D. Here, then, we have V = D, ;. However, this VOA has 4 simple modules if / > 5 and 2
if [ = 4. Thus this example does not occur. Suppose there are some type A components. Then the last
displayed inequality implies that such a type A component is unique, call it g;. Then

0=40; ) £, =—+30,.

2<r

so £ =3 and V =V, = Az . Once again, this VOA has 4 simple modules so it does not occur. This
completes the proof of Proposition 29. O

The final case is:

Proposition 30. Assume that (m, x, y) is as in Theorem 26 and that Corollary 5(b) holds. Then V = By 1,
A1,2 or Vil‘(C3’4).

Proof. In this case we have c =¢ = %s, L=c— % = %(s -1, m= %(s(s —1)=202+2¢.

Now we have seen that the g-character of V (and that of its simple modules, too) is uniquely determined
by this data. It follows that the g-character of V is equal to that of one of the VOAs in the statement of
the proposition.

Suppose first that £ =0. Thens =1,c =c = %, and by [Mason 2014, Theorem 8], it follows that V
contains the Virasoro VOA Vir(c3 4) as a subVOA. However from the last paragraph V has the same
g-character as this Virasoro VOA and therefore they are equal. This proves the proposition if £ = 0. Thus
from now on we may, and shall, assume that V| # 0. We would like to then show that V; is isomorphic
to By, or Aj.

Suppose that £ = 1. Then m = 3 and V| = A;. By [Dong and Mason 2006] the subVOA U := (V1)
generated by V| is isomorphic to an affine algebra A x of some positive integral level k. Now we can
use the majorizing theorem in Appendix B to see that because the g-character of V is the same as that
for A| , by the first paragraph, then kK <2, and if k =2 then U =V = A . Suppose that k = 1. Then
the commutant C of U has central charge % Now consider U ® C: it is a sSubVOA of V and from what
we have said it majorizes A 1 ® Vir(c3 4) or is equal to it. But this latter VOA itself majorizes A1 2 as
one sees by a direct check of g-expansions, and this shows that the case k = 1 does not occur.

Now suppose that £ > 2. By the first paragraph V has the same g-character as By ;. If we can show that
Vi = By then the same arguments used in the previous paragraph show that V = B, 1, and the proposition
will be proved.
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We can attack this much as we did in the proofs of Propositions 27 and 29. Let V| have Levi
decomposition (15). Then € = £y + Zi £;. Let ®; be the root system of g;. Then

2
2e2+e=2<Zz,-) +(Zei> =dimV; =€+ (4 +|Pi)

i>0 i>0 i>1
2
= 2(2&-) =) |
i>0 i>1 (19)
= 25+ Y Li+4 Y Ll = (1| —267).
i>1 I<i<j i>1

Now |®;| — 2£l.2 =¥{; — Zl.z; 0; —2¢;; 6; 20; 6; 35; 120 for types Ay,; By, or Cy,; Dy, 5 Go; Fa; Ee, E7, Eg,
respectively.

Suppose that the left-hand side of (19) is 0. Then £y =0, V; has a unique component, and it has type B
or C. If the type is B then V = By | as we have already explained, so we are done in this case. If the
type is not B then V| = C, with £ > 3. By Theorem 1.1 of [Dong and Mason 2006] it follows that the
subVOA U := (V) generated by V; is isomorphic to Cy i for some positive integral level k. Since U is
generated by weight 1 states, a consideration of the conformal subVOA U ® C, where C is the commutant
of U, shows that dim U, < dim V, and hence that dim(Cy x)2 < dim(B,,1)2. However this contradicts
Theorem 41 in Appendix B. This proves Proposition 30 if the left-hand side of (19) is 0.

This reduces us to consideration of the case that the left-hand side of (19) is positive, so the right side
is too. So there must be at least one exceptional component

Suppose there are kK components of type Eg, and r exceptional components not of type Eg. The right
side of (19) is at most 120k +35r, whereas the left side of (19) is at least 4(64(’;) +16kr +4(})). Therefore

16(k* — k) + 8kr + (r* —r) < 15k + 2r
= 16k> — 31k + 8kr + (r* —r) < 2r

It follows easily that k < 1, and if k = 1 then rr—15< —%r = r < 2. Again with k = 1 we can argue
more precisely that if the exceptional components are g; = Eg, g2, g3 then

4(8€y + 803 + £a03) < 120+ (|Dy| — 2£3) + (| P3| — 263)

and the two terms on the right-hand side are among {6, 20, 6, 35}, and ¢, £3 are each one of {2, 4, 6, 7}.
We see that this can never hold.
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This shows that k = 0, i.e., there are no components of type Eg. Repeating the argument if there are k’

components of type E7 and r’ other exceptional components, then
k/ r/
4(49(2) +4(2) + 14k’r/) < 35k +20r

= 98k’ (k' — 1)+ 8¢'(r' — 1) +56k'r" < 35k" +20r

= Dk +4r? + 14k < BK 77

= QK = 39) +4(7 =14 <5 () R < B A3 <15,
We readily deduce that at least one of k" or r’ is 0. Thus if there are any exceptional components then
either there is an E7 and no other exceptional component, or else there are no exceptional components
of type Eg or E7. In the former case, if V| = E7 then the right side of (19) is odd, while the left side
is even, a contradiction. If there are no Eg, E7 components, then as before we have in case there are ¢
exceptional components that 8¢ (¢ — 1) < 20¢, which implies (t2 —41) <0,s0t <2. Butif r =2 we get
equality, meaning two F4 components and [£; = £, = 4, impossible.

Thus ¢t = 1, i.e., there is a unique exceptional component, and 2% + 8¢y < 20. Then ¢y < 1 and
dim V; = 20% + ¢ = 14(15), 52(53), 78(79) (parentheses denotes the case £o = 1), which can only occur
when £ =6, Lo =0 and V| = Eg. Furthermore c = ¢ = 173 and the commutant of U := (V) is isomorphic
to Vir,,. Note that U = Eg ; for some positive integral k by [Dong and Mason 2006]. But it now follows
that U has central charge 6. Since Eg  has ¢ = 78k /(k + 12) we must have k = 1.

Now m =78 =s(s — 1)/2, so s = 13. Therefore

_ — (s _ _13 _ _1
hl_x+1—<16 1)+1_ Coand hy=y+1=3

and the conformal weights of V are {O, % %} Now the conformal weights for the simple Es j-modules

are {O, %} while those for Vir(c3 4) are {0, %, %} Since E¢ 1 ® Vir(c3,4) is a conformal subVOA of V, it
is impossible to reconcile the conformal weights of the tensor product with those for V. Thus this case

cannot occur. This finally completes the proof of Proposition 30. U

With these propositions in hand we have completed the proof of Theorem 26. There remain two
outstanding cases, enumerated as (2) and (3) on page 1642. As noted, there are examples of VOAs with
the relevant numerical data in both cases, namely Vir(cz,7) and A4 1. In the first case we have m =0
and here we may appeal to the main result of [Arike et al. 2017] to immediately conclude that indeed
V = Vir(cp 7).

For the sake of brevity we sketch how to prove nonexistence in example (3). First note that inasmuch
as the data determines the character vector of V it follows in particular that the character of V coincides
with that of A4, 1. Now we may proceed much as in the proofs of the three propositions, although here it
is much easier because we already know that m =24. Wehavec=c¢=4and { <c. If { =c then V isa
lattice theory and as before we find that V| = A4 and then that V = A4 ;. However this VOA has more
than three simple modules so it cannot occur. If £ < ¢ we obtain a contradiction as in the propositions.
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Alternatively, we first identify the Lie algebra V| = A4 then conclude that (V|) = A4 for some integral
level k. Now apply the majorization argument and knowledge of the character to get V = A4 1, and hence
a contradiction as before.

This finally completes our proof of Theorem 1.

9. The U -series

By their very definition, potential VOAs that belong to the U -series have exactly three simple modules
and survive all of the numerical tests that we have so far applied. From an arithmetic perspective they are
exquisitely balanced.

In this section we discuss further properties of these VOAs, especially the question of whether they
actually exist. We shall present some results that render it very likely that there are 15 VOAs in the
U-series. See Remark 2. Two of these examples are well-known in the literature, namely Eg > and Hohn’s
baby monster VOA VBEO) [1996]. The remaining examples come about by an application of the results of
[Gaberdiel et al. 2016; Lin 2017]. These works are applicable on the basis of an apparent and surprising
connection between VOAs in the U-series and VOAs X on the Schellekens list [1993] of holomorphic
VOA:s of central charge ¢ = 24. Indeed, we propose Hypothesis S below, which is a natural assumption
about gluing VOAs and which leads to the identification of the U-series VOAs with certain commutants

of subalgebras for various choices of X.

9.1. Connections with the Schellekens list. Let us record some of the properties of a VOA V that lies
in the U-series:

(1) V is strongly regular and has just 3 simple modules My =V, M, M>.

(ii) The g-characters f;(t) of the M are each congruence modular functions of weight O with nonnegative
integral Fourier coefficients described explicitly in Table 7.
(iii) The character vector F = (fy, f1, f>)! is a vector-valued modular form whose associated MLDE is

monic with irreducible monodromy p.

(iv) There is an integer p in the range 5 < p < 15 such that the central charge c, the dimension m of the
Lie algebra on Vi, and the conformal weights h; of the M are as follows (see Table 6):

c=p+Y, m=15-p)Qp+17), ho=0, hi=3 hy=Cp+D.

The formula for m derives from that for the elliptic surface (10).

(v) The S-matrix is
11 V2
,o(S):% 11 =2 (20)
V2 =2 0
with lexicographic ordering. In particular the fusion rules for V are the same as the Ising model
Vir(c3 4). Especially, it follows that M; has quantum dimension 1 and is a simple current.
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Now let k be a nonnegative integer. We define a family of VOAs V®) as follows:

Vir(cz4) fork =0,
Vo .= Ala fork =1,
Bk,l for k > 2.

As a reminder, from Table 1 we see that, like VOAs in the U-series, V¥ is a simple VOA with just three

simple modules. Denote these by V&, M {» M}, say with conformal weights 0, 7} = % and /), = % 2k+1),

respectively. The central charge of V® is equal to ¢ := 1(2k + 1.
Now choose any VOA in the U-series with parameter p as before, and denote this VOA by W) and
choose k := 15 — p, so that 0 < k < 10. For this choice of k the tensor product VOA

T = wP g y®
is a simple VOA with central charge equal to p + % + %(Zk +1) =24. Let us consider the T*-module
X=wWPe v e M o M) M e M)). 21)

Hohn calls this procedure gluing W and V®. Each M; ® M/, is a simple module for T, j =1, 2. The
next result is very useful.

Lemma 31. The conformal weights of M; @ M ; for j =1, 2 are both equal to 2. In particular the
conformal grading on X is integral.

Proof. We have hy+h =3+ 4 =2and hy+ h)y = 1z (2p+ 1) + 1¢(2k + 1) = 2. The lemma follows. [J
Corollary 32. The conformal weight 1 piece X| of X satisfies
X =Tk =wP e v®.
Let x := xx = Trx ¢“©@~! be the g-character of X. It follows from Lemma 31 that

x €47 Zllq1. (22)
Lemma 33. yx is the modular function of level 1 and weight O given by

x = J(q)+48k.
where J(q) :=q~' +196884q + - - - is the absolute modular invariant with constant term 0.

Proof. After (22), x is invariant under the 7 -action T — t 4+ 1. So to prove that x is modular of level 1 it
suffices to establish invariance under the action of S. This will follow directly by a formal calculation
based on the nature of p(S) (20). For the VOAs W) and V® have identical S-matrices. Therefore if we
formally let {e;}, { f;} (j =1, 2, 3) index bases with respect to which the two S-matrices are written then

S®S:Y @ fir HAa® fiter® h+2a0H)+2ea® fita® =Y & fi

i

which is the required S-invariance.
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It is well-known [Zhu 1996] that the g-characters of simple modules for strongly regular VOAs are
holomorphic in the complex upper-half plane. Therefore x is modular of level 1 with a simple pole at co
and no other poles, and leading coefficient 1. It follows that x = J(r) 4« for a constant «.

To compute the constant x, which is equal to dim X, use Corollary 32 to see that

dim X; = dim W\” +dim V") = m + dim By = (15— p)(2p + 17) + k> + k) = 48k.
This completes the proof. O]

Lemma 33 naturally suggests:

Hypothesis S. X carries the structure of a holomorphic VOA containing T* as a subVOA. X is therefore
a holomorphic VOA of central charge 24, that is, it is on the Schellekens list.

Hypothesis S is completely analogous to [Hohn 1996, Vermutung 3.2.1]. It suggests where we should
look to find VOAs in the U-series. We consider this option in the next subsection.

9.2. Existence of U-series VOAs. Throughout this subsection, and for the sake of comparison, we
generally use notation similar to that of the previous subsection. In particular, we now fix X to be a VOA
on the Schellekens list. For a recent survey on the status of the VOAs in the Schellekens list, we refer the
reader to [Lam and Shimakura 2019]. In particular, the Schellekens list VOAs intervening in Table 9 exist
and they are unique. Let V® C X be a subVOA isomorphic to an affine algebra as in the previous subsection
such that the weight 1 piece Vl(k) is a simple Lie algebra component of X; isomorphic to either A > or By ;.

This assumption involves some exclusions. First, the case k =0 and vk = Vir(c3 4) does not occur. This
case is somewhat exceptional and was, in any case, handled by Hohn. Secondly, the cases k=7, 9, 10 do not
occur either, but for a different reason. Namely because there is no X with such a subalgebra (see Table 9).

Lemma 34. We have VO = C(C(V®)), i.e., VO coincides with its double commutant in X.

Proof. Let D := C(C( vV ®))) be the double commutant in question. It is a subVOA of X that contains
V®, and we have D; = V\*). Furthermore D and V® share the same Virasoro element. On the other
hand, of the three simple modules for V®), the adjoint module is the only one that has integral conformal
grading. Now the equality D = V® follows. O

Continuing earlier notation, we set
wP =Wy, (23)

Note the difference, however. Our earlier WP) was the hypothesized U-series VOA, whereas now there
is no question about its existence. What is in doubt is whether W) as defined in (23) is in the U-series.
Basically, this comes down to the question, does W (?) have exactly three simple modules? In the next
few paragraphs we will state and prove what we know about this. We will show on the basis of the results
of [Gaberdiel et al. 2016] that W) is indeed in the U-series. This work, while undoubtedly correct, was
not developed on an axiomatic basis.
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We will need to use the following standard conjecture concerning commutants in a strongly regular
VOA. In the present context it says:

Hypothesis C. WP is a strongly regular VOA.

Proceeding on the basis of Hypothesis C (actually, we only need W) to be rational and C,-cofinite)
we first prove:

Lemma 35. The decomposition (21) holds, where M|, M., are the nonadjoint simple modules for 1740
labeled according to the S-matrix (20) and My, My are simple modules for WP,

Proof. Because we are assuming Hypothesis C, this follows from results of Lin [2017, (1.1)]. O
Furthermore we have:
Proposition 36. The following hold:

(a) My and M are simple currents for WP and VO respectively.
(b) VO g Mi and WP) & M, are both rational super VOASs.
) WP VO)ye (M @ M) is a conformal subVOA of X.

Proof. That M is a simple current for V® was already pointed out following (20). Indeed, these simple
currents for affine algebras are well-known. That V® @ M | is a rational super VOA is proved in [Dong
et al. 1996, Examples 5.11 and 5.12]. As for M|, that it is a simple current for WP follows from the
existence of M| and the duality between module subcategories proved by Lin [2017]. Now it follows
that the subspace WP VY (M, @ M {) C X is closed with respect to products; hence it is a
subVOA. Therefore V®) @ M| is itself a super VOA because we have already seen that WP @& M, is.
This completes the proof. U

Our main result is the following:
Theorem 37. WP is a VOA in the U-series.

Proof. The main point in the proof is the work of Gaberdiel, Hampapura, and Mukhi [2016]. These
authors consider the properties of commutants of affine algebras such as V® from the perspective of
MLDEs. They are able to show, in the framework that we are working, that the commutant WP while
not necessarily having exactly 3 simple modules (which is what we need), at least satisfies dim chy» = 3.
That is, the space of g-characters for the simple W ”)-modules is 3-dimensional. Note that we know the
g-characters of the simple W(”)-modules that are contained in X and that they furnish an irreducible
representation p of I'. As a check, [Gaberdiel et al. 2016] describes the MLDE satisfied by these characters
and one can check from their tables that the conformal weights of these modules are precisely those of
the U-series that we have already calculated from a completely different perspective.
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X k

(A1) @ Ar 1
(A;4)A1,2 1
(As56C23) D Al 1
10 (Dsg) @ A2 1
25 (D3,B3 @By 2
26 (A},A3) @By 2
28 (E6,4A2,1) @ By 2
39 (D62Cs1B31)® B3 3
3

4

4

5

6

8

oo X W | 3

40 (A9 2A41) ® B3

47 (Dg2B4,1) @ Ba1
48 (Cél) ® Bs

53 (E7,2F4,1) &) BS,I
56 (C10,1) ® Bs,1
62 (Es2) @ Bs.1

Table 9. VOAs on the Schellekens list with X; having a summand By ; or Aj .
Columns give the Schellekens list number, the structure of the Lie algebra X; with
levels, and the k-value.

From these comments it follows that we can organize the simple modules for W) into sets of 3 so
that the corresponding matrix representation of I" on the g-characters looks like

0

S O D
T O O

0

In particular, the S-matrix has a similar block diagonal decomposition. However, at least in its action on
the 1-point functions for W) (genus 1 conformal block), the S-matrix has first row with only nonzero
entries. It follows immediately from the displayed block diagonal matrix that this can only happen if it is
a 1x1 block matrix. That is, there are only 3 simple modules for W), This completes the proof. [

Example 38. When k = 8 we see from Table 9 that Wl(p ) — Egand W& = Eg . This equality holds be-
cause Eg » itself has only three simple modules. Thus this U-series VOA is well-known, as is its simple cur-
rent M7 and the super VOA Eg »® M (see [Dong et al. 1996]). This case was first handled by Héhn [1996].

We obtain 14 different VOAs in the U-series, including the know Ejs », as we see from Table 9. The
other 13 are probably new.
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In the exceptional case when k = 0 we have X| = 0, so it was not considered in [Gaberdiel et al. 2016].
In any case Hohn already proved, under the natural assumption that X = V* is the Frenkel-Lepowsky—
Meurman moonshine module, that the commutant of V(@ is the baby monster VOA VB?O). So this
example also falls into the U-series.

Appendix A: Primes in progressions

In Section 6 we cut down the possible character vectors for VOAs occurring in Theorem 1 by making use
of hypergeometric formulas for the character vector. To prove nonintegrality of the vectors not contributing
to Theorem 1, we produced nontrivial denominators in all but finitely many cases. Our argument relies
on the existence of primes in progressions that lie in specific intervals. In this short appendix we explain
how to use effective versions of the prime number theorem for primes in arithmetic progressions to prove
what we need. These sorts of results, which go back to Bertrand’s postulate that there is always a prime
between x and 2x, are well-known to analytic number theorists. A recent paper [Bennett et al. 2018],
which establishes effective versions of prime number theorems for arithmetic progressions, enables us to
get the precise results necessary for our application to the problem of classifying VOAs as in Theorem 1.
To treat solutions (m, x, y) to (10) with y = a/5 where a is an integer coprime to 5, we make use in
Section 6 of the following result:

Theorem 39. If X > 6496 then the interval [X , %X ] contains at least one prime from each congruence
class a (mod 30) with gcd(a, 30) = 1.

Proof. Let w(X; q, a) denote the prime counting function for primes p = a (mod g). By Theorem 1.3 of

[Bennett et al. 2018]

2 (X g, a)— 2 o (—
s q,a) — —— | < Cx
1 #() 7 log x)?

for all X > x,(g) for explicit constants c; (¢q) and x, (g) that are independent of a. We are interested in

the function
F(X)=n(28X/27;q,a) —n(X;q,a).

We must prove that there exists an N such that F(X) > 1 for all x > N. Notice that if X > x,(q),

Li(28X/27)  28¢x(q) X
w(28X/27;q,a) > —
¢ (q) 27 (log X + log(28/27))2
2(X:q.a)> -2 @)
1 o@ T logx)

Therefore for X > x,(q),

Li(28X/27) — Li(X) 28 1 1
|F(X)| > —cn(q)X(— 2 2)
#(q) 27 (log X +10g(28/27)) (log X)
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Taking g = 30, [Bennett et al. 2018] gives x, (30) = 789693271 and ¢, (30) = 0.0005661. One sees that
for X > x,(30), |F(X)| is much larger than 1. To prove the theorem for 6496 < X < x,(30) we used a
computer to verify it in the remaining cases. U

Other solutions to (10) can be treated in a similar manner, where the relevant moduli are 6 -7 = 42
(primitive fibers) and 6 - 16 = 96 (imprimitive fibers with y # —1); both of these moduli are treated in
[Bennett et al. 2018].

Appendix B: Affine algebras

Let G be a finite-dimensional simple Lie algebra of type A, B, C, D, E, F or G and Lie rank ¢ (dimension
of a Cartan subalgebra). In this appendix we discuss some properties of the universal vertex algebra
V (G, k) of level k and its simple quotient VOA Gy ., which is often called a WZW model when k is a
positive integer. For convenience, the constructions of these VOAs will be recalled below. For additional
background, see [Kac 1990; Lepowsky and Li 2004].

B.1: Statement of the main results. There are two main results that we intend to prove in this appendix,
both having to do with the conformal grading of WZW models. The first one we call the majorization
theorem. As a referee has pointed out, this result may not be new, but we are unaware of a good reference:

Theorem 40 (majorization). Fix the type G and Lie rank {. Regarding Gy as a linear space equipped
with its conformal Z-grading, there are surjective Z-graded morphisms

Gew = Gk

for all positive integral k' > k.
The second result is more specialized:

Theorem 41. For all positive integers k, £, we have
dim(Cy x)2 > dim(Be,1)2
with equality only if £ =2.
Remark 42. The proof will show that
dim(Cy )2 — dim(By.1)2 > 20 — 4.

B.2: The universal affine VOA V (G, k). Let G be a finite-dimensional nonabelian simple Lie algebra
with Killing form ( , ). The affine algebra associated to G is the Lie algebra defined by

G®Clt,t '@ CK,
where K is a central element and the nontrivial brackets are

[a®t",b1t"]:=[a, b] """ +m8pinola, b)K
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for a, b € G. There is a natural triangular decomposition
G:=G" ©Go®C-
with
gr=ger*'Clr'],  Go:=0@1’®@CK=GaC.

G is also naturally Z-graded by
G=EG: G.:=0t™" n#0),

neZz
50 that [Gpn, Gul S Gmn-
Choose any scalar (the level) keC, and let C; denote the 1-dimensional (Gt &® a 0)-module defined as
follows: G* acts as 0; G = G®¢" acts as 0; K acts as multiplication by the level k. The corresponding
Verma-module is the induced module

V =V(G. k) :=UQC) ®yg+ed, Cr.

where, here and below, U/ denotes universal enveloping algebra. Using the PBW theorem and the
triangular decomposition for G, one sees that V is linearly isomorphic to the symmetric algebra § G).
The conformal grading on the symmetric algebra is related to the grading on Ginwhicha®:™ (n> 1,
a € G) has weight (i.e., degree) n and the vacuum element 1 :=1® 1 has weight 0.

V=VG.k)ZSG)=Bu=05G . (24)

where
SG)=Cl, SG ) =0

As long as k is a positive integer (the only case that we care about) then V carries the structure of a
VOA, and the grading on V induced by the L (0)-operator of the Virasoro element is the conformal grading
we just described. An obvious — though important— point is that this is independent of the level k.

B.3: The quotient VOA L(G, k) and the majorization theorem. We continue to discuss the VOAs
V :=V(G, k), always with k a positive integer. Up to scalars, V admits a unique nonzero, invariant,
bilinear form by by a theorem of Li [1994], however by is always degenerate for the values of k under
consideration. The radical of by is the unique maximal 2-sided ideal in V, and we denote the simple
quotient VOA by

L(G,k):=V(G, k)/Rad(by).

If G has type A, B, ..., F, G and Lie rank £ we will often denote this VOA by Gy .

A fundamental theorem for us is the determination of Rad(by) by Kac [1990]. See also [Lepowsky
and Li 2004, Proposition 6.6.17]. To state the result concisely, we need some notation. Let ® be the root
system of G and let & € ® be the (unique) positive root of maximal height. Let Sy € G be a fundamental
sly-subalgebra determined by 6 having a Chevalley basis {eg, fg, hg}.
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Proposition 43 (Kac). We have
Rad(by) = U(G)es(—1)F 1. O
We are now ready for:

Proof of majorization Theorem 40. We have seen that, considered as just a Z-graded linear space, V (G, k)
coincides with the graded symmetric algebra (24) which does not depend on k. From Kac’s theorem it is
clear that the radical ideals Ry ; := by (g r) are graded subspaces that satisfy

Ry S Ry
for k' > k. These containments induce surjections of graded linear spaces
L(G, k) — L(G, k)
and this is the statement of Theorem 40. O

B.4: Proof of Theorem 41. In order to prove Theorem 41 we may assume that £ > 3, and we shall do
this. Furthermore, by applying Theorem 40 we are reduced to proving Theorem 41 in the case k = 1, and
we shall from now on also assume that this is the case.

Thus we must compare the dimensions of the weight 2 pieces of the VOAs Cy; and By, ;. According
to Proposition 43 these are given by the weight 2 pieces of the graded quotients

Ce.1 = V(Ce, D/UCHesc (-1,
Bei =V (B, D/UBpean(—1)’1,
where 6 B and 8C are the highest roots for the root systems of type B, and C,, respectively.
From the description of the underlying Z-graded space of V (G, 1) as a graded symmetric algebra
presented in Section B.2, and because By, C; are Lie algebras of equal dimension, it follows that the
degree 2 pieces of V (B, 1) and V (Cy, 1) are also equal. Therefore, in order to prove Theorem 41 we

must compare the dimensions of the degree 2 pieces (U (E Degp(—1)?1), and U (5 Degc(—1)%1),. Indeed,
we shall prove the next result (and Remark 42 also follows from this):

Lemma 44. We have
dim@U(By)egp(—1)*1)y — dimU(Cp)eac (—1)*1)2 = 2¢ — 4.

The remainder of this appendix proceeds with the proof of this lemma. It amounts to a fairly elaborate
computation of the dimensions of the 2 graded spaces in question.
We begin with any simple Lie algebra G. U ©) is spanned by elements of the form

la'(=my)---a" (=m,)b'(0) - - b*(O)c' (ny) -+ - ¢ (ny) | mj, m; > 1},

where the Lie algebra elements a’, b', ¢’ span G, the m; and n; are decreasing sequences of integers, ¢’ (1;)
is the operator induced by ¢! ® ", etc. Now it is well-known that the radical spaces (U (5 Yep(—1)%1)
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contain no nonzero elements of degree less than 2. Thus the weight 2 piece is the lowest nonzero part.
Because the operators ¢ (n;) are lowering operators for n; > 0 they must annihilate ep(—1)21 (a result
that can be checked directly). Similarly, the b’ (0) are weight 0 operators and the a’(—m;) are raising
operators for m; > 0. The upshot is that we have

UG)es(—1)*1), = Goeg (—1)*1.

For b € G we also have
b(0)eg (—1)*1 = 2[b, eg](—1)eg

and as b ranges over G we generate in this way eg(—1)> as well as e, (—1)eg for positive roots «, y such
that y +« = 6. Let the number of such positive roots y be denoted by N = Ng. This argument shows that

dim@(G)eg(—1)*1)2 = 1 + Ng.

There is a representation-theoretic meaning of the integer N. Recall the sl, Lie algebra S := &y =
(eg, fo, hg) € G, and decompose the adjoint representation as a direct sum of irreducible S-modules. We
assert that

G=Cg(S)®SBL, Vi, (25)

where Cg(S) is the centralizer of S and each V; is 2-dimensional. Indeed, the 1-dimensional summands
are all contained in the centralizer and there is at least one 3-dimensional summand, namely, S itself.
Note that a Cartan subalgebra # is contained in the sum of these two modules. Let V; € G be any other
nonzero irreducible S-submodule. On one hand V; is spanned by root vectors because G is, and on the
other hand it contains a unique highest weight vector for ey. Because 6 is the highest root for G then
every root vector v, (y € ®*) is annihilated by ey, and this means that V; contains exactly one positive
root vector, call it v,, and exactly one negative root vector, which must be v, _g. Setting 8 :=60 —y € d+
we have o + 8 = 6.

This argument shows that dim V; = 2, thereby confirming the decomposition (25). Note that we obtain
such a V; whenever 0 = o + § is decomposed into a sum of two positive roots, so that the number of
2-dimensional summands in (25) is indeed equal to N.

We now find that

Ng = 1(dimG — dim Cg(S) — 3). (26)
Lemmad45. (1) If G = By then Cg(S) = A & By_».
(2) If G = Cy then Cg(S) = Cp_.
Proof. We tackle the case Cy first. In standard notation (see [Humphreys 1972, Section 12]) we choose
an orthonormal basis {¢;} in Euclidean space R’. A root system of type C, may then be chosen to consist
of {*e; e; | i # j}U{x2e¢;}, and we have 6§ = 2ey. Then all roots with indices i, j greater than 1

correspond to elements of C¢(S), and these form a root system of type C,_;. The assertion of the lemma
in this case follows immediately.
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Similarly, a root system of type By may be taken to be {£e; £ e; | i # j} U {%e;} and in this case
0 = e + e». Here, all roots with indices greater than 2 together with e; — e, correspond to elements in
the centralizer, and the conclusion is that Cg(S) = A @ By_». Il

At last we can compute the needed dimensions using Lemma 45 and (26). We find that

Np, =5(Q20+0) — 2 =2+ (€ =2)+3)=3) =4 -6
Ne, =3 +0) — QU —1D*+ (= 1)) =3) = (— (=4l +2+(=1)) =3) =2¢ -2

Therefore Np, — N¢, =2¢ —4, and this completes the proof of Lemma 44 and thereby that of Theorem 41.
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